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Abstract—Natural language processing is an active research 
filed that will benefit greatly from a shared understanding of its 
concept terms. Modeling this research domain using an 
ontological semantic representation that defines and links its 
terms will definitely benefit the research community. This paper 
aims to present an ontology model for NLP. This ontological 
model will serve as a tool in analyzing and understanding the 
knowledge of the domain and to help practitioners in extracting 
and aggregating information and then generating an explicit 
formal and reusable representation of the NLP concepts along 
with their interrelationships. 
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I. INTRODUCTION 

Natural language processing (NLP) is a major area of 
artificial intelligence research. It involves using computers to 
recognize and understand human’s natural language [1], [2]. 
NLP began in the 1950s as the intersection of artificial 
intelligence and computational linguistics. It serves as a field of 
application and interaction of a number of other traditional AI 
areas [3]. This field of science focused on limiting the 
computer’s need for human experience about the knowledge in 
linguistics or statistical algorithms. 

Furthermore, it’s internally connected to text mining and 
corpus linguistics [4] but focuses on knowledge representation, 
logical reasoning, and constraint satisfaction. In the last 
decade, NLP has made a dramatic shift in statistical methods 
applications, such as machine learning and data mining. This 
paved the road for learning and optimization methods that 
constitute the core of modern AI and NLP, most notably 
genetic algorithms and neural networks [1]. 

Originally NLP was distinct from Text Information 
Retrieval (IR), Natural language generation (NLG) and 
Language Engineering (LE) [5], [6]. Although these three 
fields combine their basic techniques like document clustering, 
filtering, new event detection. NLP are distinguished itself by 
developing applications to extract meaning from text, represent 
knowledge, reason logic and satisfy constraints [5], [7]. 

However, this field of science has proven to be particularly 
beneficial for business companies such as Google and Yahoo 
in using an astronomical amount of resources to perform NLP 
tasks. According to the research center at Google, NLP has 
been used to solve problems in multiple languages at web 

scale. Similarly, Yahoo has integrated NLP into their sports 
products to makes it easy for football fans to search through 
stats and find only those relevant to making picks and 
monitoring their team. 

Additional examples of NLP multi lingual applications 
include Sentence Segmentation, Deep Analytics, Named Entity 
Extraction, Part-of-Speech (POS), Tagging, Word Sense 
Disambiguation, Chunking, Information Extraction, Semantic 
Role Labeling, and Dependency Analysis [2], [6], [8], [9]. 
These applications use various techniques such as stemming, 
part of speech tagging, compound recognition, de-
compounding, chunking, word sense disambiguation and 
others. 

Despite the advances in NLP research; real world natural 
language systems and applications still cannot perform high 
level tasks. More research is needed for commonsense 
reasoning or extract knowledge in a general and robust manner. 
Accordingly, NLP goal has not been achieved in automatic 
understanding natural language [4], [5]. Recently the research 
area focused on using superficial yet powerful techniques 
instead of unrestricted knowledge and reasoning capabilities. 

An emerging collaboration between Semantic Web, 
language processing and standards improve resource 
reusability and interoperability through development of 
standards for encoding annotation data [8]. In our research, we 
aim to focus on standards based on a unitedly recognized NLP 
components. These standards will illuminate the inconsistency 
in NLP presentation, documentation and ongoing research. 
Especially when different practitioners and researchers refer to 
different texts on NLP theories and principles and find that 
their own knowledge base and terminology is different from 
each other. 

Secondly, we intend to address the issue of lack of shared 
understanding concerning the nature of NLP by creating an 
ontological model used by researchers, students and experts to 
share and annotate information in their works [10]. 

Given that ontology includes machine interpretable 
definitions of basic concepts in the domain and relations 
among them. It defines a common vocabulary for researchers 
who need to share information in a domain. Therefore, we will 
introduce an ontology model to provide solid ground for 
common understanding of the structure of NLP. We will 
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introduce an ontological model representing the definition of 
NLP’s common vocabulary, concepts, interconnected objects 
and complex structure [11]. This model will assure that domain 
assumptions are explicit and will separate domain knowledge 
from operational knowledge and further on will support the 
design and development of the future NLP software systems 
[3], [12], [13]. 

This assumed support can be accomplished through 
providence of general guidance to the structure of successfully 
designed NLP systems alongside their optimal results. 
Secondly the literature of the results of different assembly of 
different components within these systems such as the 
combination of different approaches in algorithms with 
different models. Additionally, providing suggestions for 
approaches that have not yet been done, and a simple 
prediction for their results based on the state of the art ones. 

The purpose of this research is to develop an ontology 
models alongside an NLP development environment, it will 
provide reusable implementations for the rapidly changing 
components and allow an implementation of complex field 
applications and systems. Such an ontology model will be a 
key element in the learning process and will contribute to 
eLearning and enhance the students’ performance and 
comprehension once its deployed into the LMS [14]. To create 
adaptive e-learning environments and reusable educational 
resources, we intend to develop dynamic applications such as 
questions’ bank that help students test and evaluate their 
knowledge level and project idea enumeration application. This 
is accomplished by building a lexicon model to relate ontology 
concepts, relations and instances to lexical items and their 
occurrences in texts. 

The paper is organized as follows: Section 2 outlines 
literature on related works, Section 3 lists the contribution 
point, and illustrates the proposed methodology, Section 4 
evaluates the proposed methodology, Section 5 discusses the 
results and finally Section 6 is the conclusion and future work. 

II. RESEARCH BACKGROUND 

Ontologies play an important role in information 
organization, domain concepts and relationships in many 
fields. Ontologies are applied in various fields such as artificial 
intelligence, Semantic Web, biomedical informatics, natural 
language processing, and information architecture. In this work 
we will illustrate examples upper level and lower level 
ontologies, as discussed in the research. 

A. Upper Level Ontologies 

The first example of ontology is Suggested Upper Merged 
Ontology (SUMO). SUMO is an open source upper-level 
ontology that acts as foundation ontology for many specific 
domains through defining general purpose terms and concepts. 
SUMO created by merging publicly available ontological 
content into a single, comprehensive, and cohesive structure 
[15], [16]. SUMO can be applied in NLP applications, 
semantic search and semantic web. It can be used to create 
ontologies for specific domains such as financial transactions 
and the Quality of Service (QoS) [16]. 

Secondly, Basic Formal Ontology (BFO) supports 
scientific research ontologies. It consists of several ontologies 
categorized into two categories that represent some distinct 
perspective of reality: ontologies of type SNAP (snapshot) and 
ontologies of type SPAN [17], [18]. BFO is applied to the 
biomedical domain [19]. 

The third example BabelNet is constructed automatically.  
It is a very large multilingual semantic network and ontology, 
which is generated by a mapping between Wikipedia and 
WordNet. Wikipedia provides large amounts of semantic 
relations. Thus when they overlap, the two resources 
complement the information about the same named entities or 
concepts [20]. Another similar application that uses this 
approach is the YAGO ontology which is built from extracted 
facts and semantics from WordNet and Wikipedia [21]. 

Fourth is Cyc, the largest existing common-sense 
knowledge base. Its ontology makes a heavy use of higher-
order logic constructs such as a context system. Many of these 
higher-order constructs are believed to be key to Cyc’s ability 
to represent common-sense knowledge and reason efficiently 
[22]. Cyc has been used in the domains of natural language 
processing. In particular, for the tasks of word sense 
disambiguation and question answering and network risk 
assessment [17]. 

Fifth work is GATE’s ontology model consists of a class 
hierarchy. At the top is a taxonomy class which is capable of 
representing taxonomies of concepts, instances, and inheritance 
between them. At the next level is ontology classes which can 
represent also properties, i.e., relate concepts to other concepts 
or instances. Properties can have cardinality restrictions and be 
symmetric and/or transitive. There are also methods that 
provide access to their sub- and super-properties and inverse 
properties.  The property model distinguishes between object 
(relating two concepts) and datatype properties (relating a 
concept and a datatype such as string or number) [8]. 

Sixth is YAMATO. It covers issues which exiting upper 
ontologies fail to explain such as quality and quantity, ontology 
of representation, and distinction between processes and events 
[23], [24]. 

B. Lower Level Ontologies 

The first example in this category is Dublin Core. A 
language that contains a set of terms to describe resources, 
such as Resources has title: “The Picture of Dorian Gray” or 
Resources has date created: 1890. It has two levels: The 
Element Set which consists of fifteen elements. The Qualifiers 
included two classes: encoding schema to parse rules that aid 
in the interpretation of an elements value and element 
refinements to make a meaning more specific [25]. 

Secondly is FOAF (Friend of a Friend). A project that 
describes persons and how they are relative to other people and 
to objects. FOAF links persons and information, which help the 
merchants to gain search about their user’s intentions. It 
identifies users and their interest for the web site to show the 
users the recommendation that interest [26]. 
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Thirdly is Music Ontology. An ontology based on FOAF. It 
expresses tastes of music consumers and provides a vocabulary 
to link music related data on the web [27], [28]. 

C. Hybrid Ontologies 

On the other hand, we present an ontology that includes 
upper level and a lower level ontology which is Gellish English 
Dictionary. It is a public domain standard data and knowledge 
representation language and ontology. It includes taxonomy 
and a universal database implementation method [27]. Gellish 
is not the only example of open source; Foundational Model of 
Anatomy (FMA) is open source that references ontology for 
the human anatomy discipline. It is concerned with the 
representation of types or classes and relationships for the 
symbolic representation of the phenotypic structure of the 
human body [28]. 

III. PROPOSED NLP ONTOLOGY METHODOLOGY 

The proposed methodology will build an ontology using the 
Stanford University Top – Down ontology creation strategy. 
Our methodology populates ontology with concepts and their 
instances discovered in texts [8], [29]-[34]. 

Our NLP ontology is organized by a subset of NLP 
concepts representing NLP domain knowledge. These concepts 
represent the vocabulary of basic NLP terms and their 
meanings. The reason for the usage of concepts rather than 
words is to facilitate the understanding of common NLP 
knowledge that may have different explanations in different 
contexts and resources which can make the meaning of terms 
confusing and ambiguous, the ontology is created and 
implemented using OWL 2 language and Protégé tool. 

Ontology construction is the core phase, which involves the 
creation of ontology framework, and then it will evolve to 
reach the final ontology. Each phase has input, output, 
participants and activities. This methodology is organized into 
four steps as shown below, see Fig. 1. 

Step 1: Collect important terms and vocabulary, taxonomy, 
and relations 

The NLP ontology necessarily embodies part of a world 
view with respect to the domain. This world view is often 
conceived as a set of key concepts. Obviously there is no 
formal definition of what a key concept is. However, we used 
some selection criteria to elect and choose n umber of 
concepts. 

The first criteria is the density of a term. It choses concepts 
that are information rich in an ontological sense. The second 
criteria is the number of occurrence. Those concepts that have 
higher occurrence rates indicate a strong involvement within 
the NLP field. The third criteria is generality, as the NLP 
domain expands rapidly we highlighted concepts that were 
general rather than specific to certain techniques or systems. 
These three criteria’s yield a sample of 20 concepts in which it 
is seemed reasonable to begin with in the ontology construction 
and subject to expansion. 

We created a list of terms that represent concepts, relations 
among the terms, any properties that the concepts may have. 
Our method for determining the domain list of informal terms 

is adapted from text books and research articles literature. We 
then arranged the concepts into classes and slots. Table 1 
displays a small sample of the general terms that exist in NLP 
domain. 

Step 2: Define formal concepts, concept hierarchy 

In this process, we proceed by considering how to identify 
what the important concepts and ideas are in a domain of 
interest thus limiting the scope of the ontology. 

There are several approaches to develop the class hierarchy 
(is_a relationship between concepts) such as top down, bottom-
up and middle-out development approaches. The proposed 
methodology will follow the first approach, as shown in 
Table 2 and Fig. 1. 

The information for these concepts, their domains ,values, 
hierarchy and description as in Tables 1 to 4 have been 
withdrawn from previous related research in NLP [9], [35]-
[55]. In addition, researches in [56]-[62] were used in deducing 
Object and Data properties found in Tables 3 and 4. 

TABLE I. SMALL SAMPLE OF ONTOLOGY KEY TERMS 

General NLP specific NLP specific 
Science System Language Translation 
Natural language Algorithm Language processing 
Theory Model Rule 
Method Application Meaning 
Approach NLP Task NLP challenges 

 
Fig. 1. Class hierarchy. 

Step 3: Define the properties 

Here we described the classes’ internal structure in which 
we defined the data properties of the classes and object 
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properties between classes and define the relationships between 
properties.  (i.e. is_a properties hierarchy). 

Tables 2 and 3 describe some of these properties in some 
detail as domain and range of each property. The first column 
denoted the object properties between concepts, in other words 
the name of the classes relationship, the second and third 
columns show the domain (subject concept) and the range 
(object concept) and the description denotes the proper way to 
read the property and its relation to other properties such as 
being a sub property of another property. 

TABLE II. CLASS HIERARCHY 

Class notation Super classes Subclasses 
Approach None NLP system 

NLP system 
 

Approach 
Application 
Model 
Technique 

Application NLP system None 
Model NLP system None 

NLP Technique NLP system None 

Language None Natural language 

Natural 
language 

Language 

Data. 
NL meaning. 
NL Semantics. 
Formal Grammar. 

Annotation NLP Task None 
Data Natural language None 
NL meaning Natural language None 
NL Semantics Natural language None 
Formal 
Grammar 

Natural language None 

Corpus building NLP Task Feature Set 

Algorithm Science None 

Science None 
Algorithm. 
Theory. 

NLP Task None 

Challenge 
Language 
Processing 
Language 
understanding 
Problem 
Corpus building 
Annotation 

Language 
Processing 

NLP Task NL Translation  

NL Translation Language Processing None 

Rule None None 
Theory Science Method 

Step 4:  Define the facets on the slots (constraints) 

Here we defined different value types for the data 
properties (i.e. string, numeric, date/time, other concept, 
Boolean, enumerated …). Slots are placeholders for values 
associated with instances of class. To determine the set of slots 
for an instance, the class precedence list for the instance's class 
is examined in order from most specific to most general. A 
class is more specific than its super classes. Table 4 describes 
some of these properties in some detail as domain, range of 
each property and description of the property or if it’s related 
to other properties. 

TABLE III. SAMPLE OF ONTOLOGY OBJECT PROPERTIES 

Object 
Properties 

Domain Range Description 

A branch of Science Sciences 
A science that is a subfield 
of another one 

Super field of Science Sciences 
A science that is a super 
field of another one 

Concerned 
with  

Science 
Natural 
language 

Science that studies NL 

Involves Science Algorithm 
Algorithm is part of 
Science 

Is –a 
Natural 
language 

other 
languages 

NL is a Sub class of other 
languages 

Is –a 
Natural 
language 

other 
languages 

NL is a Super class of 
other languages 

Translated by 
Natural 
language 

NLP System NLP systems translate NL 

Concerned 
with 

Challenges Science 
Challenge connected to 
NLP field of science 

Facing Challenges NL Challenge facing NL 

Evolves into Challenges NLP system 
Challenge evolves into 
NLP system 

Over comes NLP task Challenges 
NLP task overcome 
challenges 

introduces  NLP task 
NLP Model 
+ NLP 
system 

NLP task introduces NLP 
models and NLP system 

develop for Applications NLP Task 
Applications are developed 
to accomplish task 

Accomplishes NLP system NLP task 
NLP system accomplishes 
an NLP task 

Produce   NLP system Result  
NLP system produces 
annotation results 

Faces  NLP system challenge 
NLP system faces 
challenges 

Based  on  NLP system Algorithm 
NLP system uses 
algorithms 

Produces 
 

Algorithm NLP system 
An algorithm produces and 
NLP system 

presents input 
to 

model 
(ML) 
algorithm 

A model presents input to 
ML algorithm 

Facilitates 
experiments 
on 

Algorithm Data sets 
An algorithm facilitates 
experiments on Datasets 

provided for 
 

features 
ML 
algorithm 

Features are provided for 
ML algorithm 

Executed on  
 

Algorithm Corpora 
The algorithm is executed 
on a corpora 

Capture 
linguistic 
patterns of  

Model Data 
Model captures 
(relationships, properties) 
of data 

Provide info 
 

Model System 
Model provides semantic 
,meaning, synonyms 
information to systems 

Minimizes 
risk of 

NLP 
Techniques 

Model over 
fitting 

Techniques seek to 
minimize the risk of 
overfitting the model 

Defines  Theory Language Theory defines a language 

Used in Method 
NLP 
application 

A method is used in an 
NLP application 
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TABLE IV. SAMPLE OF ONTOLOGY DATA PROPERTIES 

Data 
properties 

Domain Range Description 

Automatic 
annotation 

Corpus Boolean Corpus Automatic annotation 
feature 

Ambiguity Natural 
language 

Literal  Natural language ambiguity 
attribute 

Area of 
study  

Science Literal  Science Area of interest 

Complexity 
level  

Challenge Literal  The complexity level of the 
challenge 

Data type Data Literal  Data type of the Data 
Structure  Data Literal  Sub property of the Data type pf 

Data. 
Origin  Natural 

language 
Literal  The Origin (Source) of a Natural 

language 
Development 
Data 

NLP Task Literal  The Development Data used in 
the NLP Task 

Difficulty  NL 
Translation 

Literal  The level of difficulty of the 
translating NL 

Form  NL  Literal  The form of the NL 
History Science Literal  The milestones and literature of a 

science 
Impact Science Literal  The impact of the Science on the 

world 
Intention NL 

translation 
Literal  The intention of the NL 

translation 
NLP Task Corpus Literal  The language of the Data in the 

Corpus 
SVM Model  Model Literal  Is the model considered a SVM 

model  
Uneven 
margins 

Model Literal  Sub property of SVM model  

Size  Corpus Double The size of the corpus 
Evaluation 
metric 

NLP 
system 

Literal A sub property of system name 

Beginning  Science  Date 
time 

The Beginning date of the science 

Formality  Natural 
language 

Boolean The formality level of the Natural 
language 

Input type  Feature set Literal  The Input type of the Feature set  
Model Type Model Literal  The model Type of the Model 
Processes NL 

translation 
Literal  The Process included in the NL 

translation 
Challenge 
category 

Challenge Literal  The category of the NLP 
challenge 

Cause challenge Literal  Sub property of Challenge 
category 

Step 5: Define axioms for complex concepts and create 
instances 

Some complex concepts and properties can be created from 
existing ones by means supported by the ontology language. 
We created individual instances of classes adapted from real 
world, in our case. 

Step 6: Select implementation language and tool 

We generated the ontology using OWL 2 language and 
Protégé 4.2 tool. Fig. 2 and 3 are Protégé snapshots to show the 
built ontology’s classes. 

 
Fig. 2. Part of the NLP ontology graph [63], [64]. 

 
Fig. 3. Part of the NLP ontology graph [64]. 

Fig. 4 and 5 represent NLP ontology model in two different 
forms. 

 
Fig. 4. Grid view of the Entire NLP ontology graph. 

 
Fig. 5. Spring view of the Entire NLP ontology graph. 
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Fig. 6, 7 and 8 are Protégé snapshots to show the built 
ontology’s object and data type properties and instances of the 
classes. 

 
Fig. 6. Object properties [63], [64]. 

 
Fig. 7. NLP ontology data properties. 

 
Fig. 8. NLP ontology instances for Model and NL concepts. 

IV. EVALUATING THE NLP ONTOLOGY MODEL 

Ontologies are a fundamental data structure for 
conceptualizing a domain, but since these tools are relatively 
easy to build, evaluation criteria are called upon for ontology 
users, designers and engineers for choosing and evaluating 
them. 

In this paper, we chose peer review as a formal method to 
find errors of omissions, contradictions, flaws in logic, 
inconsistencies, and in-efficiency and to improve the quality of 
the ontology under consideration [66]. According to Karl E. 
Wiegers [67] his approach manages to provide value added 
input from reviewers with different technical backgrounds, 
experience, and expertise and professional growth to 
participants by giving them an opportunity to look at different 
development or maintenance methodologies and approaches. 

Features of evaluation [65]-[70] are: 

a) The data level: Including lexical terms and 
vocabulary, the evaluation scans the various knowledge 
documents composing the data and focusing on the chosen 
concepts and instances, assessing the vocabulary of each 
concept. In this paper, we provided the NLP experts with a 
body of natural language text and compare their output 
(extracted concepts, definition and is-a relation). 

b) Taxonomy level: Here the evaluator focuses on each 
is-a relation, the reviewers can also compare the ontology to a 
human provided standard, to evaluate an approach for 
automatically extracting a set of lexons, i.e. triples of the form 
〈term1, role, term2〉. 

c) Semantic relations level: Precision and recall 
measures are used to evaluate relations other than is-a between 
concepts. We will mainly follow a human manual standard in 
comparison to the relational level of our ontology standard, 
supported by a list of statistical relevant terms. Then we will 
assess the philosophical notions [67]. 

The reviewers were provided with the ontology tables 
listing: 

 The Class Hierarchy. 
 The Object and Data properties. 
 The Class Instances. 
 Evaluation Forms 1 and 2 as shown in Table 5 and 

List 1. 

TABLE V. SAMPLE OF EVALUATION FORM 1 

Class 
notation 

Super classes Subclasses Reviewer opinion 

Science None Algorithm Theory Agree Disagree 

Natural 
language 

Language 

Data 
NL meaning 
NL Semantics 
Formal Grammar 

Agree  

Algorithm Science None Agree Disagree 

NLP Task None 

Corpus building 
Annotation 
Challenge 
Language Processing 
Language under-
standing Problem 

Agree Disagree 

Language 
Processing 

NLP Task NL Translation  Agree Disagree 
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List 1: The evaluation form included these evaluation 
questions: 

1) Does the modelled concepts and properties in the 
proposed ontology correctly represents entities in the world 
being modelled? 

2) Does the modelled ontology correctly represent 
hierarchical and taxonomical concepts? 

3) Do the concept attributes represented in the ontology 
clearly compel with in reality what is part of the object and 
what is not? 

4) Does all instances of the subclass are necessarily 
instances of the super-class? 

5) Are all the relations between class (A) and class (B) a 
part-of or subclass relation in the real world as demonstrated in 
this ontology? 

6) Does the modelled concepts and relations in ontology 
provides a common understanding of a domain for parties to 
agree or commit to? 

7) Does the ontology have a potential of fulfilling its main 
purpose (provides a common understanding of a domain for 
parties to agree or commit)? 

8) Is the ontology structured in a way that has an ability 
for further development? 

V. RESULTS 

We have applied peer review as an evaluation methodology 
to a subset of an ontology in the NLP domain. This 
methodology examines the usage of the sub-super relation 
between classes in an ontology using formal notions (rigidity, 
unity, identity and correctness) to capture various 
characteristics of classes, and constraints upon those Meta 
properties. Based on the results we were able to correct all 
inconsistencies. The presented ontology model is the result of 
modification and refinement according to the reviewers and 
NLP specialists’ answers and remarks. However, it was noted 
that the resulting ontology could be further improved. 

VI. CONCLUSION 

In this paper, we have proposed, analyzed and evaluated an 
ontology model that represents part of the NLP domain. We 
have provided a graphical notation of the modeled NLP 
ontology. Once the ontology model has achieved describing 
NLP concepts declaratively, stating explicitly what the class 
hierarchy is and to which class’s individuals belong; there are 
many future improvements that can be added to the model like 
introducing new concepts, and changing its conceptualization. 
We intend to deploy this model in a Universities LMS system 
to measure the improvements in the management, distribution 
and retrieval of the learning material and answering advanced 
search queries and creating complete cycles between the 
classes hierarchy based on the history of research in NLP, and 
for a supportive system capable of making decisions based on 
the structural properties of each class. 
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