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Abstract—The Simple Network Management Protocol 
(SNMP) is one of the dominant protocols for network monitoring 
and configuration. The first two versions of SNMP (v1 and v2c) 
use the Community-based Security Model (CSM), where the 
community is transferred in clear text, resulting in a low level of 
security. With the release of SNMPv3, the User-based Security 
Model (USM) and Transport Security Model (TSM) were 
proposed, with strong authentication and privacy at different 
levels. The Raspberry Pi family of Single-Board Computers 
(SBCs) is widely used for many applications. To help their 
integration into network management systems, it is essential to 
study the impact of the different versions and security models of 
SNMP on these SBCs. In this work, we carried out a 
performance analysis of SNMP agents running in three different 
Raspberry Pis (Pi Zero W, Pi 3 Model B, and Pi 3 Model B+). 
Our comparisons are based on the response time, defined as the 
time required to complete a request/response exchange between a 
manager and an agent. Since we did not find an adequate tool for 
our assessments, we developed our own benchmarking tool. We 
did numerous experiments, varying different parameters such as 
the type of requests, the number of objects involved per request, 
the security levels of SNMPv3/USM, the authentication and 
privacy protocols of SNMPv3/USM, the transport protocols, and 
the versions and security models of SNMP. Our experiments 
were executed with Net-SNMP, an open-source and 
comprehensive distribution of SNMP. Our tests indicate that 
SNMPv1 and SNMPv2c have similar performance. SNMPv3 has 
a longer response time, due to the overhead caused by the 
security services (authentication and privacy). The Pi 3 Model B 
and Pi 3 Model B+ have comparable performance, and 
significantly outperform the Pi Zero W. 

Keywords—Simple network management protocol; SNMP; 
performance evaluation; benchmarks; raspberry pi 

I. INTRODUCTION 
The Simple Network Management Protocol (SNMP) is 

widely utilized for network monitoring and management. 
SNMPv1 and SNMPv2c use the Community-based Security 
Model (CSM), where the community (that can be seen as a 
password) is exchanged in cleartext between SNMP entities. 
This basic model of security opens many simple attacks against 
the protocol. Hence, a new version of SNMP was released and 
uses the User-based Security Model (SNMPv3/USM). The 
USM model brings strong authentication and privacy to 
SNMP. It was designed to work independently of other 
existing security infrastructures, and utilizes a separate user 
and key management infrastructure. Unfortunately, the 

operational cost for deploying another user and key 
management infrastructure is significant, and network 
operators have been reluctant in its adoption [1]. To address 
this issue, the Transport Security Model (TSM) was later added 
to SNMPv3, and relies on well-accepted secure transport layers 
such as Secure Shell [2] (SSH), Transport Layer Security [3] 
(TLS), and Datagram Transport Layer Security [4] (DTLS). 

The Raspberry Pi Foundation, a non-profit organization, 
has released a series of Single Board Computers (SBCs) that 
have been well-accepted by the community [5][6]. Due to its 
low cost (for approximately US$10), the Raspberry Pi Zero W 
(RPi Zero W) is one of the best-selling SBCs of the foundation, 
and has a 32-bit single-core processor and a WiFi adapter. 
When more CPU power is required, users might consider the 
Raspberry Pi 3 Model B (RPi 3B) or the Raspberry Pi 3 Model 
B+ (RPi 3B+), both with a 64-bit quad-core processor, 
Ethernet, and WiFi, for approximately US$35. 

To facilitate the integration of Raspberry Pi SBCs into 
network management systems, we carried out an analytical 
performance analysis of different SNMP versions and security 
models for three different boards of the Raspberry Pi 
Foundation: (1) RPi Zero W, (2) RPi 3B, and RPi 3B+. To do 
so, we installed the agent of Net-SNMP [7], a well-known and 
comprehensive implementation of the SNMP protocol, on the 
three SBCs and ran some tests using a benchmarking tool that 
we developed. For better flexibility, the tool has numerous 
parameters and reports the “Response Time” defined as the 
required time to complete an SNMP request/response exchange 
between a manager and an agent. We performed intensive tests 
where we varied parameters such as the type of requests, the 
number of objects involved per request, the security levels of 
SNMPv3/USM, the authentication and privacy protocols of 
SNMPv3/USM, the transport protocols, and the versions and 
security models of SNMP. We think this study might be 
helpful for network administrators when integrating Raspberry 
Pis into SNMP-based network management systems. 

The rest of the paper is structured as follows. Section II 
discusses the related work. An introduction to the SNMP 
protocol and its different versions and security models is made 
in Section III. We present the benchmark developed and used 
for the experiments in Section IV. The description of the test 
environment is done in Section V. Section VI reports and 
discusses the results of our evaluation of the SNMP protocol in 
many different scenarios. Finally, Section VII concludes the 
paper and gives directions for future work. 

1 | P a g e  
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II. RELATED WORK 
Some work has been done to evaluate the performance of 

SNMP. Andrey, Festor, Lahmadi, Pras, and Schönwälder [8] 
studied papers related to the evaluation of SNMP, in major 
research databases such as the IEEE Xplore and the ACM 
Digital Library. Their goal was to retrieve and classify 
techniques, approaches, and metrics employed by these studies, 
to propose a common framework for SNMP performance 
analysis. Hidalgo and Gamess [9] developed one of the first 
SNMP agents for Android smartphones with support for 
SNMPv1 and SNMPv2c. To validate the possibility of 
integrating them into network management systems, the 
authors did some performance evaluations of the maximum 
SNMP traffic that Android smartphones can support in a 
determined period of time. In their work, Corrente and Tura 
[10] analyzed the impact of security on SNMP, by considering 
SNMPv1, SNMPv2c, and SNMPv3/USM. They did 
experiments in a testbed and reported metrics such as the 
processing time, number of transactions per minute, CPU 
usage, and protocol overhead. To more efficiently use SNMP 
in mobile environments, the study in [11] proposed to add a 
superimposition model to its architecture. With simulations, the 
authors supported how the proposed superimposition 
architecture can improve the performance of SNMPv3/USM. 
Several studies are focused on comparing the performance of 
different network management solutions [12-16]. For example, 
the authors of [12] assessed the performance of SNMP-based 
and web services-based network monitoring systems. Their 
analysis was centered around SNMPv1 and SNMPv2c, and 
they reported results such as bandwidth usage, memory 
consumption, and roundtrip delay. Another work in this 
direction was done in [13], where Santos, Esteves, and 
Granville evaluated the performance of SNMP, NETCONF 
[17], and RESTful web services for router virtualization 
management. At the level of SNMP, the authors assessed 
SNMPv2c and SNMPv3/USM. 

The previously mentioned efforts did not consider the new 
TSM model of SNMPv3. In the specialized literature, just a 
few projects have included this emerging standard. One of the 
first evaluations was done by Du, Shayman, and Rozenblit 
[18], before the publication of the RFCs that introduced the 
TSM model [19–21]. The authors modified the source code of 
Net-SNMP [7] and integrated the support of TLS [3] over TCP, 
for both SNMPv1 and SNMPv3. To demonstrate the viability 
of such a new development at the level of performance, the 
research team did some experiments in a testbed environment, 
and analyzed the performance of SNMPv1, SNMPv3/USM, 
and their non-standard SNMPv1 and SNMPv3 over TCP with 
TLS. A few years later, the work in [22] used a similar 
approach for SNMP over SSH. The authors did a non-standard 
modification of Net-SNMP [7] to carry SNMPv2c over SSH 
[2]. In a controlled environment, they assessed the performance 
of SNMPv2c and SNMPv3/USM, against their non-standard 
modified version of SNMPv2c over SSH. More recently, 
Schönwälder and Marinov [1] evaluated SNMPv3/USM and 
SNMPv3/TSM (with SSH, TLS, and DTLS) in a test 
environment. The testbed was made of computers connected 
through Ethernet. They reported metrics such as the response 
time to execute snmpget and snmpwalk (retrieving the 

ifTable table [23]) commands, and the bandwidth utilization 
for snmpwalk (retrieving the ifTable table [23]). It is worth 
clarifying that snmpget and snmpwalk are basic applications 
shipped with Net-SNMP [7]. 

According to our search, the unique assessment work that 
covers SNMPv3/TSM and standard implementations of the 
protocols is described in [1]. Our paper not only includes 
SNMPv3/TSM, but we also believe that it will be of interest in 
the growing community of the Raspberry Pi [5][6]. 

III. INTRODUCTION TO SNMP AND ITS DIFFERENT 
VERSIONS AND SECURITY MODELS 

The Simple Network Management Protocol (SNMP) was 
initially defined in August 1988 by RFC 1067 [24] as a 
protocol to monitor and control network devices, and it has 
been used extensively for over three decades now. SNMP 
allows configuring network devices remotely, collecting 
management data, and supporting the dissemination of event 
notifications [1]. Approved in 1990, SNMP became one of the 
main network protocols widely used as a de-facto standard by 
the industry to carry out the monitoring of assets for IP-based 
networks [25]. Nevertheless, the first version of SNMP, known 
as SNMPv1, is limited to meet all network management 
requirements that arise as a consequence of the interconnection 
complexity among systems, and is exposed to several security 
threats. 

The architectural model of SNMP is straightforward and 
consists of network management stations, agents, and managed 
devices. Network management stations execute the 
applications which monitor and control network elements or 
managed devices. Agents are responsible for performing the 
network management functions requested by the network 
management stations, whereas managed devices may be hosts, 
gateways, terminal servers, switches, routers, among others. 

The second version of SNMP, known as SNMPv2c, is an 
improvement of SNMPv1 without implementing security 
features. Neither SNMPv1 nor SNMPv2c can provide 
authentication, confidentiality, and integrity; therefore, they are 
exposed to multiple security threats, particularly those 
associated with authentication and privacy [26]. 

The third version of SNMP, known as SNMPv3, provides 
security features to the previous versions by introducing the 
User-based Security Model (USM), which is used to 
authenticate entities and provides encryption to secure the 
communication channel [10]. The authentication is performed 
using Hashed Message Authentication Code (HMAC) based on 
techniques such as Message Digest 5 (MD5) as well as Secure 
Hash Algorithm (SHA), while encryption for privacy is 
performed using Data Encryption Standard (DES) and 
Advanced Encryption Standard (AES), which are symmetric 
algorithms [27]. Also, SNMPv3 introduced a substantial 
complexity to SNMP architecture, since it implements its own 
user and key management infrastructure. 

A. SNMPv1 and SNMPv2c 
Both versions, SNMPv1 and SNMPv2c, rely on the 

Community-based Security Model (CSM) by which the 
community’s name acts as a password and is transmitted over 
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the network in cleartext with the message. If the community’s 
name is recognized, then the message should be processed. The 
use of the community’s name without any encryption to verify 
that the message was sent by a trusted source is inherently 
insecure since it allows unauthorized individuals to capture it 
by using a packet analyzer or sniffer, and execute privileged 
actions. Hence, the security of the SNMP messages is 
dependent on the security of the channels over which the 
messages are sent. 

SNMPv1 introduced five main Protocol Data Units: (1) 
GetRequest, (2) GetNextRequest, (3) SetRequest, (4) 
GetResponse, and (5) Trap. GetRequest is used by the 
manager to collect the value of one or more objects managed 
by the agent. The manager uses GetNextRequest message to 
request a series of consecutive variables managed by the agent. 
SetRequest is used by the manager to modify the value of 
one or more objects in a managed device. GetResponse is 
sent by agents to respond with data to get (GetRequest and 
GetNextRequest) and set (SetRequest) requests. Trap is 
used by the agent to notify that an event has occurred or that a 
condition is present. SNMPv1 does not allow manager-to-
manager interactions [28]. 

Three new PDUs were added in SNMPv2c: (1) 
GetBulkRequest, (2) InformRequest, and (3) Report. 
The purpose of GetBulkRequest is the optimization of 
GetNextRequest, allowing to request the transfer of a large 
amount of data and reducing the number of requests and 
responses. InformRequest is used by a manager to send 
management information to other remote managers. Usage and 
precise semantics of Report are not specified; therefore, any 
SNMP administrative framework making use of this PDU must 
define it. SNMPv2c improved error-handling by including 
expanded error codes to differentiate types of error conditions 
reported through a single error code in SNMPv1 [29]. 

B. SNMPv3/USM 
The User-based Security Model (USM) provides 

authentication and privacy capabilities at the SNMP message 
level. It defines three security levels that can be summarized as 
follows: 

• Communication without authentication and privacy 
(noAuthNoPriv): From a security point of view, it is 
comparable to the CSM used by previous versions of 
SNMP. Neither authentication, nor encryption for 
privacy capabilities, are provided. 

• Communication with authentication but without privacy 
(authNoPriv): It provides authentication. However, 
encryption for privacy is not provided by this level. 

• Communication with authentication and privacy 
(authPriv): It provides both authentication and 
encryption for privacy capabilities. 

The USM model implements its own user and key 
management infrastructure, making it unpractical to be 
implemented [1]. It relies on the existence of pre-shared keys 
between two communicating SNMP engines. 

C. SNMPv3/TSM 
The Transport Security Model (TSM) was designed to fit 

into the SNMP architecture as a Security Model that utilizes 
the services of a secure Transport Model. The TSM model does 
not provide security mechanisms such as authentication and 
encryption itself [19]. Instead, it was implemented to work 
with a variety of secure transport protocols, including Secure 
Shell [2] (SSH), Transport Layer Security [3] (TLS), and 
Datagram Transport Layer Security [4] (DTLS). 

1) SNMPv3/SSH: The Secure Shell (SSH) protocol [2] is 
used for secure remote login and other secure network 
services over an insecure network. It comprises of three 
components: 

• Transport Layer Protocol: it provides server authentica-
tion, confidentiality, integrity, and compression. It 
operates over a TCP connection, however, other reliable 
data streams can be used. Public-key cryptography is 
used to authenticate the server to the client and to 
establish a secure connection, which then uses a session 
key and a symmetric encryption algorithm to protect the 
connection. 

• User Authentication Protocol: it authenticates the client-
side user to the server and runs over the transport layer 
protocol. SSH can support multiple user authentication 
mechanisms including, but not limited to, password 
authentication, public-key authentication, and 
keyboard-interactive authentication (which supports 
challenge-response authentication mechanisms). 
Through the Generic Security Service Application 
Program Interface (GSS-API), SSH can also interact 
with the Kerberos protocol to authenticate users. 

• Connection Protocol: it multiplexes the encrypted 
tunnel into several logical channels. It runs over the 
transport layer protocol and starts once the user 
authentication protocol has finished. 

2) SNMPv3/TLS: The Transport Layer Security (TLS) 
protocol [3] provides authentication, integrity, and privacy at 
the transport layer. The TLS Transport Model (TLSTM) for 
SNMP consists of a model instantiation in the transport 
subsystem and details the elements of procedure for sending 
and receiving SNMP messages over TLS. TLSTM makes use 
of the X.509 public key infrastructure to provide 
authentication. 

3) SNMPv3/DTLS: The Datagram Transport Layer 
Security (DTLS) protocol [4] is based on the TLS protocol 
and provides similar security capabilities. The main difference 
in comparison with TLS is that DTLS provides secure 
communication over unreliable datagram transports (e.g., 
UDP). 

IV. METRICS AND BENCHMARKS 
Let us define the “response time” as the time required for 

an SNMP manager to send a request and receive the associated 
response from the agent. We could not find a software tool on 
the Internet that fulfilled our need in computing the response 
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time with precision. Hence, we wrote our own benchmarking 
tool in the C programming language, using the Net-SNMP 
library [7]. Basically, a request/response exchange is done 
several times between our benchmarking tool and the agent. 
The benchmarking tool takes a timestamp before and after the 
interchange. The difference in timestamps is divided by the 
number of exchanges to get the average response time. 
Repeating the request/response exchange several times 
minimizes the error on the response time, due to low-precision 
clocks and any other processes that could be started by the 
operating systems and load the devices during the benchmark 
execution. 

The benchmark has several parameters, including the 
version of SNMP, the community (only for SNMPv1 and 
SNMPv2c), the security name, security level (noAuthNoPriv, 
authNoPriv, and authPriv), the authentication protocol and 
passphrase, the privacy protocol and passphrase (only for 
SNMPv3/USM), the digital certificates for the benchmarking 
tool and the agent (only for SNMPv3/DTLS and 
SNMPv3/TLS), the number of sessions (numSessions), the 
number of requests/responses per session (sessionSize), the 
transport protocol (UDP, TCP, DTLS, and TLS), the IP address 
of the agent, and a list of parameters related to Object 
Identifiers (OIDs). The latter list will depend on the petitions. 
For example, for GetRequest and GetNextRequest 
petitions, it should be the list of OIDs to be resolved into 
values. For SetRequest petitions, it should be a list of triplets 
(OID to be altered, its type, and its new value). Fig. 1 gives the 
skeleton of the benchmark for computing the response time for 
a GetRequest petition. The line numbers have been added 
just for reference. Line 01 gets the starting timestamp. The 
external for-loop controls the number of sessions 
(numSessions). For each session, the internal for-loop 
controls the number of requests/responses per session 
(sessionSize). Each session consists of opening the session 
with the agent (Line 05), repeating the creation of the request 
(Line 07), exchanging the request and response with the agent 
(Line 09), and destroying the response once processed (Line 
11), before closing the session (Line 13). Finally, Line 16 gets 
the ending timestamp, and the results are displayed. 
01: gettimeofday(&timerStart, (struct timezone *) 0); 
02: // Get the starting timestamp 
03: 
04: for(int i=0; i<numSessions; i++) { 
05: ss = snmp_open(&session); // Open an SNMP session 
06: for(int j=0; j<sessionSize; j++) { 
07: pdu = snmp_pdu_create(SNMP_MSG_GET); // Create request 
08: // Add pairs of (OIDs, null) to the request 
09: status = snmp_synch_response(ss, pdu, &response); 
10: // Process the response 
11: snmp_free_pdu(response); 
12: } 
13: snmp_close(ss); Close the SNMP session 
14: } 
15: 
16: gettimeofday(&timerEnd, (struct timezone *) 0); 
17: // Get the ending timestamp before showing the results 

Fig. 1. Skeleton of the Code of the Benchmark to Compute the Response 
Time for a GetRequest. 

V. DESCRIPTION OF THE TEST ENVIRONMENT 
The testbed of Fig. 2 was used for the experiments. It 

consisted of a laptop, a wireless router, and SBCs from the 
Raspberry Pi Foundation. The laptop and SBCs were placed 4 
meters from the wireless router, with no obstacles between 
them. Section V.A gives more details about the different 
models of SBCs (RPi Zero W, RPi 3B, and RPi 3B+) that were 
used. The laptop had the following specifications: Microsoft 
Surface Book with an Intel Core i7-6600U CPU at 2.81 GHz, 
16 GB of RAM, a 512 GB SSD, an NVIDIA GeForce GPU, 
and a Marvell AVASTAR Wireless-AC Network Adapter 
(dual-band wireless adapter with support to IEEE 802.11 
a/b/n/g/ac). Debian amd64 10.11.0 was installed as the 
operating system. For the wireless network interconnection, a 
NETGEAR AC1200 Smart WiFi Router R6220 was employed. 
It had the following characteristics: an 880 MHz MediaTek 
processor width two radio bands (IEEE 802.11b/g/n in the 2.4 
GHz band and IEEE 802.11a/n/ac in the 5 GHz band), 128 MB 
of flash, 128 MB of RAM, and five 10/100/1000 Mbps 
Ethernet ports (1 WAN and 4 LAN). In the 2.4 GHz band, the 
bandwidth can be set up to a maximum of 54, 145, or 300 
Mbps. At the level of the 5 GHz band, a maximum of 173, 400, 
and 867 Mbps can be configured. 

 
Fig. 2. Testbed for the Experiments. 

A. Models of Raspberry Pi used in the Experiments 
The Raspberry Pi Zero W (RPi Zero W) is based on a 32-

bit Broadcom BCM2835 single-core ARM1176JZF-S SoC @ 
1.0 GHz, 512 MB of RAM, one 2.4 GHz IEEE 802.11b/g/n 
WiFi interface, one micro USB On-The-Go port, one mini 
HDMI connector, and one microSD card slot. The Raspberry 
Pi 3 Model B (RPi 3B) is based on a 64-bit Broadcom 
BCM2837 quad-core Cortex-A53 SoC @ 1.2 GHz, 1 GB of 
RAM, one 10/100 Mbps Ethernet interface, one 2.4 GHz IEEE 
802.11b/g/n WiFi interface, four USB 2.0 ports, one full-size 
HDMI connector, and one microSD card slot. The Raspberry 
Pi 3 Model B+ (RPi 3B+) is based on a 64-bit Broadcom 
BCM2837B0 quad-core Cortex-A53 SoC @ 1.4 GHz, 1 GB of 
RAM, one Gigabit Ethernet interface over USB 2.0 (maximum 
throughput 300 Mbps), one dual-band 2.4 GHz and 5 GHz 
IEEE 802.11a/b/g/n/ac WiFi interface, four USB 2.0 ports, one 
full-size HDMI connector, and one microSD card slot. 

B. Operating Systems for Raspberry Pi 
Many operating systems are available for Raspberry Pi 

(e.g., Raspberry Pi OS, Debian, Ubuntu, RaspBSD, Kali Linux, 
OpenSUSE, RetroPie, LibreELEC, RISC OS). We opted for 
Raspberry Pi OS (32-bit), released in May 2021, which is the 
continuity of Raspbian (one of the most accepted OS for 
Raspberry Pi, worldwide). The Raspberry Pi Foundation offers 
three versions of this operating system that are compatible with 
all Raspberry Pi models: (1) Raspberry Pi OS Lite, (2) 
Raspberry Pi OS with Desktop, and (3) Raspberry Pi OS with 
Desktop and Recommended Software. The “Lite” version does 

NETGEAR R6220

Laptop that
runs the benchmark 

Raspberry Pi
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not have a GUI, and therefore it is faster since it does not have 
the full overload of a desktop environment. It is totally based 
on the command-line interface (terminal) and consists of 483 
packages. The “Desktop” version has all the features of the 
“Lite” version, but also includes software such as Openbox as 
the window manager and LXDE (Lightweight X11 Desktop 
Environment) as the desktop environment. It consists of 1384 
packages. The “Desktop and Recommended Software” version 
has all the “Desktop” version features, but also includes 
additional software such as LibreOffice, Firebird, Apache Ant, 
BlueJ, Greenfoot, OpenJDK Java Runtime Environment, 
OpenJDK Java Development Kit, Node.js, and Ruby. It 
consists of 2021 packages. We chose the “Lite” version since 
an SBC that is running an SNMP agent will most likely be 
headless, without the need of a GUI. 

The Raspberry Pi Foundation also has a 64-bit version of 
its operating system that can be run only in 64-bit based 
hardware like the RPi 3B, RPi 3B+, RPi 4B, and RPi 400. That 
is, it is not suitable for the RPi Zero W. It is worth mentioning 
that it is still in the beta stage, and not directly advertised on 
the website of the Raspberry Pi Foundation, since they are still 
working on fixing issues that does not have the 32-bit version. 

The performance of a Raspberry Pi will be noticeably 
affected by its microSD card. In the three SBCs, the original 
microSD card was replaced by a 64 GB SanDisk Extreme 
microSDXC UHS-I Memory Card (SDSQXA2-064G-
GN6MA). It is considered as one of the fastest microSD cards 
of the market, with up to 160 MB/s and 60 MB/s for the 
reading and writing speeds, respectively. 

C. Compiling Net-SNMP 
Net-SNMP [7] is a widely used open-source, 

comprehensive implementation of the SNMP protocol. It has 
support for all the versions of SNMP and consists of an agent 
(snmpd) and several client applications (snmpget, 
snmpgetnext, snmpset, snmpbulkget, snmpwalk, etc). 
Precompiled packets for Net-SNMP v5.7.3 are available in the 
repositories of Raspberry Pi OS. However, at the level of 
SNMPv3, they were compiled to support the USM model, but 
not the TSM model. Hence, a newer version of Net-SNMP 
(v5.8) was compiled and installed in all the Raspberry Pis. To 
this end, the commands of Fig. 3 were executed. The required 
libraries were first installed from the repositories. At the 
configuration level, the security models (both USM and TSM) 
and the transport protocols (UDP, TCP, UDPIPv6, TCPIPv6, 
DTLSUDP, TLSTCP, and SSH) were specified. 

Table I shows the necessary time for each phase of the 
compilation and installation process (configuration, 
compilation, and installation) for the different Raspberry Pis 
that were used in this work. These results can be beneficial, 
since they shed light on the power of each SBC. 
apt-get install libssl-dev libperl-dev libssh2-1-dev 
tar zxvf net-snmp-5.8.tar.gz 
cd net-snmp-5.8 
./configure --with-security-modules=usm,tsm \ 
 --with-transports=UDP,TCP,UDPIPv6,TCPIPv6,DTLSUDP,TLSTCP,SSH 
make 
make install 

Fig. 3. Commands to Compile and Install Net-SNMP. 

TABLE I. COMPILATION TIMES OF NET-SNMP 

Command RPi Zero W RPi 3B RPi 3B+ 

./configure 15m42s 4m31s 4m3s 

make 62m26s 14m14s 12m28s 

make install 4m8s 1m18s 1m7s 

It is worth clarifying that the recent versions of Net-SNMP 
[7] have experimental support for SNMPv3/SSH. Despite 
many efforts, this research team could not successfully install 
and use it. There is little documentation on setting the 
environment of SNMPv3/SSH. Hence, we did not report 
results related to this specific security model in this paper. 

VI. PERFORMANCE RESULTS AND ANALYSIS 
Here, we describe the common parameters selected for all 

our experiments: 

• We configured the radios of the equipment in the 2.4 
GHz band. The wireless router was set up to a 
maximum of 54 Mbps. 

• Recent versions of SNMP can use UDP or TCP as the 
transport protocol. SNMP was initially designed for 
UDP, and will most likely be used with UDP since most 
SNMP agents are developed to use this protocol (it 
requires less computing power than TCP). Hence, 
otherwise stated, our experiments were done using UDP 
as the transport protocol. 

• SNMPv3/USM has two authentication protocols (MD5 
and SHA-1) and two privacy protocols (DES and AES). 
Unless otherwise specified, in our experiments with 
SNMPv3/USM, we selected SHA-1 as the 
authentication protocol and AES as the privacy 
protocol, when used. SHA-1 was preferred due to the 
attack on MD5 [30]. AES was selected since DES has a 
relatively short 56-bit key that is easily breakable with 
modern computers [31][32]. In January 1999, 
distributed.net and the Electronic Frontier Foundation 
were the first to collaborate and publicly broke a DES 
key in less than 23 hours. 

• The OIDs retrieved and modified in our experiments 
were strings of 32 characters. 

• For the experiments with SNMPv3/DTLS, self-signed 
certificates were generated, using the RSA algorithm 
with 2048-bit keys. 

They are many parameters that can be varied to analyze 
their effects on the performance of SNMP. In this study, we 
considered parameters such as the type of requests, the number 
of objects involved per request, the security levels of 
SNMPv3/USM, the authentication and privacy protocols of 
SNMPv3/USM, the transport protocols, and the versions and 
security models of SNMP. Also, to get consistent results, it is 
worth mentioning that we repeated each experiment at least 
fiftheen times, and the results presented in the study is an 
avarege of them. 
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A. Type of Requests Variation 
This experiment aims to study how varying the type of 

requests can affect the performance of SNMP on a Raspberry 
Pi. The PDUs available in SNMP are version-specific. 
However, GetRequest, GetNextRequest, and 
SetRequest are present in all the versions, and therefore are 
the most commonly used requests. In this first experiment, we 
compared the response time of these three requests for 
SNMPv1, SNMPv2c, SNMPv3/USM, and SNMPv3/DTLS. 
The experiment is focused on sessions with a single 
request/response exchange. Table II shows the results for the 
RPi Zero W, RPi 3B, and RPi 3B+ as an agent. The differences 
between GetRequest and GetNextRequest petitions are not 
noticeable. However, the response time for a SetRequest is 
much longer, due to the reading and writing speed in the 
microSD card (maximum 160 MB/s and 60 MB/s for reading 
and writing speed, respectively). 

At the level of the SNMP versions, SNMPv1 and 
SNMPv2c have very similar performances. SNMPv3/USM and 
SNMPv3/DTLS have much longer response times due to the 
overhead of the authentication and privacy mechanisms. It is 
also worth mentioning that in this experiment, SNMPv3/USM 
outperforms SNMPv3/DTLS, with minor differences. 

In all the subsequent experiments, we focused on 
GetRequest petitions, since they are the most common 
petitions, and the majority of deployments of SNMP are 
focused on monitoring (not configuring), which requires 
massive GetRequest and GetNextRequest petitions, rather than 
SetRequest. 

B. Number of OIDs Variation 
In this experiment, the impact of the number of OIDs in the 

response time of a GetRequest petition is studied, and it was 
varied from 1 to 32. The experiment is focused on sessions 
with a single request/response exchange. 

Fig. 4 and Fig. 5 depict the results obtained for SNMPv1 
and SNMPv2c, respectively. Our study seems to indicate that 
both have a very similar performance. 

TABLE II. RESPONSE TIME OF DIFFERENT REQUESTS (MILLISECONDS) 

Type of Request Version RPi Zero W RPi 3B RPi 3B+ 

GetRequest 

v1 2.97 2.02 1.71 

v2c 2.99 2.01 1.73 

v3/USM 3.51 2.24 2.15 

v3/DTLS 3.95 2.44 2.36 

GetNextRequest 

v1 2.98 2.08 1.74 

v2c 2.96 2.05 1.72 

v3/USM 3.53 2.31 2.20 

v3/DTLS 4.02 2.47 2.33 

SetRequest 

v1 151.27 127.44 122.35 

v2c 151.35 127.50 122.37 

v3/USM 155.32 131.74 126.92 

v3/DTLS 157.21 135.87 131.56 

 
Fig. 4. Response Time for a GetRequest when Varying the Number of OIDs 

for SNMPv1. 

 
Fig. 5. Response Time for a GetRequest when Varying the Number of OIDs 

for SNMPv2c. 

Fig. 6 and Fig. 7 show the results obtained for SNMPv3/ 
USM with authPriv (SHA-1 and AES) and SNMPv3/DTLS, 
respectively. The response time for SNMPv3/USM is slightly 
longer than for SNMPv1 and SNMPv2c. SNMPv3/DTLS has 
the longest response time. 

 
Fig. 6. Response Time for a GetRequest when Varying the Number of OIDs 

for SNMPv3/USM. 

 
Fig. 7. Response Time for a GetRequest when Varying the Number of OIDs 

for SNMPv3/DTLS. 
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The tendency of this experiment indicates that the response 
time for a GetRequest will be linearly proportional to the 
number of OIDs. It is also noticeable that both the RPi 3B and 
the RPi 3B+ have similar results, which are much better than 
the RPi Zero W. 

C. Security Level Variation for SNMPv3/USM using UDP 
and TCP as Transport Protocols for the RPi Zero W 
The objective of this experiment is to analyze the impact of 

the security levels (noAuthNoPriv, authNoPriv, and authPriv) 
when using SNMPv3/USM on an RPi Zero W. The experiment 
is also aimed at understanding how the transport protocol 
(UDP or TCP) can affect the performance. To simplify the 
notation, let us abbreviate noAuthNoPriv as “nn”, authNoPriv 
as “an”, and authPriv as “ap”. 

Fig. 8 depicts the total response time for our experiments 
for different numbers of requests/responses in a session (from 
50 to 400 requests/responses). For each size of the session, six 
total response times are reported: (1) noAuthNoPriv with UDP, 
(2) noAuthNoPriv with TCP, (3) authNoPriv with UDP, (4) 
authNoPriv with TCP, (5) authPriv with UDP, and (6) authPriv 
with TCP. We selected SHA-1 and AES as the authentication 
and privacy protocols, respectively. 

As indicated by our experiments, TCP has a slightly longer 
response time, but the differences with UDP are not significant. 
The variations due to the different privacy levels are more 
noticeable. As expected, noAuthNoPriv is the shortest response 
time, while authPriv is the longest. 

D. Authentication and Privacy Protocols Variation for 
SNMPv3/USM using UDP as the Transport Protocol for 
the RPi Zero W 
This experiment aims to assess the impact of the 

authentication protocols (MD5 and SHA-1) and the privacy 
protocols (DES and AES) when using SNMPv3/USM on an 
RPi Zero W. 

Fig. 9 depicts the total response time of our experiments for 
different numbers of requests/responses in a session (from 50 
to 400 requests/responses). For each size of the session, seven 
total response times are reported: (1) noAuthNoPriv, (2) 
authNoPriv with MD5, (3) authNoPriv with SHA-1, (4) 
authPriv with MD5 and DES, (5) authPriv with MD5 and AES, 
(6) authPriv with SHA-1 and DES, and (7) authPriv with SHA-
1 and AES. 

 
Fig. 8. Total Response Time for a Session of GetRequest for SNMPv3/USM 

when Varying the Security Level and the Transport Protocol. 

 
Fig. 9. Total Response Time for a Session of GetRequest for SNMPv3/USM 

when Varying the Authentication and Privacy Protocols. 

Our results seem to indicate that MD5 is faster than SHA-1 
as an authentication protocol. However, it is worth reminding 
that MD5 is now considered insecure [30]. Also, at the level of 
the privacy protocol, DES appears to be faster. 

E. SNMPv3/USM vs SNMPv3/DTLS 
In this experiment, we investigate the performance of 

SNMPv3/USM (SHA-1 and AES) vs. SNMPv3/DTLS on the 
RPi Zero W, RPi 3B, and RPi 3B+. 

Fig. 10 depicts the total response time of our experiments 
for different numbers of requests/responses in a session (from 
50 to 400 requests/responses). For each size of the session, six 
total response times are reported: (1) SNMPv3/USM (SHA-1 
and AES) for RPi Zero W, (2) SNMPv3/DTLS for RPi Zero 
W, (3) SNMPv3/USM (SHA-1 and AES) for RPi 3B, (4) 
SNMPv3/DTLS for RPi 3B, (5) SNMPv3/USM (SHA-1 and 
AES) for RPi 3B+, and (6) SNMPv3/DTLS for RPi 3B+. 

The best results are obtained by the RPi 3B+, while the 
worst correspond to the RPi Zero W. Also, this experiment 
confirmed that SNMPv3/USM has a better performance than 
SNMPv3/DTLS, as already mentioned in Section VI.A. 

Notice that we also did experiments with SNMPv3/TLS. 
However, the obtained results were not stable at all, and we 
had significant variations of the response time from one test to 
another. Hence, we decided not to report them in this paper. 

 
Fig. 10. Total Response Time for a Session of GetRequest for SNMPv3/USM 

and SNMPv3/DTLS. 
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F. Retrieving the Interface Table with snmpwalk when 
Varying the Number of Interfaces 
As mentioned previously, Net-SNMP [7] has several client 

applications (snmpget, snmpgetnext, snmpset, snmpbulkget, 
snmpwalk, etc). In this experiment, we investigated the 
performance of snmpwalk by retrieving the interface table 
(ifTable [23]), when varying the numbers of interfaces, for 
SNMPv1, SNMPv3/USM (SHA-1 and AES), and 
SNMPv3/DTLS, on the RPi Zero W, RPi 3B, and RPi 3B+. 
snmpwalk uses GetNextRequest requests to query an agent for 
a portion of the object identifier space (e.g., a table). All 
objects in the subtree below a given OID are queried and their 
values are presented to the user. We varied the number of 
interfaces from 2 to 64, by creating additional dummy 
interfaces on the SBCs as specified in Fig. 11. The output of 
the application was discarded by redirecting it to /dev/null. 
modprobe dummy 
for i in $(seq $startValue $endValue) 
do 
 echo "Creating interface eth${i} with address 10.0.0.${i}/32" 
 ip link add eth${i} type dummy 
 ip address add 10.0.0.${i}/32 dev eth${i} 
 ip link set up dev eth${i} 
done 

Fig. 11. Creation of Dummy Interfaces in the Agents. 

 
Fig. 12. Time to Retrieve the ifTable using Snmpwalk when Varying the 

Number of Interfaces for the RPi Zero W. 

 
Fig. 13. Time to Retrieve the ifTable using Snmpwalk when Varying the 

Number of Interfaces for the RPi 3B. 

 
Fig. 14. Time to Retrieve the ifTable using Snmpwalk when Varying the 

Number of Interfaces for the RPi 3B+. 

Fig. 12, 13, and 14 depict the time to retrieve the interface 
table (ifTable) through the snmpwalk application for the 
RPi Zero W, RPi 3B, and RPi 3B+, respectively. For small 
numbers of interfaces, SNMPv1 has results that are similar to 
the ones of SNMPv3/USM (SHA-1 and AES) and 
SNMPv3/DTLS. However, as the number of interfaces 
increases, the processing time becomes predominant over the 
transmission time, resulting in bigger differences between 
SNMPv1 and the other two versions of SNMP. 

VII. CONCLUSION AND FUTURE WORK 
Our experiments seem to indicate that SNMPv1 and 

SNMPv2c have similar performances. The assessment results 
of SNMPv3/USM and SNMPv3/DTLS are close to each other, 
with a slight advantage for the former. At the level of the 
SBCs, the RPi 3B and RPi 3B+ performed mostly equally, with 
the latter slightly outperforming the former. We found 
significant differences in the response time of GetRequest 
and SetRequest. We believe that these differences are due to 
the reading and writing access to the microSD cards (up to 160 
MB/s and 60 MB/s for the reading and writing speeds, 
respectively). 

Unfortunately, and despite all our efforts, we could not 
succeed in using SNMPv3/SSH with Net-SNMP. Also, 
SNMPv3/TLS gave inconsistent results from test to test, so we 
decided not to report them in this study. 

As future work, we plan to evaluate SNMP, RESTCONF 
[17], and NETCONF [17] as management solutions in different 
scenarios. Also, with the growing adoption of IPv6, we are 
interested in analyzing the influence of the network protocol 
(i.e., IPv4 and IPv6) over the SNMP performance. 
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Abstract—A single universally accepted definition, levels and 

interconnections of digital economy with other economies is not 
yet developed. Thus, various definitions of the digital economy 
have been investigated, as well as various approaches to 
describing the process of transformation of the digital economy 
for the correct establishment of these relationships. The article 
observes the relationship between the state of the digital 
economy, innovative small and medium enterprises, the 
development of small and medium businesses in general. The 
stage of transformation of the digital economy of Russia is 
determined at the second, intermediate stage of development and 
the main barriers to moving to the third level are pointed out. 
The dual role of the digital economy in the development of small 
and medium innovative enterprises is determined based on the 
selected model of R. Bukht & R. Heeks, the two directions of 
influence being the SMEs provision with necessary tools and the 
digital economy becoming the object of innovative development 
of SMEs. Finally, the assessment of the state of digital economy 
in Russia is given and the recommendations for its further 
implementation are given. 

Keywords—Business; SMEs; entrepreneurship; Russia; 
digitalization 

I. INTRODUCTION 

The intensive development of information technology at 
the end of the 20th, beginning of the 21st century became an 
extraordinary phenomenon in terms of its scale and degree of 
influence and attracted great attention of the scientific 
community [1]. The patterns of implementation and digital 
products in all major areas of human activity: management, 
production, science, education, defense, medicine, etc. are 

carefully studied by Russian and foreign researchers [2]. Such 
terms as digital economy (hereinafter referred to as DE) and 
digitalization of the economy are most often used to describe 
this level and the corresponding transformation process. In the 
context of studies related to the research of CE, the terms 
―innovation‖, ―innovative development‖, and ―innovative 
enterprise‖ usually appear. 

The genesis of the above concepts, an accurate description 
of their characteristics and components seems to be a 
prerequisite for the correct description of the innovative 
capabilities of small and medium-sized businesses (hereinafter 
SMBs, SMEs) in the context of DE. The article discusses the 
history of the appearance of these concepts, marks the stages 
of transformation of their content in this regard. 

Researchers in Russia and abroad use various 
interpretations and approaches in determining DE, innovative 
development of SMEs. The authors conducted an analysis of 
the formulations of Walter Oyken, specialists of the McKinsey 
Global Institute, the Global Development Institute, as well as 
the definitions of other researchers on the reviews [3, 4] in this 
regard. Then, despite the sufficient accuracy and clarity of the 
two-level approach of Professor R. M. Meshcheryakov [5], a 
choice was made in favor of the three-level approach of R. 
Bukht and R. Heeks with the third component, reflecting a 
qualitative change in the relationship of the digital economy 
and society [6]. The decision is dictated by the relevance of 
the model of R. Bucht and R. Heeks to the context of this 
work, as well as the possibility of an adequate representation 
of the process of phased development of DE within the 
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framework of a three-level approach. It should be emphasized 
that the two-level approach of Professor Meshcheryakov 
precisely describes this process in modern Russia, which is at 
the stage of transition to the third level of the Bukht-Heeks. 

A similar study was conducted in relation to the concepts 
of ―innovative enterprise‖, innovative SMEs. A clear 
distinction of concepts allows us to differentiate the 
capabilities of SMEs and large businesses in a digital 
economy. The innovation potential is determined by their 
ability to detect, disclose, adapt and use new knowledge [7]. 
Innovative business development requires innovative 
approaches to its management as well [8]. The results of the 
study indicate the dual nature of the impact of DE conditions 
on the development of innovative small and medium 
endeavors, as well as on the development of SMEs in general. 
The inevitability of both positive and negative impacts on 
business depending on the direction of entrepreneurial activity 
was noted in particular. 

II. LITERATURE REVIEW 

The term ―digital economy‖ was introduced by N. 
Negroponte in 1995 (according to other sources — Tapscott, 
1996) to indicate the circulation of content on digital media 
characteristic of that era (music, films, pictures, games, etc.) 
[2]. The term ―digital economy‖ continued to denote a 
relatively narrow segment of the production of digital 
products, the field of retail, and various services using the 
Internet, as well as services that ensure the development of the 
Internet services sector itself until 2005–2010. A similar 
outdated interpretation is still found in scientific articles, 
despite its obvious inadequacy due to the transformation of the 
concept’s content. Digital technologies have transformed from 
a market niche for specialists to general-purpose technologies 
that affect all sectors of the economy and society over the past 
twenty years [4]. The changes are so noticeable and so 
significant that the transformation of the content of DE 
concept can serve as a good example of the transition from 
quantity into quality. To describe qualitative changes, the 
initial, ―classical‖ interpretation of the content of DE is no 
longer suitable. New approaches are required for this. 

The wording given by Professor B. Panshin [2] will be 
used in this work. Interpretation of R. Meshcheryakov 
involves two levels [5]: 

1) The classic one: the digital economy is presented as 

part of the economy that arose with the advent of digital 

technologies in the implementation of electronic goods and 

services (e-learning, sale of media content, telehealth, etc.); 

2) The advanced one: social (economic) production using 

digital technologies. This is not just about e-goods, it means 

the whole chain of goods and services produced using digital 

technologies (logistics, Internet of things, Industry 4.0, a smart 

factory, fifth-generation communication networks, 

engineering services, prototyping, etc.). 

DE is a part of the general economy at the first stage, and 
it is already a way of social production at the second stage. 
Indeed, today any country where the Internet is used as a first-
level digital economy in accordance with the signs of the 

classic and expanded interpretation of DE concept. The level 
will not change until the transition to Industry 4.0 and when 
the entire social product is created using digital technology in 
general. With this classification, the digital economy of 
Nigeria, Brazil, and Russia is at the first "classical level", 
which is possible only with very rough and primitive 
gradations. 

An analysis of the two-level approach of R. 
Meshcheryakov indicates its certain incompleteness, 
insufficient accuracy of determining the second level (stage). 
To identify this shortcoming, attention should be paid to the 
following fact. The second paragraph includes the Internet of 
things (IoT), Industry 4.0, but they are included along with 
logistics, engineering services, and prototyping. Meanwhile, it 
is widely believed that such phenomena as IoT and Industry 
4.0 indicate the onset of the fourth industrial revolution today 
[9], [10], [11]. Since revolutionary changes mean a sharp 
transition to something qualitatively new, the emergence of 
IoT, the emergence and development of Industry 4.0 means a 
qualitative transition to a new level of the digital economy. 

This important point was ignored in the classification of R. 
Meshcheryakov. Such significant phenomena as IoT and 
Industry 4.0 are presented in it as a simple extension of the 
scope of the application of digital technologies. This view is 
incorrect since the Internet of things and the fourth-generation 
industry are changing the way of production and the economy 
as a whole even more dramatically than the use of steam and 
electricity in due time. An enterprise of level 4.0 with digital 
prototyping, 3D printing, and robotic production is able to 
control the operation of the product without human 
intervention, make design changes, plan production, 
manufacture, and supply already updated products. Moreover, 
all this in the case of physical products, as for digital products, 
this is no marvel any more. 

Thus, the second stage in the classification of 
Meshcheryakov is not expansion, but a qualitative 
revolutionary change in the industry. This could be named a 
revolutionary change in the whole way of social production if 
added to this is the transition to 5th generation communication 
networks, robotic logistics, and digital services. Under such 
circumstances, dividing DE into two levels: initial and 
―revolutionary high‖ seems to be overly primitive method of 
classification. It becomes logical to conclude that it is 
necessary to highlight an additional stage in the formation of 
the concept of the ―digital economy‖. 

The authors formulated their own concept and definition of 
DE: ―part of the total production volume, which is wholly or 
mainly produced on the basis of digital technologies by firms 
whose business model is based on digital products or 
services‖. Three stages are distinguished. 

In reality, since the third level is added in the process of 
transformation, the previous ones do not disappear. Moreover, 
the volumes of products manufactured on them can increase 
with a transition to a higher level in absolute terms, although 
their share in the volume of DE is declining in relative terms. 
The nominal value of DE stage (level) is determined by the 
prevailing level in its composition. A schematic image of the 
levels is [6]: 
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1) Digital (IT/ICT) sector (includes components 

production, Software and IT consulting, information services, 

telecommunications). 

2) Digital economy (includes digital services, platform 

economy, sharing economy, Gig economy). 

3) Digitalized economy (includes digital trade, industry 

4.0, precision agrotechnics, algorithm economy). 

It shows that the previous levels do not disappear but are 
part of the next. Almost 100% penetration of digital 
technologies is not only in all types of business but also in all 
areas of activity as a whole in accordance with the ideology of 
the model for this stage. 

The distinction of the proposed levels is not indisputable 
but deserves attention. If the production of components is 
replaced with the production of ―electronic goods‖, then it is 
completely identical to the first level of R. Meshcheryakov. 
The content and boundaries of the 2nd and 3rd levels are 
undeniable, with the exception of the location of electronic 
commerce. This type of digital business should be considered 
an attribute of the 2nd level rather than a sign of the 3rd due to 
its massive distribution already at the border of the 1st and 
2nd levels. 

In the research existing scientific works were analysed in 
order to establish patterns of DE development and identify 
various aspects of its impact on the innovative development of 
SMEs. It allowed formulating and confirming the hypothesis 
of the dual influence of DE factors on business entities, to 
determine the types of activities that provide additional 
benefits, or vice versa, additional difficulties. 

Transformation of the common using effects of new 
technologies in the digital level has its effect on each one 
branch of economics or social activity and characterizes 
digital economics. One of the indexes that describe the level 
of economic digitalization is the global connectivity index 
(GCI) that is presented by ―Huawei Technologies Co. Ltd.‖ 
For this index creating has been analyzed 40 indicators of two 
groups of parameters: performance parameters and 
technological parameters to ensure transformation into the DE. 
And Huawei Technologies presents GCI each year. Has to be 
noted, there is data about the close directly proportional 
relationship of the GCI and Gross Domestic Product of the 
country [12], [13], [14]. 

The comparison of statistical Data from the Federal State 
Statistics Service (Rosstat), the Central Bank, specialized state 
and non-governmental institutions, as well as data from 
international organizations: the UN, the World Bank, the 
OECD, the EBRD, etc. was used as an empirical method. And 
a significant contribution to understanding the role of DE 
gives the legal base in the Russian Federation. 

The system of procedures used provided an opportunity for 
a fairly clear idea of the dynamics of the role of DE in the 
innovative development of SMEs in the period 1990–2018 in 
general and it’s most likely value in the mid-term perspective. 

III. GENERALIZATION OF THE MAIN STATEMENTS 

To show the level of DE in RF it is necessary to 
consistently receive answers to questions by the presence of 
signs of all three levels. The results of the verification by 
attributes are presented in Table I. 

It can be seen that DE in Russia is in a transitional state. 
So, all the signs of the 1st and 2nd levels are present, and part 
of the signs of the 3rd level: network business and electronic 
commerce [15]. GCI also demonstrates the little level of the 
DE. So, according to this index for 2020 the highest level of 
the country digitalization belongs to the United States (GCI 
score – 87), Singapore (GCI score – 81), and Switzerland 
(GCI score – 81). RF has gotten only 42 position (GCI score – 
50) [16]. The RF economy of free earnings is slightly present, 
in the volume corresponding to the second level, the economy 
of joint consumption is even less noticeable, but both sectors 
are developing rapidly. It is important to note that often the 
term e-commerce is confused with the concept of e-business, 
which is significantly differentiated [15]. 

The transition to the third level depends on the 
development of two areas: Industry 4.0 and agricultural 
engineering. Not necessary to take specific types of 
agricultural machinery (plow, seeder), but, on the whole, 
agricultural culture as a complex of technologies at all levels 
of agricultural production, e.g. implementations of universal 
smart machines [17]. The transition to digital technologies in 
the agricultural sector will be primarily constrained by human 
resources and the existing material base. At the moment, both 
do not allow starting the introduction of DE, but there is the 
possibility of using innovative ICTs. For example, SMEs in 
agriculture could participate in international trade on the basis 
of the platform of the Unified Information Internet Space of 
the Agro-Industrial Complex [18] to increase the role of DE in 
developing the innovative component of SMEs. 

TABLE I. PIECES OF EVIDENCE OF DE IN RUSSIA FOR RANKING BY THE 
BUKHT AND HEEKS MODE 

Evidence Presence 

Production of digital products + 

Information services + 

Software, IT consulting + 

Telecommunications + 

Digital services + 

Platform economy ± 

Gig economy ± 

Sharing economy ± 

E-business + 

E-commerce + 

Industry 4.0 – 

Precision agriculture – 

Algorithmic economy – 
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In the world and Russian practice, the criteria for 
classifying a business as "small business" or "medium-sized" 
business is applied. The concept of ―development of 
innovative SMEs‖ implies two components in the general 
case: 

 Application of innovations and innovative technologies 
in the business processes of SMEs; 

 SME participation in the innovative development of the 
economy. 

The points are not conflicting. So, it is necessary to 
establish the role of DE in the application of innovations in 
SME business processes and consider the relationship between 
DE and the participation of SMEs in various innovative 
processes. 

It is introduction of ICT and digital technologies in general 
(accounting 1C, Internet, CPM, CAD systems, etc.) starting 
from about the 80s of the last century and to the present 
moment. Both of them are products of the DE. 

An analysis of the global experience of innovative 
development indicates the significant role of SMEs in this 
process [19]. The following facts testify to this. 80% of the 
patents for the most important inventions of the 20th century 
were obtained by representatives of SMEs in the USA and 
Western Europe and belong to small firms. In the 21st century, 
according to the US National Science Foundation, the share of 
SMEs in the total number of high-tech companies approaches 
90% [20]. The situation in Western Europe looks similar. 
Here, the distribution by country of the number of subjects of 
innovative SMEs in the total number of industrial enterprises 
is: 75% in Ireland, 66% in Germany, 49% in Finland, 46% in 
France, 40% in Italy, 39% in UK [21]. 

If we are looking at GCI, the leader in Europe in 2020 is 
Switzerland with a GCI score of 81. Other European countries' 
GCI rate is demonstrated in Table II. 

So, Russia (GCI Score – 50) is in the near GCI level with 
Romania and Belarus (GCI Score 50 and 46, accordingly). 

An analysis of Russian and foreign sources allow to 
highlight the following characteristic features of the 
participation of SMEs in the innovative development of 
production: 

1) The SME sector is very active abroad in the field of 

innovative entrepreneurship, actively investing in research and 

development. The share of this sector in R&D expenditures is 

more than 30% in OECD countries. It fluctuates at the turn of 

70% in Iceland and New Zealand [22]. The main source of 

R&D funding is the state in Russia. The total share of SMEs 

and large businesses in R&D expenses amounted to only 28% 

in 2015. Companies in the SME sector are initiating the bulk 

of innovation in the US. The following facts are cited in favor 

of this conclusion. SME receives 13 times more patents, 

implements twice as many inventions, implementation terms 

are half as fast as those of large corporations in the USA. The 

share of SME is ~ 50% of all innovations and latest 

technologies that form the level of scientific and technical 

progress [23]. The share of innovative enterprises is 23% of 

the total number of SMEs in the European Union [22]. 

2) SMEs effectively ensure the transit of innovations from 

scientific developments to the applied sphere and reduce the 

time and cost of commercializing the results of research. 

SMEs demonstrate their willingness to work in conditions of 

high risk and uncertain market prospects. 

3) The compact and flexible structure of SMEs is able to 

quickly adapt, and in favorable conditions, to quickly scale up 

the business. 

4) The innovative activity of SMEs is highly effective. 

R&D cost-effectiveness in SME is four times higher than in a 

larger business, according to the US National Science 

Foundation. There is also evidence showing that innovative 

SMEs create 2.5 times more innovations per employee, while 

their implementation is faster and costs are 75% lower than for 

larger companies. [20], [21], [24]. 

TABLE II. GLOBAL CONNECTIVITY INDEX RATE OF THE EUROPEAN 

COUNTRIES [16] 

Rank ID Country GCI Score 

3 CH Switzerland 81 

4 SE Sweden 80 

5 DK Denmark 77 

6 FI Finland 76 

7 NL Netherlands 75 

8 GB United Kingdom 75 

10 NO Norway 73 

14 LU Luxembourg 70 

15 DE Germany 70 

16 FR France 70 

18 IE Ireland 69 

19 BE Belgium 66 

20 AT Austria 66 

23 ES Spain 61 

24 EE Estonia 61 

25 PT Portugal 61 

26 IT Italy 60 

27 LT Lithuania 58 

28 CZ Czech Republic 57 

29 SI Slovenia 56 

31 HU Hungary 54 

32 SK Slovakia 54 

35 GR Greece 52 

36 BG Bulgaria 52 

38 HR Croatia 51 

39 PL Poland 51 

41 RO Romania 50 

47 BY Belarus 46 

51 RS Serbia 45 

53 UA Ukraine 43 
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Investors, when making investment decisions, do this in 
relation to a specific subject of SMEs, and not the entire sector 
as a whole. There are studies showing that providing the 
mainstream of innovation, SMEs lose to large companies in 
such a key indicator as investment efficiency. Choi K.S. and 
Choi J. S. [25] obtained a result indicating a lower investment 
efficiency of SME companies compared to other companies. 

Investment efficiency (IE) of enterprise is calculated as a 
function of investment risk, profitability, and investment 
management costs, taking into account industry characteristics 
and limitations. The mathematical apparatus of modern 
economic science allows calculating IE for a number of 
economic indicators of the enterprise. Choi K.S. and Choi J. S. 
formulated the hypothesis of lower investment efficiency of 
companies in the SME sector. As theoretical assumptions, the 
researchers put forward the following points: 

1) SME company is generally knowledgeable about 

investors, but investors are generally poorly informed about an 

SME representative. 

2) SME business does not have enough specialists in the 

field of investments. Often small companies simply do not 

have the opportunity to hire them. Large companies have such 

specialists. Assuming that these two factors influence firms' 

investment performance, Choi K.S. and Choi J. S suggested 

that the SME sector will detect lower IE levels than other 

firms. 

Choi K.S. and Choi J.S collected data for two years (2011–
2013) for companies listed on the Korean Stock Exchange 
(KSE) and the Korean Securities Dealers Automated 
Quotations (KOSDAQ) to test their hypothesis. The selection 
was made according to the following criteria: 

1) Only non-financial firms are studied. 

2) Only those firms whose fiscal year ends in December 

are studied, the sample is 3549 companies/year. 

3) Data is excluded if there are no indicators necessary for 

empirical analysis. 

4) The maximum values of the variables are reduced by 

5%, and the lowest by 5% is increased to reduce the effect of 

emissions. 

A regression model was built, and the necessary 
calculations were made to process the results. Those showed 
that the level of investment efficiency of the SME business is 
lower in comparison with other firms. This means that 
companies in this sector have less potential for long-term 
growth due to lower IE. This conclusion is consistent with the 
assumptions of the researchers, confirming that the 
insufficient number of investment funds and the lack of 
specialists in the field of investment is the reason for the 
decrease in the investment efficiency of SMEs. Thus, laws are 
needed to facilitate lending to SMEs. An example of such 
legislative activity is the US experience. 

The previous subsection defines the degree of participation 
of SMEs in innovation processes at the global and national 
levels. There are good reasons to compare their scales, 
evaluating the contribution of each object to the global and 

national GDP to further examine the relationship between DE 
and SME participation in innovative development. Let's start 
with the digital economy. With respect to the reliable 
determination of its scale, there are significant obstacles [26]. 
Without ranking by importance, they are formulated as 
follows: 

1) lack of generally accepted definition of DE; 

2) lack of reliable statistics on the main DE components 

and aspects, especially in developing countries; 

3) the methodology for measuring scale lags behind the 

development of DE. 

On a global scale, depending on the definition and 
measurement methods used, the size of the digital economy is 
estimated to be from 4.5 to 15.5% of world GDP [22]. Let's 
move on to the scale of SMEs. So, according to the 
International Federation of Accountants, the contribution of 
SMEs is ≈55% [27]. 

The contribution of DE to the country's GDP according to 
the report of the RAEC ―Runet Economy / Digital Economy 
of Russia 2018‖ and also according to rough estimates 
amounted to 5.1% in Russia in 2018. The dynamics of the 
share of DE in the country's GDP is as follows: 1.6% in 2011, 
1.8% in 2012, 2.1% in 2013, 2.2% in 2014, 2.1% in 2015, 
3.9% in 2016, 4.6% in 2017, 5.1% in 2018 [28]. The growth 
of the digitalization level in the economics of RF is 
demonstrated also by GCI growth in the global rank: RF rises 
its position from 48 GCI Scope (2018) to 50 (2020). 
Moreover, if we determine the relationship between GDP and 
GCI we can see a close connection. However, nethermind of 
GCI Scope growing the range of the RF in GCI became lower 
(from 36 in 2018 to 42 in 2020) because of the better increase 
of other world digital economics [16], [29]. Moreover, if we 
determine the relationship between GDP and GCI we can see 
a close connection between these parameters (1). 

GDP (par) = 1514*GCI – 48390,            (1) 

where the determination coefficient is 0.60, and the 
correlation coefficient is 0.77. This, according to the 
Chaddock ratio, indicates a close relationship between the 
factors (GDP and GCI) [30]. 

The share of SMEs in Russia's GDP was 21.9% in 2017 
according to the FSSS. Thus, statistics show that Russia lags 
behind developed countries for each of the indicators. It 
follows that the Government of the Russian Federation should 
take measures to synchronously develop SMEs and DE to 
increase their contribution to the country's GDP. It is 
necessary to take into account their mutual influence in order 
to increase the growth rate for each indicator in this process. 

IV. DISCUSSION 

An analysis of the relationship between SMEs and DE in 
GDP, both globally and nationally, leads to firm conclusions. 
The above statistics show that in both cases, the share of 
SMEs in GDP significantly exceeds the share of DE. As 
applied to Russia, this means that using the potential of SMEs 
in the development of DE can equally significantly increase 
the share of the latter in the Russian economy. In the ideal 
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case, if the entire small and medium-sized business of Russia 
is ―turned‖ today towards the DE, then the share of the latter 
in GDP can be increased to 21.9%, which would lead the 
Russian Federation to be the undisputed world leader in this 
indicator. Moving from an abstract concept to reality, Russia 
needs to additionally create an innovative sector of small 
business in volumes comparable to the existing, today, SME 
sector. The attractiveness of such a solution is obvious. If 
successful, the country rises in terms of the share of SMEs in 
GDP to the level of developed countries, while the strategic 
task of growing the digital economy to the level of ~ 20% of 
GDP and moving it to the third level on the Bukht&Heeks 
scale is automatically solved. 

It becomes possible to describe how DE is related to the 
innovative activities of SMEs, and ultimately determine the 
role of DE in the innovative development of SMEs using the 
definition of a digital economy, the Bukht&Heeks scheme, 
data on the degree of participation of SMEs in innovation 
processes and the ratio of the scales of CEs and SMEs. 

The influence of DE on the innovative development of 
SMEs occurs in two directions: 

1) DE provides SMEs with modern digital tools for R&D. 

It is impossible to imagine an innovative process without the 

use of modern CAD, software for mathematical modeling, and 

digital three-dimensional modeling, software for engineering 

research and calculations using FEM methods, without digital 

products for processing results, cloud computing, visualization 

tools, as well as modern communication tools today. The same 

direction should also include products that support the 

business processes of SMEs (1C products, mobile 

communications, the Internet, CPM programs, text and image 

editors, etc.). 

2) DE acts as an object of innovative activity of SMEs. 

SMEs create innovative products directly in the digital 

economy. Turning to the Bukht-Heeks scheme, it is easy to 

find that there are significant opportunities for growth in this 

direction. Theoretically, even one task, the full deployment of 

Industry 4.0, is able to load the entire SME sector for many 

years. 

The experience of state support for SMEs in the USA 
(Atlantic innovative model) is of practical interest when 
considering the role of state support as a condition for the 
intensive development of interaction between the CE and 
SMEs [18], [19]. The model represents a support system for 
the entire innovation cycle from the generation of an idea to 
its commercial implementation. This provides long-term 
competitive advantages, in contrast to ―piecewise‖ models of 
support for certain stages. 

A successful form of state support for innovative SMEs in 
the USA is the popular global programs that have proven their 
effectiveness: SBIR (Small Business Innovation Research) 
and STTR (Small Business Technology Transfer). Financing 
for SMEs under the SBIR program is allocated at the first 
stages of the life cycle of innovative technology and product 
(in the "death valley"), which are critical. This allows the 
technology to reach the stage of successful commercialization 

(SBIR/ STTR). The key link in the STTR program is the 
creation of joint ventures of SMEs, non-profit research 
institutes, and universities. It helps to separate fundamental 
science from commercializing of its achievements [31]. 

The law on intellectual property for products was 
developed under the above programs. Tax credits and the 
elimination of administrative barriers in the implementation of 
joint state and industrial R&D programs also had a positive 
effect. 

All measures work not only to support the innovation 
process but also help to obtain a high-quality intellectual 
product from grantees. A grant means recognition of the value 
and prospects of ideas, which automatically promotes the 
brand in the innovation market. 

 The SME Corporation. 

 The central institute for the development of small and 
medium-sized enterprises. 

 The Joint-Stock Company Russian Bank for the 
Support of Small and Medium Enterprises (JSC SME 
Bank). 

These organizations provide significant support to 
entrepreneurial activity, provide financial, marketing, property 
assistance, provide access to public procurement and 
procurement of large manufacturing corporations. The share 
of organizations that are engaged in marketing innovation 
does not exceed 1.5% in Russia [32]. SME Corporation seeks 
to increase the participation of SMEs in innovation. The 
dynamics of the involvement of small and medium-sized 
businesses in the high-tech sector or the share of high-tech 
SME products in total deliveries to the largest customers of 
the Russian Federation is 7.5 in 2016, 10.98 in 2017, 12 in 
2018, 12.4 in 2019, 13.4 in 2020 [33]. 

The total amount under contracts for the supply of high-
tech products amounted to 29 billion rubles in 2020. The data 
show a positive trend, but at the same time, only 10% of 
entrepreneurs consider their products innovative in Russia 
[34]. Nevertheless, the functioning of such state institutions as 
the Fund for the Promotion of Innovations, Rosmolodezh, and 
the Regional Platform for Supporting Entrepreneurial 
Initiatives is gradually changing the situation for the better. 

The problems in the speed of digitalization rate in RF are 
connected with: 

 low using level of information technologies in business 
(including the sector of small and medium-sized 
innovative entrepreneurship); 

 the lack of appropriate that is needed for introducing 
digitalization and to entry to the world market; 

 the fear of the enterprises' and cooperations' chiefs, 
including in the small and medium-sized business 
sector, to introduce the possibilities of DE for 
increasing its competitiveness [12]. 

So, several steps can be introduced to raise the level of 
digitalization in economics. And first of all, it has to be the 
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government support in preparing qualitative specialists and 
introducing digitalization and computerization in economics 
sectors (including common using); creating a digital economy 
system, especially in the field of small and medium-sized 
innovation entrepreneurship; incoming and raising of the 
international cooperation, especially in innovative and science 
cooperation [12] [35]. 

V. CONCLUSION 

In accordance with the task, the concepts of the ―digital 
economy‖ and ―innovative development of small and 
medium-sized businesses‖ were studied and refined in the 
research process. An analysis of scientific sources and 
documents of international organizations confirmed the 
absence of a single universally accepted definition of a digital 
economy. In this regard, after analyzing various 
interpretations, the definition of R. Bukht and R. Heeks was 
adopted as the most accurate and comprehensive. Further 
application of this definition and the study of the state of the 
digital economy of Russia made it possible to establish the 
level of its development in accordance with the interpretation 
of the Bukht&Heeks. The digital economy of the Russian 
Federation is at the second, intermediate stage of development 
according to the results. The main barriers to moving to the 
third level, characteristic of developed countries, are a slight 
advance towards Industry 4.0 and the practical lack of 
precision agricultural technology. 

The concept of ―innovative development of small and 
medium-sized businesses‖ was also investigated. As a result, 
two components were distinguished: 

1) Application of innovations, innovative technologies in 

the business processes of SMEs. 

2) SME participation in the innovative development of the 

economy. 

Studying the degree of participation of SMEs in global and 
national innovation processes, comparing the scale of the 
digital economy and SMEs, leads to the conclusion that there 
are two directions in the influence of the digital economy on 
the innovative development of small and medium businesses. 
In one of them, the digital economy provides SMEs with the 
modern tools necessary for the development and 
implementation of innovative products and also provides 
SMEs with the tools necessary for business processes in SMEs 
themselves. 

In the next role, DE is the object of innovative 
development of SMEs, since within this sector, the demand 
for innovations is constantly generated. Given the cross-border 
nature of DE, it is a vast and attractive market for Russian 
SMEs with significant potential in this area. For its 
implementation, as the study of the US experience shows, a 
rational system of state support is needed. To this end, the 
necessary institutional and legal mechanisms have already 
been created in the Russian Federation, and funding is 
growing. However, at the same time, volumes of industrial 
financing remain low, which is one of the main problems of 
the digital economy and the innovative development of SMEs. 
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Abstract—Human Action recognition (HAR) gains too much 

attention due to its wide range of real world applications, such as 

video surveillance, robotics and computer vision. In video 

surveillance systems security cameras are placed to monitor 

activities and motion, generate alerts in undesirable situations. 

Due to such importance of video surveillance in daily life, HAR 

becomes the primary and key factor of video surveillance 

systems. Many researchers worked on human action recognition 

but HAR still a challenging problem, due to large variation 

among human to human and human actions in daily life, which 

make human recognition very challenging and makes 

surveillance system difficult to outperform. In this article a novel 

method is proposed by features fusion of pre-trained convolution 

neural network (CNN) features. Initially pre-trained CNN VGG 

19 weights are exploited to extract fully connected 7th layer (FC7) 

of the selected dataset, subsequently pre-trained fully connected 

8th layer features (FC8) extracted by employing pre-trained 

weights of the same neural network. However the resultant 

feature fused vector further optimized by employing two 

statistical features selection techniques, chi-square test and 

mutual information to select best features among them to 

reduced redundancy and increase performance accuracy of 

human action, a threshold value used for selecting best features. 

Furthermore the best features are fused, then grid search with 10 

fold cross validation is applied for tuning hyper parameter to 

select best k fold and the resulting best parameter are feed to 

Logistic regression (LR) classifier for recognition. The proposed 

technique used You Tube 11 action dataset and achieved 98.49% 

accuracy. Lastly the proposed method compares with the existing 

state of the art methods which show dominance performance. 

Keywords—Human action recognition; logistic regression; 

deep learning; convolution neural network; features fusion 

I. INTRODUCTION 

Human action recognition (HAR) is very popular among 
researchers, computer vision community, data engineers and 
data scientist due to its wide range of industrial and real life 
applications. One of the main inspirations which invite scholars 
to work in human action recognition is the wide domain of its 

applications in computer vision, robotics, human computer 
interaction [1], and video surveillance [2], in the former HAR 
technique faced challenges due to similarity of visual contents 
whereas the later one faced challenges due to large variation 
among humans in real life. In video surveillance systems 
security cameras installed to monitor activities of human and 
generate alerts in undesirable situation, store videos and 
transmitting videos but due to huge variation among 
intrapersonal and personal activities of humans in real life 
make video surveillance systems difficult to outperform 
because human action recognition is the basic feature which 
directly impacts the performance of video surveillance system. 

Human action is the motion of body portions by interacting 
with components in environment. Human action may be simple 
like movement of arm or leg e.g. walking activity of human 
includes arm and leg movements, and may be too complex like 
movement of entire body e.g. jumping of volleyball player, 
which includes movements of entire body of the player. HAR 
methods are used in wireless sensor networks [3], wearable 
sensor [4] and video HAR [5] but HAR is more popular in 
video based systems because video based HAR techniques are 
the basic building block of video surveillance system and video 
surveillance systems are extensively used in real life. 

Human action recognition in videos sequence is the process 
of allotting labels to each category of videos to train the 
system, and the system enable to recognize various actions 
done by human in unseen videos, however in the context of 
videos an action is embodied using sequences of frames from 
which humans can easily understand by examining contents of 
numerous frames in sequence [6]. Human action recognition in 
videos is still challenging due to many factors such as class 
variation, angle variation [7] and environment. Researchers 
used many techniques for image classification and action 
recognition such as hand-crafted methods [8], and Histogram 
of Oriented Gradient (HOG), but such hand-crafted techniques 
have some limitations such as complex computations and 
lengthy videos which run continuously, however hand-crafted 
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techniques outperform in some domain of action recognition 
such as simple videos streaming. 

In recent decade researcher also used deep learning 
networks methods for many applications of action recognition 
and image classification, over millions of multi-class images 
classified through CNN based approaches, which proved the 
accuracy is improved in classification problem [9], [10]. CNN 
based approaches shown significant improvement in many 
areas which give them too much consideration over hand-
crafted features techniques. Many researchers presented their 
work for action recognition by using pre-trained weights of 
deep learning neural networks for features extraction, instead 
of training new deep network from scratch. For instant, 
building a new model from scratch need huge amount of data 
which is computationally expensive, relatively, on small 
dataset the deep learning network from scratch will be not 
outperform due to small amount of data. 

In this paper, we used six frames per second of each video 
clip instead of thirty frames per second; we bounce five frames 
every second of every video clip, which reduce redundancy 
and computation complexity. In the proposed method weights 
of pre-trained CNN [9], used for feature extraction and then 
feed these deep features to logistic regression for action 
recognition of sequence frames of selected video dataset. The 
pre-trained CNN model was selected on the basis of its prior 
performance over classification problem and due to few 
limitations of hand-crafted features based methods we selected 
deep neural network based approach for feature extraction in 
the proposed research method. A detail overview presented in 
subsequent sections. 

II. RELATED WORK 

Over the years researchers presented their work for action 
recognition, based on hand-crafted and deep learning networks. 
Both techniques discuss in Section A and B respectively. 

A. Hand-crafted based Features Extraction Techniques 

Hand-crafted based approaches extract hand-crafted 
features from simple video clip for non-realistic actions, where 
a performer completes an action in a scene with simple context 
and situation; hand–crafted techniques extract low level feature 
map of human action in video sequence and feed these features 
to classifier such as ensemble, naive Bayes and (SVM) support 
vector machine for action recognition. In [11], action sketches 
were investigated by analysis of geometric characteristic such 
as space, time and volume (STV). In [12,] the author presented 
human action as three dimensions prepared from silhouettes in 
space, time and volume, moreover Poisson‟s equation used by 
them to examine two dimensions shape of actions and exposed 
space time features (STF) for non-realistic videos sequence, 
however two dimensions shape of actions for two different 
actions sometime caused the same shape and making the action 
recognition difficult. In [13], the author used realistic video 
dataset and extracted motion and static features; in addition 
they removed the noisy features by applying motion statistics 
and obtain stable features. However hand-crafted features 
techniques have certain drawbacks. For instant, STV based 
approach are not effective for recognition of numerous person 
activities in a scene. STF based approaches are not appropriate 

for complex dataset however its shows significant result on 
simple dataset. These drawbacks can cause trouble for lengthy 
videos and real time applications with nonstop video streaming 
such as video surveillance systems. 

B. Deep Neural Networks Techniques 

In recent years several deep learning networks for action 
recognition, image classification, bioinformatics and person re- 
identification were presented and show significant accuracy in 
the respected fields. For instant, a straight forward execution 
were developed for human activity recognition [14], moreover 
they used 3D CNN filters in implementation and applied on 
videos frames in time domain to capture spatial and temporal 
information. They also claimed that their proposed technique 
collects optical and motion features, since video frames were 
linked to fully connected layer at the end of deep network. 

A multi-resolution convolution neural network was 
presented in [15], to collect local spatial and temporal features, 
they used time axis for connectivity of features. They tested the 
experiment on YouTube one million videos dataset for human 
action recognition and acquired 63.9% recognition, they 
claimed that the proposed work reduce time complexity in 
training the system, but their recognition is still low for other 
large action recognition dataset such as UCF101[16] 
recognition was 63.3%. 

Two stream convolution neural networks was presented in 
[17], to captured spatial and temporal features in video frames 
they used first stream, moreover the second stream captured 
optical flow of frames in dense. Asymmetric unidirectional 3D 
CNN was presented [18], for recognition they applied micro 
nets to increase feature learning skill of their proposed deep 
learning network and achieved good recognition rate. Deep 
learning based techniques have the capability to correctly 
detect unseen patterns in visual data because of its vast quantity 
of data for training and huge computational power for its 
processing. 

III. CALLANGES AND CONTRIBUTIONS 

In the recent decade significant contribution was made in 
human action recognition (HAR). Many approaches were 
applied in HAR aimed to acquire high recognition of human 
actions in the domain of HAR, but mostly hand-crafted based 
and deep learning based methods were presented in literature 
by researchers. In hand-crafted based approaches such as STV, 
action sketches were examined by geometric characteristics in 
time, space and volume but STV based approach was only 
effective for single actor action where an actor perform some 
action in the scene, STV got optimal results, conversely STV 
based approach was behind to solve the challenge of HAR 
where multiple actors perform actions in the scene. Some 
hand-crafted based approaches such as space, time features 
STF used human silhouettes to examine two dimensions shape 
of actions and expose space time features but STF was slow 
and consume huge amount of space. 

Which deviate time and space tradeoff, in STF the two 
dimensions shape of action for two different actions sometime 
produced the same human action which caused difficulty in 
recognition and the final accuracy of the system affected. 
Beside hand-crafted approaches deep neural networks made 
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significant contribution towards solutions to the challenges 
faced by HAR, deep neural networks show significant results 
in many domains, In addition deep neural networks based 
approaches relies on very deep features and many real life 
applications which used HAR are also rely on deep features. 
However, an end to end HAR system depends on very deep 
features for outstanding results therefore in the proposed 
research deep neural networks based features extraction 
techniques is used. In this paper the main contributions towards 
the solutions to HAR in video sequence are: 

 Utilizing VGG19 model to compute deep features and 
acquire two features vectors of our selected video 
dataset. 

 Integrated the deep features of CNN and computing best 
features by applying Chi-2 and mutual information to 
reduce redundancy and increase performance. 

 Integrated Chi-2 best features and mutual information 
features vector and apply grid search with 10 k-fold 
cross validation to tune hyper parameter and select best 
k-fold parameters. 

 Finally, the resulting k-fold is feed to LR for final 
recognition to solve recognition problem. 

IV. PROPOSED RESEARCH METHODOLOGY 

In this section the proposed research methodology is 

discusses in details. An activity Ac in frames of video sequence 

Vd using CNN for features extraction and logistic regression 

(LR) for FR sequence of frames to recognize Ac. Firstly we use 

pre-trained weights of CNN for feature extraction of frames FR 

in video Vd with bounce of Bf such that bouncing of frames not 

affect the activity Ac. finally the features fed to logistic 

regression for activity Ac recognition. 

A. Preprocessing of Input Frames of Video Sequence 

Video is the collection of frames generally video is running 
at thirty frames per second but we take into consideration only 
six frames per second and bounce five frames at unit time 
which reduced redundancy and computational complexity, 
however the selected sequence of frames doesn‟t affect action 
in video and from the evaluation of experiment it achieved 
significant result. In the preprocessing phase we resize frames 
to 224x224 RGB of all categories which is the desire input 
shape of VGG 19 [9] for feature extraction. In the context of 
videos, frames are features of videos so every frame is zero 
centered to reduced computation and preprocessed all frames 
to subtract mean RGB pixel intensity from pre-trained weights 
of VGG 19 during feature extraction phase. VGG19 model 
trained on 1.3 million images and 143 million trainable 
parameters which allow VGG19 model to transfer the learned 
pattern from pre-trained weights to our selected dataset in 
feature extraction. The architecture of VGG19 model is given 
in Fig. 1. 

 

Fig. 1. VGG19 Model Architecture. 

VGG19 model used fix input shape of RGB images in the 
training phase, they used 1.3 million images for training the 
model, 50 thousand for validation and 100 K images for 
evaluation the experiment, stack of convolution layers conv1 
and conv2 were employed to input RGB image with 3x3 filter 
size to extract low level features of images, passing the input 
RGB images from conv1 and conv2 the image RGB channel is 
converted to 64, in the first block of convolution layers, stride 
of 1 pixel used for sliding the filter map and max pool1 layer to 
reduce spatial size of conv1 and conv2 features. In the second 
block of convolution layers 3x3 conv1 and conv2 applied 
followed by max pool layer. 

They used stride of 1 pixel for every convolution and 2x2 
strides for max pooling layers; however activation function of 
ReLU [19], equipped in all hidden layers for rectification and 
introduced non-linearity form which the model learned 
complex useful features between inputs and response variables. 
Beside stack of convolution layers one flatten layer of 250,88 
dimension applied and then followed by three fully connected 
layers FC1, FC2 each have 4096 channels depth and the last 
FC layer of 1000 channels, finally a soft-max function used for 
prediction of classes. The model trained on 143 million 
parameters, initial learning rate of 10

-2
, momentum 0.9, number 

of iteration 370 K and mini batch-size of 256 used respectively. 
The proposed research methodology is given in Fig. 2. Where 
each step is discuss in subsequent sections. 
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Fig. 2. Basic Building Block of Proposed Framework. 

B. Features Extraction and Features Fusion 

Video clip is the collection of frames where its running 30 
frames at unit time by default but we used six frames per 
second and bounce five frames in each second because frames 
represents the story of the running video and at rate of 30 
frames per unit time cause a very small movement in the story 
and cause redundancy, from which the system computational 
complexity increased, in Fig. 3. Scenario of a sample video clip 
is presented whereas frames are extracted in one second and 
frame to frame change in unit time occurs during frame 

extraction. We passed frames of our selected dataset through 
VGG19 weights and extracted features from fully connected 7

th
 

and 8
th
 layer respectively. If we represent the extracted features 

in vector representation of N data samples and d dimensions 
then the extracted features vectors can be denoted (N, d1) and 
(N, d2) where d1 and d2 represent the features dimensions of 
FC7 and FC8, respectively. In addition, the extracted features 
vectors can be express in equation such that 

V
(7)

 = (N, d1)              (1) 

V
(8) 

= (N, d2)              (2) 

Where V
(7)

 and V
(8)

 represents extracted feature vectors of 
7

th
 and 8

th
 layers of VGG19, respectively. 

The given Fig. 4 shows the visualization effect of filters 
after applying VGG 19 activation function on the sample frame 
of selected dataset during features extraction. furthermore, in 
the proposed method, we used features fusion technique by 
applying vector addition to (1) and (2) and acquire fused vector

 

Vf, however (1) and (2) used the same sample of data then in 
vector addition the size of N taken common. 

Equation (1) and (2) by transformation of vector addition. 

Vf = V
(7)

 + V
(8) 

              (3) 

Vf = (N, d1) + (N, d2)             (4) 

Vf = (N+N, d1+d2)             (5) 

Vf = (Ni, dn)              (6) 

Where Ni = N such that Ni ≠ N+N and dn = d1+d2 

      

Fig. 3. Frame to Frame Representation and Change in Frames Occurs in One Second. 

 

block1_conv1 

 

block3_conv1 

 

fc_1000 

 

Fig. 4. Sample Frame of You Tube Dataset and Visualization of Filters after Applying Activation Function. 
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C. Features Selection 

Feature selection is very useful when building a machine 
learning model because not all features in dataset are useful 
and adding all features to model may reduce the accuracy of 
model and generalization capacity. Furthermore, model 
complexity also increases with increasing the number of 
useless features. We have fused features vector Vf which 
contains redundant features, to decrease redundancy from 
features and select best features we apply two statistical feature 
selection techniques, chi-square test and mutual information on 
Vf. chi-square test compute between features and target variable 
and select best features based on chi-square scores, for instant 
if some features get low chi-square score then remove those 
features we applied a threshold value in our proposed method. 
The mathematical representation of chi-square: 

  
  

∑        

 
              (7) 

Where 

C = degree of freedom 

O = observed values 

E = expected values 

We have fused features vector Vf and a matrix Ln where Ln 
represents class labels of training samples, however in chi- 
square features selection technique Ln consider as target 
variables of n dimension then by putting Vf and Ln in (7) we 
can get. 

  
  

∑          

  
              (8) 

Here Xc
2 

contains the score of each feature acquire from 
chi-square, moreover Xc

2
 scores are applied to

 
transformed 

fused features vector under certain threshold such that 

Chb=Xc
2
T→Vf              (9) 

Where chb represents best chi-square features, → denote 
transformation function and T is threshold value respectively. 
Beside chi-square feature selection, mutual information feature 
selection technique is also computed in the proposed research, 
mutual information between two variables is the measurement 
that how much information obtains one variable through the 
other variable. Mathematically formulation of mutual 
information is; 

MI (A; B) ∆ D (PAB ‖PAPB)          (10) 

Where A and B are independent variables, PAB is joint 
probability density function of A and B, where PA and PB are 
marginal density function of variables A and B respectively. 
Consequently, (10) applied on Vf and Ln. 

MI (Vf ; Ln) ∆ D (P Vf ‖P Vf PLn)          (11) 

MIh = MI (Vf ; Ln) ∆ D (PAB ‖PAPB) T → Vf          (12) 

Where MIh contains only those features which have high 
mutual information between Vf and Ln under certain threshold, 
→ used for transformation function and T denote threshold 
respectively. Besides Chb and MIh, whereas the former holds 

best score chi-square features and the later one contains high 
mutual information features, we fused both the vectors through 
vector addition. 

VS = Chb + MIh            (13) 

Where VS denote selected features. 

D. Logistic Regression 

Logistic Regression (LR) widely used in many applications 
of data mining and machine learning techniques for data 
classification. LR delivers likelihoods and cover multi-class 
classification problem [20]. LR used the same principle of 
linear regression, furthermore LR techniques were applied 
through truncated newton to solve large optimization problem 
[21]. However LR applied in many imbalance and multi-class 
data to solve the classification problem. We can express LR 
mathematically as. 

  
     

                        (14) 

Where we have fused selected vector VS by feeding this 
vector to (14) and solve the classification problem for action 
recognition. In addition, prior to feeding VS to (14) we choose a 
set of optimal hyper-parameter by grid search to get best fit of 
proposed LR model, and further we applied 10 k-fold cross 
validation to evaluate the proposed LR model. 

For instant, we have fused selected features VS which 
contains multi-class features and imbalance data samples 
because VS fused features of videos frame and in context of 
videos, not all videos are same in size, some may be lengthy, 
short and medium in size. To avoid the imbalance data problem 
and balance all categories we gave equal class weights to every 
categories of selected dataset, because imbalance data directly 
impacts on average accuracy of machine learning model. Fig. 5 
shows the imbalance frames for our selected dataset. 

V. EXPERIMENTAL EVALUATION 

In this section we will discuss the dataset and results of the 
proposed research methodology which based on pre-trained 
CNN features and select best features by using Chi-2 and 
mutual information. The experiment is evaluated on publically 
available benchmark You Tube 11 action dataset; first we 
tested our proposed method on three classifiers Logistic 
Regression (LR), Naïve Bayes (NB) and Random Forest (RF) 
and then chose best classifier among them based on 
performance result. We chose LR because LR achieved 
significant results. Table I show the comparison results of LR, 
NB and RF. Next, the proposed method using LR is compared 
with some of the existing state-of- the art techniques of HAR. 
Initially the dataset divided into 80% for training and 20% for 
testing, according to machine learning standard protocol for 
data splitting. In the proposed research method we used deep 
learning framework, tensorflow for deep feature extraction, for 
features fusion and implementation of LR model we used 
python Sklearn library. Overall experiment tested on NVidia 
GTX 1080ti GPU and 16 GB of RAM used respectively. 

A. You Tube Action Dataset 

We tested and evaluate our proposed method using LR on 
you tube action dataset which is publically available, it 
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contains 11 action classes: basketball, biking, diving, golf, 
horse riding, soccer, swing, tennis, trampoline jumping, 
volleyball, and walking. The dataset contains 11 classes and 
each class provided a subset of 25 groups further, whereas 
every group of videos contains more than 4 videos clips, 
however the videos in same group share some similarity such 
as identical actors, background of video clips matched to other 
videos of the same group and equal viewpoint [27]. The given 
Fig. 6 shows some frames sample which represent different 
categories of You Tube 11 action dataset. 

The dataset is very challenging due to pose and object 
appearance, cluttered background, large variation in camera 
motion, viewpoint, illumination condition and object scale, 
some videos of the same class captured when an actor done 
some actions in indoor background where others videos of the 
same class captured while an action done by actor some in 
outdoor background. 

 

Fig. 5. Imbalance Frames of Selected Video Dataset. 

Basketball 

 

Biking 

 

Diving 

 

Horse Riding 

 

Soccer Juggling 

 

Walking 

 

Fig. 6. Different Samples Frames of You Tube Dataset. 

B. Selection of Classifier 

Selection of classifier to get optimal results to solve 
recognition problem faced by HAR, we tested our proposed 
method of features extraction and selection on three different 
classifier LR, NB and RF using you tube 11 dataset, whereas 
the feature are extracted through VGG19 model and select best 
features through Chi-2 and mutual information, for all the three 
classifier same methodology used for features extraction and 
features selection, the aim of testing the proposed method on 
three classifiers is to select best classifier among them and to 
check the consistency and validity of our results. The given 
Table I reported the recognition accuracy, F1 score, recall and 
precision of all the three classifiers. We choose LR to solve 
recognition problem faced by HAR because LR achieved 
98.55% F1 score, 98.57% recall and 98.53% precision where 
NB achieved 78.41% F1 score, 80.71% recall and 77.97% 

precision and FR achieved 93.22% F1 score, 92.55% recall and 
94.06% precision by using the selected dataset respectively. 
The given Fig. 7 shows comparison results of LR, NB and RF 
on test samples of YouTube dataset by using the proposed 
method of feature extraction and selection. LR classifier got 
optimal results over Naïve Bayes and Random forest; the 
former achieved 79.50% accuracy whereas the later one 
achieved 93.23% and selected LR achieved 98.49% 
recognition accuracy on test data. The selection of LR in the 
proposed research is not only based on accuracy, but we used 
total four metrics for the selection criteria of classifier, further, 
from evaluation results of LR, NB and RF which exploit our 
proposed method of features extraction and selection shows the 
validity and consistency in results. 

TABLE I. NB, RF AND LR RESULTS COMPARISON 

Method Accuracy F1 score Recall Precision 

Navie Bayes 79.50% 78.41% 80.71% 77.97% 

Random forest 93.23% 93.22% 92.55% 94.06% 

Logistic Regression 98.49% 98.55% 98.57% 98.53% 

 

Fig. 7. Comparison of LR, NB and RF Tested on You Tube Action Dataset. 
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C. Proposed LR Comparison with Existing Techniques 

The proposed method using LR achieved 98.49% average 
accuracy on test samples of You Tube action dataset given in 
Table II, dominating the Wang, Wu, Yang, Xu, Peng 
techniques having 84.1%, 87.0%, 88.0%, 89.3%, 93.8% 
accuracy, respectively. The confusion matrix of You Tube 
action dataset evaluated on test samples is given in Fig. 8. The 
proposed LR method achieved more than 98% accuracy for 
seven classes among eleven. The class “walking” reported 
96.7% accuracy because some other classes interfere and 
reported false prediction of 3.3%, similarly class “biking”, 
“swing” and “trampoline jumping” accuracy are 97.7%, 97.7% 
and 97.8% reported respectively because other classes 
intervene due to same view point, background etc. and affect 
average recognition accuracy. Fig. 9 shows class wise accuracy 
of You Tube action recognition dataset which are evaluated on 
test data. Our proposed method using LR achieved significant 
results and by comparison with existing state of the art 
techniques we conclude that our method is best fit for solving 
the recognition problem of HAR. 

 

Fig. 8. Confusion Matrix of You Tube Dataset using LR. 

TABLE II. COMPARISON OF AVERAGE ACCURACY OF PROPOSED METHOD 

FOR ACTION RECOGNITION WITH STATE-OF THE-ART TECHNIQUES 

Method You Tube Dataset 

Wang[22] 84.1% 

Wu[23] 87.0% 

Yang[24] 88.0% 

Xu[25] 89.3% 

Peng[26] 93.8% 

Proposed  98.49% 

 

Fig. 9. Class wise Accuracy of Test Samples of You Tube Dataset. 

VI. CONCLUSION AND FUTURE WORK 

Human action recognition (HAR) under many viewpoints 
is a major challenge to correctly recognize the activity of 
human. In this work we proposed a new approach for HAR. 
First we extracted deep features from fully connected 7

th
 (FC7) 

and 8
th
 (FC8) layers of pre-trained model namely VGG19, and 

next, integrate the two features vector to select best features 
among them by applying Chi-2 and mutual information, later 
Logistic Regression used for classification by feeding the best 
features acquired from Chi-2 and mutual information. The aim 
of selection of best features is to improve accuracy and reduce 
redundancy from features, however feeding noisy features to 
the system must be consume more time and make the system 
computation expensive. The experiments are conducted on 
You tube 11 action dataset and the proposed method 
outperform, from the experiment we concluded that features 
extraction from pre-trained model perform better for 
improvement of recognition. Our method achieved 98.49% 
average accuracy on you tube 11 dataset and by comparison 
with existing state-of-the-art-techniques our method 
dominating in performance. In future, we are planning to use 
some advance dataset UCF 50 and UCF101 which contains 50 
and 100 categories of human actions respectively. Furthermore 
we are planning to use gaited recurrent unit (GRU) to solve the 
recognition problem of HAR. 
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Abstract—Open Government Data (OGD) portals are 

considered of significant national importance towards 

transparency and accountability improvement. The continuous 

publication of data in OGD portals introduces the need for high-

quality data and the qualitative portal itself. This paper aims to 

address the data quality issues through a framework composed 

of several components aimed at measuring and monitoring the 

OGD portals in an automated way. Through this proposed 

framework, is intended to monitor and evaluate OGD quality, 

respectively OGD portals, and to show their progress/regress 

based on accumulated scores for different periods. The 

advantage of the proposed framework is the compatibility with 

any OGD Portal due to its flexibility of integration. The 

integration interface consists of only a few basic metrics but is 

necessary that almost the OGD portal possesses and can produce 

very compressive results. The other advantage is the possibility of 

extraction of collected data for further analysis and the 

introduction of artificial intelligence (AI) for prediction purposes 

to point out how the OGD portals will stand in the next period. 

Keywords—Open data; government; datasets; evaluation; 

portals; framework 

I. INTRODUCTION 

Nowadays, the trend of open data is developing at a rapid 
pace, while constantly increasing amounts of open data boost 
of development. In this regard, the role of the European 
Directive for using and re-using public sector data boosts the 
new trend towards opening up government data [1, 2]. This 
trend of development has gained the attention of governments 
and other public sector bodies for opening their data. Thus, 
regardless of the administrative levels, the public sector bodies 
are one the main publishers and holders of information for i.e. 
registered companies, maps [3]. The public sector data 
entailed the possibility for use and reuse for commercial 
purposes [4] while the main goal remains the increase of 
quality of transparency and accountability of governments [5]. 

Initially, in 2009 the White House promoted the Open 
Government Data (OGD) initiative [6] which called on all 
democratic states to become part of this initiative by opening 
their data. A few years later, in 2011, the initiative named after 
"Open Government Partnership", in cooperation with civil 
society, was established and it aims to advance and promote 
open data. So far, 78 countries are members of this partnership 
that serve more than 2 billion people to promote and 

strengthen the transparency and accountability of governments 
and increase public participation in policymaking. These 
institutional and global developments show that the promotion 
of open data has continued over the years resulting in an 
overall increase in the number of datasets in the disposition of 
citizens, scholars, businesses, and similar. Regarding 
terminology, in the literature exist different acronyms that 
differ from each other. Sometimes is referred to Open 
Government Data (OGD), but somewhere is used the short 
acronym "Open Data". When the term "Open Data" is used, it 
includes whatever data such: government, businesses, health, 
insurances, mappings, etc. But when the term includes the 
compound acronym as ―government‖ or ―national‖ it is sure 
that it referred to public data produced by public sector bodies 
[7]. 

The open data as a term has been addressed in early years, 
while the quality of open data was addressed first in 2006 by 
Berners–Lee is the first who published a scheme dedicated to 
open data quality which was based on 5 levels represented as 
stars [8]. This scheme is based on the quality of file format 
publication and rates file formats based on stars. While, data 
quality as a general concept is addressed in the early 90s when 
Wang et al discussed the dimensions for measuring data 
quality [9, 10].leveled equations, graphics, and tables are not 
prescribed, although the various table text styles are provided. 

The paper is organized as follows: Section 2 explains the 
methodology employed in this research; Section 3 addresses 
theoretical and other practices of OGD, national portals, 
existing frameworks, and existing portals that measure the 
quality of open data at the national level; Section 4 discusses 
the proposing and building of framework build, the scoreboard 
for measuring the quality of portals, the web-service for 
collecting information from national open data portals, data 
collection and classification, processing, and provision of real-
time results through the dashboard, and the possibility of using 
of an API for data analysis by anyone or any third-party 
application. 

II. LITERATURE REVIEW 

The wide range of OGD may include data from various 
public sectors, agencies, the local level of government, 
ministries, universities, and many other public sectors, but all 
of these intersect in a portal entitled national portal or OGD 
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Portal [11]. The OGD portal is a national single point where 
public sector bodies (organizations) of the country make their 
data available with the purpose of strengthening transparency 
and integrity. 

In addition, the OGD portals are a simple website interface 
through which they facilitate the use of published data so that 
citizens and other non-governmental actors can use them. The 
data published on these portals are usually recorded in the 
form of metadata organized in rows and columns containing 
different information depending on the government sector 
bodies [12]. 

These OGD portals have constantly changed, contributing 
to the needs and demands [13]. Initially, they only intended to 
serve as interfaces where data in the form of datasets are 
published, then over time and need, they have advanced, 
enriching themselves with other features [14]. The addition of 
other features based on needs has pushed forward a more 
efficient use of data [15]. The addition of various search 
filters, the provision of more information on the data producer, 
grouping in the form of data types such as (economy, public 
safety, finance, justice), etc., are some of the advancements in 
time. In combination with the above-mentioned 
functionalities, those OGD portals have developed their 
application programming interfaces (APIs) to allow the 
consumption and query of the data by the third-part 
application in an automated manner [15, 16]. The API is a 
software intermediary that allows two applications to talk to 
each other. The availability of this feature has greatly 
facilitated the work, where access to the resources of OGD 
portals can be automatically provided for the use of published 
data through a third application completely automatic. 

The availability of APIs, especially for government open 
data portals, has given them many opportunities in addition to 
the automated use of resources, and also opened the way for 
analysis and quality measurement of portals, and publishing 
data [17]. In this context, several portals have been developed 
that aim to monitor the quality of open data portals at the 
national level including the global open data index [18], open 
data watch [19], open data barometer [20] etc. Compared with 
mentioned portals above, there is used a different approach 
proposing a new evaluation model. This model in principle is 
based on those portals but, unlike them, the proposed 
framework monitors and evaluates them in real-time by 
providing the following information: number of datasets, 
organizations, groups, tags, licenses, and type of datasheet 
formats. 

Another characteristic of the proposed framework is that it 
uses a benchmark based on a multidimensional model that 
makes it a perfect combination. A framework in the context of 
data quality is a kind of assessment tool that helps to measure 
the data quality of organizations aimed to improve the quality. 
This combination uses file formats of published datasets and 
information about these datasets. All this nomenclature is 
defined as a framework model which easily interacts and 
expands with various national open data portals by connecting 
to their APIs. Initially will be applied to open data portals in 

six western Balkan countries
1

(Albania, Bosna and 
Herzegovina, Kosovo, Montenegro, North Macedonia, and 
Serbia). 

III. RELATED WORK 

This research paper analyzes and discusses the existing 
approaches that have been proposed and adopted for 
monitoring and evaluation of OGD quality. In addition, it 
discusses the actual frameworks proposed as well as current 
tools and portals for evaluation of OGD data quality aimed to 
propose the development of a new evaluation model 
framework employing qualitative and quantitative approaches 
combined and interacted to provide compressive evaluation 
results. This perfect combination is conceptualized as a 
framework model consisting of several other components 
discussed in further sections. 

A. Existing Approaches and Tools 

Open government data portals have continuously 
developed and advanced, particularly in developed countries 
where this revolution has initially begun [21]. Numerous 
needs for access to data have also influenced the further 
development and advancement of national OGD portals. This 
development and advancement include the improvement of 
data quality and quality of portals as well. 

When it comes to quality, so far various aspects of data 
quality from the definition, types, dimensions, techniques, 
strategies, and multidimensional proposals have circulated 
[22, 23]. In this respect, different frameworks for measuring 
data quality have been developed. Since the purpose of 
research is based first on designing and conceptualizing a 
framework for measuring the quality of open government 
data, for this reason, different frameworks have been 
analyzed. According to Maurino et al. quality is related to 
dataset level, but the evaluation is performed at the portal 
level by aggregating the values computed on each dataset [24]. 

In addition to current frameworks developed, continuous 
progress has been made by building portals with the aim of 
monitoring and measuring OGD quality. In this context, 
different portals are available today such: open data index, 
open data barometer, open watch data, open data EU, etc. 
Some of them measure only OGD quality but some others 
monitor also the number of resources published by OGD 
portals in the context of datasets, organizations, licenses, etc. 

Each of these portals uses its methodology based on the 
framework through which the quality of open data is measured 
or monitored. Based on the analysis performed, the 
frameworks that use classification of datasets based on the 
profile, for example (economics, judiciary, finance, law 
enforcement, statistics, health, etc.), as well as for each field 
questionnaires have been applied on publication of data such 
as: are they licensed? Are they in machine (readable) format, 
are they available? Can this data be manipulated by asking for 
sprawl? How often are the data published? etc. So, these types 
of calculations are used in the open data index frameworks, 
open data barometer using scores for each part of the 

                                                           
1 Countries are listed based on alphabetic order 
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evaluation, and deriving the average result for each national 
OGD portal by ranking portals based on countries. 

The following sections will discuss the features of each by 
comparing them. 

The Open Data Barometer (OBD) is an advanced system 
that evaluates government open data. This system relies on 
score listing countries based on questionnaires on policies, 
implementation, and impact of data initiatives as well as 
openness assessment built from 14 data types for each 
country. So, this system evaluates datasets through a review 
process in 14 different areas such as legislation, transport, 
health, crime, procurement, etc. 

Open Data Index (ODI) is a crowd-sourced indicator 
dedicated to the openness of datasets, which was founded by 
the Open Knowledge Foundation. Furthermore, the 
information on the datasets is collected based on the open data 
census, creating an index for each country, and scoring them 
by undergoing a process by going through 9 attributes based 
on the Open Definition. This rating system has an ideal value 
of 100 (maximum) for each attribute. The maximum weight is 
30 points that are dedicated if the database is license open. 
While datasets that are not accessible have a score of 0. 

Open Data Monitor, unlike the two systems mentioned 
above, is another similar system, so it has almost the same 
purpose, where in addition to evaluating the quality of OGD, it 
also monitors the available resources, presented in the visual 
form using the most innovative technologies. This system has 
a framework that is based on the dataset and metadata from 
OGD resources. The process of gathering the necessary 
information from national open data portals keeps it in a 
structured form for further processing. In this context, it uses 
analytical and visual methods to be user-friendlier for users 
and to give results in visual forms, unlike others that display in 
statistical form. Another value of this system is that it enables 
comparison between countries to also see visually the results 
of each. The platform uses the exposed APIs of the open data 
portals of the national level of the EU members. In terms of 
functions, this system offers a range of analytical functions 
such as comparison of public bodies (national/local), metadata 
quality, selection of catalogs for different fields, license 
information, published dataset formats, last updated, 
percentages, etc. All of these are characterized based on 
qualitative and quantitative methods. Quantitative refers to the 
quantity (number of resources) available, while qualitative 
includes the analytical functions mentioned above. 

So, if compared to open data index and open data 
barometer, the open data monitor system is not global, but it is 
dedicated only to EU countries, it also uses analytical tools 
and displays data in a very attractive way using tools for data 
visualization. It is important to note that the latter (open 
monitor data) in contrast shows information only until 2015, 
while the open data index and open data barometer display 
data based on the current global situation. Since our research 
aims to measure the quality of portals and monitor them, the 
analysis of existing frameworks will help build a multi-
functional framework that performs quality measurements and 
monitors at very frequent periods each week. 

In addition to analyzing existing OGD evaluation portals, 
few scientific articles have been reviewed related to 
benchmark frameworks. According to Renta Machova et al, 
they have used other data sources and different information 
they have collected [25]. Also, the framework proposed by 
them consists of more than 20 metrics that complicate the 
process of evaluation due to the high probability of changing 
and updating portal APIs. Also, is not sure if all portals 
possess those metrics information. While according to 
Antonio Vetro et al they also have proposed a framework that 
is based on two dimensions consisting of several metrics of 
around dataset and other metrics for evaluating data quality of 
data within the dataset [26]. So, besides the information about 
the publication of the dataset this framework measures the 
quality of data inside the dataset (records). It is very valuable, 
but there is not implemented in any machine for performing an 
automatic evaluation, but they have applied it manually by 
checking each portal separately. Referring to Peter Parycek et 
al, they have developed a method for evaluation of OGD that 
is applied in the city of Vienna [27]. 

This method is based on surveys prepared and sent to 
respondents. A framework proposed by them is more suitable 
for regulating data publication and provides recommendations 
on how to publish high qualitative data than evaluation of 
existing data published. 

Therefore, compared with those frameworks, the proposed 
framework uses a different approach, is can be easily scalable 
and can be implemented and integrated into application in a 
very easy way. Initially, the information target to collect is 
very basic, so most of the portals possess this information, and 
the probability to change the APIs or missing this information 
is very low. This empowers the proposed framework because 
with only a few metrics will be possible to evaluate and 
monitor the OGD portals at any time. Based on the discussion 
about existing frameworks, something different will be 
proposed that will fit any portal, be well integrated, and works 
independently with no need for human intervention. 

Once collecting and storing of data into the database will 
be performed from target portals, another feature of the 
proposed framework is the ability to share data through the 
API to anyone that may be interested in further development, 
analysis, or using any third-party application, it is possible 
only by integration or API provided. 

IV. RESEARCH METHODOLOGY AND METHODS 

This research utilizes a qualitative approach applying 
mixed methods that combine analytical rigor and data 
gathering, as well as monitoring and evaluation. 

Intention to build a framework model for monitoring and 
evaluation of the quality of OGD portals based on a 
scoreboard that displays the scores for each dimension metric 
is based on specific methodology In this respect, the proposal 
for the build-up of the framework model is divided into 
several phases as follows: 

Phase I. Analysis of OGD National portals, their review, 
and general evaluation of whether these portals provide APIs 
as a prerequisite for further monitoring and evaluation. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

29 | P a g e  

www.ijacsa.thesai.org 

Phase II. Identify resources within selected portals, what 
APIs they offer, and find common denominators to ensure that 
all selected portals meet each parameter set. 

Phase III. Proposing of benchmark framework design 
based on analysis of existing OGD portals. This proposed 
framework will perform monitoring of OGD portals and 
evaluate quality. 

The proposed framework is designed taking into account 
the following steps: 

1) Analysis of existing frameworks for measuring the 

quality of open government national portals. 

2) Targeting data sources for application of the 

framework. 

3) Defining the dimensions to be applied. 

4) Defining metrics for each dimension. 

Phase IV. Once the framework is defined, it remains to be 
integrated into the framework model, which consists of 
several components, starting initially with the first component 
of the web service that will have several roles: 

1) Integration/interconnection with APIs of targeted 

portals in this research. 

2) Collection of data required for the Framework 

definition in Phase III. 

Phase V. Once the necessary data has been provided, there 
is now another phase, which deals with the processing of this 
data, the analysis, and displaying of the data. Furthermore, 
within this phase, there will be some processes as follows: 

1) Data processing through validation and cleaning 

process. 

2) Application of the application-level framework for 

measuring the quality of the processed results. 

3) Display results in the Web interface (dashboard) in 

real-time for OGD portals that have been selected. 

Phase VI. Developing an API and making it available to 
anyone. It will provide the data collected by saving time and 
work because there is not necessary to connect each portal 
APIs for getting data, since this data already exists but will be 
shared through an API. 

V. ANALYSIS OF OPEN GOVERNMENT DATA PORTALS 

The main purpose of this research is to propose and build a 
system or tool that will consist of many components defined 
as a framework model that monitors and measures the quality 
of national open data portals in an automated way. Therefore, 
a basic prerequisite for building a framework is the definition 
of basic needs. Thus, first, it is necessary to analyze portals 
that will be the target of monitoring and evaluation, which 
include Western Balkans national open government data 
portals, (Albania, Bosnia and Herzegovina, Kosovo, North 
Macedonia, Montenegro, and Serbia) [ 31-36]. 

Various analyses over the OGD national portals can be 
applied using different criteria [28]. In this respect, five 
criteria analysis will be used for designing a benchmark 
framework and these criteria include the following questions: 

1. Does the portal provide and have an available API for 
connection? 2. Does the portal provide the datasets for each 
publisher? 3. Does the portal provide the file format types 
published for each dataset? 4. Does the portal provide the 
published dates and last updates of datasets published? 5. 
Does the portal provide the license used for each dataset? 

These five criteria are the fundamental precondition for the 
selection of government portals for further monitoring and 
evaluation. 

Since the term ―a framework‖ has been used everywhere 
in this research, it means that will be applied to only a few 
OGD portals, but with the potential to be applied to other 
OGD portals. For the building of the framework, initially, 
some preconditions have been defined starting with 
information that should be collected because for sure that 
designing of the framework will be based on such information. 
In this regard, the analysis of available information will be 
performed, respectively what information the national OGD 
portals offer and if all OGD portals share this information. 

The following table shows the necessary information and 
information identified in each government portal analyzed. 
The same information will also be used for designing the 
framework model. 

The data defined in Table I, in addition, to building the 
framework model will assist the web service how to know 
what data to collect from the portals. 

Moreover, the analysis depicts the lack of proper 
organization, so no standard has been used compared to the 
open government portals of other EU member states. Even 
though these portals support more than one language, the 
mother tongue of the countries dominates. For example, when 
a dataset or resource is published, the same should be 
published in at least another international language (English); 
however, these publications are mainly done in the mother 
tongue language. 

The analysis also highlights the inadequate standards of 
file formats used for data publishing. In this context, it 
emphasizes that portals also use formats of published metadata 
that are out of range according to open data standards. In 
addition, there are identified about 20 types of dataset file-
formats including formats that have used compression (.zip, 
.rar) that are out of any criteria. For instance, Cyrillic letters 
are out of any standard for extensions or international 
standards, yet they are used. 

TABLE I. THE TARGET OF INFORMATION TO BE COLLECTED 

 
Target Data Types of Information 

Q
u
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Datasets Number of Datasets 

Publishers Number of Organizations 

Groups Number of Groups 

Licenses Number of Licenses 

Q
u

a
li

ta
ti

v
e 

Datasets Dataset File Format Types 

Publishers Publisher's Names 

Groups Public Sectors Bodies 

Licenses Types of Licenses 
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There are other cases where the publication date is outside 
the standard or they show no information concerning the data 
published. This context complicates the qualitative evaluation 
of the data. Thus, it was necessary to use techniques for 
equivalence of this data, to be able to evaluate the data. Lack 
of up-to-date dataset descriptions (What database is it? Who 
owns it?). In addition, these are only a few of the findings that 
have been identified during the analysis of portals and which 
at the same time have complicated and challenged the 
measurement of data quality. Then the lack of the type of 
licenses, under what license the published data operate, the 
lack of frequent updating, or the date of the publication itself, 
so all these are some of the findings during the analysis phase 
of the portals. 

Therefore, this leads to the need to build a mechanism that 
would fix these problems during the publication phase where 
it would ensure the high quality of the published metadata but 
also the portal itself that serves that data. 

Therefore, this is the reason why this paper, in addition to 
measuring the quality of data, also measures the quality of the 
national open data portals themselves. 

In addition to these findings, the possibilities offered by 
these national open data portals for the automatic consumption 
of data that supports third-party applications. In this aspect, is 
almost clear that each portal provides the possibility of 
consuming data through APIs, so there is an API available, 
while each has its limits in the context of what they offer. 
CKAN based API mainly dominates, but some are based on 
DKAN. This also fulfills the primary condition, the collection 
of initial data. Although the documentation on how to 
consume these APIs, exists in their mother portals, even in the 
national portals they have published additional documentation, 
this also facilitates the use of the method for data collection. 

CKAN
2  

is the world’s leading open-source data portal 
platform. It makes easy publishing, sharing, and working with 
data. In addition, it is a kind of data management system that 
provides a powerful platform for cataloging, storing, and 
accessing datasets with a rich front-end, full API (for both 
data and catalog), visualization tools, and more [29]. 

DKAN
3

 is a Drupal-based open data portal based on 
CKAN, the first widely adopted open-source open data portal 
software. CKAN stands for Comprehensive Knowledge 
Archive Network [30]. 

Table II presents the APIs of the Western Balkan 
countries, where this framework model will be applied. 

TABLE II. NATIONAL OGD PORTALS APIS AND URLS 

Country OGD National Portal URL  API Model 

Albania https://opendata.gov.al/ CKAN 

Bosna and Herzegovina https://opendata.ba DKAN 

Kosovo https://opendata.rks-gov.net/ CKAN 

Montenegro https://data.gov.me CKAN* 

North Macedonia https://data.gov.mk/ CKAN 

Serbia htttps://data.gov.rs CKAN* 

                                                           
2 CKAN, (www.ckan.org/about/). 
3 DKAN Open Data Platform (ww.getdkan.org) 

 

Fig. 1. (a) Analysis of File Formats Published; (b) Analysis of Licenses. 

CAKAN* means that national portals have developed their 
API for providing information but is based on the CAKAN 
model. It is important to note that it is well explained with 
detailed information on how to use API. Apart from the 
investigation of APIs from the Western Balkans OGD national 
portals, there is analyzed the target information defined in 
Table I, with the attention of possible interventions on quality 
improvement if needed. Therefore, Fig. 1 shows the analyzed 
information for (a) file formats and (b) open licenses. 

B. Authors and Affiliations 

Correct file formats include formats published in PDF, 
DOC, XSL, XSLX, CSV, HTML, XML and JSON. Non-
correct means the other types. While regarding licenses, the 
Open Data Commons Attribution License is a license 
agreement intended to allow users to freely share, modify, and 
use this Database subject only to the attribution requirements 
set out in Section 4 

4
(Open Data Commons Attribution 

License ODC-By). 

VI. PROPOSING OF FRAMEWORK 

The proposal for the building of the framework model 
consists of several components and each component has its 
role. Because the analysis performed over OGD Portals, it 
precisely defines all the flaws and what information is 
available and can be collected from the portals for the 
framework model to perform its function. Fig. 2 presents all 
block components. 

 

Fig. 2. The Components of Proposed Model. 

First, this component means building a web service that 
will collect data from the OGD national portals that are targets 
for monitoring and evaluation. Second, this component will do 
data processing through insertion into the local database and 
data preparation. Third, conceptualization and designing of the 
framework. Fourth, implementation of a framework into the 
software application, and the fifth component is dedicated to 
results showing in a dashboard. The following sections 
explain the role and function of each component separately. 

A. Collecting of Data 

The first step to secure the information mentioned in the 
sections above is to develop a web service that will be able to 

                                                           
4 https://opendatacommons.org/licenses/ 
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communicate with OGD national portals of the Western 
Balkan countries using the APIs available. Depending on the 
need, the web service can monitor and collect information on 
a daily, weekly, or monthly basis, made possible through 
configuration. Since the government data portals are open, 
during the analysis they did not show that they publish a large 
number of resources daily, the web service developed can run 
on a schedule on a daily, weekly basis, or monthly basis. But 
it depends on needs. 

For the development of web services, the Microsoft .NET 
platform is used. The reason for using the Microsoft platform 
is due to practical experience and not for any other reason, 
Yet, this could be developed using other platforms such as 
java, python, visual basic, etc. Regarding the functionality of 
the web service, it is compiled to run as a console application. 
It means that the web service will not be running all the time 
but is configurable to run on schedule. It depends on how 
frequently portals publish resources or how often is needed to 
have refreshed results. 

This process is called "Snapshot". Let's say the last 
snapshot is (01/08/2021 12:33), which means that the 
monitoring and evaluation process was performed on the data 
collected by (01/08/2021 12:33), indirectly the last run of 
web-service for collecting information was at 01/08/2021 
12:33. Moreover, snapshots can be created on each day, which 
indirectly means that the web service will run each day at a 
specific date and time, respectively based on the schedule 
configuration. Running of web-service is not a process that 
only establishes connections to respective APIs, but on the 
other hand, it collects information. Fig. 3 shows the 
information that the web service will collect. 

 

Fig. 3. Collecting of Types of Information. 

B. Processing Data 

After collecting the targeted data, there is another extra-
independent process called data processing. Within this 
process, three other sub-processes are performed (insertion, 
validation, and data cleansing). These are very important to 
prepare the data for further evaluation and analysis. 

1) Data inserting: For the collected data to be always 

accessible and available, there is necessary to be stored 

somewhere. For this purpose, a small, but very useful database 

is developed. This database will also be used for other 

purposes such: processing of information, analysis, statistics, 

and showing other results. The database is developed in 

Microsoft SQL Server 2016 (Express Edition) but does not 

limit the possibilities of using other platforms. There is no 

reason why this platform is used, other than experience and 

cost-free. 

As mentioned above, the analyzed portals have relatively 
low-quality data, so the preparation of data is inevitable, to 
increase the quality and enable a more accurate assessment. 
Given that, the web service does not do this job, it will only 
collect data but another sub-process will be needed ( Data 
Preparation). 

The insertion process is based on an algorithm built for 
this purpose, which collects the resources defined in Fig. 2 and 
stores them in this database based on the logic explained in 
Fig. 4. 

 

Fig. 4. Collecting and Inserting of Data. 

2) Data correction: Once all the data defined above have 

been successfully collected and stored into the database, these 

data will be subject to the validation process for making it 

ready for further processes. After the data review process, it 

identifies that a few data should be corrected and validated. In 

this matter, have been set some criteria’s for correcting and 

validating data and figured out which data should be subject to 

validation. The fields of data that should be validated and 

corrected include publication date-time or last updates, name 

of licenses, and file format extensions. The next paragraph 

will discuss the problems of poor data quality gathered. 

First, there is checked for formats (extensions) of datasets, and 

in initial findings figure out that about 16% of them are out of 

range of open data standards (open data standard). Many file 

extensions were published in the wrong format for i.e. instead 

of JSON is used ―GEJSON‖ or in the Cyrillic Alphabet in the 

native language is written. Second, we applied the validation 

to the date/time and updated dates of datasets published. 

This is because each portal has used its time format such 
as (2020-01-10, 20-Feb-21 or Jan-03-2021 or May / 12/2021), 
therefore based on these facts is needed the validation of time, 
turning them into an acceptable standard YYY / MM / DD. 
The same was done with licenses, because in the findings 
during the analysis, about 52% of licenses were undefined, or 
not in the standards defined by open knowledge (Licenses - 
Open Data Commons: legal tools for open data). 

public static void GetDataKosovo() 
 { 

 int PortalID = 1; 
 string Organisation = ""; 

 string OrganisationURL = ""; 
 int Datasets = 0; 

 using (OGDEntities db = new OGDEntities()) { 
var datasetList = db.Datasets.Where(x => 

x.PortalID == 1).ToList(); 
 db.Datasets.RemoveRange(datasetList); 

db.SaveChanges(); 
 

var FileFormat = db.FileFormat.Where(x => 
x.Organisations.PortalID == 1).ToList(); 
 db.FileFormat.RemoveRange(FileFormat); 

db.SaveChanges(); 
 

var all = db.Organisations.Where(x => x.PortalID 
== 1).ToList(); 

db.Organisations.RemoveRange(all); 
 db.SaveChanges(); } 
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After completing the process of data correction and 
validation, the precondition for data comparison between 
portals has been completed, but there are some issues with 
unnecessary data and the existence of numerous null values. 

3) Data cleansing: In addition to the validation process, 

which means the transformation of data from one data to 

another without spoiling its character, we have also applied 

data cleansing. This sub-process has been very adequate, 

initially to remove useless information about the framework. 

Web-service collects different information, depending on how 

they are published, but does not use any method that validates 

or corrects them during the inserting process because it would 

complicate the whole process. Therefore, after collecting and 

inserting data into the database, we have applied a procedure 

that cleans by removing unnecessary data. During the data 

review process, we are faced with a lot of null values, lack of 

a standard for the naming of datasets and organizations for i.e. 

some dataset names and organization names have used the 

underline or line between words, some others have used 

spaces between, some other have used short letters for every 

publication made, etc. 

First, removing of "null" values, and then unnecessary 
spaces between the names of organizations and datasets. 
Second, using the operations "Trim" and "Upper" for 
formatting the file formats extensions to have a standard and 
to increase evaluation accuracy. 

Moreover, both sub-processes (data correction and data 
validation) are implemented in stored procedures of the 
database and both of them are triggered every time after the 
new snapshot. It means that every time the web service is run 
and after collected data is successfully inserted into the 
database, then those stored procedures will be triggered 
(executed). Fig. 5 shows two examples of data cleaning and 
data validation used by the framework. 

 

Fig. 5. Examples of Data Validation and Data Cleansing. 

C. Conceptual Design of Framework 

Once the data preparation process has been completed, i.e., 
the data served is ready for further processing, this paves the 
way for the design or development of the framework. Where 
in the state of art, we had argued quite well, the existing 

frameworks, showing the features and characteristics of each. 
Now designing the framework is considered the main work 
that also gives the main value of research. The proposed 
framework will be two-dimensional, which means it performs 
two different functions: monitoring national portals and 
measuring their quality. Therefore, for this purpose, will be 
used two indicators: Qualitative Indicator and Quantitative 
Indicator. 

1) Quantitative indicator: This indicator is based on the 

quantitative methodology, which will have a monitoring role, 

which will monitor portals that count publishers, datasets, 

licenses, and group datasets based on the file format that is 

published based on the 5-star scheme. Furthermore, in 

Table III, we present the metrics that this indicator uses: 

TABLE III. METRICS OF OPENNESS INDICATOR (QUANTITATIVE) 

Scores Description Key 

★ whatever format pdf, image, doc, text Open License 

★★ 
machine-readable structured format .xsl, 

.xlsx 
Readable 

★★★ non-proprietary structured format, csv Open Format 

★★★★ RDF Standards xml, html, json  URL 

★★★★★ Linked to other data sources Linked Data 

Each dataset is subject to the process of evaluation, 
evaluation based on the file format that has been published. 
Observations are used to give (scores) for each metric that will 
be applied over datasets. 

2) Qualitative indicator: Unlike the quantitative indicator, 

here it will do processing of information that characterizes a 

dataset. In this aspect, it is characterized by four main features 

of the dataset which we estimate affect their quality as well as 

the portal itself. Table IV presents the metrics used by this 

indicator for evaluating datasets giving it a score. 

TABLE IV. METRICS OF DATASET INDICATOR (QUALITATIVE) 

Observation Metric Description 

[DAV] Availability Dataset is available in the portal 

[DAC] Accessibility Dataset can be freely downloaded 

[DAD] Discoverability Dataset is searchable (query data) 

[DAT] Timeless Dataset is up to date 

D. Assessment and Evaluation 

The Framework mentioned in the above session, consisting 
of two indicators (quantitative and qualitative), will be applied 
to the framework, practically different functions translated 
into SQL will be used, which will produce the right results. 
Practically, as soon as the process of importing or inserting 
data from the web service in the Database has been completed, 
as well as the process of validation, correction, and cleaning, 
the data are ready for evaluation. In addition to these 
processes, another pre-evaluation process will be data 
modeling so that the application of the framework is easier. 

BEGIN 
SET NOCOUNT ON; 
UPDATE dbo.Datasets 
SET DatasetLastUpdate = null 
WHERE DatasetLastUpdate = 
'1900-01-01 00:00:00.000' 
GO 
UPDATE FileFormat 
SET FileFormat = 
UPPER(fileformat) 
GO 
UPDATE FileFormat 
SET FileFormat= 'XLSX' 
WHERE fileformat like '%XLSX%' 
GO 
UPDATE FileFormat 
SET FileFormat= 'XML' 
WHERE fileformat like '%XML' 
END 

BEGIN 
SET NOCOUNT ON; 
WITH cte AS (SELECT FileFormat, 
OrganisationID, ROW_NUMBER() OVER 
( PARTITION BY FileFormat, 
OrganisationID 
 ORDER BY 
FileFormat,OrganisationID 
 ) row_num 
 FROM dbo.FileFormat 
) 
 DELETE FROM cte WHERE 
row_num > 1; 
 DELETE f from 
dbo.FileFormat f 
 inner join 
dbo.Organisations o on o.id = 
f.OrganisationID 
WHERE o.Organisation = '955'  
END 
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In this regard, have been created and used several 
Database Views in particular for monitoring portals in 
quantitative terms, how many databases are available, and 
how many organizations publish data. Dynamic Views have 
been used to reflect the results dynamically on every update 
that may happen. This is shown in Fig. 6. 

 

Fig. 6. Data Processing and Evaluation. 

The whole monitoring process is based on VIEWs, so this 
is the reason for using Dynamic rather than static Views due 
to the changes of results dynamically based on last updates. 
Moreover, the proposed framework is divided into several 
segments; each segment uses a stored procedure, so there is no 
technical possibility for the whole framework to be 
incorporated in one stored procedure. This is due to a lot of 
calculations that have to be done for providing evaluation 
results. However, these segments depend on the metrics, 
which means that each metric is a stored procedure in itself. 

These stored procedures will be used by the front-end part 
(Dashboard) illustrated in Fig. 6 quantitative indicator part, 
then the stored procedure of grouping and evaluating the 
datasets based on the file formats based on So, depending on 
the evaluation required, it will call and execute a specific 
stored procedure. Let's say, if the interest is in the 5-star 
scheme of Berners-Lee, will be executed and the result will be 
returned. However, if the interest is in the qualitative 
indicator, then the procedures for each metric will make their 
calculations and will yield the result, or both indicators, for 
each metric we measure by giving points (scores). For 
example, the data openness evaluation, which is based on the 
5-star scheme, measures how open the datasets are based on 
the publication formats, here the evaluation is done from 1 to 
5. Finally, the average for the portal. As for the qualitative 
indicator, this is based on the quality of the dataset based on 
the surrounding factors explained in Table VI. 

In contrast, here the ideal or maximum value is 1 per 
metric, while 5 maximum values if a dataset contains all 
metrics. Here too a series of calculations are performed in the 
background, where in addition to deriving the average for each 
dataset that is subject to evaluation, the general average per 
portal is also derived. This is very important in the analytical 
and comparative part between open data portals. Fig. 7 
presents some parts of the code for specific metrics. 

 

Fig. 7. Openness and Dataset Evaluations (SQL Code). 

E. Presentation of Results 

All calculations discussed in the section above, based on 
different scenarios are performed on the database level, so the 
results were displayed by SQL. To present these results in the 
right visual form, it was necessary to create a public portal in 
the form of interactive dashboards. 

Therefore, for this purpose, a web application is developed 
using the .NET platform, which displays the monitoring 
results and measures the quality of government open data 
portals. The following section reflects some of the results 
obtained from the calculations performed to give the value 
final framework model, starting from the front dashboard that 
displays the monitoring results (see Fig. 10 in Appendix). 
While in Fig. 11 (Appendix), are presented the displayed 
results on the openness dashboard, which presents how open 
the portals are. 

The evaluation was performed using calculations based on 
the openness dimension i.e., file formats of the datasets, 
grouping, and counting them. 

The results are based on the quantitative indicator, as they 
do not use any other measuring feature of the dataset except 
the statistical one, i.e. counting and grouping. Furthermore, 
Table V shows the results of the qualitative indicator, i.e. the 
quality of the datasets, ranking the portals based following 
indicator metrics (Availability, Accessibility, Discoverability, 
and Timeless) shown in Table V. 

TABLE V. DATASET INDICATOR AVERAGES (QUALITATIVE) 

Country Availa. Access. Discov. Timeless 

Albania 1 1 0.48 0.41 

Bosna and Herzegovina 1 0.98 0 0 

Kosovo 1 1 1 0.17 

Montenegro 1 1 1 0.33 

North Macedonia 1 1 0.81 0.25 

Serbia 1 1 0 0.26 

Dashboard 

Stored Procedures 

Dynamic Views 

Data Processing 

SELECT 
PortalID, 

CONVERT(NUMERIC(10,2), 
(@avaliablity/COUNT(Dataset

AvaliableURL))) as 
Avaliablity, 

CONVERT(NUMERIC(10,2), 
(@accesbility/COUNT(Dataset

Accesibility))) as 
Accesability, 

CONVERT(NUMERIC(10,2), 
(@discoverability/COUNT(Dat
asetDiscoverability))) as 

Discoverability, 
CAST(@timeless AS 

DECIMAL(10,2)) as Timeless 
FROM dbo.Datasets  

WHERE PortalID = @PortalID 
GROUP BY PortalID 

 SET @1star = ( 
SELECT SUM(number) from 

dbo.FileFormat  
WHERE FileFormat in ('PDF', 

'DOC', 'DOCX', 'TXT')) 
 SET @2star = ( 

SELECT SUM(Number) from 
dbo.FileFormat  

WHERE FileFormat in ('XLS', 
'XLSX') ) 

 SET @3star = ( 
SELECT SUM(Number) from 

dbo.FileFormat  
WHERE FileFormat in 

('CSV')) 
 SET @4star = (select 

SUM(Number) from 
dbo.FileFormat  

WHERE FileFormat in 
('HTML', 'JSON', 'XML')) 

 SET @5star = 0 
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Regarding the results expressed in Fig. 8 and 9 in the 
background, a series of calculations are performed, but very 
important to show the countries' averages. 

According to a mathematical point of view, for evaluating 
and measuring the averages of openness, the calculation is 
formulated using the following formula: 

  
 ∑              ∑            ∑           ∑           ∑          

∑              
       (1) 

This equation calculates the average of how open the 
governments are by adding the whole number of datasets rated 
with 1 star, then with 2 stars, so on up to 5 and proportional to 
the total number of datasets published for the portal. This 
formula is applied for cases when a dataset is published in 
only one format. 

In addition, during the analysis of OGD national portals, 
this research finds out that some organizations (publishers) 
publish their datasets in multiple formats, for i.e. ―Agency of 
Statistics‖ have published two datasets, in two file formats 
(CSV and JSON), while the dataset remained the same 
because it has the same unique ID and the same name. So, for 
situations like that, the formula above (1) does not promise the 
accuracy of results, because it calculates the total number of 
datasets and does not check and find out if the same dataset is 
published in multiple file formats. Thus, for this reason, a new 
approach for defining datasets published in multiple file-
formats has been used. 

This new approach is based on two levels of evaluation, 
first identification and then evaluation. Table VI illustrates 
this situation. 

TABLE VI. IDENTIFICATION OF MULTIPLE FORMAT DATASETS 
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Table VI shows that two levels of classification have been 
used; first, it makes classification of datasets based on file 
formats and counts the total number of datasets per 
organization (publisher). Then, after the first level is 
performed, the second level identifies if any of the datasets are 
published in multiple file format and counts only the number 
of higher file formats as total by removing from the 
calculation of other formats published. 

Referring to Table VI, in the first round of calculation 
―Dataset n‖, has multiple values (x+y), while in the second 
round, is identified that this dataset. 

   
 ∑               

∑          
              (2) 

H – means the highest Star of the dataset. 

The final equation for generating the total average of result 
will be: 

                        (3) 

f(x) – is the function of calculating the overall average of 
openness calculation. 

Based on this function, Fig. 8 shows the averages of 
evaluation of OGD nation portals. Results have been grouped 
on monthly basis to show progress. 

 

Fig. 8. Openness Averages. 

In addition, the calculation of dataset quality is based on 
formula (4). It calculates the total average per OGD portal, 
respectively, it sums all the values obtained per metric in 
proportion to the total number of metrics used. 

   
 ∑             ∑          ∑            ∑           ∑     

∑         
        (4) 

Fig. 9 shows the results produced by this formula, which is 
applied in the background of the application, respectively in 
the database implemented through SQL functions. The highest 
value is 1 and the lowest is 0. 

 

Fig. 9. Dataset Quality Averages. 

In addition, the application also generates statistics, where 
all the results expressed in graphs, are summarized using a 
statistics dashboard. Statistics may change in the meantime or 
after each run of the web service because the data will be 
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refreshed. All this is done automatically without the need for 
the human factor to intervene. 

Moreover, all the data collected by the portals through the 
web service, after being subjected to the process of validation 
and clearance, can be accessible to anyone who needs this 
data. For this purpose, there is necessary to make available an 
API, which upon request returns the basic results that the web 
service collects such: datasets, organizations, licenses, file 
format types. All this is organized through a JSON API, where 
depending on the request, i.e. for which national portal they 
are required, it also returns the data. This is made available, to 
provide data for call part application, or anyone who needs for 
educational, scientific, or business purposes to have the data 
ready without having to develop any additional web services 
that take from the portals of the western Balkan countries. 

VII. RESULT AND DISCUSSION 

Through this proposed framework model is intended to 
monitor and evaluate OGD quality, respectively OGD portals 
constantly or at any time with no need for human input. An 
additional value of the proposed framework is that it will have 
the ability to show the progress/regress made by each OGD 
national which has been subject to monitoring and evaluation 
and scored in different periods. 

Because of data possessed through the data collection 
component (web-service), the proposed framework model can 
show results at any time but it also can be configured to run on 
schedule on weekly basis or monthly basis depending on 
needs. Storing of evaluation history scores for each OGD 
Portal and visualization of results through the graphs about the 
progress or regress of countries gives another value to this 
framework. In addition to monitoring and evaluation affinities, 
the proposed model shares the API that will be available to the 
wider community or it can be used by third-party software 
applications with the purpose of further analysis and 
evaluation or extending the research by conceptualizing any 
new framework. 

Therefore, another value for future work would be 
considered adding of ―data prediction‖ feature. This feature 
would be possible and could be easily integrated using 
Artificial Intelligent (AI). This feature could be able to predict 
how these countries (OGD national portals) are going to 
publish in the coming months or a specific period. For 
instance, if there will be used a simple method i.e. 80/20 that 
means using 80% of training data and 20% of testing data, it 
would be easier to forecast the profiles of countries, the 
number of dataset publications by each publisher, types of 
dataset file formats and the number of file formats, publishing 
frequency, etc. 

All these predictive data could be forecast for a specific 
period i.e. 6 to 12 months or probably in next 2 years. 

VIII. CONCLUSION 

Based on the study and analysis of existing frameworks for 
the evaluation of OGD portals, this research employed a new 
approach that is conceptualized and implemented through a 
flexible framework. This framework is considered flexible 
because of its adoption to any OGD portal and the ability to be 

available to the wider community for further research and 
analysis. Since the framework is composed of several 
components, it employes qualitative and quantitative 
approaches that are combined and interacted to provide 
compressive evaluation and monitoring results of OGD 
national portals. 

ACKNOWLEDGMENT 

We would like to thank the Laboratory of FINKI (Faculty 
of Computer Sciences and Engineering at Ss. Cyril and 
Methodius University) for providing all hardware and 
software resources for building and publication of the whole 
project including all components as well as hosing the project 
for further analysis and research. Without this reflection, 
would not be possible to evaluate the OGD Portals. 

REFERENCES 

[1] Janssen, K.. ―The influence of the PSI directive on open government 
data: An overview of recent developments. Government Information 
Quarterly‖, 28(4), 446-456.D.E. Perry, A.L. Wolf, Foundations for the 
study of software architecture, ACM SIGSOFT Softw. Eng. Notes 17 
(4) (1992) 40–52. 

[2] European Commission. Proposal for a Directive of the European 
Parliament and of the Council on the re-use and commercial exploitation 
of public sector documents, COM (2002) 207 final 18 European 
Commission (2008). 

[3] Vickery, G. Review of recent studies on PSI re-use and related market 
developments. Information Economics, Paris , 2011. 

[4] Rosacker, Kirsten M., and David L. Olson. "Public sector information 
system critical success factors." Transforming Government: People, 
Process and Policy (2008). 

[5] Ubaldi, B. Open Government Data: Towards Empirical Analysis of 
Open Government Data Initiatives. Tech. rep., OECD Publishing. 
(2013). 

[6] O. Whitehouse. Transparency and Open Government. [Online]. 
Available: https://obamawhitehouse.archives.gov/the-press. 2009. 

[7] Magalhaes, Gustavo, Catarina Roseira, and Sharon Strover. "Open 
government data intermediaries: A terminology 
framework." Proceedings of the 7th International Conference on 
Theory and Practice of Electronic Governance. 2013. 

[8] Berners-Lee, T. Linked data-design issues. Tech. rep., W3C, 
http://www.w3.org/DesignIssues/LinkedData.html. (2006) 

[9] Wang, R. & Strong, D. Beyond accuracy: What data quality means 
to data consumers. J. Manage. Inform. Syst. 12, 4. (1996). 

[10] Wand, Y, & Wang, R. Anchoring data quality dimensions in 
ontological foundations. Comm. ACM 39, 11. (1996). 

[11] Thorsby, J., Stowers, G. N., Wolslegel, K., & Tumbuan, E. 
Understanding the content and features of open data portals in 
American cities. Government Information Quarterly, 34(1), 53-61. 
(2017). 

[12] Van der Waal, S., Węcel, K., Ermilov, I., Janev, V., Milošević, U., & 
Wainwright, M. Lifting open data portals to the data web. In Linked 
Open Data--Creating Knowledge Out of Interlinked Data (pp. 175-
195). Springer, Cham. (2014). 

[13] Umbrich, J., Neumaier, S., & Polleres, A. Quality assessment and 
evolution of open data portals. In 2015 3rd international conference 
on future internet of things and cloud (pp. 404-411). IEEE. ( August, 
2015). 

[14] Ham, J., Koo, Y., & Lee, J. N. Provision and usage of open 
government data: strategic transformation paths. Industrial 
Management & Data Systems. (2019). 

[15] Kalampokis, E., Karamanou, A., Nikolov, A., Haase, P., Cyganiak, 
R., Roberts, B., ... & Tarabanis, K. A. Creating and Utilizing Linked 
Open Statistical Data for the Development of Advanced Analytics 
Services. In SemStats@ ISWC. (October, 2014). 

http://refhub.elsevier.com/S0950-5849(21)00158-0/sbref0002
http://refhub.elsevier.com/S0950-5849(21)00158-0/sbref0002
http://refhub.elsevier.com/S0950-5849(21)00158-0/sbref0002
http://refhub.elsevier.com/S0950-5849(21)00158-0/sbref0002
https://obamawhitehouse.archives.gov/the-press
http://www.w3.org/DesignIssues/LinkedData.html


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

36 | P a g e  

www.ijacsa.thesai.org 

[16] Yang, S. Quality Diagnosis of Library-Related Open Government 
Data: Focused on Book Details API of Data for Library. Journal of 
the Korean Society for Information Management, 2020 37(4), 181-
206. 

[17] Thorsby, J., Stowers, G. N., Wolslegel, K., & Tumbuan, E. 
Understanding the content and features of open data portals in 
American cities. Government Information Quarterly, 34(1), 53-61. 
(2017)  

[18] ODI- Global Open Data Index (Methodology - Global Open Data 
Index (okfn.org)) 

[19] Open Data Inventory—Global Index of Open Data - Open Data 
Inventory (opendatawatch.com), (2021). 

[20] Methodology | Open Data Barometer (opendatabarometer.org), 
(2021). 

[21] Sayogo, D. S., & Pardo, T. A. Exploring the motive for data 
publication in open data initiative: Linking intention to action. 
In 2012 45th Hawaii International Conference on System 
Sciences (pp. 2623-2632). IEEE.(January, 2020). 

[22] Strong, D. M., Lee, Y. W., & Wang, R. Y. Data quality in 
context. Communications of the ACM, 40(5), 103-110. (1997). 

[23] Milani, M., Bertossi, L., & Ariyan, S. Extending contexts with 
ontologies for multidimensional data quality assessment. In 2014 
IEEE 30th International Conference on Data Engineering 
Workshops (pp. 242-247). IEEE. (March, 2014). 

[24] Maurino A., Spahiu B., Batini C., & Viscusi G. Compliance with 
Open Government Data Policies: an empirical evaluation of Italian 

local public administrations, Twenty Second European Conference 
on Information Systems, Tel Aviv,(2014). 

[25] Máchová, R., Hub, M., & Lnenicka, M.. Usability evaluation of open 
data portals: Evaluating data discoverability, accessibility, and 
reusability from a stakeholders’ perspective. Aslib Journal of 
Information Management. (2018). 

[26] Vetrò, A., Canova, L., Torchiano, M., Minotas, C. O., Iemma, R., & 
Morando, F. Open data quality measurement framework: Definition 
and application to Open Government Data. Government Information 
Quarterly, 33(2), 325-337. (2016). 

[27] Parycek, P., Höchtl, J., & Ginner, M. Open government data 
implementation evaluation. Journal of theoretical and applied 
electronic commerce research, 9(2), 80-99. (2014). 

[28] Nikiforova, A., & McBride, K. Open government data portal 
usability: A user-centred usability analysis of 41 open government 
data portals. Telematics and Informatics, 2021 58, 101539. (2021). 

[29] CKAN, ( https://ckan.org/about/). 

[30] DKAN Open Data Platform (https://getdkan.org). 

[31] Open data Montenegro (https://data.gov.me). 

[32] Bosna and Herzegovina (http://opendata.ba). 

[33] North Macedonia (https://data.gov.mk/). 

[34] Serbia, Data.gov.rs. (https://data.gov.rs). 

[35] Albania, OpenData Faqja Kryesore (https://opendata.gov.al). 

[36] Kosovo, RKS Open Data (https://opendata.rks-gov.net). 

APPENDIX 

 

Fig. 10. Monitoring of OGD National Portals (Front-end of Portal Developed). 

 

Fig. 11. Openness Evaluation (Evaluation results Presented by Graphs for each Country OGD Portal). 
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Abstract—Captioning of images has been a major concern for 

the last decade, with most of the efforts aimed at English 

captioning. Due to the lack of work done for Arabic, relying on 

translation as an alternative to creating Arabic captions will lead 

to accumulating errors during translation and caption 

prediction. When working with Arabic datasets, preprocessing is 

crucial, and handling Arabic morphological features such as 

Nunation requires additional steps. We tested 32 different 

variables combinations that affect caption generation, including 

preprocessing, deep learning techniques (LSTM and GRU), 

dropout, and features extraction (Inception V3, VGG16). 

Moreover, our results on the only publicly avail-able Arabic 

Dataset outperform the best result with BLEU-1=36.5, BLEU-

2=21.4, BLEU-3=12 and BLEU4=6.6. As a result of this study, we 

demonstrated that using Arabic preprocessing and VGG16 

image features extraction enhanced Arabic caption quality, but 

we saw no measurable difference when using Dropout or LSTM 

instead of GRU. 

Keywords—Deep learning; NLP; Arabic image captioning; 

Arabic text preprocessing; LSTM; VGG16; INCEPTION V3 

I. INTRODUCTION 

Social media has increased the number of images uploaded 
to the web. In June, 2019 Facebook received 300 million 
photos a day, while Instagram received 95 million [1]. 
Additionally, the advent of smart devices and cameras in 
public places has created a challenge for automatic captioning 
of images to search for images by content or by human 
language, as well as for video context descriptions. 

Image Captioning (IC) involves a lot of work since it starts 
with detecting and identifying objects, then it relates these 
detected objects, and finally it translates them into human 
understandable text by using their language syntax and 
semantics. A lot of efforts were done to overcome these 
challenges and a good result was achieved using deep learning 
techniques. 

Most of the work was based on western languages. As a 
result, language translation was applied to benefit from these 
models in different languages, but the results were not as good 

as the original language model. For example [2] and [3] show 
that building an image captioning model that generates Arabic 
captions outperforms an English based model with the aid of 
Arabic translation. 

Many factors were studied to understand the effect of 
which on captioning, like Preprocessing method, Deep 
learning technique, Dropout usage, and image classifier. 

1) Dataset: One public Dataset was found for this task [2] 

based on Flickr8K but with just three Arabic captions for each 

image. However, the original Flickr8K has five captions per 

image. Fig. 1 illustrates two samples of this Dataset. 

2) Image Features Extraction: Building CNN is common 

for this task, but it requires a big dataset and high processing 

power. An alternative way is to use a pre-trained model, as an 

example [2] used VGG16 [4] as a features extractor. Our work 

also utilized Inception V3 [5], which provides a well-

optimized trained model that can be utilized even without pre-

processing and training. 

3) Arabic Text Preprocessing: Arabic is obviously 

different from English and needs preprocessing. It might have 

diacritic signs which affect the word’s meaning and use, but it 

is commonly ignored [6]. Moreover, we noticed that the 

conjunction Waw "(و)"in the Arabic Dataset is attached to the 

next word like  (and-he-says). As per our preprocessing 

rule, if the letter Waw "و" (and) appears separately, it is 

removed as we remove all single character occurrences. Due 

to this, we decided to fix the typo. 

4) Models: Experiments were conducted with two deep 

learning algorithms (GRU and LSTM), two image classifiers, 

and four preprocessing methods, resulting in 32 models. They 

were compared based on their performance. 

5) Evaluation: Bilingual evaluation understudy (BLEU) 

metric is used to evaluate between different language 

translation and image captioning accuracy. For the purpose of 

comparing the effects of each understudy factor, we have used 

BLEU-1, BLEU-2, BLUE-3, and BLUE-4. 
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Fig. 1. Sample Images with Three Captions from [2] Dataset. 

The contribution of this paper is to: 

 Build 32 models using different parameters: 2 Deep 
learning methods (LSTM, GRU) X 2 With/Without 
Dropout X 4 Preprocessing techniques X 2 image 
classifiers (VGG16, INCEPTION V3), and compare 
the results to show the most significant factors. 

 Compare the four Arabic language preprocessing 
techniques and compare their effects to illustrate the 
importance of preprocessing for Arabic versus English, 
where all reviewed articles do not preprocess the text. 

 Develop an Arabic Image Captioning model that 
outperforms the best results on the publicly available 
dataset and use the latest Arabic Image Captioning 
(AIC) dataset as input to the model. Analyze the results 
from the perspective of Arabic preprocessing and the 
model's performance. 

In the next section we review the related work done for 
both Arabic and English IC. In Section III, Methodology, 
experiment, and Dataset are described, then the results are 
discussed and comparisons were illustrated to show the 
enhancement achieved by each experimented factor in 
Section IV, at the last section we give some concluding 
remarks. 

II. RELATED WORK 

Recent work on Image Captioning is reviewed for both 
Arabic and English. We noticed that there is a lack of Arabic 
image captioning datasets available for tackling this task in 
Arabic compared to English. 

A. English Image Captioning 

The author in [7] introduced a convolution framework for 
image captioning consisting of four parts that begin with 
embedding layer for the input text, embedding for the input 
image, and then convolution model at the end embedding for 
output generation. A comparison is made against the LSTM 

model on the challenging MSCOCO dataset. Another 
experiment was done based on feed forward network that can 
operate over all words in parallel, and the results outperformed 
the baseline LSTM model. 

The author in [8] introduced a novel method for image 
captioning by using visual regions relationships, graph neural 
network and context aware attention mechanism for caption 
generation, memorizing previous visual content was the 
competitive edge in the model. The model is trained and tested 
on MSCOCO and Flickr30K Dataset, the reported results 
showed that this model can outperform the state-of-the-art 
attention-based methods as per the authors. 

The author in [9] proposed new Visual Question 
Answering (VQA) model based on Cascading Top-Down 
attention (CTDA) captioning where each keyword in question 
is mapped to a region in the image. A good performance was 
demonstrated with VQA V2.0 and V1.0 datasets. 

The author in [10] applied reinforcement learning with 
self-critical sequence training (SCST) with CIDEr metric as a 
reward. It is applied on MSCOCO dataset and the result was 
promising in its time. 

The author in [11] introduced Bottom-up attention CNN 
by dividing the image into regions and features vector. The 
model was built on MSCOCO Dataset and showed a 
promising result. 

The author in [12] built a model for captioning images, 
which was then applied to question answering based on 
MSCOCO datasets. 

B. Arabic Image Captioning 

The author in [2] have built end to end model for Arabic 
Image Captioning (AIC) based on image features extractor 
VGG16 and LSTM for language model. Also introduced a 
new public dataset for AIC. They found that directly 
generating captions from an Arabic dataset yielded better 
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results than translating captions from English datasets based 
on models generated from those datasets. 

The author in [3] has used a subset of Fliket8K that 
consists of 2000 images and their Arabic caption in Jason file. 
A CNN was used for image features extraction for captions 
using LSTM. Two models for English and Arabic captions 
were introduced and the results showed that Arabic based 
captioning from genuine Arabic dataset has better results than 
those derived from English-to-Arabic translation dataset. 

While the author in [13], explored generating the text 
based on the Arabic root using CNN ImageNet and mapping 
each root to an image region. Then finding the best word to 
describe the image using root words trained on RNN. The 
caption is generated through a dependency tree representing 
the generated words and their relations. 405,000 images from 
newspapers with their captions as well as those provided by 
Fliker8K were translated by professional translators. 
Unfortunately, this dataset was not yet made public. 

The author in [14] also used two datasets: one with 5358 
captions for 1176 images translated by human and the second 
has 150 images along with 750 captions. RNN was used. The 
evaluation showed promising results for a larger dataset. 

The objective of this section is to provide a review of the 
various methods used for Image Captioning and to compare 
them with AIC research so we can identify any gaps that need 
to be addressed. 

It is obvious that applying machine learning approach to 
AIC requires big data. Our study indicates that there is less 
research performed in AIC and this can be due to a lack of 
publicly available dataset for this task. Moreover, no results 
yet outperformed English captioning performance. 

The majority of work is focused on reapplying the deep 
learning method used in English image captioning without 
considering the Arabic language and differences. As a result, 
we decided to examine the factors that influence Arabic image 
captioning. In addition, we found one public Arabic image 
captioning dataset that we can use for our experiments. Using 
this dataset, we will choose different factors that affect the 
task. The purpose is to identify factors that can outperform 
these studies' results. 

III. METHODOLOGY 

In this section, we describe the characteristics of the AIC 
dataset. We show how we apply the preprocessing task to 
produce appropriate training datasets. Nevertheless, we 
describe Deep learning models that act as image classifiers 
which we are able to use for extracting features from the 
images. 

A. Dataset 

For the Image Captioning (IC) task, finding or creating a 
dataset is crucial in general for having better prediction 
results. In English, there are many benchmark IC Datasets. For 
example, Flickr8K [15] contains 8000 images with 5 English 
captions per image. Likewise, Flicker30K [16] contains 
30,000 images with 150,000 captions. 

Flickr30K entities [17] are reusable images which contain 
the caption text for either a specific entity or region and can be 
used for searches or retrieval tasks. 

The largest dataset is MS COCO [18] that contains more 
than half million captions, 330,000 images with five 
independent captions for consistent evaluation. 

1) A little girl in a dress playing with a soccer ball. 

2) A little girl in a colorful dress is playing with a blue 

and red soccer ball. 

3) Girls in brightly-colored clothes plays with a blue ball. 

4) The young girl is kicking a blue and red soccer ball. 

5) Young girl in blue dress stepping over a soccer ball. 

For Arabic captioning, [2] introduced the first publicly 
avail-able AIC dataset that is based on Fliker8K, with 8000 
images, 6000 for training, 1000 for validation, and the 
remaining 1000 for testing. Fig. 1 shows a sample of images 
and captions from this dataset. The author in [2] translated 
Flickr8K output using Google Translate API and the best three 
translations is post-edited, if needed by human expert. Since 
the dataset was generated by machine translation, some low-
quality Arabic sentences appear in Fig. 2). 

 

 

Fig. 2. Sample Image with Translated English Caption Result in Inaccurate 

Arabic Sentences from [2] Dataset. 

B. Preprocessing Techniques 

We have used four Preprocessing techniques. Each 
technique generates a different dataset, namely: A, B, C, and 
D. Below, we provide the detailed description of each of 
which: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

40 | P a g e  

www.ijacsa.thesai.org 

1) Original Text (Method A): To evaluate the effect of 

text preparation in the experiment, we used the captions as is. 

2) Base Preprocessing (Method B): Both [2], [19] used 

the traditional technique proposed by [6]. In this method, 

punctuation, diacritics, non-Arabic letters, single letter words 

were dropped. Also, a lexographic normalization process took 

place to unify similar letters, including 

 

3) Removing the Alef with the Nunation (Method C): We 

have noticed that when removing Tanween diacritic the extra 

Alef is not removed. So, we removed this extra Alef too, such 

that the word  (shirt-with extra nunation-) becomes 

 (shirt-without nunation-) instead of  (shirt-with 

Alef as partial nunation-). Applying this technique would 

reduce the total vocabularies because in the previous method 

each surface form was considered a different vocabulary as 

illustrated in Fig. 3. Moreover, we separated and removed the 

Waw conjunction from next word, e.g.  (and-he-says) 

becomes  (he-says). 

4) Full Preprocessing (Method D): We partially followed 

Method C, but we kept the conjunction Waw. In all previous 

methods all single letter words was removed including the 

isolated conjunction Waw, e.g.  becomes  but we 

think this highly affect syntactic and semantic of the captions. 

Fig. 3 shows differences in the frequency counts for 

preprocessing methods B, C, and D. 

The final caption is then surrounded by a start and end 
tags. The length of each caption is set to 25 words; shorter 
captions are padded with nulls. 

Table I shows the output of the four preprocessing 
methods along with their statistics. Since we dropped words 
with single appearance we can notice in the third column of 
the table a big reduction in the repeated vocabularies count. 
For example, applying Method C to the dataset produces 
9,713 unique vocabularies but only 5,344 of them were 
repeated and the remaining 4,369 should be removed. 

The reason of having these words sparse in the caption 
dataset might be due to misspelled words or the use of rare 
words. If size of the dataset is small, it might make the caption 
not a good representative for the Arabic Language model, 
since many words rarely appear or do not appear at all. This 
raises the need for a big enough dataset for AIC. 

Low frequency words affect the prediction process, so they 
have to be treated at the preprocessing stage since often they 
are typos. Fig. 3 shows how the proposed methods C and D 
reduced the occurrences of words with just one appearance 
from 4963 (Method B) to 4369 a decrease of about 12%. As 
per (Fig. 3), the number of low frequency words reduced in 
most cases, but we can observe an increase of the number of 
words with 12 and 13 frequency; this might be due to the 
matching between words with low frequencies after applying 
the preprocessing task. 

 

Fig. 3. Variation in the Frequency Counts for Each Preprocessing Method (Rare Counts). 

TABLE I. PREPROCESSING METHODS USED, WITH SAMPLE CAPTIONS AND NUMBER OF DETECTED VOCABULARIES 

Preprocessing 

method 

Sample 

Caption 

Total 

Vocabularies 

Unique 

Vocabularies 

Unique Repeated 

Vocabularies 

Method A  179,532 11,386 5,893 

Method B 
 

178,176 10,692 5,729 

Method C 
 

178,175         9,713 5,344 

Method D 
 

183,342          9,714 5,345 
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C. Models 

Recurrent Neural Networks (RNN) is best used for time 
series data, but it suffers from the short term memory problem 
or the vanishing gradient where the earlier inputs effect starts 
to be exponentially smaller when we move more steps forward 
in the prediction. We can resolve this by using one of the 
following variations: Gated Recurrent Unit (GRU) or Long 
Short Term Memory (LSTM) where a gates are used to 
control the older sequence information by saving in memory 
unit and propagate to next units. 

Since text is considered a Time Series prediction we 
propose to use GRU and LSTM network in our experiment 
and compare their performance and effect on the results. 

D. Experiment 

Experiments were designed to test the impact of our 
independent variable on the quality and accuracy of Arabic 
captions. We have conducted experiments that involved 32 
variable combinations: 4 Datasets, 2 image classifiers, 2 
dropout usage, and 2 Deep Learning methods. 

Fig. 4 shows the experiment design where we have 
indicated four labels to highlight the variant stages of the 
experiments. In the first stage (1) images are passed to one of 
two features extractors (Inception V3, VGG16). Next, a vector 
that contains image features is produced, captions are 
preprocessed using the four methods then tokenized, and then 
passed to embedding layer. 

Afterwards, a dropout layer is used, if required by 
experiment, and the results are passed to either LSTM or 
GRU. At the end a Dense layer is used for prediction. Each 
model is saved, and test images are passed to it for caption 
prediction. All predicted captions are recorded and compared 

with the actual ones. BLEU- 1/2/3/4 scores are calculated and 
stored per each experiment. Table II shows the recorded 
results which we analyze and discuss in the next sections. In 
each experiment one path is chosen at a time until all 
combinations are covered. Many experiments were repeated 
with lower epoch when Overfitting is detected. 

The configuration of the hardware used is: Intel(R) 
Core(TM) i7 10th generation (6 core, 12 logical processors) 
with NVIDIA GeForce GTX1 1650 (4GB) for processing, 16 
GB RAM Memory, total accumulated training time for latest 
models about 7 hours. 

The collected experiment data was analyzed to find the 
effect of each factor. Also, a t-test is applied to find the 
significance of each variable. 

E. Overfitting 

Since the size of Dataset is small training and testing 
(validation) loss value is monitored after each epoch, if the 
testing loss increases or stays the same while the training loss 
decreased, this means an overfitting is detected and we 
observe a lower prediction accuracy from that model. 

Then lower number of epochs are made to reach the lower 
testing loss value and a better model accuracy (BLEU 
measure). 

F. Evaluation 

To evaluate each experiment result, BLEU-1/2/3/4 are 
used. BLEU is a precision-based metric that ranges between 
zero (lowest) and one (best). The number of n-grams that 
appears in the candidate text is compared to total n-grams in 
the reference text. This metric is used by [2], which we use to 
compare our results with their results. 

 

Fig. 4. Experiment Flow that Yields a Total of 32 Experiments: (1) Two Image Classifiers, (2) 4 Preprocessing Methods, (3) Dropout, (4) Two 

Deeplearning Techniques. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

42 | P a g e  

www.ijacsa.thesai.org 

TABLE II. BLEU-1/2/3/4 RESULT OF THE EXPERIMENT PER VARIABLES COMBINATIONS 

Image 
Classifier Model Dataset 

Dropout No Dropout 

1 
BLEU% 

2           3 4 1 
BLEU% 

2         3 4 

Inception V3 GRU A 26.6 13.4 6.8 3.6 29.5 14.9 7.8 4.2 

Inception V3 GRU B 28.3 14.7 7.4 3.0 28.3 13.5 6.7 3.0 

Inception V3 GRU C 30.1 15.8 7.9 3.9 29.9 15.7 8.3 4.6 

Inception V3 GRU D 34.1 17.7 9.5 5.3 29.9 16.6 9.4 5.1 

Inception V3 LSTM A 24.4 10.7 4.8 1.8 22.6 10.7 5.1 2.0 

Inception V3 LSTM B 27.6 11.7 4.7 2.0 24.1 11.4 5.1 2.1 

Inception V3 LSTM C 27.8 13.5 6.5 3.0 26.3 11.1 4.5 2.1 

Inception V3 LSTM D 31.8 15.3 8.0 4.6 27.1 12.2 5.7 2.9 

VGG16 GRU A 24.6 13.3 7.2 4.0 24.0 12.9 6.4 3.1 

VGG16 GRU B 23.5 13.2 7.1 3.6 28.2 15.1 8.3 4.6 

VGG16 GRU C 31.1 17.5 9.0 4.1 30.8 16.8 8.8 4.4 

VGG16 GRU D 26.5 15.1 8.8 5.1 36.5 21.4 12.0 6.6 

VGG16 LSTM A 33.6 20.1 11.2 6.4 32.3 18.5 9.8 5.3 

VGG16 LSTM B 33.9 19.5 10.5 5.7 31.2 17.9 9.7 5.5 

VGG16 LSTM C 35.1 20.9 11.5 6.3 33.1 18.9 10.1 5.2 

VGG16 LSTM D 30.7 18.2 10.1 5.4 34.2 19.9 10.8 6.1 

IV. RESULT 

In this section, we present results from 32 experiments. 
Table II shows the BLEU results of each experiment. Fig. 5 
illustrates these results. 

A. BLEU 

BLEU-1/2/3/4 was used to measure accuracy of each 
model prediction. Table II shows the results of these 
experiments. 

We can notice that the best BLEU scores achieved from 
using VGG16 with GRU on the Dataset generated using the 
method D, and without dropout, are BLEU-1=36.5, BLEU-
2=21.4, BLEU-3=12, and BLEU-4=6.6. 

B. Preprocessing Methods Comparison (Datasets) 

Each Dataset is produced using a different Preprocessing 
method, we compared the three Datasets (B,C,D) to show the 
effect of Preprocessing on the results accuracy. Fig. 6 
illustrates the BLEU-1’s result. 

We can notice that the proposed new Preprocessing 
methods give higher BLEU measure. The reason might be due 
to less infrequent words that arise from consistent typo, such 
as concatenating Waw with the next word, or keeping the Alef 
of nunation, which produces a vocabulary that is irrelevant to 
the original word. 

 

Fig. 5. Experiments Results for BLEU-1 upon Different Parameters. 
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Fig. 6. Average, Minimum, and Maximum Value of BLEU-1/2/3/4 achieved 
per each Preprocessing Method. 

A paired-samples t-test was conducted to compare the 
Dataset C with the Dataset B. There is a significant difference 
in the scores from Dataset C (M=0.1482, SD=0.1045) and 
Dataset B (M=0.1346, SD=0.0978) under the conditions: 
t(31)=5.0344, p = .0.000019. 

These results suggest that removing the Alef of the 
nunation affect the BLEU results and increases it. 

Another paired-samples t-test was conducted to compare 
Dataset D with Dataset C. There was a significant difference 
in the scores for Dataset C (M=0.1482, SD=0.1045) and 
Dataset D (M=0.1571, SD=0.0.1044) under the conditions: 
t(31)=-2.2136, p = .0.000019 These results suggest that 
keeping the Waw in the preprocessing phase affect the BLEU 
results and increases it. 

C. Image Features Model Comparison 

We involved two image models to extract image features, 
VGG16 and Inception v3. Fig. 7 illustrates a comparison of 
BLEU results of both models. 

A paired-samples t-test was conducted to compare using 
VGG16 and Inception V3 as image features extractor. 

There is a significant difference in the scores for VGG16 
(M=0.1564, SD=0.1011) and Inception V3 (M=0.1294, 
SD=0.0.0976 under the conditions: t(63)=5.6714, p = 
.0.00000038 These results suggest that using VGG16 over 
Inception V3 affect the BLEU results and increases it. 

D. DropOut Comparison 

We have studied the impact of using the Dropout with 
Arabic image captioning process. Fig. 8 illustrates the results 
of experiments with/without Dropout. 

A paired-samples t-test was conducted to compare the 
results with and without Dropout. There was not a significant 
difference in the scores for using Dropout (M=0.1423, 
SD=0.1005) and not using dropout (M=0.1436, SD=0.0.1001 
conditions; t(63)=-0.46, p = .0.647. 

There is no evidence that using Dropout will affect the 
BLEU results of the generated captions. 

E. GRU vs LSTM 

Two Deep Learning methods were compared (GRU, 
LSTM). Fig. 9 illustrates the BLEU results per each method. 

The use of GRU or LSTM as a text prediction model was 
compared using a paired-samples t-test. There is no significant 
difference in the scores for GRU (M=0.142, SD=0.097) and 
LSTM (M=0.1438, SD=0.0.1035) under the conditions: 
t(63)=0.419, p = .0.6766. 

These results cannot support that using GRU instead of 
LSTM may affect the BLEU results of the generated captions. 

 

Fig. 7. Average, Minimum, and Maximum Value of BLEU-1/2/3/4 achieved 

per each Image Features Extraction Model. 

 

Fig. 8. Average, Minimum, and Maximum Value of BLEU-1/2/3/4 achieved 

per Dropout usage. 
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Fig. 9. Average, Minimum, and Maximum Value of BLEU-1/2/3/4 achieved 
per each Deep Learning Method. 

V. CONCLUSION 

Arabic Image Captioning resources are scarce. 
Fortunately, one public dataset is available. We created an 
AIC model with tuned factors that outperformed the best 
results on the publicly available dataset. According to paired t-
tests conducted on the results, Arabic text preprocessing and 
image features extractors have a major role to play in 
improving the AIC results. For the purpose of comparison, 
two preprocessing techniques for Arabic captions were 
proposed and found to yield better results. 

A total of 32 experiments were conducted to analyze the 
effects of four variables. We considered the following 
variables: preprocessing techniques (original text, normal 
preprocessing, Alef removal with nunation, and keeping 
conjunction Waw), Waw typo correction, Deep learning 
techniques (LSTM, GRU), inclusion and exclusion of 
Dropout, and two Image features extraction methods 
(Inception V3, VGG16). 

As a result, BLEU1=36.5, BLEU-2=21.4, BLEU-3=12, 
and BLEU-4=6.6 were the best results we reached. The results 
were compared using paired t-tests, and the Arabic 
preprocessing methods exhibited an enhanced level of quality, 
and VGG16 significantly outperformed Inception V3. Using 
Dropout or LSTM instead of GRU, however, did not have a 
major effect. 

VI. LIMITATIONS AND FUTURE WORK 

The main limitation was the relatively small Dataset size 
since there was only one publicly available Dataset for AIC. 
Other Preprocessing and Deeplearning methods could be 
included in the comparisons but doing that will increase the 
number of experiments and require more resources, therefore 
we can consider it in the future work. 

As a future work, researchers can benefit from the 
outcomes of this study by employing it to their future 
research, particularly, a larger dataset can be created and made 
public to avail linguistic resources research in this area. 

Not to mention, having a big dataset provides several 
possibilities to tailor the use of extra deep learning techniques 

and come up with better word representation and features that 
can significantly improve the performance of the Arabic 
Image Captioning. 
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Abstract—The ECG signal, like all signals obtained when
instrumenting a data acquisition system, is affected by noises
of physiological and technical sources such as Electromyogram
(EMG) and power line interferences, which can deteriorate its
morphology. To overcome this issue, it’s subjected to apply a
preprocessing step to remove these noises. Filtring techniques
are complex computations becoming more common in medical
applications, which must be completed in real-time. As a result,
these applications are geared at integrating high-performance
embedded architectures. This paper presents an FPGA (Field
Programmable Gate Array) embedded architecture designed for
an ECG denoising hybrid technique based on the Discrete Wavelet
transform (DWT) and the Adaptive Dual Threshold Filter
(ADTF), dedicated to handle with noises affecting ECG signals.
The architecture was designed following a hardware-software
codesign using a high-level description language and synthetized
to be implemented on different FPGAs due to the structural
description flexibility. The global architecture was divided into
a set of functional blocks to allow parallel processing of ECG
data. The simulation results confirm the high performance of the
system in noise reduction without affecting the morphology of the
signal. The process takes 0.3 ms with an acquisition frequency of
360 Hz. The whole architecture requires a small area in different
FPGAs in terms of resources utilization. It uses less than 1% of
the total registers for all FPGA devices which represents a total
of 292 registers for Cyclone III LS, Cyclone IV GX, Cyclone IV
E, and Arria II GX; and a total of 329 registers for Cyclone V.
The logic elements occupancy varies between 3% using Cyclone
V and 60% using Cyclone IV GX freeing up space for other
parallel processing tasks.

Keywords—ECG signal; DWT; ADTF; hybrid technique;
hardware-software codesign; FPGA

I. INTRODUCTION

The ECG or electrocardiogram is an electrophysiological
signal whose trace describes the heart’s electrical activity
captured by electrodes puted on the surface of the body. This
signal is currently used for the prevention and detection of
cardiovascular diseases [1], [2]. Intelligent diagnostic systems
have emerged to better use ECG data in large quantities
whose analysis is difficult manually [3]. These systems make
it possible to improve the quality of the signal (noise filtering),
the enhancement of relevant information, the extraction of
information that is not visible by direct visual analysis, as
well as to propose a diagnosis that can provide sufficient help
to doctors to make the right decisions [4]. Noise degrades the

precision and accuracy of the analysis. Signal denoising is then
highly desirable and essential.

For this reason, numerous methods are utilized like Digital
Filters (FIR/IIR) [5], [6], Empirical Mode Decomposition
(EMD) and Ensemble EMD (EEMD) based methods [7], [8],
Dual-Tree Wavelet Transform (DT-WT) [9], Discrete Wavelet
Transform (DWT) [10], [11], [12], and Adaptive Filtering [13],
[14], [15].

Digital filters are used for denoising by selecting the useful
information frequency band or the noisy frequency bands[16].
Thus, high reduction of noise increases the order of the filter
a lot, which can increase the complexity and the processing
time. EMD methods disintegrate the noisy signal into IMFs
(Intrinsic Mode Functions) and eliminate the noisy ones [8],
which can destroy the signal. Wavelet methods put in view
time and frequency information and decompose the signal into
details and approximations [17]. Adaptive filtering can be used
in several cases, as ADTF [14], which is performant in high-
frequency noise reduction.

The study we presente in this paper concerns the denoising
of ECG signals using an algorithm based on the DWT and the
ADTF. The hybridization of the tow algorithms was published
by Jenkal et al. in [11], this technique aims to combine
the advantages of both ADTF and DWT methods to deal
with deferent noises, especially high-frequency noises, EMG
(Electromyogram) noises, and power line interferences.

The results of this technique were evaluated using Matlab
and compared to others methods in [11] and it offers high
performances in terms of Mean Square Error (MSE), Percent
Root mean square Difference (PRD), Signal-to-Noise Ratio
Improvement (SNRimp), and Signal-to-Noise Ratio Output
(SNRout).

Analyzing ECG signals in large quantities using this tech-
nique requires complex calculations with a need for rapid
and real-time processing, which pushes us to move towards
hardware implementation on high-performance embedded ar-
chitectures. FPGA (Field Programmable Gate Array) seems
to be good choise for high performance and low power [18];
which are essential needs to applications like signal processing,
especially cardiac signals. In addition, low-cost FPGAs can be
used for the implementation, as well the system can be moved
anywhere.
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The approach presented in this article is an original method
of our research team published for the first time in [11], vali-
dated under Matlab in terms of filtering performance of ECG
signals; the goal of this work is the on-board implementation
of this method to put it into practice for the supervision of
patient cardiac data.

For an FPGA implementation, the two filters, ADTF and
DWT, are designed using the VHDL (VHSIC Hardware De-
scription Language) under the Quartus II tool and the Mod-
elsim simulation environment. The algorithm proves the high
performance in noise reduction, maintaining the morphology
and essential features of the original signal. The simulation
results shows that the system has a processing time of 0.3
ms operating at 50 KHz, which respects largely the real-time
constraint. The given architecture can be implementable in
low-cost FPGAs families because of the modest area that it
occupies, and gives possibility to add other blocks for more
processing stages as QRS and abnormalities detection. Thus
the global architecture uses less than 1% of the total registers
for 5 FPGA devices: Cyclone IV Gx, Cyclone IV E,Cyclone III
LS, Cyclone V, and Arria II Gx. The logic elements occupancy
varies between 3% using Cyclone V and 60% using Cyclone
IV GX. The total used pins are 28 for the whole architecture,
representing 9% for Cyclone IV E and Cyclone III LS, 10%
for Cyclone V, 16% for Arria II GX, and 35% for Cyclone IV
GX.

The rest of this paper is organized as follows:

The first section describes the ECG signal with an overview
of related work.

The second section presents the hybrid technique based
DWT and ADTF algorithms.

The third section depicts the VHDL implementation of the
whole algorithm, and a discussion of the given results.

Finally, a conclusion and perspectives are presented in the
last section.

II. ECG SIGNAL DENOISING OVERVIEW

The cardiovascular system comprises the heart and the vas-
cular system, where the main function is to ensure an adequate
continuous blood flow with sufficient pressure to the organs
and tissues to meet energy needs and cell renewal. Diagnosing
his condition appears to be a vital task for the prevention
of cardiovascular disease [19]. The electrocardiogram (ECG)
signal remains one of the predominant and most widely used
tools for this purpose.

The ECG is the recording of the heart’s electrical activity
moving in time and corresponding to the depolarization and
repolarization of the heart muscle [20]. Fig. 1 represents the
recording of the cardiac cycle, where the P wave reflects
atrial depolarization, the QRS complex visualize the ventric-
ular depolarization, and the T wave represents the ventricular
repolarization.

Nowadays, diagnosis is done in an automatic manner where
an automated ECG processing system usually consists of
four successive stages [21] as follows: signal preprocessing,
waves detection, features extraction, and finally, abnormalities
detection and classification.

The signal preprocessing (or denoising) step essentially
eliminates the different noises that affect the ECG signal during
its acquisition. These noises are two types: physiological
noises including muscle noise (EMG), and technical noises
incorporating power line interference [22]. Due to its low-
frequency band, ECG is too sensitive to these noises. Several
techniques have been proposed to deal with this problem, such
EMD or methods using banks of filters, wavelet transform, and
adaptive filtring.

Infinite Impulse Response (IIR) and Finite Impulse Re-
sponse (FIR) filters are digital filters used for ECG denoising.
The denoising operation is based on frequency bands selection
related to useful information in the signal and the noise
frequency bands [16]. For excellent denoising, the number
of needed coefficients increases a lot which results in a high
computational and increases the delay.

Fig. 1. Successive Stages of Depolarization/repolarization of the Heart
Resulting Different Waves P, QRS, and T.

EMD methods are also very used to denoise ECG signals
where the signal is disintegrated into a set of IMFs [23], [8].
The filtering is done by eliminating the noisy IMFs that can
affect useful information in the signal. To overcome this issue,
the mode-mixing is removed using Ensemble EMD.

Wavelet methods highlight time and frequency information
simultaneously [17], where the signal is decomposed into
different resolutions to give details and approximations, then
thresholding techniques are used to denoise the signal.

Adaptive filtering proves the good performance for ECG
denoising in some cases, ADTF as an example, is a good
solution for high-frequency noise reduction [14], [4], [24]. The
main advantage of this method is the low complexity compared
to other methods like EMD and DWT. The ADTF complexity
has a linear form depending on the signal size only, when the
EMD and DWT also have a linear complexity but depending
on different parameters.

Some techniques can gather two or more methods to benefit
from their advantages together. The ADTF is reunited to DWT
in [11], the next section details more this technique.

III. MATHEMATICAL STUDY OF THE ALGORITHM

A. ADTF Algorithm

The ADTF algorithm calculates, in the first step, three
parameters: the average of the chosen window (µ), the lower
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and higher thresholds (Lt and Ht, respectively). Following the
equations:

µ = 1/W

n+W∑
i=n

Input(i) (1)

Lt = µ− [(µ−Min) ∗ α] (2)

Ht = µ+ [(Max− µ) ∗ α] (3)

Where W is the window length, Input(i) is the input ECG
signal, Min and Max are the minimum and maximum values
of the window samples. While α is the thresholding coefficient
with 0 < α < 1.
The value of α varies to adjust the thresholding operation
according to the noise concentration in the signal [14]; in case
of a high concentration of noise, lower values of α are favored;
otherwise, higher values can be tolerated.

B. DWT Algorithm

In diffrent signal processing applications, the transforma-
tion of signals into frequency domaine is very important. To
obtain the frequency spectrum of a signal, Fourier transform
is the most used. Biological signals, like ECG, have different
temporal and frequency characteristics. For example, they
are not stationary, and it is precisely in their characteristics
(statistical, frequency, temporal, spatial) that reside most of
the information they contain. A transformation that provides
information on the frequency content while preserving the
location to have a time-frequency representation is essential
to analyze them.

The discrete wavelet transform studies the signal in various
frequency bands with different resolutions by decomposition
into a rough estimate and more precise information through
two functions, called scale function and wavelet function,
which are associated with the low pass and the high pass
filters, respectively. The high pass filter provides the wavelet
coefficients or details noted D, the low pass filter provides the
approximation coefficients noted A. This approximation is, in
turn, decomposed by a second pair of filters, the process is
explained in Fig. 2.

Fig. 2. Signal Decomposition using DWT.

The signal decomposition corresponds to the convolution
of the signal (x (n)) with the impulse response of the low pass
and high pass processing filters h and g as presented in Fig.
3.
(4) and (5) are the equations of these filters for one decompo-
sition level.

A[k] =
∑

x[n] ∗ h(2k − n) (4)

D[k] =
∑

x[n] ∗ g(2k − n) (5)

Where A[k] is the approximation given by the low-pass
filter, D[k] is the detail given by the high-pass filter, x[n] is
the discretized form of the original signal, h[n] and g[n] are,
respectively, the half-band of the low-pass and high-pass filters.

Fig. 3. DWT Decomposition.

Generally, the mother wavelet is chosen based on the
closeness between the wavelet and the processed signal. For
ECG signal we opted to use the Daubechies as mother wavelet
because of the similarity between them especially Db4 wavelet
as it can be seen in fig. 4.

Fig. 4. Daubechie 4 Wavelet.

Signal denoising using DWT consists of the following three
steps:

The wavelet transform of the observed signal, which
consists of the decomposition of the signal into details and
approximations.

The thresholding of the coefficients resulting from the
decomposition or elimination of details containing noise.
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The inverse wavelet of the modified coefficients to restore
useful information that has effectively undergone the denoising
operation.

To obtain a perfect reconstruction, the analysis and syn-
thesis filters satisfy the condition presented in (6), where h (z)
and h ’(z) are, respectively, the analysis and the synthesis low
pass filters, g (z) and g ’(z) are the analysis and the synthesis
high pass filters respectively.

h(−z).h
′
(z) + g(−z).g

′
(z) = 0 (6)

In [10] and [25], the performance of DWT in ECG signal
processing is presented, especially in the baseline wander noise
removing, the architecture is implemented in a low-cost FPGA
as the Xilinx ARTIX 7.

C. Hybrid Technique

The hybrid technique is a marriage between ADTF and
DWT; this combination permits to reduce, successively, the
noise from ECG signal. The whole process is described in
Fig. 5, where the ECG signal is subjected to two stages of
noise reduction:

The first step of this method is the application of the ADTF
in the noisy signal; the chosen window is 10 samples, the α
coefficient is equal to 0.1(10%), Table I shows the influence
of α coefficient in the denoising in terms of signal-to-noise
ratio improvement (SNRimp) with Gaussian noise of 10 dB as
confirmed in [11].

TABLE I. α COEFICENT INFLUENCE IN THE ADTF DENOISING

α values 5% 10% 15% 20%
101 MIT-BIH 6.82 8.69 7.54 7.16 SNRimp
115 MIT-BIH 8.72 9.20 8.92 8.60

The second step is the DWT application on the corrected
signal by the first step, where the signal is decomposed into
many frequency bands. The wavelet mother used in this case is
debauchies dB4; the coefficients of this wavelet are the closest
to the ECG signal in terms of similarity, as it can be shown in
Fig. 4. After decomposition, the details D1 and D2 concentrate
an important quantity of noise, so we opted to eliminate these
details. Then, the inverse DWT is applied to have the denoised
signal.

Fig. 5. The Algorithm Block Diagram.

Fig. 6 shows clearly the contribution of this combination of
the two methods compared to the application of DWT alone.

The simulation is done using the signal 100 of the MIT-BIH
database[26], with an additive Gaussian noise of 5 dB. (a)
represents the noisy signal, (b) the corrected signal using the
DWT, and (c) shows the corrected signal using the hybrid
method ( ADTF+DWT).

Fig. 7 presents the comparison of the denoising results
between the ADTF technique only and the hybrid technique,
which combines the ADTF with the DWT, on some signals
from the MIT-BIH Physionet database with 5 dB of Wight
Gaussian Noise.

The fusion of the two techniques provides better results, in
terms of PRD, especially for a high density of noise. Taking,
for example, the case of the signal 100 from the MIT-BIH
database correlated with Gaussian noise of 5 dB, the filtering
result using only the ADTF gives a value of the PRD of 24.55
while the hybrid method provides 18.26. The same for signal
103, the parameter PRD is equal to 25.23 with the ADTF and
19.61 with the hybrid method.

The following part dissects the results of this technique
dedicated to implementation on an FPGA, where a detailed
description of the hardware architecture is presented, with the
simulation results and the report on the use of the hardware
resources of different FPGA families.

IV. RESULTS AND DISCUSSION

A. Hardware Architecture

As the implementation target is FPGA in this work, we
opted for the VHDL to describe the algorithm’s behavior
and architecture. Quartus II software is used for synthesis.
Quartus II synthesis tool transform the code design into a
synthesizable Register Transfer Level (RTL) with gate-level
netlist. Modelsim ALTERA tool is used for simulation to verify
the good behavior of the designed architecture.

VHDL is a hardware description language used to describe
the behavioral o the studied algorithm; then, the functional
VHDL description can be converted into a logic gate schema
that can be implemented in FPGA boards [18]. The proposed
architecture is dedicated to being implemented on different
FPGA targets, so it is based on a structural description
separated on a set of blocks. The various blocks describe
the ADTF/DWT modules separately to make it possible to
process the modules simultaneously, which permits reducing
the processing time.

The architecture of the proposed method is composed by
two main blocks, the first for the ADTF denoising stage and
the second for the DWT denoising stage, Fig. 8 shows the RTL
schema of the global architecture.

The ADTF block incorporates three functional blocks: the
ADTF-LOAD (FB1), a shift register to prepare the signal
window for the second functional block, ADTF-TREATMENT
(FB2), the latter calculates the necessary parameters for
the ADTF process. The third functional block, ADTF-TEST
(FB3), applies the thresholding operation to the median value
of the window.

The output of the first block goes through the second block,
where a window of eight elements is prepared by the DATA-
LOAD functional block (FB4); then DWT, details elimination,
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Fig. 6. Comparison of the Denoising Techniques Applied to the Signal 100 of the MIT-BIH Database, with a High Level of White Gaussian Noise (5dB): (a)
is the Noisy Signal, (b) is the Filtred Signal using DWT and (c) is the Filtred Signal using the Hybrid Technique.

Fig. 7. PRD Comparison of Denoising Results using the ADTF and the Hybride Techniques.

and inverse DWT are applied on this part of the signal by the
DWT-IDW functional block (FB5).
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Fig. 8. Hardware Architecture of the Hybrid Technique.

The purpose of FB1 (Fig. 9) is to prepare the window for
the functional blocks; it receives the input ECG signal with a
frequency of 360Hz (the MIT BIH database) and gives a
window of 10 samples in the output based on a shift register.
This permits the online processing of cardiac signals.

Fig. 9. The ADTF Load Functional Block: FB1.

The FB2 (Fig. 10) computes the average, the maximum,
and the minimum of the window received from FB1. The
result of the average computation is coded in 30 bits, and its
minimized, for resources optimization, to 16 bits: 11 bits for
the integer part and the rest 5 bits for the fractional fixed-point
part. The maximum and minimum are coded in 11 bits, and
they are calculated using loop tests.

Fig. 10. The ADTF Treatment Functional Block: FB2.

The FB3 (Fig. 11) aims to apply the denoising operation by
calculating the Higher and Lower threshold (Ht and Lt) using
the parameters received from FB2. To compute the Ht and
the Lt, the α coefficient is used as mentioned in the equations
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(2,3). A register of 11 bits is reserved to memorize the α value
where α = 0.1, so one bit for the integer part to represent the
zero and 10 bits to represent the fractional part.

For the correction stage, the median value of the selected
window is compared to the integer part of the two thresholds.
Then the assignment of the results to the output of the module.
The output can take one of the tree values: it can be the same
as the median value if this last is in the margin between the
Ht and the Lt, or it takes the Ht or the Lt, respectively if it
exceeds the Ht or it is less than the Lt.

The output size is coded in 16 bits, 11 bits for the integer
part, and 5 bits for the fractional part. If the median value is
affected to the output, which is coded in 11 bits, five zeros are
added to the fractional fixed-point part.

Fig. 11. The ADTF Test Functional Block: FB3.

The output of the ADTF denoising block is the input of
the second block, which concerns the DWT denoising where
FB4 (Fig. 12) consists of loading eight samples of the signal,
which will be a part of the signal to which the DWT is applied.
This size is imposed by the number of coefficients of the
mother wavelet dB4, which are eight. The output, therefore, is
a window of eight elements coded in 16 bits.

Fig. 12. The Load Data Functional Block: FB4.

The FB5 (Fig. 13) is the main functional block of the
second block, where the wavelet transform is applied to the
eight elements. The signal is decomposed into two levels
to extract details from levels 1 and 2; then, the denoising

process eliminates the extracted details. The input FB5 is
eight elements from the previous FB4, coded in 16 bits. The
output represents the result of the decomposition, denoising,
and reconstruction operations, which is resized to 16 bits: 11
bits for the integer part and 5 bits for the fractional part.

Fig. 13. The DWT-IDWT Functional Block: FB5.

B. Simulation Results

MIT-BIH Arrhythmia of Physionet [26], an International
database, is used to test the functioning of the VHDL archi-
tecture; It contains 48 records of a half-hour. These signals are
sampled with a frequency of 360 Hz and a 11-bits resolution.
For the test, White Gaussian Noise (WGN) with SNR levels
of 5dB, 10dB and 20dB are correlated to the original signals
before the denoising process.

The simulation is done in Modelsin ALTERA software in
order to evaluate the good behavior of the VHDL architecture
of the hybrid technique. Fig. 14 shows the simulation results
of the hybrid technique applied to signal 100 of the MIT-BIH
database to which we added a White Gaussian Noise of 20
dB. The simulation results demonstrate the high performance
of the algorithm in noise reduction without distortion of the
original signal, and therefore conservation of its morphology
as is clearly shown in Fig. 14

Once the architecture is synthesized, the implementation
is the next step after timing verification. In Fig. 15, timing
Simulation of Hybrid-top-level-module of the architecture is
visualized. As it can be seen, the system response in 0.3 ms
using a processing clk of 50Khz which largely responds to the
real-time constraint, with an acquisition frequency of 360 Hz.

C. Hardware Resources Consumption and Discussion

Table II details the resources utilization for the imple-
mentation of the hybrid technique on FPGA INTEL-ALTERA
boards. It shows a comparison between different boards in
terms of total logic elements, used registers, number of pins,
used embedded multipliers, and DSP blocks.
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Fig. 14. Simulation Result of the Denoising Applied to the Signal 100 of the MIT-BIH Database.

Fig. 15. Timing Simulation of Hybrid-top-level-Module.

TABLE II. HARDWARE RESOURCES UTILIZATION OF THE IMPLEMENTATION ON DIFFERENT FPGAS OF INTEL-ALTERA

Cyclone IV GX Cyclone IV E Cyclone III LS Arria II GX Cyclone V

Total logic elements 17538
(60%)

17513
(44%)

17500
(25%) 46% 1623

(3%)

Total registers 292
(< 1%)

292
(< 1%)

292
(< 1%)

292
(< 1%) 329

Total pins 28
(35%)

28
(9%)

28
(9%)

28
(16%)

28
(10%)

Total memory bits 0% 0% 0% 0% 0%

DSP blocks - - - 4
(2%)

127
(81%)

Embedded multiplier 9-bit elements 8
(5%)

8
(3%)

8
(2%) - -

The used devices in the comparison are classified in the
range of low-cost and low-power technologies, so the archi-
tecture of the hybrid technique does not need expensive FPGA
boards to ensure high performance. The study is done for
Cyclone III, Cyclone IV, Cyclone V, and Arria II families.

The hybrid architecture uses less than 1% of the total
registers for all FPGA devices which is a total of 292 for
Cyclone IV GX, Cyclone III LS, Cyclone IV E, and Arria II
GX; and a total of 329 for Cyclone V as it can be shown
in Fig. 16. The logic elements occupancy varies between 3%
using Cyclone V and 60% using Cyclone IV GX as it can be
seen in Fig. 17. The global architecture uses a total of 28 pins,

11 pins for the input signal, which is coded in 11 bits, 16 pins
for the output or corrected signal, and one pin for the clock
with a percentage of 9% for Cyclone IV E and Cyclone III
LS, 10% for Cyclone V, 16% for Arria II GX, and 35% for
Cyclone IV GX as montioned in fig.18 .

DSP blocks are available only in the Cyclone V and
Arria II technologies; these blocks contain optimized units for
some arithmetic operations, multiplication, for example, so the
architecture uses 4 DSP blocks in the case of Arria II GX,
which represents 2% of the total blocks, and 127 DSP blocks
using Cyclone V which is an 81% of the available DSP blocks
for this device. The other devices use the embedded multiplier
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9-bit elements in place of DSP blocks to optimize multipli-
cations, so the architecture needs eight embedded multiplier
9-bit, which is 5% for the Cyclone IV GX, 3% for Cyclone
IV E, and 2% for Cyclone III LS as shown in Fig. 19. While
there is no need for memory blocks in the architecture.

Fig. 16. Total Registers used by the Architecture in Different FPGA
Families.

Fig. 17. Total Logic Elements used by the Architecture in Different FPGA
Families.

Fig. 18. .Total Pins used by the Architecture in Different FPGA Families.

Fig. 19. Embedded Multiplier 9-bit Elements used by the Architecture in
Different FPGA families.

V. CONCLUSION

In this paper, a hardware architecture of a hybrid technique-
based ECG signals denoising is presented to satisfy the exi-
gency of medical applications as ECG monitoring in terms of
real-time processing, low power consumption, and portability.
The algorithm is firstly evaluated in Matlab for validation; then,
a VHDL description is presented for FPGA implementation
purposes. The given architecture is adequate to be imple-
mentable on low-cost FPGA families because of the small area
it requires and the possibility it gives to add other blocks for
more processing tasks such as QRS and abnormalities detec-
tion. The simulation results show that the system’s response
takes 0.3 ms, responding to the real time processing constraint
imposed by an acquisition period of 2.77 ms.

This study opens the way to design a global architecture
permitting the extraction of necessary characteristics for the
heart rate computation and heart diseases detection afterward;
in order to put in practice a system allowing real-time moni-
toring of patients cardiac state.
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ABBREVIATIONS
ADTF: Adaptive Dual Threshold Filter
Ht: Higher Threshold
Db4: Daubechie 4
IIR: Infinite Impulse Response
DT-WT: Dual-tree Wavelet Transform
IMF: Intrinsic Mode Functions
DWT: Discrete Wavelet Transform
Lt: Lower Threshold
DWT-IDWT: DWT-Inverse DWT
MSE: Mean Square Errors
ECG: Electrocardiogram
PRD: Percentage Root-mean-square Difference parameter
EMD: Empirical Mode Decomposition
RTL: Register Transfert Level
EEMD: Ensemble EMD
SNRimp: Signal to Noise Ratio Improvement
EMG: Electromyogram
VHDL: VHSIC Hardware Description Language
FIR: Finite Impulse Response
WGN: White Gaussian Noise
FPGA: Field Programmable Gate Array
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diagnosis of cardiovascular disorders by sub images of the ecg signal
using multi-feature extraction methods and randomized neural network,”
Biomedical Signal Processing and Control, vol. 64, p. 102260, 2021.

[22] S. Chatterjee, R. S. Thakur, R. N. Yadav, L. Gupta, and D. K.
Raghuvanshi, “Review of noise removal techniques in ecg signals,” IET
Signal Processing, vol. 14, no. 9, pp. 569–590, 2020.

[23] G. Han, B. Lin, and Z. Xu, “Electrocardiogram signal denoising based
on empirical mode decomposition technique: An overview,” Journal of
Instrumentation, vol. 12, no. 3, 2017.

[24] W. Jenkal, R. Latif, A. Elouardi, and S. Mejhoudi, “FPGA Imple-
mentation of the Real-Time ADTF process using the Intel-Altera DE1
Board for ECG signal Denoising,” Proceedings of 2019 IEEE World
Conference on Complex Systems, WCCS 2019, 2019.

[25] A. Deshmukh and M. M. Waje, “Fpga Implementation of Dwt for
Ecg Signal Pre-Processing,” NOVATEUR PUBLICATIONS Interna-
tional Journal of Research Publications in Engineering and Technology,
vol. 3, no. 8, pp. 2454–7875, 2017.

[26] [Online]. Available: https://physionet.org/

www.ijacsa.thesai.org 54 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 11, 2021

Machine Learning based Forecasting Systems for
Worldwide International Tourists Arrival

Ram Krishn Mishra1
Department of Computer Science

BITS Pilani, Dubai Campus
Dubai, United Arab Emirates 345055

Siddhaling Urolagin2
Department of Computer Science

BITS Pilani, Dubai Campus
Dubai, United Arab Emirates 345055

J. Angel Arul Jothi3
Department of Computer Science

BITS Pilani, Dubai Campus
Dubai, United Arab Emirates 345055

Nishad Nawaz4
Department of Business Management,

College of Business Administration
Kingdom University, Riffa, Kingdom of Bahrain

Haywantee Ramkissoon5
College of Business, Law, and Social Science,

Derby Business School,
University of Derby, Derby, United Kingdom

Abstract—The international tourist movement has overgrown
in recent decades, and travelers are considered a significant
source of income to the tourism economy. When tourists visit
a place, they spend considerable money on their enjoyment,
travel, and hotel accommodations. In this research, tourist data
from 2010 to 2020 have been extracted and extended with depth
analysis of different dimensions to identify valuable features. This
research attempts to use machine learning regression techniques
such as Support Vector Regression (SVR) and Random Forest
Regression (RFR) to forecast and predict worldwide international
tourist arrivals and achieved forecasting accuracy using SVR
is 99.4% and using RFR is 84.7%. The study also analyzed
the forecasting deadlock condition after covid-19 in the sudden
drop of international visitors due to lockdown enforcement by all
countries.

Keywords—Tourists; forecasting; machine learning; Covid-19

I. INTRODUCTION

The tourism industry plays a significant role in economic
development, with several countries focusing on building the
best possible policies for international travelers. Tourism is
playing a significant role in contributing to multi-dimensional
economic growth [1]. Multiple business sector economies
across the globe rely on tourism to create employment op-
portunities, improve infrastructure, and foster cultural inter-
change between visitors and residents. Tourism can reap more
benefits through a multi-stakeholder engagement approach[2].
Tourists rely on local transportation, accommodation, food
and beverage, entertainment, and very importantly, visitors
may want to buy new things which are not available in their
local places. Such transactions contribute to mobilization of
the local economy. hence contributing to the local economy.
According to a World Tourism Organization (WTO) study in
2020, the percentage of people who travel for enjoyment as
family and solo trips have increased from 50% in 2000 to 55%
in 2019 [3]. The revenue generated from international tourists’
arrivals can help the Country’s economy and significantly
contribute to balance payment of downgraded sectors such as
unemployment, transportation, and healthcare [4].

One of the main motives for tourists to travel is to visit
a new place to escape the monotony of boring routine life.

The solo or family trip helps ease stress and get a unique
environment for a happier and healthier experience. The host
country aims to provide the best possible facilities to tourists
even when there are high-demand referrals. The forecasting
system can help host countries prepare for the tourist require-
ments well in advance. Forecasting is a technique for creating
accurate and optimize predictions[5] based on previous data.
Fig. 1 shows the process of forecasting Systems. Many busi-
ness stakeholders adopt the forecasting for various variables,
including projecting future costs, quantity, or planning the
budget. The major problems researchers face for developing a
forecasting system is to collect the actual data. Two sources are
there to gather the data, the first primary source contains first-
hand information gathered directly by the organization. The
data is generally collected by various surveys, focus groups, or
interviews and direct methods of obtaining data make it more
reliable and accurate to build the systems. Second, secondary
sources are data that has already been collected and processed
by a third party. The forecasting process is sped up by receiving
data in a well-organized and compiled format.

A tourism forecasting system helps administration in
planning and arranging essential things for tourists. With
rapid infrastructure, economy, and politics changes, forecasting
systems help to get things done on prior deadlines. Government
organization and associated stakeholders which are involved
in tourism planning required highly accurate forecasting sys-
tem. With the help of forecasting system, they can adopt
the required changes in much better and faster way. When
there is no availability of highly accurate forecasting systems,
these organization face difficulties[6]. In simple words, the
meaning is, to minimize the possibility of the decision failing
to attain the coveted goals. Hence an accurate prediction is
very essential to the government.

Machine learning methods have attracted significant atten-
tion in tourism research [7] for better results than traditional
approaches. Some machine learning methods like Neural Net-
works (NN) and SVR play a big role in forecasting time.
Most of the techniques applied in prediction and tourism mod-
elling are categorized into four categories: time series model,
econometrics model, Artificial Intelligent (AI) techniques, and
qualitative methods. AI techniques have been applied across

www.ijacsa.thesai.org 55 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 11, 2021

Fig. 1. Forecasting Systems.

several domains and in a variety of data structures.

In the current study, the ten-years tourists arrival data
have been collected for developing forecasting systems. Many
countries can use the proposed methods for tourist arrival
forecasting for arranging the required facilities. This can
inform tourism policy by forecasting tourism revenue. The
forecast can assist the government in creating temporary job
opportunities in the tourism sector for a particular period in
that year. The advantage is that it can promote seasonal work in
tourism and assist those whose livelihoods depend on tourism.
Most of the work in tourism has been focused on domestic
tourism forecasting [8]–[10]. Due to the rare availability of
data, there are existing challenges in developing proper tourist
forecasting systems. This study develops a worldwide tourist
forecasting system by applying machine learning techniques
such as SVR and RFR. The machine learning methods [11],
[12] have been tested with different kinds of feature selection
techniques and clear identification of attributes before feeding
into the model. Developed tourist forecasting systems will
help to analyze the flow of tourists internationally and in
the host country. This system will also help to identify the
transport traffic and facilitate the number of flights between
two countries, arranging or extending local transport systems
and analyzing the required number of rooms in hotels. The
COVID-19 pandemic had sudden travel restrictions across
borders. The year 2020 was the worst in tourism history in
international tourist arrivals. The SARS-COV-2 virus has led
to a setback in the current forecasting Systems. In this study,
we retrieve the forecasting data and compare the results with
the current covid-19 scenario.

A tourism forecasting system helps to plan and arrange
essential things for tourists. With rapid infrastructure, econ-
omy, and politics changes, forecasting systems help to get
things done on prior deadlines. Government organization and
associated stakeholders which are involved in tourism planning
required highly accurate forecasting system. With the help of
forecasting system, they can adopt the required changes in
much better and faster way. When there is no availability of
highly accurate forecasting systems, these organization face
difficulties[6]. In simple words, the meaning is, to minimize
the possibility of the decision failing to attain the coveted
goals. Hence an accurate prediction is very essential to the
government.

Machine learning methods have attracted significant atten-
tion in tourism research [7] for better results than traditional
approaches. Some machine learning methods like Neural Net-
works (NN) and SVR play a big role in forecasting time.
Most of the techniques applied in prediction and tourism mod-
elling are categorized into four categories: time series model,
econometrics model, Artificial Intelligent (AI) techniques, and
qualitative methods. AI techniques have been applied across
several domains and in a variety of data structures.

In the current study, we have collected ten-year prior visitor
history data to develop forecasting systems. Many countries
can use the proposed methods for tourist arrival forecasting
for arranging the required facilities. This can inform tourism
policy by forecasting tourism revenue. The forecast can assist
the government in creating temporary job opportunities in
the tourism sector for a particular period in that year. The
advantage is that it can promote seasonal work in tourism and
assist those whose livelihoods depend on tourism. Most of
the work in tourism has been focused on domestic tourism
forecasting [8]–[10]. Due to the rare availability of data, there
are existing challenges in developing proper tourist forecasting
systems. This study develops a worldwide tourist forecasting
system by applying machine learning techniques such as SVR
and RFR. The machine learning methods [11], [12] have been
tested with different kinds of feature selection techniques and
clear identification of attributes before feeding into the model.
Developed tourist forecasting systems will help to analyze
the flow of tourists internationally and in the host country.
This system will also help to identify the transport traffic
and facilitate the number of flights between two countries,
arranging or extending local transport systems and analyzing
the required number of rooms in hotels. The COVID-19
pandemic had sudden travel restrictions across borders. The
year 2020 was the worst in tourism history in international
tourist arrivals. The SARS-COV-2 virus has led to a setback
in the current forecasting Systems. In this study, we retrieve
the forecasting data and compare the results with the current
Covid-19 scenario.

II. LITERATURE SURVEY

A forecasting system for tourism will provide direct and
indirect benefits to the government, society, people, business,
services, and economy of the country. Tourism contributes
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TABLE I. COMPARISON OF MODELS AND USED REGIONS

Reference Number Region Focused Research Objects Data Frequency Methodologies Performance Measure Variables
[13] Las Vegas Tourism Demand Monthly Logistic Growth Regression MAPE, RMSPE, DM. Tourist Arrivals
[14] Taiwan Inbound Tourism Half Yearly,Annually SARIMA- GARCH MAPE, MAD, RMSE. Tourist Arrivals
[15] Hong Kong Inbound Tourists Monthly Sparse GPR MAE, MAPE, MSE. Tourist Arrivals
[16] Taiwan Outbound Tourism Monthly SARIMA MAPE Tourist Arrivals
[17] South Tyrol Tourism Demand Monthly SARIMA. MAPE, R.M.S.E.,M.S.E., MAD Tourist Arrivals

to GDP, employment, visa services, and tourism-related busi-
nesses. Given the significant positive impacts of tourism,
performing the prediction on the number of tourist visitors, the
time, when tourists visit the places, the duration of tourist’s
visits will provide crucial information to the government.
Researchers are keen to develop an accurate forecasting system
and to find a novel approach to deal with different sizes of data
datasets. The seasonal ARIMA, v-Support Vector Regression
and Multi-Layer Perceptron (MLP) Neural Networks models
were applied on monthly data for the tourist arrival in Turkey
and proposed an approach to select the model in a given
time series [11]. Combined techniques have been discussed to
predict tourism demand [18] . The authors combined ACF, NN,
and Genetic Algorithms (GA) to perform the classification.
A framework has been suggested based on the Generalized
Dynamic Factor Model (GDFM) to generate the composite
search index[19]. It has improved the forecast accuracy as
compared to the traditional time series model and Principal
Component Analysis (PCA) model. Decomposition based on
eigen were used to reduce the dimensions [20] in time series
data prediction. Wang Jun et.al. [21] have proposed the fore-
casting model by combining ANN and a clustering algorithm
and compared this model with other ANN-based and ARIMA
model; this model performed better than other related methods.
For the multisource data and passenger flow volume, authors
have proposed a new algorithm by merging the non-linear,
genetic algorithm and S.V.R. Karo Solat, et al.[22], have used
elliptically symmetric principal components for predicting
exchange rates. Forecasting data belongs to the regression cate-
gory; researchers have applied the methods such as regression,
the Delphi method, moving average models, ARIMA, MLP,
GRNN, radial bias function (RBF) among others. Shaolong
Sun et.al. have developed a tourist arrival forecasting model.
One of the most widely used time series forecasting models
is the ARIMA. However, the latter does not perform better
with multi-source data [23]. The authors proposed the Kernel
Extreme Learning Machine (KELM) models to improve the
forecasting accuracy and robustness analysis on the Baidu
Index and Google Index data. According to the authors in [24],
the most used time series analysis model for the prediction of
tourist arrivals is ARIMA and was used extensively in the last
few years. Authors used Seasonal Autoregressive Integrated
Moving Average (SARIMA) with Generalised Autoregressive
Conditional Heteroskedasticity (GARCH) to forecast tourist
arrivals in Taiwan[25]. In [26], the authors have used SARIMA
to predict the demand for traveling by air. Hence, all these
studies, research, and work done demonstrated that enhanced
ARIMA models lead to better predictions.

Accurate tourist forecasts are essential because they pro-
vide crucial information to tourism practitioners and academics
when making decisions about resource allocation, priority,
and risk assessment. Based on an extant review of the litera-

ture[27], prediction methods in tourist arrivals can be catego-
rized into Machine Learning (ML) models and techniques of
time series analysis. With reference to model building, tourism
demand prediction studies depend strongly on variables that
are input to the model[28]. These variables are supposed to
be strongly connected to tourism demand, with no missing or
incorrect values. Tourism demand prediction components can
be defined in several ways using various parameters. They can
be classified into indicators and determinants, depending on
the relationship with tourism demand establish ML methods
for estimating the number of tourists coming to Turkey. In their
work, Linear Regression and NN-MLP are implemented to
create multivariate tourism predictions for Turkey. They com-
pare performances of the predictions in the context of Relative
Absolute Error (RAE), Root Relative Squared Mean (RRSE)
and Correlation Coefficient (R) measurements depicting MLP
for regression produces enhanced performance. Extensively
used ML models consist of Artificial Neural Networks (ANN)
and SVR Authors in [29] have used the method SVR and
”Fly Optimization Algorithm (FOA)” together for predicting
tourism arrivals. In [13], a prediction model has been sug-
gested, which amalgamates ”Back-Propagation Neural Net-
work (BPNN)” and ”Empirical Mode Decomposition (EMD)”.
This model foretells how many tourists will visit the place. Li
et al. [14] enhanced BPNN by incorporating the PCA and DE
(ADE) algorithm to predict how many tourists are willing to
visit the place in the future. Outcomes of the work in [13]
and [14] revealed that enhanced BPNN was outperforming
ARIMA Authors in [30] created a new structural NN model,
forecasting the number of tourists willing to visit the place in
the future. The outcomes demonstrated that none of the models
were superior in any of the situations.

Fernandes et al. state that Artificial Intelligence (AI) has
played an essential role in attaining outstanding applications
in predicting the demand of tourists in the region. Despite
that, many of the AI methods used till now are not deep
architectures. They have little ability for researching greater
non-linearities, especially when data is big-scale and vague
patterns [31]. The authors have come up with a new deep
learning technique called the ”Stacked Autoencoder” with
”Echo-State Regression (SAEN) which helped in predicting
demand for tourism [32]. SAEN is employed in four different
tourism situations and the outcome of the prediction reveals
that SAEN is better than the standard models. A big data
based system for tourism forecasting is proposed [33]. The
authors have included leading indicators such as price index
which improved the performance of the model. In [34], the
authors present the Real-Value Genetic Algorithm (RGA) to
specify the available parameter of SVR, called GA-SVR. It
optimizes each parameter of SVR at the same time from train-
ing data. Afterward, they forecast tourism demand in China.
Moreover, they carried out a comparison between BPNN and
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Fig. 2. Tourist Forecasting Systems.

Fig. 3. Continent and Associated Number of Countries.

time series models. This comparison helped them know that
SVR has a good predicting capability. Moreover, the authors
have mentioned eight sections. One section presents studies
associated with SVR, while another section summarizes the
current methods to the option of hyperparameters. Another
section details the GA-SVR technique and the rest of the
sections deal with the analysis of outcomes, the origin of the
data, etc. Various NN models were developed in [34] on cross
learning to predict time series data. The principal components
of prediction are ”Determinants”. Traditional economic ideas,
like ”consumption behavior theory” and ”utility theory” indi-
cate that factors, for example, cost, earning, and publicising
affect the demand of tourist arrivals. It can be seen [1], [16]
[16][29] to have a complete examination of tourism demand
prediction studies. All these studies notice that the functioning
of predicting models differs based on various considerations,
for example, the data’s frequency, prediction horizon’s length,
the source countries, and the destination. What made us
concentrate on the data-driven methods in accordance with
ML, is the dearth of agreement about the most correct model
to predict tourism demand. In [35], the authors notice that the
technique of SVM based is much signified to deal with traits of
the tourist’s data. They contrast and differentiate the predicting
accuracy of various ML models to ARMA using month-wise
tourist visits from 13 countries coming to Hong Kong. They

Fig. 4. Data Insights.

considered the years from 1985 to 2008, and from their work,
they obtained the best correct results with ML techniques. The
requirement for further correct predictions had given rise to
more dependency on ML models to get better-sophisticated
forecasts of tourists.

In [29], the authors have employed a ”Rough Sets Ap-
proach” to predict demand for tourism in Hong Kong from
the US and UK Gaussian Process Regression (GPR) has been
used in past years for prediction. It is a supervised learning
approach followed by generalized linear regression to forecast
data locally. To bridge the gap, the authors in [13], [19] have
designed a prediction test to contrast GPR to NN and SVR.
Their primary objective behind this study was to examine the
relative advancement of ML techniques’ prediction accuracy
through a linear stochastic procedure employing two substitute
approaches. First is the direct one, which predicts the aggregate
series. The second approach is using the same models to
predict the particular series for the regions one by one. Finally,
the predicting performance of both methods was compared.
Weather forecasting can be applied using Deep Learning
(DL) techniques also. DL can be used in various fields like
entertainment, visual recognition, and including forecasting
such as tourism forecasting, forecasting stock prices, etc. The
authors have compared the performance of the prediction of
”Recurrent Neural Network (RNN)”, ”Conditional Restricted

www.ijacsa.thesai.org 58 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 11, 2021

Fig. 5. Average Tourist Arrival in Top 10 Most Visited Countries.

Boltzmann Machines (CRBM)” and ”Convolution Neural Net-
work (CNN)” [15]. Authors in [13] give an introduction to
principles of ANN and they also provide a stage-by-stage
guide to methods they have applied for building a NN for
predicting tourist arrivals. They have involved many rules and
have included some points of discussion among the authors to
apply ANN effectively. A comparison of various forecasting
methods is shown in Table I.

III. METHODOLOGY

This research proposes tourist forecasting systems in Fig.
2. To predict international tourist arrivals, the methods adopted
are data collection from globally trusted sources, followed by
data analysis, data processing, and the creation of a machine
learning model. The machine learning techniques include SVR
and RFR.

1) Data Collection and Analysis: This research draws on
historical data to tackle the forecasting challenges and develop
the predictive model. A substantial amount of data gathered
by the government or other public entities is made available.
These data sets are referred to as public data since they do not
require specific authorization to use them. The data is gathered
from reliable online sources and official tourist websites of
countries. This dataset contains tourist arrivals for most of
the countries between 2010 to 2020. Since data for nearly 13
countries are not available on the internet, those countries are
not included in proposed forecasting system. In addition, the
tourism industry suffered greatly because of Covid-19 in terms
of visitor arrivals. As a result, data for 2020 is not available
for most of the countries. Whatever data have been found for
year 2020 been used for Covid-19 analysis in respective to
international tourist arrivals.

Fig. 3 shows the number of countries on a particular conti-
nent. Fig. 4 depicts the data insights of number of continents,
sub-regions and countries.Africa has the highest number of
countries, i.e. 48 and South America has the lowest, i.e. 12
countries. Continent wise number of countries are Africa =
48, Asia = 45, Europe = 43, North America = 23, Oceania =
13, South America = 12.

Fig. 5 shows a graphical representation of average tourist

arrivals in the top 10 countries. The United States has the
highest number of tourist arrivals while the United Kingdom
comes in number 10. These top 10 countries decide the flow
of international tourists and make common global tourism
policies.

Year vs average analysis essentially explains the distribu-
tion of arrival data as well as the year-by-year data association
of annual arrivals. In most cases the year-wise data is matching
with average data, there are not many changes in tourist arrivals
as depicted in Fig. 6. scatter plot depicts the annual data points
distribution and it can be seen Fig. 7(a) and 7(b) that data is
not equally aligning in years 2011 and 2012.

Correlation matrix shows the relationship between two
variables which is shown in Fig. 8. If the variables are highly
correlated then the value will be closer to 1. In Table the data
is ranging from year 2010 to 2019 and average.

A. Data Preprocessing

The significance of preprocessing data must be compre-
hended first before moving on to developing forecasting sys-
tem. It has the potential to make or ruin forecasting. The self-
lag differencing method have been used to preprocess the data
where the previous 3 years had been used for training and 4th
year for forecasting.

Table II shows the originally annual collected data for 10
countries. This data is in the form of raw data which cannot
be directly fed to the forecasting model, so before moving
ahead preprocessing steps have been applied. The previous
day’s, month’s, and year’s data are very important to make
the prediction. In other words, the value at time t-1 has a
significant impact on the value at time t. Lags are the past
values, therefore t-1 is lag 1, t-2 is lag 2, and so on. The lag
features-based data preparation techniques have been used and
after the process the result that have been found is shown in
Table III.

Table III depicts the data preparation of county United
States after removing the null values from Table IV. For the
year 2013, International tourist’s arrival counted 179.31 million
and lag 3 values is T-3 which is 162.28 million, lag 3 is 147.27
million, and lag 1 is 162.28. The data is now ready for the
next step to develop the machine learning based forecasting
systems.

What are the variations in the top 5 arrivals countries have
been shown in Fig. 9, which shows that the United States is at
the top and Spain is in second place, but the growth of tourist
arrivals are growing year by year. France having variations
every year means ups and down in arrivals year by year.

B. Machine Learning Models

Machine learning technique has inspired due to the wide
variety of applications in multiple domains. Machine learning
has proven to perform better on complicated data and tasks,
and this is a reason for draining it for adopting into the
forecasting systems. Below are the models with different
parameters that have been applied in this research:

a) Support Vector Regression
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Fig. 6. Year Wise vs Average Data Analysis.

Fig. 7. Continent Wise Visitors.

The Support Vector Regression (SVR) is adopted from
support Vector Machine (SVM) for the regression type data
to predict the value. While dealing with real number data, the
SVM changes its variant as regression. The output for real type
data has infinite possibilities, and researchers have to see all
possible solutions to decide the final prediction. While dealing
with real time data, the primary idea is to minimize equation 1
and in case, if problem is linear then support vector regression
is represented by equation 2 and error minimization has given
in equation 3:

y = x′β + b (1)

y =

N∑
n=1

(α− α′i)(xi, x) + b (2)

1

2
||w||2 + c.i = 0n(− ′i) (3)

below constraints need to be taken care with linear support
vector regression.

yi − wxi + b ≤ (ϵ+ ϵi)

yi − wxi + b ≤ (ϵ+ ϵ′i)

ϵ+ ϵ′i ≥ 0
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Fig. 8. Correlation Matrix of Tourist Arrivals.

TABLE II. SAMPLES OF COLLECTED DATA

Country 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Finland 3.67 4.19 4.23 2.8 2.73 2.62 2.79 3.18 3.22 3.29 0.0988

Paraguay 3.17 3.37 3.66 3.54 3.46 4.1 4.32 4.74 4.18 4.37 0.308
Netherlands 10.88 11.3 11.68 12.78 13.93 15.01 15.83 17.92 18.78 20.13 0.47

Qatar 1.7 2.06 2.32 2.61 2.84 2.94 2.94 2.26 1.82 2.14 0.551
Croatia 49.01 49.97 47.19 48.35 51.17 55.86 57.59 59.24 57.67 60.02 1.48

United States 162.28 147.27 171.63 179.31 178.31 176.86 175.26 174.29 169.32 166.01 2.68
Hungary 39.9 41.3 43.57 43.61 45.98 48.35 52.89 54.96 57.67 61.4 3.686
Ukraine 21.2 24.54 25.06 26.03 13.23 13.03 13.73 14.58 14.34 13.71 3.965

TABLE III. PREPROCESSING OF COLLECTED DATA

Country Year T-3 T-2 T-3 Arrival
United States 2010 NaN NaN NaN 162.28
United States 2011 NaN NaN 162.28 147.27
United States 2012 NaN 162.28 147.27 171.63
United States 2013 162.28 147.27 171.63 179.31
United States 2014 147.27 171.63 179.31 178.31
United States 2015 171.63 179.31 178.31 176.86
United States 2016 179.31 178.31 176.86 175.26
United States 2017 178.31 176.86 175.26 174.29
United States 2018 176.86 175.26 174.29 169.32
United States 2019 175.26 174.29 169.32 166.01

TABLE IV. PREPROCESSED DATA AFTER REMOVAL OF NAN VALUES

Country Year T-3 T-2 T-3 Arrival
United States 2013 162.28 147.27 171.63 179.31
United States 2014 147.27 171.63 179.31 178.31
United States 2015 171.63 179.31 178.31 176.86
United States 2016 179.31 178.31 176.86 175.26
United States 2017 178.31 176.86 175.26 174.29
United States 2018 176.86 175.26 174.29 169.32
United States 2019 175.26 174.29 169.32 166.01

b) Random Forest Regressor A tree structure of data
arrangement gives an actual estimator. Random forest follows
the pattern of the decision tree, where each data node will be
split into daughter nodes. While splitting the data nodes, a split
criterion is being chosen to be appropriately partitioned. All the
data nodes at the bottom are terminal. In the case of regression
data, the predicted value at a node is the average response

Fig. 9. Top 5 Country Tourist Variations Comparisons.

variable for all observers in the nodes. Splitting criteria for
regression is chosen by equation (4).

RSS =
∑
left

(yi − y∗l ) +
∑
right

(yi − y∗r ) (4)

Where

y∗l = mean y value for left node

y∗r = mean y vlaue for right node

Sometimes dealing with classified data where the predicted
class is the most common class in the node, which is also
known as the majority vote. So far classification tree estimated
probability calculated members of each class.
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Fig. 10. Forecasting Trend before and after Covid for USA and Spain.

Splitting criteria for classified data is given by Gini index,
which is shown in equation (5).

Gini = Nl

n∑
k=0

k = 1, ..KPkl(1− Pkl)+Nr

∑
k = 1, ..kPkr(1− Pkr)

(5)
Where

Pkl = proportion of class k in left node.

Pkr = proportion of class k in right node.

A random forest is a meta estimator that uses averaging to
increase predictive precision and control over-fitting by fitting
several classifying decision trees on different sub-samples of
the dataset. Although the sub-sample size is the same as
the initial input sample size, the samples are drawn with
substitution. For classification tasks, the Decision Tree and
Random Forest models are often used. However, the concept
of Random Forest as a regularizing meta-estimator over a
single decision tree is better illustrated by extending it to
regression problems. In this way, it can be shown that a single
decision tree is vulnerable to overfitting and learning false
associations in the face of random noise. At the same time,
an adequately built Random Forest model is more resistant to
such overfitting.

IV. EXPERIMENTAL RESULT

The experimental results are collected using the following
setup. Dataset used contained tourist arrivals for mostly all
global countries. Python 3.7 was used along with scikit-learn,
NLTK and NumPy libraries for each learning algorithm used,
the regression techniques, and the confusion matrix. First,
baseline results have been obtained using SVR, and then RFR
model have been used to train data. The number of features is
11, and data partitioning between training of 2/3 and testing
is 1/3.

It is essential to evaluate the model using testing data
once it has been trained. To verify the model’s correctness,

numerous evaluation matrices have been utilized. This study
focuses mostly on R-Squared, a commonly used effectiveness
accuracy metric as shwon in Table V. R-Square determines
if the data is near the fitted regression line. The regression
model, it’s also known as the coefficient of determination or
the value of multiple determination. R-squared is defined as
the percentage of the variance in the response variable that is
explained by a linear model.

TABLE V. EXPERIMENTAL RESULTS

Model Name R-Square
SVR (Kernel=’linear’) 0.994

SVR (Kernel=’rbf’) 0.863
RFR (Tree Model) 0.847

The R-squared value is always between 0 and 100%. In this
research two models have been considered: SVR with different
kernels and RFR with tree model. The partitioning of data
between training and testing is 67% and 33% and found that
the accuracy which is shown in Table V for SVR (kernel=
linear) is 0.994, with kernel RBF is 0.863. The random forest
regression works well for small size dataset and found R-
Square result is 0.847.

V. FORECASTING BEFORE AND AFTER COVID-19

The graphs plot the forecasting regression percovid and
post covid for the next 4 years and found that normal fore-
casting upper boundary line is going as usual however when
Covid-19 enforced the restriction around the world then tourist
arrival has drastically resulted null.

Fig. 10(a) shows the forecasting before covid-19 for the
Country USA and Fig. 10(b) depicts the forecasting during
the existence of Covid-19. As per the graph visualization upper
bound forecasting is reviving in the year 2022. The same things
can be seen in Fig. 10(c) without Covid-19 and Fig. 10(d)
after Covid-19 for the Country Spain and differences can be
observed as like USA.
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VI. DISCUSSION

The collected worldwide tourist arrival data from different
trusted and official web portals are analysed to forecast future
international tourist arrivals. Such analysis can mobilized the
tourism industry. Table II has shown a different kind of
collected data and time-frequency with applied methods by the
researcher in [16], and the studies from [36]–[38] show that
most of the collected data is focused on a specific region in a
country. The focus is to align with the objective of the United
Nations World Tourism Organization (UNWTO) to work on
collective universal data and analyze the impact of tourism
due to worldwide tourist movements.

The collected data has the frequency of yearly and building
optimized machine learning models[39] of this variety of
data having a lot of challenges. The actual data is from the
year 2010 to 2019; in 2020 international travel was heavily
impacted due to place confinement [37]. Whole word is
gone through a very worst situations due to covid and many
technological techniques have been used to analyze and predict
the situations. This study emphasizes the comparative study
before the Covid-19 pandemic of actual forecasting and how
suddenly forecasting systems stopped predicting the correct
values once the global health pandemic started. Handling the
future pandemic situations and fulfilling the basic requirement
for new arrivals, forecasting models will help not only to
governing bodies but also to hospitality service provides such
as hotels, restaurant, transportation, etc. The pandemic has also
given a crises situation in healthcare industries and how basic
medicine facilities can be provided to tourists who could not
return to his/her country due to lockdown enforcement.

VII. CONCLUSION

Digitalization has made the whole world a village, it
remains important to have collective forecasting of data that
represents the whole globe. The UNWTO, and the World
Travel and Tourism Council (WTTC) are working continuously
on improving the global tourism facilities by analyzing the de-
mand and increasing number of arrivals. This research focused
on overall worldwide data with machine learning approaches
such as support vector regression and random forest regression
and the result shows that support vector regression has given
better results as compared to random forest regression.

Since the number of vistors for any country is not exactly
known, building the model with multiple techniques would
give an analytic view for the comparative study. This is the
reason for developing the model by using machine learning.
Since the collected data is on annual frequency, it doesn’t
fit well with deep learning techniques so consideration for
this work is machine learning techniques i.e., support vector
regression and random forest regression. A future extension
of this work would be a clustering-based forecasting system
where the groups of data would be based on countries with
most arrivals, mid arrival countries, and low arrival countries.
The focus is to collect monthly data to forecast the season-wise
and finding the most interesting month of a tourist visit.
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Abstract—Sentiment analysis and opinion polling are two 
areas that have grown significantly over the past decade. Opinion 
research and sentiments analysis in the online education 
environment can truly reflect the learning state of students and 
educators and experts in the field; providing the theoretical basis 
needed to further review educational procedure and conduct. 
This study aims to shed light on identifying and visualizing 
students' objective feelings based on an exploration of the subject 
matter and materials of learning and gathering sentiments from 
university Facebook groups at various levels and layers in detail. 
The proposed method is a qualitative descriptive research 
method that includes data pre-processing, subject discovery, 
sentiment analysis, and visualization. In relative terms, 39.7% of 
text messages were positive and 52.3% of text messages were 
negative and understanding the narrative of these feelings and 
their impact on the online learning environment. 

Keywords—Online education; students; sentiment analysis; 
online education; online environment; online social media 

I. INTRODUCTION 
With the rapid development of Web 2.0 and online social 

media, educational institutions are increasingly using online 
learning environments and online community platforms to 
create a more convenient learning environment [4]. This is 
considered an online training in the online environment 
platform. 

Synchronous and asynchronous online education makes 
virtual reality a social model through teaching, research, other 
online activities, interactive learning, collaborative learning, 
and self-directed learning. In a nutshell, online learning 
consists of three basic components: technology, education, 
and academic emotional interaction. 

The purpose of enhancing academic-emotional interaction 
is to develop learners' sense of belonging to the community, so 
that learners remain in the community for a longer period of 
time, ready to continue learning at a higher level. Academic 
sentiments are commonly known as records hidden in the text 
of online activities in the learning community, such as 
documents, statements, and sentences. The procedures and 
techniques of Sentiment Analysis, Calculating Weights, and 
Understanding Meaning allow you to observe and understand 
the experiences of emotions associated with the learning 

process and to account for notes on best practices in future 
online references of online training. 

This paper mainly contributes to the development of new 
methods and approaches examining the use of online 
education and other possible explanations. We analyze a 
collection of 10,000 student messages from university 
Facebook groups (posts and comments and likes) and explore 
the potential of automated methods for understanding this data 
within exploring sentiment in the online educational 
environment. Although this method presents a combination of 
text and assessment advocating the use of sentiment analysis 
techniques to focus on the equivalence of opinions (positive 
versus negative), it will provide a richer exploration of student 
experiences related to the emotional aspects of students in an 
online environment. 

The purpose of this study is to find a method and approach 
that can effectively present best practices from a future 
perspective by analyzing students' emotions toward the online 
education environment. Analytical techniques obtain a list of 
terms related to some topics in learning and visualization that 
connect and visualize relationships based on sentiment 
classification in an interactive way that can be illustrated 
within the online environment of teaching. 

The following proposed methods and approaches are 
presented in the paper: 

1) Introduce the hippocampal analysis method to analyze 
and extract potential topics in the online education 
environment. 

2) Based on the observations of university students, a new 
methodology was developed to determine the emotions felt by 
measuring the negative and positive in the online educational 
environment. 

3) In addition, relationships are hierarchical and 
interconnected to obtain the accuracy of emotional 
information in an online educational environment. 

II. STATE OF THE ART 
Online education in the online environment contains a 

huge amount of information and can be divided into two parts: 
learning materials and student review information [12]. 
However, you need to explain how to properly elicit the topic 
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of 'attention and performance' from your students; interviews 
in an online educational environment. Improving emotions 
based on the sentiment of student feedback, which has become 
a key factor in improving the quality of community service 
and improving student learning efficiency. Many scholars 
have conducted extensive practice and in-depth research, 
which can be summarized into three main steps: the concept of 
topic discovery [8], sentiment analysis [11], and sentiment 
aggregation. In this regard, various investigations and studies 
have been conducted to improve the quality of data extraction 
in the online education environment. 

In a previous study, an analysis of students' sentiments 
about online education in Jordan was not covered by all 
universities, most were a small sample of one university. Our 
study covered analyzing students' emotions at all universities 
in Jordan and included many samples without being limited to 
one university. This article comprehensively explains the 
proposed method, and focuses on how to find problems and 
problems in the educational environment of online 
communities by analyzing the distribution of various emotions 
and observations on the positive and negative aspects. 

III. SENTIMENT ANALYSIS FOR ONLINE STUDENTS 
In the process of researching a topic, in addition to 

analyzing feelings, one can identify emotional changes from 
online students participating in the online topics within the 
online educational environment. Therefore, it is imperative to 
define the distribution of emotions according to the subject in 
question and the activities conducted in the online education 
environment platforms. 

Sentiment analysis, also known as opinion mining, is the 
process of analyzing, processing, and classifying subjective 
texts using sentiment techniques. The methods of analyzing 
dominant emotions today can be divided into three aspects. 

The first aspect is to analyze the text by building a 
sentiment dictionary that relies primarily on the characteristics 
of the symbol dictionary with specific semantic rules. PMI 
(Pointwise Mutual Information) and LDA (Latent Dirichlet 
Allocation) are frequently used to construct emotional 
vocabulary, among which PMI is used to determine the 
emotional disposition of words, and LDA is used to extract 
emotional words from the corpus. [6, 20]. We developed the 
PMI algorithm for vocabulary expansion, and propose a 
semantic polarity algorithm to analyze the emotional tendency 
of texts to improve the classification accuracy of text data 
[15]. The author of [18] proposes an LDA-based method to 
create a domain-specific sentiment dictionary based on the 
current general sentiment dictionary, which extracts the 
subject words with the group's prior knowledge. The second 
aspect focuses on finding emotions in machine learning (ML) 
based classes such as support vector machines (SVMs) [7] 
nave bases (NB) [14, 21]. Vinodhini develops a hybrid 
formulation of SVM and core component PCA analysis to 
improve the accuracy of sentiment classification by reducing 
the complexity of the sentiment retrieval model. [13] [16]. We 
extract the seeds of the term sentiment from Wikipedia using 
probabilistic latent semantic analysis used as the input matrix 
for the ME model. Meanwhile, to classify emotions, we use 
entropy classification theory to determine the properties of 

emotions. Also, the last aspect is an approach that relies on 
focused learning by sending words contained in text vectors to 
remove the deep emotional features that are mainly associated 
with confounding neural networks (CNNs) and recurrent 
neural networks (RNNs). [13] Combines CNN's wedding and 
meditation techniques to analyze emotions in less loud words. 
Ethem et. egg. [3] proposes a cross-linguistic sentiment 
analysis model that can achieve CNN-based sentiment 
analysis for small groups. 

Although many researchers have made great efforts to 
improve the emotional classification of online communities 
for practical work, evaluation of the emotional unit 
composition, especially in the online educational environment, 
is still insufficient. 

Since the emotional analysis of student learning is closely 
related to the context in which the subject is located, it is 
necessary to establish the rules of association with context 
awareness that can be established in the online education 
environment platform. 

This study uses Nvivo tools and Python code to analyze 
Jordanian students' sentiment towards online education during 
2020-2021 to improve the impact and effectiveness of the 
online education environment platform in higher education 
institutions. 

IV. METHODOLOGICAL ASPECTS 
In this section, we discuss how to conduct the fieldwork of 

this study, suggest methods to identify research problems, and 
provide a framework for solving these problems step by step. 
Each step is based on rules and guidelines. According to God 
et al. [1] research methods are comprehensive methods for 
studying questions of interest, including specific research 
methods and tools used to achieve fixed research goals. Al-
Dajani [1] believes that this methodology is a procedure for 
collecting and analyzing the data needed to select appropriate 
research methods and determine data collection techniques, 
and the purpose and purpose of the research should be clear. 

V. SENTIMENT ANALYSIS 
As mentioned above, big data analytics performed on 

Facebook, students, universities, and active managers have 
provided insight into the discussion of data science and online 
learning in the online education environment. Whether its 
effectiveness and popularity will increase over the next few 
years. In other words, sentiment analysis allows us to gather 
information about what other people think [1]. 

Big data and sentiment analysis are effective ways to 
capture consumer sentiment. Unlike traditional marketing 
methods such as focus groups and face-to-face interviews, it 
has always been very difficult for marketing researchers to 
gain true consumer opinions, awareness, and preferences. We 
provide free sentiment analysis service using SNS big data. 
Also, consumer-generated data available on social media like 
Facebook doesn't have the bias interviewers might present in 
their case during a personal interview. 

However, according to [2], taking big data out of context 
can lose its meaning or objectivity. In this case, the data 
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values can be corrupted as the data can be modeled and 
reduced to fit a mathematical model [17]. This is where 
cheating comes in. Netgraphy can be used to explore big data 
online, so it can be used as a tool to investigate sentiment 
analysis in an online educational environment, providing more 
context and deeper insight into the results of sentiment 
analysis environment, online social networks such as 
Facebook, Twitter and YouTube [1]. Research provides more 
information about symbols, meanings and patterns that big 
data approaches may not take into account [5]. Fig. 1 shows 
the sentiment analysis method. 

 
Fig. 1. Method of Sentiment Analysis. 

VI.  DATA COLLECTION 
Sentiment analysis was conducted using Facebook's 

university group data, including online education data. Data 
was extracted from Facebook pages using Face Pager data 
extraction software [22]. As mentioned above, analyzing big 
data trends is an effective way to understand consumer moods, 
perceptions and preferences. Free access to social media is 
easy. Additionally, the data is free from potential biases that 
group interviewers or test takers might encounter in the data 
[22]. 

Aggregated data sets extracted from each university group 
on Facebook were processed, filtered, and analyzed using 
Microsoft Office Excel. The raw data from this dataset is 
created in just a few steps [22]: 

1) As mentioned above, this study used online sentiment 
analysis. Therefore, research ignores all other forms of 
behavior such as likes and reactions, and focuses on the 
content of posts and comments. This was done because of the 
size of the data set. No data will be applied unless you remove 
extraneous data. 

2) All duplicate comments have been explicitly removed 
to prevent unwanted bias, data collection errors or bot activity. 

3) This is an Excel file that converts data by date and 
comment into CSV format. Analyze students' emotions using 
Nvivio, a qualitative data processing and analysis application. 

VII. DATA ANALYSIS 
After cleaning and preparing the raw data extracted from 

the university's Facebook group, the entire dataset consisted of 
10,000 text messages, which provided the advantages of big 
data analysis such as size, speed, and diversity in this study 
[9]. This study was conducted very recently and contains a 
large amount of data that can be used to integrate and use 
various sources of information, such as comments, posts, and 
responses from various stakeholders. That said datasets are 
very interesting for doing this type of analysis, i.e. sentiment 
analysis. Sentiment analysis is performed via CAQCAS, a 
qualitative content analysis software, a computing subsidiary 
of Nvivo [22]. CAQCAS uses computer linguistics and text 

mining to identify verbal emotions, often in the form of 
positive, neutral, or negative emotions. In this sense, sentiment 
analysis can be viewed as an automated knowledge discovery 
method that aims to find hidden patterns in large amounts of 
data. When performing sentiment analysis, an important step 
in the analysis is word classification. There are two general 
methods available for determining the direction of emotion: 
the body-based method and the vocabulary-based method 
[10]. However, the body-based method is rarely used when 
analyzing emotions. However, both the Modana-based method 
and the vocabulary-based method require a predefined 
dictionary or a set of subjective words. Therefore, this 
research compares the relevant text with a dictionary or 
dictionary to determine the strength and degree of emotion 
corresponding to the emotion, so the proposed research 
compares the relevant text with a dictionary to calculate 
emotion to determine whether it is done, the degree of 
emotion, degree of strength and emotion. More specifically, 
this study uses Pages for nvivo, the Windows search engine, to 
analyze the collected data. Nvivo can be used to analyze 
sentiments and texts for online social networks such as 
Facebook, YouTube, and Twitter [1, 18, 19]. 

VIII. EXPERIMENTS AND RESULTS 
The concerned sentiment about online education was 

analyzed for a full year, 2020-2021, where it was analyzed 
from March to December, the period that transformed the 
learning system in Jordan into a completely online learning 
system. 

As discussed in previous sections, the integration of the 
resulting data with nvivo and Python code for Windows 
version 11 describes all the text messages present in the 
university's Facebook groups, which turned out to be 
accompanied by emotion whether it is negative, neutral, or 
with a positive sentiment. 

Fig. 2 shows the consequences of emotions. Most text 
messages were rated negative, with more than a third of text 
messages rated positively. Relatively few, about 8 percent, 
text messages were rated as neutral. Overall, out of a total of 
10,000 text messages, 3,970 received positive, 800 neutral, 
and 5,230 negative ratings in Table I. Relatively, this means 
that 39.7% of text messages were positive and 52.3% 
negative. 

 
Fig. 2. The Share of the Text Messages Found on the Universities Facebook 

Group per Month is Either Labelled Positive, Negative, or Neutral. 
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TABLE I. SHOWS THE AGGREGATE NUMBERS FOR POSITIVE, NEGATIVE, 
AND NEUTRAL COMMENTS FOR EACH MONTH 

 Positive Neutral Negative Total 

April 800 100 900 1800 

May 500 70 700 1270 

June 370 88 550 1008 

July 400 60 850 1310 

August 650 77 330 1057 

September 280 90 500 870 

October 450 100 250 800 

November 320 65 550 935 

December 200 150 600 950 

 3,970 800 5,230 10,000 

 0,397630831 0,079455154 0,522914015 1 

Also, the portion of negative or positive text messages 
fluctuates a lot over time. For example, as shown in Fig. 2, 
between March and April, at least 50 percent of text messages 
are rated negatively. However, less than 50 percent of text 
messages between the months of May and June are rated 
negatively. However, the month of July again has a majority 
of negative comments. As shown, neutral text messages have 
relatively low volatility, staying within the 2.5 to 12.5 percent 
range. Positive texting ranges from 22 percent to 48.5 percent. 
Finally, negative text messages fluctuate between 39.8% and a 
maximum of 75.2%. 

In a nutshell, Table II shows the three major mood swings 
found in college Facebook groups. First, from March to May, 
the percentage of negative text messages is increasing. 
However, a big change occurred in October. It is a sharp trend 
that turns negative. Texting is increasing rapidly, while 
Positive opponents are declining at a similar rate. As a result 
of analyzing the emotions of students in the 2020 school year 
who started using online education as a basic learning tool as 
the Corona 19 crisis started in Jordan in March of this year, 
the emotions of students about online education are contained 
here. 

TABLE II. SHOWS THE OVERALL PERCENTAGE OF POSITIVE, NEGATIVE, 
AND NEUTRAL COMMENTS FOR EACH MONTH 

Percent Positive Neutral Negative 

April 0.480812641 0.120767494 0.398419865 

May 0.372336758 0.125422326 0.502240916 

June 0.323345013 0.105890857 0.57076413 

July 0.430826534 0.087619723 0.481553742 

August 0.475581934 0.080878947 0.443539119 

September 0.479839916 0.063509874 0.456650209 

October 0.485078956 0.097711892 0.417209152 

November 0.351778987 0.050816241 0.597404772 

December 0.221909233 0.025456442 0.752634324 

IX. CONCLUSION 
This paper described a dataset of assessments and textual 

responses to student assessments for online education. 
Sentiment analysis techniques are used to automatically 
classify text responses as positive, negative, or neutral using 
student posts and comments. 

The outcome of our study highlighted that 52.3% of 
students feel negative about online education, as one of the 
main reasons for the student’s feeling was the poor connection 
of the Internet for some students, or the difficulty of electronic 
exams. Therefore, the reasons must be known by higher 
education decision makers and work to increase the 
effectiveness of education via the Internet. 

Future work will include expanding the sample with more 
student assessments and this should provide more reliable 
results. And also increasing the number of university groups 
on Facebook to include the largest number of students. 
Analyzing the sentiment of faculty members and 
administrators about online education to include all members 
of the university community and take a sample of students on 
Twitter to also know how students sentiment about online 
education. 
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Abstract—Comparative study of flooding area detection with 
Synthetic Aperture Radar (SAR) images based on thresholding 
and difference images acquired before and after the flooding is 
conducted. Method for flooding, landslide and sediment disaster 
area detections with SAR is proposed. The following two 
different methods for flooding detection are common. It is not so 
easy to determine a threshold for the thresholding method while 
subtraction method between before and after images of a disaster 
occurrence has the disadvantage that false disaster areas are 
detected due to a variation of ground cover targets. Therefore, a 
comparative study between both methods is required. Its 
application is demonstrated for the disaster which is occurred in 
Saga Prefecture, Japan due to a long term of heavy rain during 
from the begging of August to the middle of August in 2021. 
Through experiments with Sentinel-1 SAR imagery data, it is 
found that the proposed method works well for the detection of 
the disaster. 

Keywords—Flooding; landslide; sediment disaster; heavy rain; 
image quality; Synthetic Aperture Radar; SAR; sentinel-1 SAR; 
thresholding; difference images between before and after disaster 

I. INTRODUCTION 
Sentinel Asia means "Asia Observer", which is an activity 

to utilize space technology, especially remote sensing 
technology, for disaster management in the Asia-Pacific region. 
This initiative is being promoted in cooperation with space 
agencies in the Asia-Pacific region, including Japan, and with 
disaster prevention agencies in this region, and has become an 
international framework. 

Disaster information such as images of disaster-stricken 
areas observed by earth observation satellites is available on 
the Internet. It also has a function called Web-GIS (Geographic 
Information System), which allows satellite images to be 
superimposed and displayed on a map. Activities include 
observing the situation in the disaster area as soon as possible 
after a disaster occurs and providing related information for 
forest fires and floods as a regular monitoring activity. In 
addition, meteorological satellite (MTSAT-1R) images are 
available on Web-GIS. 

Not only Sentinel Asia, but also, other remote sensing 
satellite data-based disaster area detection is getting more 
popular. There are some methods for the disaster area detection 
with SAR imagery data. One of those is based on thresholding 
of the SAR image which is acquired after disaster. This is a 

straightforward method. The other method is based on 
difference images which are acquired before and after disaster. 
On the other hand, there is another method based on deep 
learning with training samples of input SAR images and truth 
data on disaster. In this paper, a comparative study is 
conducted between thresholding-based and difference image-
based methods. These methods do not require truth data on 
disaster occurred areas. 

Also, in this paper, some examples of disaster areas, 
flooding areas, land slide areas, sediment disaster areas 
detections with Sentinel-1 SAR data are demonstrated. The 
heavy rains in August 2021 are estimated to have damaged 
3,000 houses, and more than 200 landslides such as slope 
collapses and landslides. According to the prefecture, four men 
and women in their 60s and 80s were injured in this heavy rain 
in Saga City and Kanzaki City. Both are minor injuries. 

As for the damage to the houses, one building was 
completely destroyed and one was partially destroyed by the 
debris flow that occurred in the Shiwaya district of Kanzaki 
Town, Kanzaki City. Inundation above and below the floor has 
been confirmed in approximately 3000 buildings in 15 cities 
and towns. 

In some areas, investigations are still ongoing, and the 
number of floods is expected to increase further. In addition, 
rivers and revetments in 155 locations throughout the 
prefecture have collapsed, and sediment-related disasters such 
as slopes, shoulder collapses, landslides, and landslides have 
been confirmed in approximately 220 locations. Even August 
17, eight households in the Yamada area of Miyaki Town have 
been instructed to ensure emergency safety, and evacuation 
orders have been issued to some areas of Takeo City and 
Ureshino City, and as of 4:00 pm, 198 people from 95 
households have been evacuated. 

Record heavy rains continued, and on the 14th of August 
2021, landslides and floods occurred one after another in Saga 
prefecture. In the mountains, the back mountains collapsed and 
knocked down the huts, and in the flatlands, floods were seen 
here and there, stopping the flow of people and goods. With the 
issuance of a heavy rain special warning for the fourth 
consecutive year in the prefecture, some people are confused 
by the repeated warnings of "heavy rain once every few 
decades." 
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In the next section, related research works are described 
followed by research background and theoretical background. 
Then, the proposed method is described followed by some 
experiments are described together with conclusion and some 
discussions. 

II. RELATED RESEARCH WORK 
There are the following disaster related papers: 

Present status for disaster observation systems working 
group is reported [1]. Also, four dimensional GIS and its 
application to disaster monitoring with satellite remote sensing 
data is proposed [2]. 

An expectation to remote sensing for disaster management 
is reported [3]. Meanwhile, the conference on GIS and 
application of remote sensing to disaster management four 
dimensional GIS and its application to disaster monitoring with 
satellite remote sensing data is discussed [4]. 

The current status on disaster monitoring with satellites in 
Japan is reported [5]. Meantime, the joint symposium on 
disaster management between United Nation and Japan-US 
Science/Technology and Space Application Program is 
reported [6]. 

An expectation on remote sensing technology for disaster 
management and response is announced [7]. On the other hand, 
Virtual Center for Disaster Management is proposed [8]. 
Meanwhile, opening remarks of satellite-based disaster 
management is made [9]. 

Disaster related activities are reported [10]. Meanwhile, 
internet GIS and disaster information clearing house is 
proposed [11]. 

Opening address of the disaster management symposium is 
made [12]. Also, virtual center for disaster management is 
proposed [13]. Meantime, joint research on disaster 
management is proposed [14]. 

URL search engine with text search tools for disaster 
mitigation is created [15]. Meanwhile, four-dimensional GIS 
system through internet is proposed [16]. Visualization of 
disaster information derived from Earth observation data is 
proposed [17]. 

Java based image processing and analysis software package 
is created [18]. On the other hand, internet Geographic 
Information System (GIS) is created [19]. Meanwhile, disaster 
related URL search engine with queries in a natural language is 
proposed [20]. 

Disaster monitoring with ASTER onboard Terra satellite is 
conducted [21]. Also, clearing house for disaster management 
is created [22]. In the meantime, ICT technology for disaster 
mitigation (Tsunami warning system) is proposed [23]. 

Cellular automata-based approach for prediction of hot 
mudflow disaster area is proposed [24]. Meanwhile, simulation 
of hot mudflow disaster with cellular automata and verification 
with satellite imagery data is conducted [25]. 

Backup communication routing through Internet Satellite, 
WINDS, for transmission of disaster relief data is proposed 

[26] together with backup communication routing through 
Internet satellite WINDS for transmission of disaster relief data 
[27]. 

Two-dimensional cellular automata approach for disaster 
spreading proposed [28]. Also, disaster mitigation is 
overviewed as a Visiting Scholar, World Class University [29]. 

Micro traffic simulation with unpredictable disturbance 
based on Monte Carlo simulation: effectiveness of the 
proposed agent cars of Sidoarjo hot mudflow disaster is 
conducted [30] together with probabilistic cellular automata-
based approach for prediction of hot mudflow disaster area and 
volume is proposed [31]. 

Two-dimensional CA approach for disaster spreading is 
proposed [32]. On the other hand, deceleration in the micro 
traffic model and its application to simulation for evacuation 
from disaster area is proposed [33]. 

Cellular automata approach for disaster propagation 
prediction and required data system in GIS representations is 
proposed [34] together with cellular automata for traffic 
modelling and simulation in a situation of evacuation from 
disaster areas [35]. 

New approach of prediction of Sidoarjo hot mudflow 
disaster area based on probabilistic Cellular Automata (CA) is 
proposed [36] together with cellular automata for traffic 
modeling and simulation in a situation of evacuation from 
disaster areas for cellular automata simplicity behind 
complexity [37]. 

Back-up communication routing through Internet satellite 
WINDS for transmitting of disaster relief data is proposed [38].  
Also, sensor network for landslide monitoring with laser 
ranging system avoiding rainfall influence on laser ranging by 
means of time diversity and satellite imagery data-based 
landslide disaster relief is created [39]. 

Task allocation model for rescue disable persons in disaster 
area with help of volunteers is proposed [40]. Also, cell-based 
GIS as Cellular Automata (CA) for disaster spreading 
prediction and required data systems is created [41]. 

Deceleration in the evacuation from disaster area is 
modeled and validated [42]. On the other hand, cell-based GIS 
as cellular automata for disaster spreading predictions and 
required data systems is created [43]. 

Visualization of 5D assimilation data for meteorological 
forecasting and its related disaster mitigation utilizing VIS5D 
of software tool is attempted [44]. Meanwhile, vital sign and 
location/attitude monitoring with sensor networks for the 
proposed rescue system for disabled and elderly persons who 
need some help in evacuation from disaster areas is proposed 
[45]. 

Method and system for human action detection with 
acceleration sensors for the proposed rescue system for 
disabled and elderly persons who need some help in evacuation 
from disaster areas is created [46]. Meanwhile, method and 
system for human action detection with acceleration sensors 
for the proposed rescue system for disabled and elderly persons 
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who need a help in evacuation from disaster areas is proposed 
[47]. 

Disaster relief with satellite based Synthetic Aperture Radar 
data is proposed [48]. Meanwhile, Sentinel 1A SAR data 
analysis for disaster mitigation in Kyushu is presented [49]. 

Flooding and oil spill disaster relief using Sentinel of 
remote sensing satellite data is reported [50]. Convolutional 
neural network considering physical processes and its 
application to disaster detection is proposed [51]. 

Method for rainfall rate estimation with satellite-based 
microwave radiometer data is proposed for detection of 
flooding area [52]. On the other hand, flood damage area 
detection method by means of coherency derived from 
interferometric SAR analysis with Sentinel-1A SAR is 
proposed and validated with the truth data of flooding which 
occurred in Oita, Kyushu, Japan [53], 

III. RESEARCH BACKGROUND AND PROPOSED METHOD 

A. Intensive Study Areas and Weather Condition 
Heavy rains started from 11 August 2021 and are continued 

for a week and ended on 17 August 2021. In more detail, 
Fig. 1(a) shows rainfall a day (mm) and maximum rainfall rate 
an hour (mm/hour) in a day in the intensive study area of the 
Saga prefectural areas in Japan (Fig. 1(b)). Much 1000 mm of 
rainfall is observed within the week. Due to the rainfall, more 
than 3000 houses are damaged and more than 200 landslides 
such as slope collapses and landslides. 

Fig. 2(a), (b), (c) shows the Sentinel-1 SAR imagery data 
which are acquired on 3 (before the rainfall), 15 (middle of the 
rainfall) and 28 (after the rainfall) August in 2021, respectively. 

 
(a) Rainfall a Day (mm) and Maximum Rainfall Rate an Hour (mm/hr) in a 

Day 

 
(b) Intensive Study Area of the Saga Prefectural Areas in Japan 

Fig. 1. Intensive Study Area and Weather Condition (Heavy Rainfall in the 
Area). 

B. Methods for Disaster Detection 
1) Flooding area detection: It is possible to detect 

flooding areas to compare between Sentinel-1 SAR imagery 
data which are acquired before and after the rainfall. 
Backscattering coefficient of Sentinel-1 SAR imagery data is 
going down due to dielectric loss at the surface of the rainfall 
areas. Also, it is possible to detect the flooding areas by means 
of thresholding of the Sentinel-1 SAR imagery data which is 
acquired after the rainfall with the appropriate threshold. 

2) Landslide, sediment disaster detection: On the other 
hand, it is possible to detect landslide, sediment disaster areas 
to compare between Sentinel-1 SAR imagery data which are 
acquired before and after the rainfall. Backscattering 
coefficient of Sentinel-1 SAR imagery data is going up 
because ground cover trees and grasses are disappeared at the 
surface of the landslide, sediment disaster areas. 

 
(a)3 August 

 
(b)15 August 

 
(c) 28 August 

Fig. 2. Sentinel-1 SAR Imagery Data which are Acquired on 3 (before the 
Rainfall), 15 (Middle of the Rainfall) and 28 (after the Rainfall) August in 

2021. 
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IV. EXPERIMENT 

A. Flooded Area Detection in Saga Prefecture 
Sentinel-1 SAR of 3 August (Fig. 2(a)) is subtracted from 

the Sentinel-1 SAR of 15 August (Fig. 2(b)). Then, the flooded 
areas are extracted. Fig. 3 shows the resultant image of the 
flooded areas. Dark portions of Fig. 3 image show the flooded 
areas and lakes, ponds. The flooded areas are situated almost 
everywhere in Saga prefecture. 

 
Fig. 3. Extracted Flooding Areas in Saga Prefecture due to Heavy Rainfall 

in August 2021. 

B. Flooded Area Detection in Omachi-Cho in Saga 
Prefecture 
Also, the flooded areas can be detected through 

thresholding of the Sentinel-1 SAR imagery data. Fig. 4(a) 
shows original Sentinel-1 SAR image of Omachi-Cho in Saga 
prefecture is acquired on 15 August 2021. The resultant image 
of detected flooding areas is shown in Fig. 4(b) while the 
Google map of the Omachi-Cho is shown in Fig. 4(c). 

In 2019, some portions of Omachi-Cho are flooded due to 
relatively heavy rainfall. Fig. 5(a) shows Sentinel-1 SAR 
image of Omachi-Cho which is acquired on 15 August 2019. 

 
(a) Sentinel-1 SAR 

 
(b) Detected flooding areas 

 
(c) Google Map 

Fig. 4. Detection of Flooding Areas of Omachi-Cho, in Saga Prefecture due 
to the Heavy Rainfall in August 2021. 

 
(a)Sentinel-1 SAR 

 
(b)Detected flooding areas 

Fig. 5. Detection of Flooding Areas of Omachi-Cho in Saga Prefecture due 
to the Relatively Heavy Rainfall in August 2019. 

On the other hand, Fig. 5(b) shows the flooding areas of 
Omachi-Cho detected through thresholding with the 
appropriate threshold. Through a comparison between Fig. 4(b) 
and Fig. 5(b), it is found that the flooding areas are almost 
coincident. Most of these matches the location of the old river 
channel. Also, it is found that the flooding areas of 2021 are 
larger than that of 2019. Furthermore, the depth of flooding is 
deeper in 2021 than that of 2019. 

C. Trend of Moisture in Omachi-Cho in 2021 
By using Sentinel-2 of optical sensor data, it is possible to 

estimated moisture. Trend analysis is made for moisture due to 
the heavy rainfall in August 2021. This moisture trend relates 
to the flooding closely. Fig. 6(a) shows the moisture index 
derived from Sentinel-2 of optical sensor data which is 
acquired on 23 June 2021. From the begging of August 2021, 
rainfall started so that moisture index of 2 August 2021 shows 
a lot of clouds as shown in Fig. 6(b). Fig. 6(c), (d), (e) shows 
moisture index of 7, 9, 19 August 2021. 
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(a) 23 June 

 
(b)2 August 

 
(c)7 August 

 
(d)9 August 

 
(e)19 August 

Fig. 6. Moisture Index Trend of Omaci-Cho Derived from Sentinel-2 
Optical Sensor of Imagery Data which is acquired in August 2021. 

 
Fig. 7. Moisture Index of Omachi-Cho Areas in August 2019. 

It is found that the Omachi-Cho areas are moisturized due 
to heavy rainfall in 2021. This is one of causes of the flooding 
and landslide as well as sediment disasters. Meanwhile, 
moisture index of Omachi-Cho areas derived from Sentinel-2 
optical sensor which is acquired on 10 August 2019 is shown 
in Fig. 7. It is found that the Omachi-Cho areas are almost 
covered with clouds on 10 August 2019. 

D. Miyaki-Cho Minobaru Yamada, Saga Landslide 
The Yamada district of Miyaki-cho, Miyaki-gun, where 

"emergency safety assurance" has been issued for 25 people in 
8 households because there is a risk of debris flow in the cold 
water (Shozu) river that flows through the Minobaru-Yamada 
district of Miyaki-cho. The evacuation shelter life will reach its 
fourth day on the 18th, and while the residents look tired, there 
is no prospect of cancellation because the weather will not 
recover. Residents are worried about when they can go home. 

According to the Civil Engineering Office in the eastern 
part of the prefecture, the mountain surface on the right bank of 
the Kansui River, about 1.5 km upstream from the area, 
collapsed to block the river over a height of about 100 meters 
and a width of about 50 meters. Since the amount of water is 
large and heavy machinery cannot enter, staff members are 
walking into the site to prepare for surveying. The office says, 
"We are aiming for an early recovery, but the weather has not 
recovered, and we cannot predict the time." 

Fig. 8(a) shows the location of collapsed area in Miyaki-
cho, Minobaru Yamada, Saga on Google map due to the heavy 
rain in August 2021 while Fig. 8(b) shows the photo of the 
collapsed area. 

On the other hand, Fig. 9(a) shows Sentinel-1 SAR image 
of the collapsed area of the Miyaki-Cho Minobaru Yamada, 
Saga Landslide which is acquired on 10 August 2021 while 
Fig. 9(b) shows that which is acquired on 16 August 2021. The 
longitude and latitude are 33.38762N, 130.42950E. The 
Sentinel-1 SAR images are VV polarization of decibel 
gamma0 data and is radiometric terrain corrected data. Yellow 
marks in Fig. 9 indicate the collapsed locations. Digital 
Number: DN of 10 August is 169 (255 in Maximum) while 
that of 16 August is 189. This implies that the backscattered 
coefficient of the collapsed area is raised from 169 to 189 due 
to the collapsing. 
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(a)Location of Collapsed Area 

 
(b)Photo of Collapsed Area 

Fig. 8. Miyaki-Cho Minobaru Yamada, Saga Landslide. 

 
(a)10 August 

 
(b)16 August 

Fig. 9. Sentinel-1 SAR Images which is acquired before and after the 
Collapsing Occurred at the Miyaki-Cho Minobaru Yamada, Saga in August 

2021. 

E. Landslide which is Occurred at Yamato-Cho in Saga 
Regarding the record heavy rain that continued in Saga 

Prefecture from the 11 August 2021, the prefecture reported at 
the disaster countermeasures headquarters meeting held on the 
18 August 2021 that a debris flow of about 1500 meters was 
occurring in Kuikei, Yamato-cho, Saga City. No human 
damage has occurred. 

According to the Prefectural Forest Maintenance Division, 
debris flow from the forest flows into the agricultural land due 
to heavy rain and reaches under the elevated Nagasaki 
Expressway. 

Fig. 10(a) shows the landslide area of Sentinel-1 SAR 
image which is acquired on 28 August 2021 (After the rainfall) 
which is occurred at Yamato-Cho in Saga due to the heavy rain 
in August 2021. Meanwhile, Fig. 10(b) and (c) shows that of 
15 August (during the rainfall) and of 3 August (before the 
rainfall), respectively. 

 

 
(a)28 August 

 
(b)15 August 

 
(c)28August 

Fig. 10. Landslide which is occurred at Yamato-Cho in Saga due to Heavy 
Rain in August 2021. 
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Red circle shows the location of landslide area which is 
relatively high back scattering coefficients along with the line 
(white line in the red circle). There is no such high 
backscattering coefficient on 3 August as shown in Fig. 10(c). 
The white line of high back scattering coefficient pixels are 
increased as shown in Fig. 10(b). 

Therefore, it is found that the landslide, collapsing, 
sediment disaster can be estimated with SAR imagery data 
onboard remote sensing satellites. 

The result from this comparative study is summarized in 
the following Table I. 

TABLE I. FEATURE OF THE DISASTER AREA DETECTION METHODS FOR 
THE COMPARATIVE STUDY 

Method Advantage Disadvantage 

Thresholding with 
appropriate threshold 

Only an 
appropriate 
threshold is 
needed 

It is hard to determine the 
appropriate threshold 

Subtraction of after 
image from before image 
of a disaster occurrence 

Just two imagery 
data are required 

Non disaster areas are 
sometime detected due to 
ground cover targets 
changes 

V. CONCLUSION 
Comparative study of flooding area detection with 

Synthetic Aperture Radar (SAR) images based on thresholding 
and difference images acquired before and after the flooding is 
conducted. It is concluded that the difference images-based 
method which are acquired before and after the disaster is 
superior to the thresholding-based method. Because the 
disaster situations are different by the areas in concern, single 
thresholding is not adequate for all the disaster areas. On the 
other hand, difference images-based method takes into account 
the different disaster situations by different areas. 

Method for flooding, landslide and sediment disaster area 
detections with SAR is proposed. Such disaster which was 
occurred in Saga Prefecture, Japan due to a long term of heavy 
rain during from the begging of August to the middle of 
August in 2021 is analyzed with the proposed method. 
Through experiments with Sentinel-1 SAR imagery data, it is 
found that the proposed method works well for the detection of 
the disaster. It is also found that the landslide, collapsing, 
sediment disaster can be estimated with SAR imagery data 
onboard remote sensing satellites. 

Moisture trend analysis can be done with Sentinel-2 optical 
sensor data. This is one of causes of flooding, landslide and 
sediment disasters. It is also confirmed that the proposed two 
methods for flooding, landslide and sediment disaster detection 
(before disaster occurred image subtracted by after disaster 
occurred image, and thresholding of after disaster occurred 
image with appropriate threshold) works well. 

VI. FUTURE RESEARCH WORK 
In the future, it will be demonstrated for frequent 

observation of SAR imagery data. Sentinel-1 SAR imagery 
data can be acquired within 5 days (Revisit cycle of the one 
Sentinel-1 satellite is 10 days and there are two Sentinel-1 

satellites, a and b). There are on-going projects of SAR 
constellations such as QPS/SAR-x. 
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Abstract—The rapid development of technology has resulted 
in many new innovations on social media platforms. Now-a-days, 
there are many chat applications available, namely Whatsapp, 
Telegram, LINE, Viber, and many others. This in turn forces 
users to juggle between many chat applications as different 
applications can’t communicate with each other. This research 
aims to develop a chat application which serves as a middleware 
to make communication between developed chat application and 
two conventional chat applications possible (Telegram and 
LINE). Several tests are done to ensure that the message 
exchange process (in text, picture, video, and file type) works well 
between the developed chat application as well as Telegram or 
LINE. 

Keywords—Telegram API; line API; chat application; flutter; 
middleware 

 INTRODUCTION I.
The rapid development of technology has invented many 

new innovations on social media platforms. There are so many 
social media applications available, yet this doesn’t stop the 
emergence of new social media applications. In Indonesia, 
there are so many social media platforms available, with Line, 
Telegram, Whatsapp, and Viber being some of the most 
notorious social media platforms offering its service in 
Indonesia. Social media platforms generally offer messages, 
pictures, voice message, file exchanges, and other things [1]. 
Every chatting application offers different features available 
for the users to use. For instance, Telegram offers the file 
upload feature, a feature that LINE has yet to offer [2] [3]. 

Every user has their own preferences in choosing which 
social media platforms they want to use. Oftentimes, the 
amount of acquaintances using a certain social media platform 
being the main consideration on which social media platform 
they are going to use. This happens because of the limitation 
in which users can only exchange messages within the same 
social media platforms. To this day, message exchanges 
between different social media platforms are still impossible. 

Usually, each user has their own preferences in choosing 
chat apps. In fact, usually the selection of chat apps depends 
on the community group, each community group has their 
own favorite chat apps. This condition makes it difficult when 
someone joins several community groups, and each 
community group uses different chat apps. Different features 
offered by each social media platform provider and limitations 
on communicating using different platforms forced the users 
to choose which platforms they are going to use. Oftentimes, 

often users have to use a lot of social media and have an 
account in each chat application. 

The writer feels the need to research and develop a custom 
chat application and middleware which will connect several 
social media platforms. In this research, LINE and Telegram 
chatting applications are used. This article is divided into five 
parts, namely, introduction, literature review, research 
methods, results and findings, and conclusions. 

 LITERATURE REVIEW II.
Chatting in Indonesian means communication between a 

person with another person or people [4]. In the computing 
world, chatting means communication between 2 or more 
people using computer devices [4]. Nowadays, chatting 
applications are growing rapidly, with many chatting 
applications being developed to fulfill the users’ 
communication needs. There are so many features offered by 
social media platforms nowadays, namely files transfer, auto 
response/bot [5] [6], business features, gaming features [7], 
and many more. Chatting application providers aren’t always 
big companies such as Whatsapp, Telegram, Viber, LINE, but 
also small developers. Hence, several chatting applications 
made it possible to communicate with other applications using 
Application Programming Interface (API) [2] [3]. 

Middleware is a software application which can connect a 
system with another system [7]. Middleware can be used to 
connect several systems within the same device or even on 
different devices connected to the internet [8] [9]. Middleware 
can also be used to connect applications on the same type of 
device or different types of devices, such as mobile device - 
mobile phone, mobile phone - television, mobile phone - 
computer, computer - computer, et cetera [10]. In developing a 
middleware application, there are a few solutions/methods, 
namely message oriented middleware [11], object-oriented 
middleware [12], Remote procedure call, database 
middleware, transactional middleware, portals, embedded 
middleware [13], and content-centric middleware [14]. 

Middleware development was also done to bridge a 
chatting application with other application. Several 
researchers have developed middleware for chatting 
applications to add features, such as Artificial Intelligence 
[15]. Some researchers developed middleware from scratch 
and some other used API provided by the chatting applications 
provider [16]. Other than API, webhook method also used to 
send messages between chat bots. 
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Several researches and development on custom chatting 
applications has been done. A custom chatting application 
equipped with Natural Language Processing was developed in 
one research [17]. In this research the system will 
automatically do sentiment analysis towards the message 
being sent. If the analyzed message has negative context, then 
the message will not be sent. In another research, a custom 
location based chatting application was developed [18], in 
which the application allows the users to find friends and 
communicate with other users within a certain distance. 
Another research was also done, intending to help the 
communication between faculty members (lecturer, assistant 
lecturer) and the students [19]. The custom chatting 
application developed was able to automatically create a group 
chat based on the subjects’ registration done every semester. 

Several researches on chatting application development 
using the API offered by big chatting application providers, 
namely Telegram, LINE, et cetera was also done. Some 
developed a smart home system using NodeMCU 
Microcontroller combined with Telegram API [20]. By using 
the application developed in this research, users are able to 
monitor and command their Internet of Things devices using 
Telegram. Telegram Bot API was used to send messages from 
Telegram to the Internet of Things devices. Other than that, 
the Telegram BOT API was also used to create an e-complaint 
application for a college [21]. In this application, the Telegram 
Bot API was used to receive complaints and calculate the 
complaints statistics based on the divisions being complained 
to. 

In summary, custom chatting applications that were 
developed are Android based [1] [17] [18], iOS based [1] [22], 
website applications [4] [23], and desktop application [24]. 
Android based mobile applications can be developed using 
either Java or Kotlin, while iOS based mobile applications are 
developed using either objective-C or Swift. In the application 
development community, there is a new trend which is a 
cross-platform application, in which the developed 
applications can be compiled and create both an Android and 
iOS based application using a single code base. One of the 
frameworks used to create this cross-platform device is the 
Flutter Framework. Flutter Framework itself is an open source 
cross platform development framework developed by Google 
[25]. Flutter itself is based on the Dart Programming 
Language. Several technology company giants were using 
Flutter Framework to develop their products, namely, Alibaba 
and Google Ads. 

A. Chat API 
Application Programming Interface (API) is used by an 

application to exchange information with other applications 
[26]. API success relies on the API documentation provided 
by API for software development needs. Many chat 
applications have provided API which allows other 
application to access the chat applications’ services. 

Telegram provides API for software developers to connect 
their applications to Telegram’s system. This API allows 
Telegram Bot creation [2]. Telegram Bot itself acts as an 
interface to run code from a server. Telegram API uses text in 
JSON format in passing data with other systems. This JSON 

formatted text allows developers to develop application using 
many different programming languages. 

Line Messaging API is a service provided by LINE to 
exchange data between Line Platform and other application 
[3]. Just like Telegram Bot API, LINE Messaging API uses 
JSON to communicate with other applications. LINE 
Messaging API uses webhook method to pass data to the 
server. 

B. NoSQL Database 
NoSQL database are databases that don’t use SQL 

command in which data was saved in an unstructured format 
and often time don’t have relations with other table like SQL 
databases [27] [28]. NoSQL database was intended to save 
data in a flexible way in modern application development. In 
many cases, NoSQL databases used in real-time application 
development. 

In general there are four types of NoSQL Database [29]: 

• Graph databases: These databases uses graph theory 
concept. Example: Neo4j and Titan. 

• Key-Value store databases: In these databases, data are 
stored in two parts, which are key and value. Example: 
Redis, DyanmoDB, Riak. 

• Column Store databases: In these databases, data are 
stored in column of data. Example: BigTable, 
Cassandra. 

• Document Databases: These databases are more 
extensive database than the key-value store. The value 
are saved in document type and stored in a ore complex 
format, like JSON. Example: MongoDB, CouchDB. 

C. Flutter 
Flutter is an open source mobile application development 

made by Google [30]. Flutter allows Android and iOS based 
application development using only one source code base 
[31]. Flutter uses Dart Programming Language. Flutter 
Framework uses widget concept in interface creation. There 
are many widgets provided, namely Column, Row, Icon, and 
many other widgets. The widget in Flutter acts are either 
visual component or as a container for other widgets [32]. 

 RESEARCH METHOD III.

A. System Design 
The system developed consists of two main applications, 

namely mobile chatting application and middleware 
application. The chatting application is used as an interface for 
the user to test the system. This chatting application was 
developed using Dart programming Language with Flutter 
Framework. While the middleware acts as a connector to 
connect the chatting application developed with Telegram 
API, LINE API. 

Architecture of the system developed can be seen on Fig. 
1. Message exchange process starts on one of the 
Conventional Chat Application/CCA (Telegram/LINE/Signal) 
to the CCA’s chat API (step 1). Then the CCA’s API will pass 
the message to the middleware to be received by the webhook 
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prepared (step 2). The middleware will then process the 
message fetched by saving the message’s metadata, saving the 
file, image, video, our sound data to Firebase. The middleware 
developed uses 3 Firebase service, namely Firestore, Firebase 
Cloud Storage, and Firebase Cloud Messaging. Firestore is 
used to save the messages’ metadata and content, such as the 
message’s recipient, message’s sender, chatting application, 
etc. Example of data stored in Firestore can be seen on Fig. 2 
for text data and Fig. 3 for non-text data. Firebase Cloud 
Storage is used to store video, image, voice, and file message 
data. Example of data stored in Firebase Cloud Storage can be 
seen on Fig. 4. After being processed, the middleware will 
then pass the message to Flutter Chat Application/FCA 
(step 3). 

 
Fig. 1. Whole System Application Architecture. 

 
Fig. 2. Example of Data Stored in Firestore, Type:Text Message. 

 
Fig. 3. Example of Data Stored in Firestore, Type:Video. 

 
Fig. 4. Example of Data Stored in Firebase Cloud Storage. 

Meanwhile, messages passed from FCA to CCA starts 
from (step 4), where FCA forward messages to the 
middleware. Messages from FCA will then be processed on 
the middleware and stored in Firebase services. After that, 
messages will then be forwarded to the recipient’s CCA 
through Chat Application API using Push Message (step 5/6). 
Available API could be seen at Table I. 

After the application has been developed, system test was 
done. This system test was done to make sure that the 
application has successfully work as expected. The system test 
scenario can be found on Table II. System test was done on 
Text, Image, Video, Sound and File type. For each message 
type, testing was done from CCA to FCA, and vice versa. 

B. System Test 
Performance testing was done to measure the time needed 

by the middleware to forward and receive messages. The 
performance testing scenario can be seen on Table III. In 
general, the testing was done using four types of data, namely, 
Text, Image, Video and File. For text data type, size of the 
data forwarded was classified based on the number of 
characters. As for the Image, Video and File data type, data 
was classified based on the file size (in megabyte). Testing for 
the Text, Image, and Video data was done on Telegram, and 
LINE. However, File data wasn’t tested on LINE as the 
chatting application doesn’t have file sharing feature. 

TABLE I. APPLICATION PROGRAMMING INTERFACE (API) MIDDLEWARE 

Method URI Description 

POST /telegram/webhook Receive messages from telegram bot 
and forward it to the FCA 

POST /telegram/push Receive messages from the FCA 
and forward them to Telegram API 

POST /line/webhook Receive message from LINE bot 
and forward them to the FCA 

POST /line/push Receive messages from the FCA 
and forward it to LINE API 

TABLE II. SYSTEM TEST SCENARIO 

Method URI Description 
CCA-FCA, FCA-CCA Text Telegram, LINE 
CCA-FCA, FCA-CCA Image Telegram, LINE 
CCA-FCA, FCA-CCA Video Telegram, LINE 
CCA-FCA, FCA-CCA Sound Telegram, LINE 
CCA-FCA, FCA-CCA File Telegram 

Middleware 

Telegram 

LINE 

Flutter Chat App 

w
eb

ho
ok

 
pu

sh
 m

sg
 

Firebase Service 

1/6 

2 

3 

4 
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TABLE III. PERFORMANCE TEST SCENARIO 

Type Chat 
Application Measurement Size 

Text Telegram, 
LINE Characters 

400, 800, 1200, 1600, 
2000, 2400, 2800, 
3200, 3600, 4000 

Image Telegram, 
LINE MB 1, 2, 3, 4, 5 

Video Telegram, 
LINE MB 1, 2, 3, 4, 5 

File Telegram MB 1, 2, 3, 4, 5 

The system developed has start and end timer. In the FCA 
to CCA testing, the start timer was invoked when the “Send” 
button on the FCA is clicked, while the stop timer was 
invoked when the middleware sends out push message to the 
Chat API. As for the CCA to FCA testing, the start tier was 
invoked when the middleware webhook receive request, while 
the stop timer was invoked when the message has been 
forwarded by the middleware to FCA. 

𝑝𝑟𝑜𝑐𝑒𝑠𝑠_𝑡𝑖𝑚𝑒 = (𝑡1+𝑡2+𝑡3+𝑡4+𝑡5)
5

             (1) 

In this testing, the possibility of unstable internet 
connection may be a problem. To tackle this problem, every 
test scenario was done 5 times and average processing time 
will be calculated to then be used as a final result. Average 
process tie formula can be seen on equation (1). For example, 
Telegram Text data type testing for 400 characters processing 
time was measured on 0.5 second, 0.7 second, and 0.63 
second. Thus, the processing time for this test case is 0.61 
second. Each test case will be carried out for testing from 
CCA to FCA and vice versa. Performance time result will be 
compared for CCA to FCA and FCA to CCA data. 

 RESULT AND FINDINGS IV.

A. System Test 
System testing has been done and the result can be seen on 

Table IV. All system testing scenario can be done by the chat 
application’s middleware and Flutter Chat Application (FCA). 
Captures of the Flutter Chat Application can be seen on Fig. 5. 
Based on the testing result, the middleware application 
developed has successfully able to forward messages from the 
Flutter Chat Application (FCA) to the Conventional Chat 
Application (CCA) and vice versa. This success also applies 
for all message types tested. 

Currently the architecture and communication process 
starts by creating a chat group on Telegram/LINE, then an 
OTP request is made to be able to start communication 
between the custom chat app and the Telegram/LINE chat 
app. Currently, the architecture and communication processes 
in the middleware that are built are still unable to 
communicate between LINE and Telegram. This is because 
there is an OTP request that must be made so that 
communication can be carried out. Due to this limitation, it is 
necessary to adjust the add contact process. On the other hand, 
when chatting, the middleware needs to add fields recording 
where the message was sent from and where the message was 
sent. 

TABLE IV. SYSTEM TEST RESULT 

From-To Message Type CCA Result 

CCA-FCA 

Text 

Telegram Pass 

LINE Pass 

FCA-CCA 
Telegram Pass 

LINE Pass 

CCA-FCA 

Image 

Telegram Pass 

LINE Pass 

FCA-CCA 
Telegram Pass 

LINE Pass 

CCA-FCA 

Video 

Telegram Pass 

LINE Pass 

FCA-CCA 
Telegram Pass 

LINE Pass 

CCA-FCA 
File 

Telegram Pass 

FCA-CCA Telegram Pass 

 
Fig. 5. Screenshot user Interface Application Flutter Chat Application. 

B. System Performance Evaluation 
System Performance Test was performed on each of the 

message type sent. The message types tested were text, 
picture, video, and file messages. Testing result for text data 
can be seen on Table V and Fig. 6. The results show that the 
messages sent from the CCA to the FCA took longer than the 
messages sent from the FCA to the CCA. As seen in Fig. 6 
there was a significant increase in time needed to forward a 
message containing 2800 characters from FCA to Telegram 
(represented by the orange line). 

This increase in time may be caused by the mobile 
network used for testing. However, in general there were no 
significant increases in time when the character-count is 
increased. 
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TABLE V. SYSTEM PERFORMANCE TEST (TEXT) 

Char Telegram LINE 

length Tele-FCA FCA-Tele LINE-FCA FCA-LINE 

400 144 1070.6 121.4 706 

800 163.8 728.8 118 822 

1200 164.4 721.8 156 667.2 

1600 166.4 817 139.2 711.4 

2000 281.4 972 122.6 669.4 

2400 126.8 809 126.6 731.2 

2800 150.8 1476.2 147 754 

3200 289.8 762.4 216.2 1120.6 

3600 194.8 766 232.2 783.6 

4000 185.8 830.4 106.2 925.8 

 
Fig. 6. System Performance Test (Text). 

The second testing was done on image messages. The test 
result can be seen on Table VI and Fig. 7. It can be seen that 
there is a significant time increase on messages sent from the 
FCA to Telegram (displayed in orange line) and from FCA to 
LINE (displayed in yellow line) for image with 5MB in size. 
Based on the testing, there is no significant time difference 
between messages sent from the FCA to the CCA and from 
the CCA to the FCA. 

The third testing was done on video messages. The test 
result can be found on Table VII and Fig. 8. Based on the 
testing done, it can be seen that there is a significant increase 
in time aligned with the increase of file size for all scenarios. 
However, a significant increase in time was most noticeable 
on messages sent from the CCA to the FCA (displayed in blue 
and grey line). In general, it can be seen that messages sent 
from the CCA to the FCA (displayed in blue and grey line) 
require more time than messages sent from the FCA to the 
CCA (displayed in orange and yellow line). 

TABLE VI. SYSTEM PERFORMANCE TEST (IMAGE) 

Size Telegram LINE 
(MB) Tele-FCA FCA-Tele LINE-FCA FCA-LINE 

1 5939.6 8217 10526.2 5164.4 

2 4592.8 10162 8015.4 5383.6 

3 5426.2 6477.2 8793.2 5379.2 

4 5979.6 5059.2 8945.4 4903.2 

5 5629.4 21017.6 8009.2 21473.2 

 
Fig. 7. System Performance Test (Image). 

TABLE VII. SYSTEM PERFORMANCE TEST (VIDEO) 

Size Telegram LINE 
(MB) Tele-FCA FCA-Tele LINE-FCA FCA-LINE 

1 10294.75 6816.2 24761 8083.8 

2 20547.6 9381.4 32932.6 10983.8 

3 23186.6 8190.6 47755.4 12659.2 

4 34914.2 10264.4 51798.8 17165.6 

5 48456 10883.6 58812.6 20204 

 
Fig. 8. System Performance Test (Video). 
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The fourth testing was done on file type messages. This 
testing was created specifically for Telegram as LINE does 
not yet offer this message type. The testing result can be seen 
on Table VIII and Fig. 9. Based on the testing done, it can be 
seen that there is a significant increase in processing time as 
the file size increases. 

TABLE VIII. SYSTEM PERFORMANCE TEST (FILE) 

Size Telegram 
(MB) Tele-FCA FCA-Tele 

1 15183.6 9957 

2 21697 12236 

3 25806.4 15778.6 

4 35879.4 17901.8 

5 40866.8 22704.6 

 
Fig. 9. System Performance Test (File). 

 CONCLUSION V.
Based on this research, it is concluded that: 

• Middleware application was able to exchange messages 
between the developed chatting application based on 
Flutter and Conventional Chatting Application 
(Telegram and LINE), with text, pictures, videos, voice, 
and file being the type of messages exchanged. 

• For video and file messages, there is a correlation 
between file size and the time needed to forward the 
message. The bigger the file, the longer it takes to send 
the file. 

Suggestion for future research, 

• Adding other conventional chatting application which 
can be served by the middleware. 
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Abstract—Face age estimation is a type of study in computer 
vision and pattern recognition. Designing an age estimation or 
classification model requires data as training samples for the 
machine to learn. Deep learning method has improved estimation 
accuracy and the number of deep learning age estimation models 
developed. Furthermore, numerous datasets availability is 
making the method an increasingly attractive approach. 
However, face age databases mostly have limited ethnic subjects, 
only one or two ethnicities and may result in ethnic bias during 
age estimation, thus impeding progress in understanding face age 
estimation. This paper reviewed available face age databases, 
deep learning age estimation models, and discussed issues related 
to ethnicity when estimating age. The review revealed changes in 
deep learning architectural designs from 2015 to 2020, frequently 
used face databases, and the number of different ethnicities 
considered. Although model performance has improved, the 
widespread use of specific few multi-races databases, such as the 
MORPH and FG-NET databases, suggests that most age 
estimation studies are biased against non-Caucasians/non-white 
subjects. Two primary reasons for face age research’s failure to 
further discover and understand ethnic traits effects on a 
person’s facial aging process: lack of multi-race databases and 
ethnic traits exclusion. Additionally, this study presented a 
framework for accounting ethnic in face age estimation research 
and several suggestions on collecting and expanding multi-race 
databases. The given framework and suggestions are also 
applicable for other secondary factors (e.g. gender) that affect 
face age progression and may help further improve future face 
age estimation research. 

Keywords—Deep learning; face age estimation; face database; 
ethnicity bias 

I. INTRODUCTION 
Facial aging is a complex biological process. Most 

researchers in the computer vision and the pattern recognition 
fields have already found multiple ways to extract information 
from the face for age estimation/classification. However, not all 
information extracted can help the system learn. When the 
system learned from only a specific ethnic sample, it may not 
estimate/classify the age of other ethnic subjects correctly, even 
after the face age estimation system improved. 

Earlier face aging models combined extractors and 
classifiers to extract specific aging features and accurately 
classify the facial image into its correct age. The downside of 
this approach is that the data needed for learning are usually 
structured and quantitatively limited; too little or too much data 
could lead to models learning incorrect patterns, resulting in 

inaccurate age classification. Meanwhile, deep learning is 
another approach that could help algorithms improve the 
computer's ability to discover common facial aging traits (e.g. 
aging wrinkles) within vast amounts of data and classify the 
facial image into its correct age. However, face age databases 
mostly have limited ethnic subjects, only one or two ethnicities 
and may result in ethnic bias during age estimation, thus 
impeding progress in understanding face age estimation. 

In this study, the review on face age estimation/ 
classification/distribution examined problems regarding: 

1) What face databases are frequently used in the age 
estimation study, and how many different ethnics are in those 
databases? 

2) What deep learning technique is used in facial aging 
research? How did the technique change through time? And 
do they account for different ethnicities in their studies? 

3) What are the most used deep learning network 
architecture and what are their strengths and weaknesses? 

4) How to obtain more face images of people of different 
ethnicities in the time of restrictions (e.g. due to quarantine)? 

Accordingly, this study surveyed the available face age 
databases, the most used database in this type of research, and 
the deep learning techniques used for the face age estimation (or 
distribution; or classification) model design. More than 50 
papers (2015-2020) that used the deep learning method for face 
age studies were reviewed in this study. The aim of this paper is 
to survey the different deep learning face age estimation 
methods and how they account for different ethnicities. By 
understanding the different deep learning face age estimation 
methods and the problem related to ethnic bias in their face age 
estimation, we can discover significant racial traits that could 
help distinguish unique aging patterns used to solve racial face 
age estimation problems in real-life applications. Moreover, a 
framework for studying CNN face age estimation while 
considering the ethnicities of the subjects is included in this 
paper to help guide future face age estimation studies that use 
either the deep learning approach or the standard machine 
learning approach. 

The remainder of this paper is structured as follows: 
Section 2 mention several related works regarding deep learning 
and early face age estimation; Section 3 explains the human 
facial aging and differences in process between several races; 
Section 4 surveys the face age image databases that can be used 
for facial age estimation studies and shows the quantities of 
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each race in each database (if any); Section 5 explains the face 
age estimation model and reviews the different deep learning 
techniques proposed between 2015-2020 as well as the 
databases used. The importance of ethnic traits in age 
estimation is also highlighted; Section 6 discusses the relevant 
open issues regarding ethnic characteristics; Section 7 discusses 
several possible solutions to solve the problems, Section 8 
presents the conclusions and Section 9 mentions the future 
directions. 

II. RELATED WORK 
The deep learning model has two primary processes: 1) 

training and 2) inferring. The training phase is the process of 
labelling large quantities of data (i.e. identifying and 
memorising the data matching characteristics). Meanwhile, in 
the inferring phase, the deep learning model decides on the label 
for the new data using the knowledge gained from the earlier 
training phase. Manual feature extraction on the data is 
unnecessary because the model’s neural network architecture 
can learn the feature directly from the data, eliminating the need 
for data labelling. This learning feature is advantageous when 
working on large quantities of unstructured data (multiple 
formats like text and pictures). Recently, deep learning, such as 
convolutional neural network (CNN), has become well-known 
in the image processing and pattern recognition fields for its 
capability to 'learn' from a large number of images and perform 
specific tasks accurately. The deep learning method can fit the 
parameters of multi-layered networks of nodes to the vast 
amounts of data before extrapolating outputs from new inputs. 
Knowing the commonly used network designs in face age 
estimation studies and their strengths and weaknesses would be 
interesting enough. 

Recently, face age estimation studies using the deep 
learning approach to estimate a person’s age based on aging 
features, such as the facial skull shape and aging wrinkle, have 
increased. These aging features are a person's regular facial 
aging changes that occur through the years. Nevertheless, 
considering ethnicity in age estimation can pose a different 
problem since each ethnicity/race has been confirmed to have a 
different rate of facial aging [1, 2, 3, 4]. For example, a 20-year-
old White subject would look older than a 20-year-old Asian 
because of their facial bones and skin structures differences [2]. 
For the CNN model to learn correctly, many datasets containing 
multiple races with equal ratios are needed. 

Although many face databases are available for age 
estimation, most are racially biased and have just only one or 
two significant ethnicities. Unbalanced ethnic samples can 
create problems as age estimation models depend solely on 
these databases. A bias might occur, for example, when 
estimating the age of an Asian subject if the majority of 
ethnicities available in a database are Caucasians/White due to 
the differences in facial structure and rate of skin aging [1, 2]. In 
most previous face age estimation/classification/ distribution 
studies, all sample databases were used for training and testing 
while utilising different deep learning methods that match their 
research aim(s) and main objective(s). However, ethnic traits 
are usually ignored, resulting in very few analyses of racial 
traits' effects on the face age estimation process. A few reasons 
for this exclusion: researchers mainly consider racial traits as 

age-invariant features, difficulties in capturing a person's face 
aging progression in a controlled/uncontrolled environment, and 
capturing >100 face images of different ethnic people in equal 
quantities can be time-consuming and costly. Nonetheless, it is 
undeniable that the facial aging process differs between races; 
therefore, ethnicities should be considered in future research 
when experimenting with the next CNN age estimation model. 
Moreover, analyses on the ethnic age difference can contribute 
to a better understanding of human facial aging. 

III. HUMAN FACIAL AGING – ETHNICITIES 
Face features and expression are fundamental ways of 

human communication. Many studies have observed the facial 
appearance and examined ways to apply the knowledge to real-
world applications. One of these studies is face age estimation, 
which is research on estimating a person's age based on facial 
appearance observations. Over the years, multiple facial traits 
help determine a person's age, including the shape of the face, 
skin texture, skin features, and skin colour contrast [5, 6]. The 
two predetermined features are as follows: 1) face shape 
change, particularly the cranium bones that grow with time. 
This process predominately occurs during childhood to 
adulthood transition; 2) development of wrinkles or face texture 
as facial muscle weakens due to decreased elasticity. This 
process occurs during the transition from adulthood to the 
senior stage [7, 8]. 

 
Fig. 1. Different Ethnic Facial Aging Features for Four Women Aged Over 
60 Years Old. from Left to Right: Caucasian, East Asian, Latino/Hispanic, 

and African (All Images were Taken from [13]). 

 
Fig. 2. Facial Feature and Aging Difference for Adult Caucasian (Top Left) 

and Asian (Bottom left), while the Baby’s Face for the Caucasian is on the 
Top Right and Bottom right for the Asian (Images were taken from [2], 

Except for the Caucasian Baby, from [14]). 

1 
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Internal and external forces act upon the outer and inner skin 
as a person age, causing some level of damage and changing the 
skin’s appearance. As demonstrated in [9, 10], the older skin 
was perceived to have a different colour contrast and luminosity 
than the younger skin. Healthy young skin, which is plumper 
and emits radiant colour, has a smooth and uniformly fine 
texture that reflects light evenly. Meanwhile, aged skin tends to 
be rough and dry with more wrinkles, freckles, and age spots 
and emits dull colour [11, 12]. However, ethnicities can affect 
these aging rates because of differences in skull structure and 
skin type [1] (see Fig. 1). For instance, the skin of a Caucasian 
subject will gradually have more aging wrinkles when 
compared to an Asian subject as the age increases from 20 to 39 
years old. This phenomenon is due to the different skull and 
skin structures of each ethnic. Caucasians have a significant 
angular face, while Asians tend to be broader and less angular, 
similar to a baby's broad face [2] (see Fig. 2). Due to this 
broader facial structure, soft-tissue loss in Asians is seen and 
felt to a lesser extent. Another example is between the 
Caucasians and the African-Americans' skin. Black skin’s 
epidermis contains a thicker stratum corneum with more active 
fibroblasts than the Caucasians, making them less affected by 
photo aging [3, 4]. Although black skin does not tend to get fine 
lines like white skin, it does get folded when getting older. Such 
information should be considered to design a more accurate age 
estimation model which can specify proper age 
estimation/classification knowledge when dealing with specific 
ethnic subjects. 

IV. FACE AGE DATABASE 
Designing face age estimation models require many samples 

for training and testing. Several studies collected face samples 
and then made them available to the public so that others might 
use them in their research. Furthermore, the shared database 
may serve as a benchmark against which other models can be 
compared and improved. Table I shows the face databases with 
age information or labels (henceforth, called Face Age 
Database). Only two databases captured face images in a 
controlled environment (MORPH and FACES). In contrast, the 
rest captured the face image in either a partially controlled or 
uncontrolled environment. Meanwhile, the FG-NET database 
has the most undersized samples and subjects, while the 
IMDB+WIKI database offers the most samples and subjects. 

Table I reveals that most of the subjects in the databases are 
Caucasian/White, whereas Table II provides the ethnic count. 
Correspondingly, the ethnic percentage is shown in Fig. 3, 
which reveals very few databases with non-Caucasians/non-
White ethnic (White = 80%; Black = 3%; Asian = 8%; and 
Others = 9%). This gap creates an imbalance in the databases 
when ethnicity is considered to estimate the age of non-
Caucasian/non-White races. Moreover, not all the databases 
have ethnic information (e.g. IMDB+WIKi, FERET, and 
Webface). The lack of ethnic labels can make it difficult for 
face age model researchers to divide samples into their 
appropriate ethnicity, eventually treated as one of their research 
limitations. 

TABLE I.  SUMMARY OF FACE DATABASES WITH AVAILABLE INFORMATION 

Year Database Samples 
Environment 

Age Range Ethnic 
C UC 

1998 FERET [21] 14,126 samples; 1,199 subjects √ √ Not mentioned (real age) Not mentioned 

2002 FG-NET [22] 1,002 samples; 82 subjects  √ 0-69 (real age) All White/Caucasian 

2004 LIFESPAN [23] 1, 142 samples; 575 subjects √ √ 18-93 (age group) 
African-American:89; Caucasian:435; 
Others:52 

2005 FRGC [24] 44,278 samples; 568 subjects √ √ 16-77 (real age) White:386; Asian:125; Others:57 

2006 MORPH [25] 55,134 samples; 13,618 subjects √  16-77 (real age) 
White-Black ratios 4:1; Others-very 
small 

2008 YGA [26] 8,000 samples; 1,600 subjects  √ 0-93 (real age) Not mentioned 
2009 GROUPS [27] 28,231 samples; 28,231 subjects  √ 0-66+ (age group) Not mentioned 

2010 FACES [28] 2, 052 samples; 171 subjects √  19-80 (age group) All White/Caucasian 
2012 Webface [29] 59, 930 samples  √ 1-80 (real age) Not mentioned 
2014 Adience [30] 26,580 images; 2,284 subjects  √ 0-60 (age group) Not mentioned 

2014 CACD [31] 160,000 samples; 2,000 subjects  √ 16-62 (real age) Not mentioned 

2015 Chalearn 2015 [32] 4, 699 samples  √ Not mentioned (real age) Not mentioned 
2016 Chalearn 2016 [33] 7, 591 samples  √ Not mentioned (real age) Not mentioned 
2017 AgeDB [34] 16,516 samples; 570 subjects  √ 1-101 (real age) Not mentioned 

2018 IMDB+WIKI [35] 523,051 samples; 20,284+  √ 0-100 (real age) Not mentioned 

2007 Iranian face [15] 3,600 samples; 616 subjects  √ 2-85 (real age) All Iranian 

2013 IMFDB [16] 34,512 samples; 100 subjects  √ Not mentioned (age group) All Indian 
2016 AFAD [17] 164,432 samples  √ 15-40 (real age) All Asian 

2017 APPA-REAL [36]  7,591 samples; 7,000+ subjects  √ 0-95 (real age) Caucasian: 6,686; Asian: 674; Afro-
American: 231 

(C – captured or collected in a controlled environment; UC – captured or collected in an uncontrolled environment) 
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TABLE II.  ETHNIC COUNT (BASED ON TABLE I) 

Ethnic Count Subjects (Approx. ≈) 

White 7760 

Black 320 

Asian 799 

Others 825 

 
Fig. 3. Ethnic Percentage from All Databases (Based on known Data from 

Table I). 

Some studies, however, have collected particular ethnic 
subjects with age information, such as Bastanfard A. et al. 
(Iranian face database) [15]; Setty S. et al. (Indian Movie Face 
database - IMFDB) [16]; and Niu Z. et al. (Asian Face Age 
Dataset - AFAD) [17]. Furthermore, there are ethnic-specific 
databases that can be used for face age research (see Table I 
coloured in grey). However, no studies have used these 
databases for deep learning age estimation research in the past 
six years; these databases are either not considered benchmark 
databases or less known by the face age estimation community. 

V. FACE AGE DATABASE ESTIMATION MODEL 
In one of the earliest face age model studies, Kwon and 

Lobo [18] classified age into three categories: infant, adult, and 
senior, and used simple feature extraction and machine learning 
for face age classification. Subsequently, computer science and 
pattern recognition researchers introduced various age 
classification/estimation methods [19, 20]. Earlier machine 
learning methods typically included one (or more) feature 
extractor and one (or more) age classifier (or estimator). The 
feature extractors can be holistic (e.g. whole facial shape), local 
(e.g. aging wrinkle), or both. The selection of feature extractors 
is influenced by the database used, with most of the sample 
quantity used by these methods being less than that of the deep 
learning approach. 

Previous machine learning approaches can produce precise 
estimation (or classification) using just one or two databases, 
but are confined to those databases and could give an erroneous 
estimation if a wild sample is used for testing instead. 
Moreover, it is difficult for most machine learning approaches 

to analyse unstructured data; they require additional tasks to 
divide the problem and later recombine the results to form a 
conclusion, which takes time and resources. Nevertheless, the 
deep learning method’s known capability and strength have 
shifted the face aging system approach. 

A. Deep Learning Approach 
The rise of deep learning in image processing and machine 

learning has also impacted face age estimation. Better age 
estimation performance is strictly associated with the depth of 
the used network in the deep learning method, and it has 
become the generalist network adopted for feature extraction, 
including deep architectures that require a considerable amount 
of image samples, such as AlexNet, VGG-Net, VGG-Face, 
GoogLeNet, and Residual Networks (ResNet) [37]. VGG-Net 
has been reported to be one of the most effective deep learning 
architectures for age estimation. Notwithstanding, new studies 
continue to propose deep architecture designs for improving 
model accuracy when processing a sample of subjects' faces 
captured in an uncontrolled environment. 

Deep learning face age research can be classified into three 
types: 1) classification age (CA) - classify the face age with 
several classes equal to the number of the considered age 
groups; 2) estimation age (EA) - estimate age using a regressor; 
and 3) distribution age (DA) - a modified CA strategy obtained 
by substituting the one-hot encoding vector with a statistical 
distribution centred on the estimated age [37]. Furthermore, the 
deep learning approach is much more accurate than other older 
machine learning methods at estimating age from sample 
images captured in the wild (uncontrolled environment). 
Nevertheless, if the subject's ethnicity in the dataset is not 
considered, the ethnic bias will persist. 

B. Deep Learning Model Method and Ethnicity Bias in 
Database 
When searching for papers on face age research, this study 

focused on research that used the deep learning method from 
2015-2020. Deep learning has the potential to revolutionise 
computer science and machine learning. Furthermore, data 
biases are becoming more important with the rise of more 
powerful machine learning, which deep learning takes 
advantage of when dealing with large amounts of data. The 
search was conducted using a variety of web search engines, 
including Google Scholar and Web of Science. 

Table III displays the search results, which include the 
following information: publisher, year of publication, network 
architecture, domain area, selected databases, and ethnicity 
consideration. From 2015-2016, the most commonly used 
network architectures were well-known general architectures 
such as GoogleNet, VGG-Net, and DCNN (or Deep-CNN). As 
the year progressed, an increasing number of studies began to 
design the architectural network or modify the general CNN 
network architecture to fit their research objectives. As a result, 
the network design became more complex to produce a more 
accurate novel model (e.g. by combining multiple CNN 
networks to create a hybrid network). In the research domain 
area, there have been 33 EA studies, 20 CA studies, and only 8 
DA studies. However, there is no significant preference 
between the research domain and databases used in the studies. 
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Therefore, it can be inferred that most of these databases can be used in all deep learning areas: EA, CA, and DA. 

TABLE III.  DEEP LEARNING FACE AGE RESEARCH AREA AND AGE DATABASES USED FOR TRAINING AND TESTING (FROM 2015-2020) 

Ref. Publisher Year Network Architecture 
Domain Area Database Model Account 

Ethnic CA DA EA M C15 I A F C16 W G P O 
[38] IEEE 2015 GoogLeNet  √ √ √ √     √   √ No 
[39] IEEE 2015 VGG-Net √    √ √        No 
[40] IEEE 2015 GoogLeNet   √ √ √  √ √  √   √ No 
[41] IEEE 2015 VGG-Net & GoogleNet    √  √         No 
[42] IEEE 2015 VGG-Net & Novel arch.  √  √ √  √ √    √  No 
[43] IEEE 2015 DLA   √ √    √      No 
[44] IEEE 2015 Tree kernel adaptive CNN   √ √      √    No 
[45] Elsevier 2015 LeNet   √ √         √ No 
[46] IEEE 2015 Novel arch. √      √       No 
[47] IEEE 2015 DCNN-H-3NNR   √ √ √  √       No 
[48] IEEE 2016 DCNN   √  √  √ √   √   No 
[49] IEEE 2016 VGG-Net   √      √     No 
[50] IEEE 2016 Novel arch.  √   √         √ No 
[51] IEEE 2016 VGG-Net   √ √          No 
[52] IEEE 2016 Compact-CNN   √ √        √ √ Yes 
[53] Elsevier 2016 DCNN √          √   No 

[54] IEEE 2016 GilNet; AlexNet; VGG-
Net  √      √       No 

[55] IEEE 2016 VGG-Net √ √   √ √      √  No 
[56] IEEE 2016 DADL  √   √* √   √**     No 
[57] IEEE 2016 VGG-Net √    √ √   √     No 
[58] IEEE 2016 VGG-Net √     √   √     No 
[59] IEEE 2016 DCNN  √      √      √ No 
[60] IEEE 2016 Novel arch.  √  √    √     √ No 
[61] IEEE 2017 AGEn & MO-CNN √   √ √ √  √ √    √ No 
[62] IEEE 2017 Multitask CNN   √ √ √ √ √ √      No 
[63] IEEE 2017 ODFL & ODL √   √ √   √      No 
[64] Elsevier 2017 GA-DFL √   √ √   √      No 
[65] Elsevier 2017 VGG-Net CNN+LDAE  √  √  √  √ √   √  No 
[66] Elsevier 2017 Novel arch. √ √ √ √      √    Yes 
[67] Elsevier 2017 D2C   √ √      √    No 
[68] PMLR 2017 R-SAAFc2    √  √* √ √ √   √   No 
[69] IEEE 2017 Deep-ROR  √     √ √       No 
[70] IEEE 2017 DMTL   √ √         √ Yes 
[71] IEEE 2017 M-LSDML √   √ √ √ √ √  √ √   No 
[72] IEEE 2017 DMTL   √ √ √ √       √ Yes 
[35] Springer 2018 VGG-Net √   √ √ √ √ √     √ No 
[73] IEEE 2018 VGG-Net-GPR    √ √ √ √       √ Yes 
[74] IEEE 2018  ELM    √ √  √ √  √     Yes 
[75] ALM-DL 2018 ScatNet √            √ No 
[76] IEEE 2018 CMT-deep network    √ √    √  √    No 
[77] Elsevier 2018 DAG-CNNs   √ √  √  √      No 
[78] Springer 2019 CNN+triplet ranking √  √ √   √      √ No 
[79] Elsevier 2019 DeepAge   √ √    √      No 
[80] IEEE 2019 SADAL    √ √    √      No 
[81] IEEE 2019 Novel Arch.   √  √         No 
[82] IEEE 2019 Multitasks-AlexNet    √   √       √ No 
[83] IEEE 2019 ODFL & ODL   √ √ √   √     √ No 
[84] IEEE 2020 SADAL & VDAL    √ √ √   √      No 
[85] Elsevier 2020 LRN  √ √ √ √        √ Yes 
[86] IEEE 2020 CR-MT  √  √ √      √   √ No 
[87] SYMMETRY 2020 MA-SFV2 √  √ √    √      No 
[88] IEEE 2020 DOEL-groups   √ √ √ √  √     √ No 
[89] IEEE 2020 MSFCL   √ √   √ √     √ No 

(CA – Classification Age; DA – Distribution Age; EA – Estimation Age; M – MORPH; C15 - ChaLearn2015; I – IMDB+WKI; A – Adience; F – FG-NET; C16 - ChaLearn2016; W – Webface; G – GROUP; P – 
Private DB; O – Others; ‘√*’ - variation of ChaLearn2015; ‘√**’- variation of chalearn2016). 
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Fig. 4. Breakdown of Databases used in Deep Learning Face Age 

Estimation Research (based on Table III). ‘ * ’ Means that there are Multiple 
Versions of the Databases Included in the Count (M – MORPH; C15 - 

ChaLearn2015; I – IMDB+WKI; A – Adience; F – FG-NET; C16 - 
ChaLearn2016; W – Webface; G – GROUP; P – Private DB) 

Meanwhile, Fig. 4 depicts the most commonly used 
databases for face age research (derived from Table III), 
indicating that MORPH [25] is the most commonly used 
database because it has the highest sample count (55,134 
samples) captured in a controlled environment. Because of this 
advantage, the MORPH database is the best benchmark 
database for comparing the CNN model performance with other 
models since it can lessen the influence of unwanted factors that 
may affect the overall estimation results. The MORPH 
database, on the other hand, has an unbalanced ratio of races in 
its dataset (refer to Table I), which can lead to ethnic bias when 
estimating age. 

The second most used face age database is ChaLearn2015 
[32], which was explicitly developed for the ICCV 2015 
ChaLearn Looking at People Apparent Age Estimation 
Challenge [32]. This challenge event was a competition to build 
the best appearance age estimation model, and most of the 
authors of the research surveyed in this study competed in it. 
ChaLearn2016 [33], the fifth most used database, is the 
second/expanded version of the ChaLearn2015 database. The 
lack of ethnicity records for subjects in both ChaLearn 
databases makes analysing the effect of ethnicity on a model's 
overall performance difficult, even though both databases have 
a diverse set of races. 

The FG-NET [22] database comes in third place, with 
images captured in uncontrolled real-life conditions that are not 
equally distributed across age groups and has the lowest 

samples (1,002 samples) compared to other databases. FG-NET 
has been used in face age research since around 2005 [5], 
making it one of the most well-known databases used primarily 
for comparing model performance in the face age research 
community. Despite this, the majority of its subjects are 
Caucasians/Whites. When used in the CNN model, a small 
dataset should be fine-tuned or pre-trained with another 
database with large sample size, such as IMDB+WIKI. The 
IMDB+WIKI [35] dataset contains images with one or more 
people in them, as well as annotations for researchers’ reference 
when there are multiple people in one image. However, there is 
no proper explanation for which annotation refers to which 
person in the image of multiple people. Therefore, studies 
primarily use this database for pre-training deep networks due 
to its large sample size. Because of the lack of annotation, no 
model performance results for IMDB+WIKI are shown in Table 
IV, which reveals the model performance on studies based on 
their selected databases. Although the IMDB+WIKI database 
samples contain multiple ethnicities, no annotation for a 
subject's ethnicity is available. 

Adience [30], a database for gender and age group 
classification, comes in fourth place, with subjects drawn from 
real-world conditions. Its sources are mostly Flickr albums 
uploaded from smartphone devices. This database was made 
available to the general public under the Creative Commons 
(CC) licence. Meanwhile, in fifth place is Webface [29], a 
database collected for the experiments of a PhD thesis, and in 
sixth place is GROUP [27], a collection of images of people 
captured in a group (hence the name) that includes age group 
and gender information. Nevertheless, none of these three 
databases has a record of the subject's ethnicity. 

Although some studies used/included their own database, 
these private databases [42, 52, 55, 65] contain no information 
about the subject’s ethnicity. Furthermore, some of them were 
only used to fine-tune network models [55], [65]. CACD [31], 
LIFESPAN [23], LFW [90], FACES [28], FRGC [24], AFAD 
[17], and FERET [21] are the remaining databases used in the 
age model. Only a few of these were used in the face age deep 
learning research (categorised as ‘Others’ in Table III). 

Meanwhile, some of the studies used a different database for 
pre-training their models (e.g. face detection in images) than the 
one used for age estimation, such as the CelebFaces Attributes 
(CelebA) [91] and ImageNet databases [92]. The CelebA 
database was built using the CelebFaces [91] face verification 
database with face attribute annotations. ImageNet, on the other 
hand, is a database for object classification and detection. Both 
databases lack age information and were primarily used for pre-
training/fine-tuning the network model in these studies [39, 52, 
57, 69, 70, 74]. 

TABLE IV.  SUMMARY OF BEST CNN MODEL PERFORMANCE ON SELECTED DATABASES (FROM 2015-2020) 

Ref. Year Best CNN Model Performance on Selected Databases 
Database_used(performance_measurement) 

Account 
Ethnic 

[38] 2015 C15(MAE = 3.33); C15-testset(e-error = 0.27) No 
[39] 2015 C15-validset(MAE = 3.22); C15-testset(e-error = 0.260) No 
[40] 2015 C15-validset(e-error = 0.309); C15-testset(e-error = 0.290) No 
[41] 2015 C15-validset(MAE = 3.29; e-error = 0.285); C15-testset(e-error = 0.287) No 
[42] 2015 C15-validset(e-error = 0.338); C15-testset(e-error = 0.306) No 
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[43] 2015 M(MAE = 4.77); F(MAE = 4.26) No 
[44] 2015 M(MAE = 3.61); W(MAE = 7.27) No 
[45] 2015 M(MAE = 3.88); FRGC(MAE = 3.31) No 
[46] 2015 A(AEM = 50.7±5.1, AEO = 84.7±2.2) No 
[47] 2015 C15-validset(e-error = 0.359); C15-testset(e-error = 0.373) No 
[48] 2016 A(AEM = 52.88±6%, AEO = 88.45±2.2); C15-validset(e-error = 0.297)  No 
[49] 2016 C16-validset(MAE = 3.85, e-error = 0.330); C16-testset(e-error = 0.370) No 
[50] 2016 M(MAE = 3.27); AFAD(MAE = 3.34) No 
[51] 2016 M(MAE = 3.45) No 
[52] 2016 M(MAE = 3.23); P(acc. = 88%) Yes 
[53] 2016 G(AEM = 56%, AEO = 92%) No 
[54] 2016 A(mean AEM = 57.9%) No 
[55] 2016 C15-validset(e-error = 0.261); C15-testset(e-error = 0.241) No 
[56] 2016 C15-validset(MAE = 1.76, e-error = 0.134); C15-testset(e-error = 0.321) No 
[57] 2016 C16-validset(e-error = 0.240); C16-testset(e-error = 0.336) No 
[58] 2016 C16-testset(e-error = 0.367) No 
[59] 2016 A(acc. = 42%); FERET(acc. = 86.4%) No 
[60] 2016 M(MAE = 2.78); F(MAE = 2.80) No 

[61] 2017 M(MAE = 2.52); F(MAE = 2.96); CACD (ave. MAE = 4.68); C15-validset(MAE = 3.21, e-error = 0.28); C15-testset(MAE = 
2.94, e-error = 0.264); C16-testset(MAE = 3.82, e-error = 0.310) No 

[62] 2017 F(MAE = 2.00); C15-validset(e-error = 0.293) No 
[63] 2017 M(MAE = 2.92); F(MAE = 3.71); C15-validset(MAE = 3.95, e-error = 0.312)  No 
[64] 2017 M(MAE = 3.25); F(MAE = 3.93); C15-validset(MAE = 4.21, e-error = 0.369) No 
[65] 2017 F(MAE = 2.84); M(MAE = 2.35); P(MAE = 4.33); C16 (e-error = 0.241) No 
[66] 2017 M(ave. MAE =2.96); W(ave. MAE = 5.75) Yes 
[67] 2017 M(ave. MAE =3.06); W(ave. MAE = 6.104) No 
[68] 2017 F(MAE = 3.01 MAE); A(AEM = 67.3, AEO = 97.4)  No 
[69] 2017 A(AEM = 67.34 ± 3.56%, AOE = 97.51 ± 0.67%) No 
[70] 2017 M(acc. = 85.30 ± 0.6%) Yes 
[71] 2017 M(MAE = 2.89); F(MAE = 3.31); A(AEM = 60.20±5.3%, AEO = 93.70± 2.3%); C15-validset(e-error = 0.315) No 
[72] 2017 M(MAE = 3.00); LFW(MAE = 4.50) Yes 
[35] 2018 M(MAE = 2.68); F(MAE = 3.09); CACD(MAE = 4.79); A(AEM = 64.00±4.2%, AEO = 96.60±0.9%) No 
[73] 2018 M(MAE = 2.93); CACD (MAE = 5.22); C15-validset(MAE = 3.30, e-error = 0.290) Yes 
[74] 2018 M(MAE = 2.61); A(AEM = 66.49 ± 5.08%); C16-validset(MAE = 3.67, e-error = 0.325); C16-testset(e-error = 0.368) Yes 
[75] 2018 LIFESPAN(MAE = 4.01); FACES (MAE = 5.95) No 
[76] 2018 M(MAE = 2.89); F(MAE = 3.43) No 
[77] 2018 M(MAE = 2.81); F(MAE = 3.05) No 
[78] 2019 M(MAE = 2.87); A(AEM = 63.10 ± 1%, AEO = 96.7 ± 0.4%) No 
[79] 2019 M(MAE = 2.87); F(MAE = 7.08) No 
[80] 2019 M(MAE = 2.75); F(MAE = 3.67) No 
[81] 2019 C15-testset(MAE = 6.031, e-error = 0.441) No 
[82] 2019 Wiki(MAE = 5.47); UTKFace(MAE = 9.54); AgeDB(MAE = 10.01) No 
[83] 2019 M(MAE = 2.92); F(MAE = 3.71); APPARENT-AGE(MAE = 3.95)  No 
[84] 2020 M(MAE = 2.57); F(MAE = 2.98); C15(MAE = 3.58, e-error = 0.285) No 
[85] 2020 M(MAE = 1.90); C15-validset(MAE = 3.05, e-error = 0.274); MegaAge-Asian(CA(7) = 91.64) Yes 
[86] 2020 M(ave. MAE = 2.36); CACD(MAE = 4.48); Webface(MAE = 5.67)  No 
[87] 2020 M(MAE = 2.68); F(MAE = 3.81) No 

[88] 2020 M(MAE = 2.75), F(MAE = 3.44); AgeDB(MAE = 5.69); C15-validset(MAE = 2.93, e-error = 0.258); C15-testset(MAE = 2.71, e-
error = 0.247) No 

[89] 2020 M(MAE = 2.73); F(MAE = 2.71); A(AEM = 65.3%, AEO = 96.3%); MEGAAGE-ASIAN(MAE = 2.81, CA(3)(62.89%), 
CA(5)(82.46%))  No 

M – MORPH; C15 - ChaLearn2015; A – Adience; F – FG-NET; C16 - ChaLearn2016; W – Webface; G – GROUPS. Note that other databases that are not shown in this table but shown in Table III (e.g. I – 
IMDB+WKI) were used for pre-training by the studies. 
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C. Deep Learning Technique Strengths and Weaknesses 
A review of the different deep learning architectural 

networks used in previous studies revealed several techniques 
that are frequently used for face age estimation. Table V 
summarises the network architectures frequently used in the age 
estimation studies reviewed, as well as their strengths and 
weaknesses. As previously stated, the main goal of deep 
learning face age estimation is to find the best method for 
learning the face aging features from a large sample of data and 
then use the information to distinguish the different ages of test 
subjects. Each study’s architecture was chosen based on its 

research aim and objectives, such as the problem(s) to solve that 
can help improve face age classification/estimation/distribution. 
The problems include face detection, landmark localisation, 
optimisation, regression, classification, feature extraction, 
residual learning part, sampling technique, layer size (depth and 
width), discriminative distance, learning speed, training and/or 
testing process and others. This study identified several known 
network architectures that were frequently used in comparison 
to the others [93]. Among these network architectures are the 
following: 

TABLE V.  SUMMARY OF NETWORK ARCHITECTURES MOSTLY USED BY AGE ESTIMATION STUDIES IN THIS SURVEY 

Architecture Background 
(referred from [93]) 

Learning 
Methodology Strength Weakness 

Author(s) that 
Used the 
Architecture 

LeNet - Invented in 1998 by Yann Lecun. 
- First popular CNN architecture. 

Spatial 
exploitation 

- Small and simple design. 
- A good introduction to 
neural networks for 
beginners. 

- Problem to detect all aging 
features. Require extensive training. 
- Speed and accuracy are 
outperformed by newer network 
architecture. 

[45] 

AlexNet 

- Introduced in 2012 at the 
ImageNet Large Scale Visual 
Recognition Challenge. 
- Uses ReLu, dropout and overlap 
pooling. 
- First major CNN model that used 
GPUs for training. 

Spatial 
exploitation 

- Using GPUs for training 
leads to faster training of 
models. 
- ReLu helps lessen the 
loss of features and 
improve model training 
speed. 

- Authors require to find design 
solutions on how to compete with 
other newer network architectures 
that are more accurate and faster. 

[54, 82] 

VGG-Net 

- Visual geometric group (VGG) 
was introduced in 2014. 
- It groups multiple convolution 
layers with smaller kernel sizes. 

Spatial 
exploitation 

- Homogenous topology. 
- Smaller kernels. 
- Good architecture for 
benchmarking face age 
estimation 
- Pre-trained networks for 
VGG-Net are freely 
available. 

- Computationally expensive as 
more layer increases. 
- Face age estimation studies need 
to consider the vanishing gradient 
problem to improve the estimation 
performance. 

[35, 39, 42, 49, 51, 
54, 55, 57, 58, 65, 
73] 

GoogleNet 

- Researchers at Google 
introduced GoogleNet in 2014. 
- Introduced block concept. 
- Split transform and merge idea. 
- In a single layer, multiple types 
of ‘feature extractors’ are present 
to help the network perform better. 

Spatial 
exploitation 

- Trains faster than VGG-
Net. 
- Smaller pre-trained size 
than VGG-Net. 
- Training network has 
many options to solve 
tasks. 

- Heterogeneous topology design 
require face age estimation studies 
to make thorough customisation - 
from module to module. 

[38, 41, 43] 

ResNet 

- Introduced in 2015. 
- Residual learning. 
- Identity mapping-based skip 
connections. 
 

Depth + 
multi-path 

- Capable of skipping 
learned feature(s), 
reducing training time and 
improve accuracy. 
- Solve the vanishing 
gradient problem faced by 
VGG-Net. 
- Possible to train very 
deep networks and 
generalise well. 

- Computationally expensive as 
more layer increases. [69, 71] 

Novel Arch. 

Most designs were 
expanded/modified/or built from 
scratch based on the previously 
available architectures (e.g. 
AlexNet, VGG-Net, etc.) 

- 

- Specialise in learning 
face representation for 
different ages. 
- Improving several parts 
of the network based on 
the study’s aim and 
objectives. 

- Cater to a very specific 
problem(s). 
- Time-consuming when building 
from scratch. 

[42, 43, 44, 46, 47, 
48, 50, 52, 53, 54, 
56, 59, 60, 61, 62, 
63, 64, 65, 66, 67, 
68, 69, 70, 71, 72, 
73, 74, 75, 76, 77, 
78, 79, 80, 81, 82, 
83, 84, 85, 86, 87, 
88, 89] 
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1) LeNet: Yann Lecun invented the LeNet architecture in 
1998 to perform optical character recognition (OCR), and its 
design is smaller and simpler than the rest of the network 
architectures. For beginners, this network is a good way to 
learn neural networks and can be used for face age estimation 
studies, such as in [45]. However, due to its simple design, the 
network requires additional improvement that the designer 
must build from scratch if used for face age estimation. It is 
also outclassed by newer models in terms of speed and 
accuracy when used as is, with no modifications. 

2) AlexNet: Alex Krizhevsky introduced the AlexNet 
architecture in 2012, and it was the first major CNN model to 
use graphics processing units (GPUs) for training, which aided 
in training speed. Meanwhile, ReLu, dropout and overlap 
pooling were used to reduce feature loss and improve training 
speed. This architecture design was used in [54], [82] for face 
age classification and estimation, respectively. Their accuracy 
performance, however, was inferior to that of the model that 
used the LeNet network design [45] (see Table IV). This 
implies that, even though AlexNet is a newer network than 
LeNet, proper modification, structuring, and organisation of 
the AlexNet network are still required to achieve the best face 
age estimation (or classification) performance. 

3) VGG-Net: Introduced in 2014, the VGG model 
improves training accuracy by improving its depth structure. 
The addition of more layers with smaller kernels increases 
nonlinearity, which is good for deep learning. This study 
discovered that VGG-Net is the most commonly used network 
model among the many available (11 papers). One of the 
possible explanations is that the VGG pre-trained networks are 
freely available online. Although it is the best architecture for 
benchmarking on the face age estimation task, the 
performance obtained by studies that used this model is not 
the best, but it is also not the worst. This could be due to the 
vanishing gradient problem, one of the main challenges faced 
when using VGG-Net, which occurs when the number of 
layers exceeds 20, causing the model to fail to converge to the 
minimum error percentage. When this happens, the learning 
rate slows to the point where no changes are made to the 
model’s weights. Furthermore, using VGG-Net can be time-
consuming because the training process can exceed a week, 
especially if it was built from scratch. As a result, when using 
the VGG-Net network for face age estimation, users must 
address the vanishing gradient problem as well as the training 
time. 

4) GoogleNet: A class of architecture designed by Google 
researchers that won ImageNet 2014. Instead of a sequential 
architecture design, GoogleNet opted for a split transform and 
merge design, in which a single layer can have multiple types 
of “feature extractors”. In addition, GoogleNet has a smaller 
pre-trained size and trains faster than VGG-Net [93]. One 
drawback of GoogleNet is that almost every module must be 
customised. As a result, when designing a face age estimation 
using GoogleNet, users must customise from module to 

module. This study discovered that only [38, 40, 41] used this 
network architecture. 

5) ResNet; ResNet was introduced in 2015 and provides 
residual learning to help solve the vanishing gradient problem 
(from the VGG-Net architecture). Furthermore, ResNet can 
have a deeper network (more layers) than VGG-Net while 
avoiding performance degradation. ResNet is a concept in 
which if a feature has already been learned, it can be skipped 
and focus can be given to newer features, thereby improving 
training time and accuracy. On the other hand, the ResNet 
structure design is primarily concerned with how deep the 
structure should be. If ResNet is chosen for face age 
estimation, the designer must consider how the network 
should be structured to learn multiple aging features. Adding 
more layers is one of the common ideas. However, this could 
result in a longer learning time for the model (it can take 
several weeks); therefore, the designer must also account for 
this. This study discovered that only a few face age estimation 
studies used Resnet architecture/concept in their design [69, 
71]. 

6) New Arch: Is a network architecture created by 
expanding previous architectures, modifying them, or building 
the network from scratch. These architectures were created 
specifically to find the best network approach for learning 
how to best estimate age. For example, a facial image with a 
specific age can be affected by facial variations caused by 
external factors, such as lighting, which can lead to a 
neighbouring age category being predicted as the final bias. 
The study in [80] attempted to address this problem by 
proposing a network composed of a generator that could 
generate discriminative hard-examples (taken from extracted 
features done by a deep CNN) to complement the training 
space for robust feature learning and a discriminator that could 
determine the authenticity of the generated sample using a 
pre-trained age ranker [80]. This approach offers designers the 
‘freedom’ to create the best solution to a given problem. The 
designs can be based on available networks and further 
modified to their preferences, rather than being limited to the 
original design architecture. This study found that most of the 
previous studies, particularly those conducted in 2020, tend to 
propose their own architectural network design. However, one 
major drawback of this design approach is that the designer 
may take a long time to modify/create networks when 
compared to using available networks. 

D. Model Performance Evaluation 
Multiple protocols and performance calculations were used 

in the studies to evaluate model performance. Table IV shows 
the performance of the CNN models used in the studies on the 
databases that they were tested on. The evaluation protocol is a 
method for studies to determine the optimal number of training 
and testing datasets for their chosen databases. Meanwhile, the 
performance calculation allows studies to compare the 
estimation/classification/ distribution accuracy of their own 
model to that of others. Because of the numerous ways for 
designing protocols and performance calculations, problems 
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arise when performance is compared on the same database but 
using different evaluation methods, resulting in a unanimous 
'agreement' from most of the studies that specific performance 
calculation(s) should be used for comparison's sake for a 
specific database. Among the performance calculations used to 
evaluate the accuracy of the face age deep learning model are: 

1) Mean absolute error (MAE): a widely used 
performance evaluation for age estimation studies that 
measures the error between the predicted and actual ages. 
MORPH, FG-NET, ChaLearn2015, and ChaLearn2016 are 
examples of databases that used this evaluation method. The 
model performance improves as the MAE value decreases. 

2) E-Error: is the performance calculation used in 
apparent age estimation. This evaluation metric was used to 
compare the performance of studies that used ChaLearn2015 
[32] and ChaLearn2016 [33] datasets. The lower the e-Error, 
the better the performance. 

3) Accuracy of an exact match (AEM): a method of 
calculating accuracy that calculates the percentage of correctly 
estimated/classified age per the total number of test images 
used. This type of evaluation metric was used by the Adience 
database. The higher the AEM value, the better the 
performance. Some studies went so far as to include the 
standard deviation value in their evaluation. 

4) Accuracy error of one age category (AEO): Is another 
type of evaluation metric used on the Adience database, in 
which errors of one age group are also included as correct age 
classifications. The higher the AEO value obtained, the better 
the overall model performance. 

5) Cumulative score (CS): is defined as the percentage of 
images with an error of no more than a certain number of 
years. The evaluation is usually shown as a curve on a graph 
(which is not depicted in this paper), with the x-axis 
representing the error level in years and the y-axis 
representing the cumulative score (in percentage value). This 
type of evaluation performance was sometimes combined with 
the MAE evaluation method in studies that used MORPH, FG-
NET, and other earlier year databases. Meanwhile, studies that 
used the MegaAge-Asian database present some of their 
results in terms of CA(θ), where θ is the allowable age error 
corresponding to the cumulative accuracy, which several of 
them are shown in Table IV. 

Because the studies reviewed from 2015-2020 (see 
Table IV) used different databases, analysing and comparing 
their performance progress was difficult. Therefore, only the 
most frequently used databases were chosen and averaged to 
create a line chart depicting the performance progress of face 
age research from 2015-2020. Fig. 5 illustrates the average 
yearly performance for two different databases: MORPH and 
FG-NET. As shown in Fig. 5, the MAE values for the MORPH 
database decreased from 2015-2020, but not for FG-NET. The 
chart may imply that models applied to the MORPH database 
improved over six years, whereas FG-NET did not. Table VI 
shows the average MAE and its standard deviation for each 

year; the improvement might be valid for MORPH since most 
of the standard deviation obtained is low (< 0.3). However, the 
implication for FG-NET may be invalid because only a few 
studies used this database in 2015-2016. Most of the standard 
deviation for 2017-2020 is high (> 0.4), meaning that the MAE 
results obtained by the different studies are too wide apart. 
Among other databases, the performance of the MOPRH 
database appears to be the best. The samples captured in a 
controlled environment help the models to better identify aging 
features because unwanted factors are absent (e.g occlusion). 
Meanwhile, the low quantity (1,002 images) and low quality 
(old images captured in an uncontrolled environment) samples 
of FG-NET might hinder the CNN model learning process in 
the studies. Nonetheless, some studies were able to obtain low 
MAE values using the FG-NET database: [62] MAE = 2.00 and 
[89] MAE = 2.71. 

Regarding publishers, from 2015-2020 (see Fig. 6), IEEE is 
the publisher with the highest reviewed papers in this study. 
Elsevier is in second place, and Springer is in third. The bar 
chart in Fig. 6 shows that the number of published papers 
increased in 2016, but then declined until 2018, and then 
remained relatively low until 2020. The figure seems to imply 
that the deep learning approach is becoming less attractive to 
the face age research community, but this is most likely not the 
case. When a more robust, advanced, and practical deep 
learning technique becomes available, a resurgence may occur. 

 
Fig. 5. Line Chart Shows Face Age Research's Performance Progress from 

2015-2020 for MORPH and FG-NET (based on Table VI). 
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Fig. 6. Publishers and Frequency of Publication of Deep Learning Face Age 

Estimation Papers, Including Publication Year (based on Table III). 

TABLE VI.  PERFORMANCE PROGRESS OF FACE AGE RESEARCH FROM 
2015-2020 FOR MORPH AND FG-NET DATABASES 

Year  
MORPH FG-NET 
MAE (std. deviation) MAE (std. deviation) 

2015 4.09 (0.61) 4.26 (-) 
2016 3.18 (0.28) 2.8 (-) 
2017 2.87 (0.29) 3.11 (0.63) 
2018 2.78 (0.14) 3.19 (0.21) 
2019 2.85 (0.07) 4.82 (1.96) 
2020 2.50 (0.33) 3.24 (0.49) 

VI. OPEN ISSUES 
As mentioned in the facial aging section, different ethnic 

subjects age differently, which means that a 20-year-old White 
subject would look older than a 20-year-old Asian. More 
research into the effects of ethnicity on face age estimation is 
needed. However, most studies focus only on primary aging 
features, such as face shape and aging wrinkles, and ignore 
secondary ones, such as racial facing aging traits. There are two 
possible reasons why studies did not take ethnic traits into 
account. The first is the perception that secondary aging features 
are non-essential for better model performance. A few CNN 
face age estimation studies have disproved the perception that 
race is unimportant. The second possible reason is that the lack 
of race variety in most databases causes researchers to overlook 
racial traits as one of the aging estimation problems in the first 
place. 

Among papers reviewed, only seven considered ethnicity 
traits in the face age estimation experiment [52, 66, 70, 72, 73, 
74, 85]. Studies in [52, 66, 70] considered ethnicity in the model 
learning performance and discovered that it does improve age 
estimation. However, these studies did not investigate the 
influence of racial traits on effectiveness in facial age 
estimation. Meanwhile, the study in [73] inferred that 
performance would improve if both gender and race 
information were included. Another study [74] discovered that 
gender and race could easily affect its age estimation model. 
Combining all of the age, gender, and race features further 
improved the age estimation performance of the model. Lastly, 
[85] explored the impact of ethnicity and gender on age 

estimation, stating that having more samples for a specific 
ethnic can increase age estimation accuracy. These studies 
suggest that the CNN model can be further improved if the 
overall framework takes ethnicity into account first. When a 
large number of samples are available, CNN models perform 
better at discovering significant aging features, as this also 
improves the learning of racial aging traits. 

Meanwhile, other studies on face age estimation that used 
machine learning rather than CNN have demonstrated the 
importance of ethnic aging traits. Ricanek et al. [94], for 
example, investigated the ethnicity of the subject and introduced 
the least angle regression (LAR) method, which was conducted 
on three databases: MORPH, FG-NET, and PAL, with five 
races included (African-American, Asian, Caucasian, Hispanic, 
and Indian). In another study, Akinyemi and Onifade [95] 
improved the performance of their model by incorporating 
ethnic parameters for African and Caucasian people into the 
GroupWise age ranking model. The FG-NET and FAGE 
databases were used in their experiment. FAGE is a locally 
collected dataset of 238 images of 209 black (African) 
individuals aged 0 to 41 years. 

Shin et al. [96] presented an age estimation system that 
considered ethnic differences for Asians and Non-Asians using 
CNN and support vector machine (SVM). The proposed age 
estimation system outperformed the standard system when 
trained on an ethnicity-biased database. The study relied on 
LFW [90] and its samples, with Asians in the datasets 
consisting of Korean, Japanese, and Chinese web celebrities 
[96]. Several other studies, however, were unable to investigate 
their approach further due to a lack of multiple races in their 
datasets [94, 95, 96]. Hence, the importance of having more 
race variety in databases is demonstrated. 

Table III shows that the databases in the deep learning age 
estimation model mostly favour Caucasian subjects. The race 
variety in the databases is imbalanced; in most databases, the 
Caucasian/White subjects are always the majority, while other 
races are either underrepresented or missing. Moreover, some of 
the databases with large samples and multiple races have no 
information on the subjects’ ethnicity. There are only a few 
ethnic-specific databases, such as AFAD, IMFDB, and Iranian 
Face available. It would be beneficial to have more multiple 
ethnic databases with large samples and races that are evenly 
distributed. 

VII. DISCUSSION AND SUGGESTION 
The first problem to address is the negative perception that 

ethnicity is not a critical aging factor. Researchers should be 
informed more about the importance of ethnic traits in the aging 
face; thus, this paper aimed to raise awareness on this to others. 
Moreover, face age estimation research should be expanded; 
more researchers should consider the secondary aging traits 
when building CNN face age estimation models. The research 
scope should not be limited to primary aging features (face 
shape and aging wrinkles) but also expanded to secondary 
features that can help distinguish unique aging traits that occur 
only in specific races. One suggestion is to create a framework 
for organising different racial samples in a database before 
being used for a CNN model. The steps of the framework are as 
follow: 
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1) First, decide on the number of races to be included in 
the study and then collect as many samples as possible for 
each race while ensuring the samples are similar in quantity. 
This may require the creation of multiple databases with 
various ethnicities (e.g. using MORPH [25], IMFDB [16], 
Iranian face [15], and MEGAAGE-ASIAN [89] databases 
together). Because CNN would be the model approach, having 
a large sample size would not be an issue for the CNN 
learning process - it is required. The study must also decide 
whether to use all samples or specific ones based on the 
research aim and objective(s). 

2) Next, apply the necessary image processing to the 
sample images, such as face detection, face landmark, and 
face alignment. 

3) Each database’s estimation performance is evaluated 
using an evaluation protocol. Multiple ethnic subjects from 
chosen databases are mixed and segregated into specific 
training and test sets when accounting for ethnicity in age 
estimation. The ethnic effect analysis requires two protocols: 
one that considers ethnicity and one that does not. The first 
protocol requires different ethnic subjects within these sets to 
be divided equally in quantity. Training and testing, for 
example, take up 80% and 20% of the total samples, 
respectively. When the samples are made up of two races (e.g. 
Caucasian and Asian), half of the training samples should be 
Caucasian and the other half should be Asian. Similarly with 
the test samples – half is Caucasian, and another half is Asian. 
The second protocol is similar to the first, except that the 
different ethnic subjects are split randomly rather than equally. 

4) Afterwards, run the samples into the CNN model and 
analyse the result in terms of the ethnicity's effect on the 
overall age estimation. Search for any significant finding 
regarding the ethnicities traits that can be exploited in future 
age estimation studies. 

Fig. 7 shows the proposed framework for studying CNN 
face age estimation while considering the ethnicities of the 
subjects. This framework can guide future face age estimation 
studies that use either the deep learning approach or the 
standard machine learning approach. 

The review of the papers revealed that most studies did not 
consider using other ethnic-specific databases (e.g. Iranian [15], 
Indian [16]), even though these databases are available for use 
(see Table I). Benchmark databases like MORPH and FG-NET 
are more preferred because it is safer since these databases are 
frequently used and have long been used for comparison; thus, 
making it easy to perform comparative analysis. Nevertheless, 
using only the same benchmark databases and ignoring other 
available ethnic-specific databases can pose a risk, which will 
hinder the face age estimation research's progress in 
understanding the overall ethnic factor in facial aging process. 
Suppose various databases are continuously and increasingly 
used throughout the years. There will be enough results to allow 
meaningful comparison between studies, resulting in new 
benchmark databases that can be used and compared in the 
future. 

 
Fig. 7. Framework for Organising Different Racial Samples for CNN Face 

Age Estimation Study - Subject's Ethnicity Accounted for. 

Although many public databases are available for face age 
estimation studies, very few are non-Caucasian/non-White 
databases. Accordingly, two suggestions could enable the 
collection of more ethnic-specific samples; either for private or 
public use: 

1) Organise an ethnic-biased age estimation contest and 
develop an ethnic-specific dataset like how it was done for the 
ICCV 2015 ChaLearn [32] challenge dataset. This approach 
can help increase ethnic-biased age estimation studies from 
contestants and ethnic-specific database usage (e.g. AFAD, 
IMFDB, and Iranian database). These databases may become 
benchmark databases themselves later on. 

2) In dangerous times, such as the current COVID-19 
pandemic, most work and communication are now done 
online. Governments, businesses, educational institutions, 
medical institutions, and others are now using communication 
platforms for videoconferencing, online meetings, workspace 
chat, online classes, and even file sharing. One of the 
communication platform's primary functions is video 
streaming, which can accommodate up to nine people (or 
more) concurrently. This video streaming function allows 
researchers to organise a video conference for a group of 
volunteers to collect ethnic-specific samples for face age 
studies by capturing volunteers' face images during video 
streaming. Researchers must first decide whether to collect 
samples in a controlled/uncontrolled environment, for 
example, by requesting volunteers to standardise their 
background colours (use one colour) and stand still while 
researchers prepare to capture their faces (controlled 
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environment). Researchers must also decide whether to 
capture a single face image or multiple faces at once. 
However, the size and quality of the faces in the video may 
differ between users. Therefore, this should be taken into 
account when trying to use this approach to collect samples 
from volunteers, which can be co-workers or students (if the 
researcher is also an educator). Moreover, additional 
information about volunteers, such as their age and ethnicity, 
can be directly requested and recorded for research purposes. 
Microsoft Teams, Zoom, and Google Meet are some of the 
communication platforms that are available for use. Fig. 8 
shows an example of captured face images using Microsoft 
Teams (single face or multiple faces). 

When collecting samples, likely, some people would not be 
willing to help or give any personal information. Therefore, 
proper planning on target subjects selection before collecting 
their face images is required. 

 
Fig. 8. Samples of Face Images - Captured using Microsoft Teams (Images 

taken from [97]). 

It would be interesting to develop the suggested model 
framework with different ethnic races for face age recognition. 
Significant racial traits might be discovered, which can further 
distinguish the aging processes between different ethnic people. 
This discovery could further improve the understanding of 
racial aging traits, particularly concerning the face and the 
development of a model that can learn and identify those traits. 
Additionally, using the suggested sample collection method to 
collect and capture own samples may help ease the collection 
process. Aside from face age studies, the collected face 
images/samples can also be used for other facial image studies, 
such as emotion recognition and ethnic recognition. These 
suggestions, however, are beyond the scope of this study and 
will be considered in future research. 

VIII. CONCLUSION 
The analysis in this paper focused on ethnic consideration in 

the dataset used for the last six years for accurate age estimation 
using the deep learning approach. This paper specifically 
analysed 53 papers on deep learning face age estimation, model 
performance, selected databases, and whether or not any face 
ethnicity traits analysis was performed when estimating age. 
This paper also highlighted 19 database papers that promote the 
use of publicly available databases for age estimation research, 
as well as information on multiple database ethnicities. 
Although the deep learning approach improves face age 
estimation over time, it can be further enhanced by 
understanding how ethnicity affects face age estimation and 
designing an evaluation protocol that takes the subjects’ ethnic 
traits into account. Moreover, a sizeable multi-racial database is 
needed for the investigation of aging in different ethnic groups. 
Therefore, it is crucial to collect the necessary information to 
create an extensive database with well-distributed age and 
ethnic labels. Suggestions for capturing samples were also 
provided to help researchers in increasing their ethnic-specific 
samples for private or public use. 

IX. FUTURE DIRECTION 
Making the collected ethnic-specific samples public and 

sharing them via web image collection sites can increase 
interest in conducting more ethnicity-based face age estimation 
research. More robust deep learning face age estimation models 
can be developed by performing more such studies, sample 
collection, and analyses in the future. Future research could also 
discover significant racial traits that could help distinguish 
unique aging patterns used to solve racial face age estimation 
problems in real-life applications. Proper planning and key 
considerations must be made when collecting samples, such as 
ensuring personal data privacy or a subject’s consent. 
Additionally, it would be good to reiterate the benefit of having 
more samples for studies beyond facial age recognition. 
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Abstract—This study talks about how data mining can be 

used for sales forecasting in retail sales and demand prediction. 

Prediction of sales is a crucial task which determines the success 

of any organization in the long run. There are various techniques 

available for predicting the sales of a supermarket such as Time 

Series Algorithm, Regression Techniques, Association rule etc. In 

this paper, a comparative analysis of some of the Supervised 

Machine Learning Techniques have been done such as Multiple 

Linear Regression Algorithm, Random Forest Regression 

Algorithm, K-NN Algorithm, Support Vector Machine (SVM) 

Algorithm and Extra Tree Regression to build a prediction 

model and precisely estimate possible sales of 45 retail outlets of 

Walmart store which are at different geographical locations. 

Walmart is one of the foremost stores across the world and thus 

authors would like to predict the sales accurately. Certain events 

and holidays affect the sales periodically, which sometimes can 

also be on a daily basis. The forecast of probable sales is based on 

a combination of features such as previous sales data, 

promotional events, holiday week, temperature, fuel price, CPI 

i.e., Consumer Price Index and Unemployment rate in the state. 

The data is collected from 45 outlets of Walmart and the 

prediction about the sales of Walmart was done using various 

Supervised Machine Learning Techniques. The contribution of 

this paper is to help the business owners decide which approach 

to follow while trying to predict the sales of their Supermarket 

taken into account different scenarios including temperature, 

holidays, fuel price, etc. This will help them in deciding the 

promotional and marketing strategy for their products. 

Keywords—Sales forecasting; linear regression; random forest 

regression; KNN regression algorithm; SVM algorithm; supervised 

machine learning techniques 

I. INTRODUCTION 

Retail is considered as one of the most significant and fast-
growing business domains in data science field because of its 
high-volume data and abundant optimization challenges for 
example, ideal prices, recommendations, discounts, stock 
levels which can be resolved by using different data analysis 
methods. When it comes to predicting the sales of 
commodities, it gets quite challenging in today‘s stimulating 
and ever-changing business environment. Only a few 
enhancements while sales prediction could help retailers in 
depressing operational costs and improving sales. And it could 
result in more customer satisfaction [1]. Prediction of correct 
sales at every outlet of retail is important for the 
accomplishment of each retailing company as it aids in 
management of inventory, results in right distribution of 
products across various stores, solves the problem of over and 

under stocking at each store in order to minimize losses, and 
maximize sales and satisfaction of customers [2]. Since there 
are many factors that come into play when one has to predict 
the sales, it has become a challenging issue to solve for all 
retail companies [3]. To add on, sales can also depend on a 
diversity of external factors such as weather, seasonal trends 
happening in a place where the store is located, competition 
from other retail stores and online shopping etc. It may include 
internal actions for example, promotions, discounts, pricing 
etc., which add to the intricacy of the problem. 

There are various Machine Learning techniques which 
could be used for forecasting the sales of a Supermarket. 
Random Forest Regression is a supervised learning algorithm 
which incorporates ensemble learning method in it which helps 
in doing forecasting. A Random Forest works by constructing 
several decision trees first during the course of training and 
using the mean of the classes as the output for prediction of all 
the trees. A prediction from Random Forest Regressor is 
generated by taking an average of all the predictions produced 
by trees in the forest, which will increase the accuracy of the 
prediction. K-NN Regression is a technique that uses feature 
similarity to predict the value of a new data point. The new 
value is predicted based on how closely it lies to the points in 
the training dataset. SVR is a Supervised learning algorithm 
and works on the principle of Support Vector Machine. It is 
used in determining the best line of fit which has maximum no. 
of points lying on it. Extra Tree Regression is also an ensemble 
learning model with very minor difference to Random Forest 
Technique. Random Forest uses the replica of bootstrap i.e., 
doing the sub-sample of input data with replacement whereas 
Extra Tree Regressor takes into account the entire original 
sample of data. One for difference between the two techniques 
is selection of cut point. Extra Tree techniques choose the cut 
points randomly; however, Random Forest selects the optimum 
split. 

After studying the literature related to Sales Forecasting, 
the methodology adopted has been defined. The model has 
been trained on various ML Algorithms such as Linear 
Regression, Random Forest Regression, KNN Regression, 
SVR and Extra Tree Regression. The Results obtained from 
each of the model have been discussed and finally the 
conclusion is obtained. 

II. LITERATURE REVIEW 

Microsoft Time Series Algorithm [4] provides regression 
algorithms that are optimized for forecasting of continuous 
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values such as product sales or demand over time. If one has to 
forecast for continuous variables like product sales, demand 
over time using regression algorithms Microsoft time series 
algorithm will help in that. It will not need any new additional 
columns to predict trends unlike decision tree algorithm, which 
can be considered as one of the significant advantages of Time 
Series Algorithm. It is capable of predicting any anomalies that 
we can face in the sales/demand based on the source data set 
that is fed into the model. As data keeps growing, one can 
simply update the data that is being used as input to the model, 
and the model will incorporate that and predicts accordingly. 
Cross Prediction can be performed using the Microsoft Time 
Series algorithm which is one of its unique features. The 
algorithm can be trained with two different, but related data 
sets or series, and the resulting model will be able to predict the 
outcome of one series based on the behavior of the other series 
by understanding the co-relation existing between them. For 
example, let‘s consider the problem statement as observed 
sales of one car can influence the forecasted sales of another 
car. Working of the Algorithm: When data related this 
problem, statement is given to the time series, it will be using 
Autoregressive Tree Models with Cross Prediction (ARTXP) 
and also Autoregressive Integrated Moving Average (ARIMA) 
and then combines the output of both algorithms which will 
help in improving the prediction accuracy. When it comes to 
predicting something for short-term, ARTXP algorithm will be 
used and for long-term predictions ARIMA. 

Linear Regression [5] is a technique to model the 
relationships between two variables by fitting a linear equation 
to observed data. One variable is termed as explanatory 
variable (predictor) and the other variable is the dependent 
variable (target). It is about finding the best line of fit for 
training as well as testing data. This technique has been used in 
predicting the demand of commodities by analyzing the sales 
of the stores. Sales Forecasting is an important aspect in 
Production and Supply Chain Management [6]. KNN 
Regression is a regression technique uses the similarity 
measure to predict the values after analyzing the past cases 
data. It extracts the features from the data and uses ‗feature 
similarity‘ in order to predict the values of new data points. 
The value of new data is assigned by calculating the average of 
the nearest neighbors of the new data point. The other approach 
to KNN is by calculating an inverse distance weighted average 
of the K-nearest neighbors. It uses same distance functions as 
used for Classification – Euclidean, Minkowski and 
Manhattan. Association Rule Discovery [7]; because of its 
wide application, Association Rule Discovery has become a 
trending topic in Data Mining. It finds the frequent patterns 
among the datasets. The aim of Association rule mining is to 
extract interesting relations, common patterns, and correlations 
among sets of items in the data repositories. For Example, it 
can be seen that 80% of the customers in India who buy 
Mobile Phones also buy Headsets for better music quality. 
Shelke et al. [8] has discussed various Machine Learning 
algorithms which can be applied in multiple sectors of industry 
such as retail, marketing, logistics etc. based on the 
requirement. It concluded the study by indicating that Rule 
Induction (RI) is the most frequently used ML technique in 
data mining [9] [10]. The previous study on sales prediction 
have been performed using regression techniques as well as 

boosting techniques and boosting algorithms have resulted in 
better results as compared to regression techniques [11]. Zhan-
Li Sun et.al [12] has used a neural network technique known as 
Extreme Learning Machine (ELM) to find out the relationship 
between sales amount and few crucial factors which affect 
demand using a real time dataset and found that their model 
outperform over the other sales forecasting methods using back 
propagation neural networks. Non-linear models are compared 
with linear model for sales forecasting and it was observed that 
neural networks perform well with de-seasonalized time series 
data whereas Regression models are effective with seasonal 
dummy variables [13]. Fashion Retail Industry has been 
considered as the most difficult in terms of predicting the sales 
due to shorter life span of products as the taste of the customer 
keeps changing. Statistical techniques have been applied to 
predict the sales such as Bayesian analysis, Exponential 
smoothening etc. Also, forecasting has been done using AI 
Methods of Artificial Neural Networks (ANN) and 
Evolutionary Neural Networks (ENN) [14]. Thomassey et al. 
[15] has proposed a forecasting model based on hybrid 
approach of combining fuzzy logic, neural networks, and 
evolutionary procedures. Manpreet et al. [16] have considered 
big data perspective while predicting the sales of Walmart. He 
has used the technologies such as Python API and Scala of the 
Spark framework. 

Data is of no use if it cannot be examined, understood and 
applied in some context [17]. Harsoor and Patil et al. [18] have 
predicted the sales of Walmart stores using Big data 
applications such as Hadoop, MapReduce and Hive. For the 
purpose of analyses and visualizing of data, tools such as 
Hadoop Distributed File Systems (HDFS) [19], Hadoop Map 
Reduce Framework [20] and Apache Spark along with Scala, 
Python high level programming environments are used. Katal, 
Wazid and Goudar et al. [21] proposed Parallel programming 
like Distributed File System, Map Reduce and Spark as the 
prominent tools for dealing with Big Data. Sharma, Chauhan 
and Kishore did a comparative study between Hadoop, 
MapReduce and Spark and concluded that Spark is much better 
option for analyzing Big Data [22]. Spark has proven to be 100 
times faster than other techniques of data analysis [23]. Omar 
et al. [24] has inspected the Back Propagation Neural Network 
for forecasting the sales of Walmart. 

After studying the literature available for Sales Forecasting 
in various industries, it was identified that various algorithms 
have been used and the choice of algorithm is extremely 
crucial based on the dataset on which forecasting has to be 
made. For the data of short time period, statistical models could 
be used but they may not perform well with Big Data and thus, 
technologies such as Hadoop Distributed File System or Map 
Reduce is a better choice. This paper will help the retailers to 
decide which Machine Learning Algorithm will serve their 
purpose of sales forecasting without involving into the 
complexities of first choosing the algorithm and then 
implementing it. 

III. METHODOLOGY 

Here, the aim is to predict the sales of Walmart store using 
various Supervised ML Algorithms. The algorithms used are 
Linear Regression, Random Forest Regression, K-NN 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

104 | P a g e  

www.ijacsa.thesai.org 

Regression, Support Vector Machine and Extra Tree 
Regression as shown in Fig. 1. Linear Regression has been 
used for predicting the sales of several commodities in 
Walmart taking in consideration factors such as previous sales, 
Holiday week, Fuel price in that week, Unemployment rate etc. 
Considered the dataset of 45 retail outlets of Walmart store and 
did cleaning of data using Python. Further the dataset was 
divided into Training Data and Testing Data in the ratio of 

80:20. Post that, Data Pre processing techniques have been 
applied in order make the data ready for feeding into the 
models. After feature selection, the model was trained and then 
the test data was given as an input and feature measurement 
has been performed. Lastly, the input was given to different 
model built for various algorithms and accuracy scores were 
obtained. 

 

Fig. 1. Proposed Methodology. 

 

Fig. 2. Walmart Data Set for 45 Stores. 
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A. Dataset and Experiment Discussion 

The sales data which is considered for prediction model has 
been taken from 45 stores of Walmart. The historical data 
taken for prediction covers sales from February 5, 2010 to 
November 1, 2012 [25]. There are 3 separate data files 
corresponding to each year and the accuracy of models has 
been calculated accordingly. 

The data set which is considered for the study contains the 
following fields: 

1) Store - the number of stores as 45 stores are 

considered. 

2) Date – We have considered date as the first date of the 

week of sales for time series forecasting. 

3) Weekly Sales – Weekly sales for the given store. 

4) Holiday Flag – to determine if the week is a special 

holiday week. It shows 1 for Holiday week and 0 for Non-

holiday week. This will help in understanding the trends 

during the holidays.  

5) Temperature – Temperature recorded on the day of 

sale. 

6) Fuel Price – Cost of fuel in the region where the store 

is located. 

7) CPI – Dominant consumer price index. 

8) Unemployment – Dominant unemployment rate in the 

region where store is present. 

Fig. 2 shows the snapshot of the dataset of Walmart   store. 

Following are the steps which are followed for 
experimentation: 

1) The first step is importing the necessary libraries which 

would be used for building the model such as numpy, pandas, 

matplotlib, seaborn. 

2) After that, loaded the dataset for every year 2010, 2011 

and 2012 respectively to the IDE. 

3) Once data has been loaded, prepared the data for 

experiment by converting date to datetime format. 

4) Checked if there are any missing or null values. 

5) Then, splitted the date column and created 3 columns 

namely day, month and year. 

6) For building the prediction model, found outliers in the 

data by plotting Temperature, Fuel Price, CPI and 

Unemployment on X- axis. 

7) The next step was to drop the outliers and considered 

the range in which outliers does not fall. 

8) Then, again checked if the plot looks fine without 

outliers. 

9) Imported sklearn library for building the model and 

selected features and target for X and Y axis to predict the 

sales. 

10) Splitted the data into training and testing set in the ratio 

of 80:20. 

11) Used Linear Regression, Random Forest Regressor, 

KNN Regressor, SVR, Extra Tree Regressor to predict the 

sales of Walmart store along Y-axis to do comparative 

analysis of Prediction Model. 

12) Calculated the errors in the Prediction Model by 

finding Mean Absolute Error, Mean Squared Error and Root 

Mean Squared Error. 

IV. RESULT 

The results obtained from the prediction models fed with 
datasets of three years 2010, 2011 and 2012 have been 
summarized below in Tables I, II and III, respectively. 

From the Tables I, II and III, it has been observed that the 
Mean Absolute Error is highest in case of Support Vector 
Regression for all the three years and minimum in case of 
Extra Tree Regression. Mean Absolute Error is the average 
magnitude of the error in prediction set. It is the average over 
the test sample of absolute difference between prediction and 
actual observation. 

TABLE I. STATISTICAL MEASURES FOR DATASET OF YEAR 2010 

Algorithms Mean Absolute Error Mean Squared Error Root Mean Squared Error 

Linear Regression 424421.93 251400879887.53 501398.92 

Random Forest Regression 80396.14 25126954749.18 158514.84 

KNN Regression 281135.23 131980791838.85 363291.60 

Support Vector Regressor 470857.85 320200129812.73 565862.28 

Extra Tree Regression 48281.35 5534368506.39 74393.33 

TABLE II. STATISTICAL MEASURES FOR DATASET OF YEAR 2011 

Algorithms Mean Absolute Error Mean Squared Error Root Mean Squared Error 

Linear Regression 409909.51 235782880216.47 485574.79 

Random Forest Regression 43811.57 4031635222.35 63495.15 

KNN Regression 272092.75 123596844025.18 351563.42 

Support Vector Regressor 430737.43 267243666430.57 516956.15 

Extra Tree Regression 42752.07 3840250218.75 61969.75 
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TABLE III. STATISTICAL MEASURES FOR DATASET OF YEAR 2012 

Algorithms Mean Absolute Error Mean Squared Error Root Mean Squared Error 

Linear Regression 447155.52 269282898979.58 518924.75 

Random Forest Regression 50487.45 9118432907.22 95490.48 

KNN Regression 272433.64 122911201809.44 350586.93 

Support Vector Regressor 474953.02 311212134485.71 557863.90 

Extra Tree Regression 42218.75 3952869757.58 62871.85 

Root Mean Squared error is the square root of the average 
of squared differences between predicted and actual 
observation. It is least in case of Extra Tree Regression as 
compared to other Regression Techniques. 

Before building the prediction model, the outliers in the 
dataset have been identified and removed. Fig. 3 to Fig. 6 
visualizes outlier detection for the datasets of year 2010, 2011 
and 2012. Among these, Fig. 3, Fig. 4 and Fig. 6 depict the 
presence of outliers in Temperature data, Fuel Price data and 
Unemployment data respectively. Fig. 5 depicts that there is no 
outlier in Consumer Price Index. 

After finding out the outliers, the next step was to remove 
the outliers for feeding the input to the Prediction model. 

Fig. 7, 12 and 17 are obtained after performing Linear 
Regression on the data for the year 2010, 2011 and 2012 
respectively. However, it has been observed that for all the 
three datasets the graph looks scattered and thus it is not 
advisable to predict the sales using Linear Regression Model. 

 

Fig. 3. Outlier in Temperature. 

 

Fig. 4. Outliers Present in Fuel Price. 

 

Fig. 5. No Outliers in CPI. 

 

Fig. 6. Outliers Present in Unemployment. 

Fig. 8, 13 and 18 forecasts the sales of the products in 
Walmart Store using Random Forest Technique against the 
weekly sales of the stores. Various factors taken into 
consideration on X-axis are Store number, Fuel Price, 
Unemployment, CPI, day, month and year. The graph in this 
case is almost concentrated on the best line of it and Random 
Forest provides good accuracy scores for all 3 datasets. 

Fig. 9, 14 and 19 forecasts the sales using KNN Regression 
Technique. The graph is not much concentrated but it performs 
better than Linear Regression and provides the accuracy of 
around 50 to 60%. 

Fig. 10, 15 and 20 are obtained after applying Support 
Vector Regression technique and it clearly demonstrate the 
worst performance amongst all other techniques used for 
predicting the sales of Walmart store. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

107 | P a g e  

www.ijacsa.thesai.org 

Fig. 11, 16 and 21 are obtained after predicting the sales 
from Extra Tree Regressor Model and it performed best 
amongst all the models discussed so far. The graph looks 
somewhat similar to Random Forest Technique however, it is 
more accurate and all the data points are almost falling on the 
best of fir providing the accuracy of 98% in all three cases. 
This is because both these techniques use ensemble model of 
learning and averages the output obtained from several 
decision trees to provide better performance. 

Results obtained for 2010 year dataset are shown below. 

 

Fig. 7. Sales Prediction using Linear Regression Model (2010). 

 

Fig. 8. Sales Prediction using Random Forest Regression Model (2010). 

 

Fig. 9. Sales Prediction using KNN Regression Model (2010). 

 

Fig. 10. Sales Prediction using SVR Model (2010). 

 

Fig. 11. Sales Prediction using Extra Tree (2010). 

The results obtained for the dataset of year 2011 are as 
follows: 

 

Fig. 12. Sales Prediction using Linear Regression Model (2011). 
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Fig. 13. Sales Prediction using Random Forest Regression Model (2011). 

 

Fig. 14. Sales Prediction using KNN Regression Model (2011). 

 

Fig. 15. Sales Prediction using SVR Model (2011). 

 

Fig. 16. Sales Prediction using Extra Tree (2011). 

The below graphs are obtained for the data of year 2012: 

 

Fig. 17. Sales Prediction using Linear Regression Model (2012). 

 

Fig. 18. Sales Prediction using Random Forest Regression Model (2012). 
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Fig. 19. Sales Prediction using KNN Regression Model (2012). 

 

Fig. 20. Sales Prediction using SVR Model (2012). 

 

Fig. 21. Sales Prediction using Extra Tree (2012). 

From the Tables IV, V and VI, it is evident that Support 
Vector Regression model is the poorest and could not predict 
the sales of Walmart stores correctly. However, Extra Tree 
Regression Model performs best on the data for all three years 
when compared to other supervised Machine Learning 
techniques and predicts the sales with 98% accuracy and thus 
could be relied upon for Sales forecasting when the parameters 
considered are Fuel Price, Unemployment, Holiday and CPI. 

TABLE IV. PERFORMANCE METRICS FOR YEAR 2010 

Performance Metric Name 
Linear Regression 

Score 

Random Forest 

Score 

KNN Regression 

Score 
SVR Score 

Extra Tree 

Regression Score 

Accuracy 13.95% 92.73% 
57.00% - 4.32% 98.20% 

TABLE V. PERFORMANCE METRICS FOR YEAR 2011 

Performance Metric Name 
Linear Regression 

Score 

Random Forest 

Score 

KNN Regression 

Score 
SVR Score 

Extra Tree 

Regression Score 

Accuracy 10.23% 98.45% 
52.71% - 2.24% 98.53% 

TABLE VI. PERFORMANCE METRICS FOR YEAR 2012 

Performance Metric Name 
Linear Regression 

Score 

Random Forest 

Score 

KNN Regression 

Score 
SVR Score 

Extra Tree 

Regression Score 

Accuracy 14.15% 97.01% 
59.77% - 1.85% 98.70% 
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V. DISCUSSION 

Based on the above experimentation, it has been observed 
that Simple Regression techniques for building the prediction 
models may not be the best choice for sales prediction if the 
management is trying to predict the sales for lesser duration 
and have historical data only for few years. This is because the  
accuracy is good only for ensemble learning techniques which 
involves averaging of results obtained from multiple decision 
trees. Therefore, the business owner should choose Ensemble 
Learning Models. 

One limitation of this study is that based on the variance in 
training data, the predictions obtained from a specific 
algorithm may vary. So, the owner has to decide the algorithm 
effectively given his requirements. 

VI. CONCLUSION 

Based on the dataset used, it can be said that Extra Tree 
Regression Technique is the best to predict the sales of 
Walmart Store in future followed by Random Forest 
Regression Technique. This result could be useful for other 
retail store owners as well in order to determine their sales and 
they could directly opt for Sales Prediction using Extra Tree 
Regression Technique or Random Forest Approach rather than 
spending time in doing analysis using other Supervised 
Machine Learning Algorithms. The other retailers could also 
be benefitted by doing the demand analysis on the similar 
grounds. This study contributed in understanding the fact that 
external factors, such as Unemployment rate, Holiday Week, 
CPI, etc. also plays a vital role while predicting the sales of any 
retail store. 
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Abstract—Drug use is very detrimental to the physical and 

psychological health of users. Drug abuse also causes addiction 

and is a global epidemic. Therefore it is not surprising that 

scientific research related to drugs has attracted attention for 

research. However, many factors become obstacles in the medical 

services of the drug user, including cost, flexibility, and a slow 

process. Meanwhile, electronic systems can speed up handling 

time, improve work efficiency, save costs and reduce inspection 

errors. It means that a breakthrough is needed in developing a 

platform that can identify drug users. Therefore, this research 

aims to build machine learning with expertise like an expert who 

can diagnose drug users and distinguish the types of drugs used 

by drug users. The expert system on machine learning was 

developed using the Forward Chaining and Certainty Factor 

methods. This study concludes that the expert system on machine 

learning developed can be used to diagnose drug users and 

distinguish the types of drugs used with an accuracy of up to 

80%. The implications of the expert system on machine learning 

are an alternative method for narcotics officers and medical 

doctors in diagnosing drug users and the types of drugs used. 

Keywords—Machine learning; drug; expert system; forward 

chaining; certainty factor 

I. INTRODUCTION 

Social environment factors have influenced others to 
engage in drug use [1] [2]. Adult figures who are addicted to 
drugs have a great influence on the behavior of others to 
become addicted [3]. Poor, low skills, life pressure, anxiety, 
and deviant behavior are factors that also lead to drug use [3]. 
Relaxing, drinking, staying up late, increasing enthusiasm, and 
relieving stress are other triggering factors for many drug use 
among young people [4]. Drug use, including amphetamines, 
marijuana, cocaine, heroin, and the like, are a major public 
health problem in physiological symptoms, resulting in 
behavioral changes, cognitive problems, and mental health [5]. 
Drug use also affects the physiology and behavior of future 
generations [2]. 

Drug abuse causes physical dependence (addiction) or 
relapse to continuously consume [6], although it has resulted 
in physical and psychological problems [6]. The previous 
research shows that drug users are very high [7] [1] and 
increasing globally [8]. Drug abuse has become a global 

epidemic that affects human behavior [9]. Because drug use is 
very detrimental to the physical and psychological harm of the 
user, it is not surprising that this research related to drugs has 
attracted attention for scientific research [10]. 

Another factor that is often considered in medical services 
is the cost factor and its inflexibility (Bevan & Patel, 2016). 
Processes that are done manually tend to cause delays in 
medical diagnosis [11]. Using an electronic system can speed 
up handling time, improve work efficiency, and save costs 
[11]. Using an electronic system allows lower errors and 
eliminates omissions in deciding the test results and achieving 
the results [12]. However, the success of curing drug abuse 
and dependence is still limited; this includes the lack of 
success in the early identification of at-risk populations, 
resulting in increased death rates due to overdose [13]. In 
other words, not paying attention to the early symptoms of 
consuming drugs will be disastrous and make people who are 
loved suffer the destructive effects of the substance [14]. 

Meanwhile, if it turns out to be able to identify it early, it 
can prevent harmful consequences in the future that are sure to 
occur [14]. It means that there is a need for breakthroughs in 
developing platforms that can identify and screen patients 
susceptible to addiction after using opioid drugs [13]. 
Therefore, this research aims to develop a machine learning 
that has expertise like an expert. The expert system created 
can identify and screen or diagnose early drug users and the 
types of drugs used by using the Certainty Factor and Forward 
Chaining methods. The certainty factor method measures the 
certainty of the type of drug used by the user or patient who 
conducts consultations. On the other hand, forward chaining 
plays a role in the flow of the reasoning process from 
beginning to end based on data mining of physical symptoms 
of drug users and the types of drugs used (collected or 
explored previously). 

Medical data is helpful as the knowledge that helps make 
scientific decisions regarding drug use [15]. Electronic 
medical use based on doctor's notes is useful for an effective 
treatment medium [10]. In the meantime, data mining is 
capable of electronic checks based on the patient's medical 
record [10]. 
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Besides, the machine learning methods are a technique that 
can be useful for finding correlations based on the case for 
prediction purposes [16]. Unfortunately, machine learning is 
still few in the medical field due to technical problems [17]. 
Therefore, the simple machine learning method built in this 
research by imitating (studying) human knowledge in 
analyzing the physical symptoms of drug users and then 
implementing it in predicting drug users and identifying drug 
types used by users. It means that the expert system in 
machine learning has intelligence like an expert in diagnosing 
users and the types of drugs used from the physical symptoms 
that arise from drug users. Taking into account that the current 
use of information and communication technology (ICT) is 
growing or expanding very quickly or booming [18]. 
Therefore, the embodiment of the machine learning system in 
this research is website-based. So, anyone (the public) can 
access it from anywhere and has flexibility because it can 
work on various devices and operating systems. Therefore, a 
machine learning system in this research is helpful for early 
diagnosis without having to examine a narcotics laboratory 
and without a doctor or expert. 

It is necessary to know the percentage of machine learning 
efficacy in identifying drug users and the type of drug used. It 
means that further testing to determine the actual percentage 
of machine learning efficacy still needs to be done. This study 
makes this happen by comparing the test results achieved by 
machine learning based on symptoms of drug users compared 
to the test results achieved from laboratory tests of drug users' 
urine in identifying drug users and the type of drug used. If 
machine learning has high efficacy, it can save time and cost 
of drug testing for suspects or drug users by using machine 
learning compared to testing drugs on urine or blood for 
suspects and drug users. 

Some recent works related to this research: 

 Zhongheng Zhang (2016) introduced the k-nearest 
neighbor (kNN) method as a simple machine learning 
method for modeling [17]. The similarity between the 
research in this article and the previous one is that they 
both use a simple approach to machine learning. While 
the difference is that the research uses the certainty 
factor method and forward chaining for machine 
learning, while previous research uses the kNN method 
for machine learning. Another difference is that the 
previous research was focus on predicting the class 
from the new dataset to the most similar class. In 
contrast, the research in this article focuses on machine 
learning to diagnose drug users and the types of drugs 
used. 

 Anthony Anggrawan, Khasnur Hidjah, and Jihadil 
Qudsi S. (2017) implement intelligent application 
programs to detect kidney failure [19]. The previous 
research and the research in this article have 
similarities in developing web application programs 
with the PHP programming language and MySQL 
database. In addition, the last analysis used medical 
data on failure cases to diagnose new renal illness 
issues using CBR (Case-Based Reasoning method). In 
contrast, the articles in this study use the expertise of 

drug experts (specialists) as knowledge of the 
application system for early diagnosis of drug users 
and the types of drugs used by drug users using the 
Forward Chaining and Certainty Factor methods. 

 Kurnia Muludi, Radix Suharjo, Admi Syarif, and Fitria 
Ramadhani (2018) identified tomato plant diseases 
[20]. This previous research and the research in this 
article both implements forward chaining and certainty 
factor methods. However, the difference in the last 
research is to build an expert system to identify plant 
diseases based on android [20]. In contrast, the 
research in the article builds an expert system to 
identify users of drugs and the types of drugs used 
based on the website. 

 Munaiseche, Kaparang, and Rompas (2018) built an 
expert system to assist doctors in diagnosing eye 
diseases [21]. In contrast to the research in this article, 
it is to create an expert system to diagnose drug users 
and the types of drugs used. Furthermore, this previous 
research used the forward chaining method, while the 
research in this article uses the forward chaining 
method and certainty factor. The similarities between 
the previous study and the research in this article are 
that both use PHP and MySQL in building an expert 
system. 

 Ninive Von Greiff and Lisa Skogens (2021) 
investigated a drug user recovery program for drug 
addiction [22]. The research method is the interview or 
qualitative approach [22]. The similarity of the 
research in this article with previous studies is that they 
both study drug users. The difference is in previous 
studies examining the results of addiction recovery on 
drugs with the interview method. Meanwhile, the 
research in this article builds machine learning that has 
an intelligent system to detect drug users and the types 
of drugs used. 

The latest related work identifies that the article in this 
study has a novelty that no previous researcher has researched. 
Another strength of this research is conducting a comparative 
test to determine the efficacy of machine learning or expert 
systems developed in identifying users and the types of drugs 
used by users that have not been studied before. 

The systematics of writing this paper is as follows: the 
following sub-section discusses the research methodology, 
which includes research data and research methods used. The 
next subsection discusses the results and discussion of the 
research. Finally, the conclusions obtained from the study 
results and suggestions for further research are narrated in the 
Conclusions subsection. 

II. RESEARCH METHODOLOGY 

This study is a case study at the Indonesian National 
Narcotics Agency (Badan Narkotika Nasional or BNN) in 
Mataram, Indonesia. The number of drug users used as 
samples to test the expertise and accuracy of the machine 
learning built in this study was 30. The selection of data 
samples in this study was random. This research's 
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development of machine learning expertise consists of stages: 
knowledge acquisition, expert system design (programming), 
machine learning/expert system testing, and accuracy test (see 
Fig. 1). 

A. Knowledge Acquisition 

For the system development stage, the effort made is to 
obtain knowledge from drug experts, which is used as a 
knowledge base to build the machine learning or expert 
systems. The method used in obtaining knowledge related to 
narcotics is the interview method. The knowledge gained is 
the knowledge about the types of drugs and their symptoms. 
Based on the knowledge obtained, there are ten types of drugs 
that drug users dominantly use, and there are 27 types of drug 
symptoms. 

In the knowledge acquisition stage, an expert from the 
Indonesian National Narcotics Agency (in Mataram, 
Indonesia) shares knowledge about drug use, including those 
related to symptoms and the types of drugs used by drug users. 
The knowledge gained at this stage serves as a knowledge 
base in building expertise from machine learning. 

B. Expert System Design 

The expert system design stage is a process for modeling 
the data that has been collected and designing an application 
system that is planned according to programming problems 
and the acquisition of knowledge obtained. This stage in 
computer science is known as planning the use case diagram 
design, data flow diagram (DFD) design, database design, and 
flowchart to be built on the application program. The 
programming stage is the implementation stage of the system 
design plan into a computer programming language [23]. This 
research uses the PHP and MySQL programming languages. 
The computer application program that is built is a cloud 
application program. Application development with PHP 
programming language and MYSQL database makes 
application programs can run via the web. By being stored on 
the server computer, the application program is ubiquitous. 
The ubiquitous application program means that the application 
program can be accessed from anywhere and at any time [24]. 

 

Fig. 1. Stages in the Development of an Expert System on Machine 

Learning. 

C. Machine Learning Testing 

The machine learning testing phase is the functional 
testing phase of the built application or black-box testing. 
Black-box testing is a test that no longer involves 
programming code or programming languages. In short, 
black-box testing on the expert system in this study is to 
determine whether the expert system built is under the list of 
desired system requirements. 

D. Accuracy Test 

Testing accuracy in machine learning is to determine the 
level of expertise of the expert system built in this study. It 
means that it is known how much accuracy the expert system 
has built-in diagnosing users' types of narcotics. 

III. RESULT AND DISCUSSION 

A. Knowledge Acquisition 

The knowledge acquisition stage is the stage of acquiring 
the required knowledge data. The acquired knowledge 
acquisition data is useful in solving programming logic in 
diagnosing users and the types of drugs used by drug users. 
Table I shows the code for the type of drug used by drug 
users. Meanwhile, Table II presents the code of symptoms 
caused by drug users. 

TABLE I. LIST OF TYPES OF DRUGS 

No. Drug Type Code Drug Name 

1 P01 Cocaine  

2 P02 Marijuana 

3 P03 Ecstasy 

4 P04 Heroin 

5 P05 Methamphetamine 

6 P06 Hallucinogen 

7 P07 Amphetamine 

8 P08 Pethidine 

9 P09 Codeine 

10 P10 Morphine 

TABLE II. LIST OF SYMPTOM OF DRUG USER 

Symptoms of Drug User 

Code Symptom Code Symptom 

G01 Out of breath G15 Difficult to focus  

G02 Anxious and restless G16 Difficult to rest 

G03 Nausea and vomiting G17 Weight loss 

G04 Diarrhea G18 Dry mouth 

G05 Convulsions G19 Blurred vision 

G06 Easy to get angry G20 Changes in skin color 

G07 Depression G21 Constipation 

G08 Changes in sleep patterns G22 Stomachache 

G09 Sweating G23 Drowsiness 

G10 Chills (Hot cold) G24 Itching 

G11 Shaking G25 Difficulty urinating 

G12 Insomnia G26 Mood swings 

G13 Fast heart rate G27 Dizziness 

G14 Increased blood pressure   

Machine learning testing 

Accuracy Test 

Knowledge Acquisition  

Expert System Design  
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TABLE III. RULE BASE OF TYPES AND SYMPTOMS OF BASIC DIAGNOSIS 

Rule Base 

Drug Type  Symptom 

P01 G01 and G02 and G03 and G04 and G05 

P02 G06 and G02 and G07 and G08 and G09 and G10 

P03 G05 and G11 and G12 and G13 and G14 

P04 G15 and G02 and G07 and G16 

P05 G11 and G01 and G16 and G17 and G18 

P06 G09 and G11 and G18 and G19 and G10 and G14 

P07 G18 and G03 and G04 and G05 and G01 and G20 

P08 G07 and G13 and G05 and G03 

P09 G27 and G03 and G18 and G21 and G22 

P10 G023 and G24 and G09 and G25 and G26 

After modeling the acquired knowledge acquisition data or 
knowledge representation (as shown in Table III) the next step 
is to implement it into the certainty factor algorithm. The 
certainty factor uses a value between 0.2 and 1.0 to assume a 
level of confidence in the data. A simulation of the calculation 
of the certainty factor was carried out based on the weight of 
symptoms arising from the type of drug used by drug users 
with weights of 0.8 and 1.0 according to the opinion of the 
drug expert (see Table IV). 

TABLE IV. DETERMINATION OF DRUG SYMPTOM WEIGHT SCORE 

ACCORDING TO THE DECISION OF DRUG EXPERTS 

No  Symptom Weight Score 

1 Very often 1 

2 Often 0,8 

3 Never 0 

So, on the drug symptom weighted score given to the 
certainty factor, a score of 0 indicates that drug users do not 
experience these symptoms. If a drug user experiences 
symptoms, then the weighted score given for the frequently 
experienced symptoms is 0.8 and the most frequently 
experienced is 1.0, according to the drug expert's decision. 

This study's knowledge base of machine learning expertise 
is the symptoms, types of drugs, and CF rules obtained from 
drug experts (see Table V). The knowledge base is an 
essential component that contains the knowledge possessed by 
competent experts in the related field (i.e., narcotics in this 
study). Furthermore, the knowledge base is the basis for 
decision-making in an expert system, where this decision-
making is related to the process of retrieving previously 
collected and stored knowledge. 

B. Expert System Design 

Fig. 2 shows the interactions that occur between system 
users and the developed expert system. 

This study has a database that stores records of users, 
patients, symptoms, and types of drugs, including diagnostic 
data, so it is necessary to design a data workflow model to 
realize a structured program. 

TABLE V. KNOWLEDGE BASE 
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Fig. 2. Use Case Diagram on Machine Learning. 

The Data Flow Diagram (DFD) in Fig. 3 and Fig. 4 
illustrates where the data flow comes from and where the data 
processing on the expert system is built. 

The context diagram in Fig. 3 shows the data flow of the 
system globally. In contrast, the overview diagram in Fig. 4 
shows a more detailed data flow that the system performs and 
its engagement with external data. 

The flow diagram in Fig. 5 shows a series of flow 
relationships in the expert system built in this study or shows 
the overall process sequence in building an expert system in 
this study. 

The flow diagram contains a more detailed description of 
how each step of the procedure is actually carried out in 
building an expert system on machine learning that can 
diagnose users and the types of drugs used by users. 

 

Fig. 3. Context Diagram of Data Flow on Machine Learning. 

 

Fig. 4. Overview Diagram of Data Flow on Machine Learning. 

 

Fig. 5. Flow Diagram of the whole Process of Building an Expert System on 

the Machine Learning. 

C. Machine Learning Testing 

Expertise testing of machine learning is carried out using 
case samples from a patient. For example, in one case, a drug 
patient had symptoms of shortness of breath, depression, 
chills, anxiety and restlessness, and irritability. Symptoms of 
drug patients who have symptoms of shortness of breath, 
depression, chills, anxiety and restlessness, and irritability are 
symptoms of drug users: (1) Cocaine, (2) Cannabis, (3) 
Heroin, and (4) Amphetamine. 
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The formula for CF is: 

CF[H,E] = CF[H] * CF[E] 

CF Combine CF[H,E]1 = CF[H,E]1 + CF[H,E] 2 * (1 - 

CF [H,E] 1) 

CF Combine CF[H,E] old3 = CF[H,E] old + CF[H, E] * 

(1 - CF[H,E] old) 

Based on manual calculations, the results are as follows:  

1. For J-001 = Cocaine 

  G01 = Out of breath (0.8) 

  CF[H,E] = CF[H] * CF[E] 

    = (0.8 * 0.8) 

    = 0.64  

 G02 = Anxious and restless (0.8) 

 CF[H,E] = CF[H] * CF[E] 

    = (0.8 * 0.8) 

    = 0.64 

 CFk1 = CF[H,E] 1 + CF[H,E]2 * (1 - CF[H,E]1) 

   = 0.64 + 0.64 * (1 - 0.64) 

 = 0.870 

So the expert CF from the symptoms entered by the 

user for the type of drug Cocaine is probably 0.870 or 

87%.  

2. For J-002 = Marijuana  

 G07 = Depression (0,8) 

 CF[H,E] = CF[H] * CF[E] 

  = (0.8 * 0.8)  

  = 0.64 

 G10 = Chills (0.8) 

 CF[H,E] = CF[H] * CF[E] 

  = (0.8 * 0.8) 

  = 0.64 

 G02 = Anxious and restless (0.8) 

 CF[H,E] = CF[H] * CF[E] 

  = (0.8 * 0.8) 

   = 0.64 

 G06 = Easy to get angry (1) 

 CF[H,E] = CF[H] * CF[E] 

  = (0 * 1) 

  = 0  

 CFk1 = CF[H,E]1 + CF[H,E]2 * (1 - 

CF[H,E]1) 

 = 0.64 + 0.64 * (1 - 0.64) 

  = 0.870 

 CFk2 = CFk1 + CF[H,E]3 * (1 - CFk1) 

  = 0.870 + 0.64 * (1 - 0.870) 

  = 0.953 

 CFk3 = CFk2 + CF[H,E]4 * (1 – CFk2) 

  = 0.953 + 0 * (1 - 0.953) 

  = 0.953 

So the CF of the symptoms entered by the user for 

the type of marijuana drug is likely to be 0.953 or 

95%. 

3. For J-004 = Heroin 

 G07 = Depression (0.8) 

 CF[H,E] = CF[H] * CF[E] 

  = (0.8 * 0.8) 

  = 0.64  

 G02 = Anxious and restless (1) 

 CF[H,E] = CF[H] * CF[E] 

  = (0 * 1) 

  = 0 

 CFk1 = CF[H,E]1 + CF[H,E]2 * (1 - 

CF[H,E]1) 

  = 0.64 + 0 * (1 - 0.64) 

  = 0.64 

So the CF of the symptoms entered by the user 

for the type of heroin drug is most likely 0.64 or 

64%. 

4. For J-007 = Amphetamine  

 G01 = Out of breath (1) 

 CF[H,E]1 = CF[H]1 * CF[E]2 

   = (0.8 * 1) = 0.8 

So the CF of the symptoms entered by the user for the 

type of Amphetamine is most likely 0.8 or 80%. 

Based on the value of manual calculations, the largest CF 
value is taken, which is 0.953 or 95% with the type of 
marijuana drug. It means the patient is using a type of 
marijuana drug. A case example is tested on an expert system 
application program (or on machine learning). If the patient's 
symptoms in the case sample (with the same symptoms) are 
entered into the expert system built in this study, the result of 
the process is as shown in Fig. 6. 

Expert system testing on machine learning shows that the 
expert system has succeeded in correctly identifying the user 
and the type of drug used by the user. In order to know how 
accurate the machine learning expertise is, this study also 
tested several other patients by comparing the results with the 
urine test results at the Indonesian National Narcotic Agency 
laboratory in Mataram, Indonesia. 

 

Fig. 6. Screenshot of Expert System Questions about Drug Symptoms 

Experienced by Patients. 
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Fig. 7. Screenshot of the Expert System Test Results on the Type of Drug 

used by the Patient. 

Fig. 7 describes it as follows: You are probably using a 
type of drug with a 95% certainty. Another narrative in Fig. 7 
is: another name for cannabis is cannabis sativa. Cannabis 
sativa is a cultivated plant that contains fiber and narcotic 
substances in its seeds. This drug makes user experience 
euphoria, namely a prolonged feeling of pleasure for no 
reason. The cure is psychotherapy, which helps the patient 
strengthen the motivation to stop using it. 

Expert system testing on machine learning shows that the 
expert system has succeeded in correctly identifying the user 
and the type of drug used by the user. In order to know how 
accurate the machine learning expertise is, this study also 

tested several other patients by comparing the results with the 
urine test results at the Indonesian National Narcotic Agency 
laboratory. 

D. Accuracy Test of Machine Learning 

The accuracy test of machine learning in this study is to 
determine the expert performance of the application system 
built-in diagnosing users and the types of drugs used. 

Testing the level of accuracy of machine learning expertise 
is to compare the suitability of the results with the urine test 
results from patients at the Indonesian National Narcotics 
Agency. In a trial of 30 times on 30 patients, there were 30 
results of machine learning tests that can correctly identify 
drug users and as many as 24 machine learning test results that 
can detect the types of drugs used by drug users. It means that 
the test results on the data of 30 drug patients show that an 
expert system on machine learning built using the Certainty 
Factor method has expertise in diagnosing drug users up to 80 
percent. The accuracy rate of up to 80 percent is obtained from 
the calculation results of 24 divided by 30 and multiplied by 
100%. 

The details of the machine learning accuracy test results 
are as described in Table VI. Table VI shows the comparison 
between the results of the expert system and the results of 
drug experts on the diagnosis of the types of drugs used by 
drug users. 

TABLE VI. MACHINE LEARNING EXPERTISE ACCURACY TEST RESULT 

Number Case System Result Expert Result Suitability 

1 G01, G02, G03, G04, G05 Cocaine Cocaine  Suitable 

2 G06, G02, G07, G08, G09, G10 Marijuana Marijuana Suitable 

3 G05, G11, G12, G13, G14 Ecstasy Ecstasy Suitable 

4 G15, G02, G07, G16 Heroin Heroin Suitable 

5 G11, G01, G16, G17, G18 Methamphetamine Methamphetamine Suitable 

6 G09, G11, G18, G19, G10, G14 Hallucinogen Hallucinogen Suitable 

7 G18, G03, G04, G05, G01, G20 Amphetamines Amphetamines Suitable 

8 G07, G13, G05, G03 Pethidine Pethidine Suitable 

9 G27, G03, G18, G21, G22 Codeine Codeine Suitable 

10 G23, G24, G09, G25, G26 Morphine Morphine Suitable 

11 G03, G06, G07, G15 Pethidine Pethidine Suitable 

12 G01, G08, G09, G18 Codeine Codeine Suitable 

13 G01, G02, G05, G09, G11,G15, G18 Codeine Hallucinogen Not suitable 

14 G04, G12, G13, G17 Ecstasy Ecstasy Suitable 

15 G08, G11, G17, G18, G19 Methamphetamine Methamphetamine Suitable 

16 G01, G13, G15, G20, G22 Amphetamines Amphetamines Suitable 

17 G17, G20, G21, G22, G23, G25, G27 Codeine Morphine Not suitable 

18 G02, G07, G11, G15, G16 Pethidine Heroin Not suitable 

19 G03, G07, G10, G14, G19 Pethidine Pethidine Suitable 

20 G08, G11, G15, G18, G19, G20, G22, G23 Codeine Amphetamines Not suitable 

21 G02, G06, G07, G08, G09, G10, G19, G27 Marijuana Marijuana Suitable 

22 G05, G11, G12, G14, G19, G20 Hallucinogen Ecstasy Not suitable 

23 G01, G06, G07, G10, G24 Pethidine Marijuana Not suitable 

24 G03, G07, G09, G21 Morphine Morphine Suitable 

25 G05, G12, G17, G22 Ecstasy Ecstasy Suitable 

26 G07, G12, G15, G26 Heroin Heroin Suitable 

27 G02, G08, G15, G23 Heroin Heroin Suitable 

28 G06, G09, G15, G26 Morphine Morphine Suitable 

29 G07, G11, G18, G23, G27 Codeine Codeine Suitable 

30 G08, G15, G25, G26 Morphine Morphine Suitable 
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IV. CONCLUSION 

The results of this study found that: (a) Machine learning 
in this study can predict drug users and types of drugs based 
on the symptoms that drug users complain about. (b) This 
study machine learning acquired knowledge about the 
symptoms of drug users, types of drugs, and basic knowledge 
related to the weight of the certainty factor of each type of 
drug and the symptoms caused so that it can diagnose drug 
users and the types of drugs used by users. (c) The accuracy of 
machine learning in this study in predicting the types of drugs 
used by users and the types of drugs used by users reached 
80%. (d) The expert system in this research is website-based 
so that the expert system from this research can be used by 
various parties and in different places to identify users and the 
types of drugs used by users. 

The implication of this research result is that the expert 
system built in this study can be a tool (choice) to replace or 
complete the testing system for drug users through urine 
testing in the laboratory. 

 The drawback of the results of this study is that machine 
learning expertise in this study is only limited to simple 
machine learning, as is the case with simple machine learning 
which was built on previous research by Zhongheng Zhang 
(2016), which used the KNN method in building learning 
machines. Furthermore, the machine learning expertise 
generated from this research is only limited to the expertise 
possessed in accordance with the knowledge obtained 
(symptoms, types of drug abuse, rule base, and calculation of 
certainty factor) under study. Therefore, further research needs 
to build machine learning that can increase its expertise based 
on more new data and use another method. 
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Abstract—Satellite imageries are essentially a complex form 

of an image when subjected to critical analytical operation. The 

analytical process applied on remotely sensed satellite imageries 

are utilized for generating the land cover map. With an 

abundance of traditional techniques evolved to date, deep 

learning-based schemes are progressively gaining pace for 

identifying and classifying a terrestrial object in satellite images. 

However, different variants of deep learning approaches have 

different operations, and so are the consequences. At the same 

time, there is no reported literature to highlight the issues, 

trends, and effectiveness much on a generalized scale concerning 

segmentation. Therefore, this paper reviews some of the recent 

segmentation approaches using deep learning to contribute 

towards review findings in the form of research trends, research 

gaps, and essential learning outcomes. The paper offers a 

compact and distinct picture of deep learning approaches used to 

boost segmentation for satellite images. 

Keywords—Deep learning; landcover; map generation; 

remotely sense image; satellite image; segmentation 

I. INTRODUCTION 

The satellite images of various resolutions are used for 
generating maps for land cover [1]. Analysis of satellite 
images potentially assists in developing multiple classes of 
landcover, e.g., water, impervious surface, vegetation surface, 
residential area, etc. [2]. To construct an accurate landcover 
map, it is essential to classify various elements, e.g., trees, 
individual buildings, roads, cars, etc. In this process of 
building a landcover map, spatial resolution is proven more 
efficient than spectral resolution [3][4]. It will also mean that 
image pixels with finer resolution are more beneficial than the 
maximized number of spectral bands [5]. This is the prime 
justification behind the increased usage of remote sensing 
satellite images to enhance the terrestrial object's visibility [6]. 
In this direction towards generating an accurate landcover map 
of the satellite image, most existing studies are now 
emphasized towards pixel-based analysis where segmentation 
plays a significant role. This is also boosted by applying a 
deep learning approach towards land cover map generation 
and classification of objects [7]-[9]. With the availability of 
various wireless technologies, satellite images are transmitted 
from a satellite to the earth receiving center, where processing 

is carried out [10][11]. However, the problem surfaces 
towards the quality of received signal where signal 
fluctuations are witnessed due to electrical signals in wireless 
transmission systems [12]-[14]. This finally leads to various 
errors and artifacts within the received satellite images 
[15][16]. Most of these artifacts are in the form of noises, 
while it is challenging to eliminate coupled noises. Existing 
filters are not capable of controlling these forms of noises 
[17]-[19]. 

The available processing algorithms for satellite images 
are required to be proven for their efficiencies concerning 
computational complexities (space and time) that are 
significantly missing from literature towards wireless image 
transmission. The pixel-based analysis approach also leads to 
issues with the increase of spatial resolution; the complex 
patterns start to surface for spectral response originated from 
multiple objects of much smaller dimension in an urban 
region. The prime reason is using a similar object to develop 
various structures in landcover while emission of similar 
spectral response is continued. In object-based analysis, 
multiple segments are generated from an image indexed with 
different attributes, followed by subjecting it to rules of 
classification operation (e.g., texture, size, area, length, etc.). 
However, both pixel and object-based analyses have 
inefficiencies towards classification, making way for the deep 
learning approach to contribute to the segmentation process. 
However, deep learning cannot be fully considered an end 
solution, although it shows potential progress in analyzing 
satellite images. Despite some dedicated research approaches 
towards segmentation problems, deep learning has shown 
promising results, as well as there are also pitfalls associated 
with this approach. 

The paper presents a discussion of existing deep learning 
approaches towards improving segmentation mechanism of 
satellite images. With an increasing proliferation towards 
adopting deep learning techniques, it is essential to understand 
its rate of success for analyzing satellite imageries, which 
itself is one complex form of signal. The significant problem 
under consideration is that there is no standard reporting for 
implementation effectiveness of using deep learning methods 
towards addressing segmentation problem, which is one of the 
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essential steps in analyzing satellite images. Inspite of 
availability of different variants of deep learning, the research 
question arises are i) what are the identified advantages and 
limitation of different deep learning schemes towards 
segmentation problem in satellite images? ii) which is the 
most preferred dataset of satellite imageries considered for 
existing evaluation, iii) what is the existing direction of 
research trend of exploiting the potential of deep learning over 
analyzing satellite images?. Hence, based on the above stated 
research question. 

Hence, this paper studies the effectiveness of existing deep 
learning schemes for the segmentation of satellite images. The 
contribution of this review paper are multi-fold viz. i) a 
compact briefing of satellite imageries concerning 
conventional segmentation and its associated challenges, 
ii) exhaustive recent reviews of frequently adopted deep 
learning segmentation schemes on satellite images, 
iii) compact briefing of the frequently adopted dataset by the 
existing researcher, iv) Discussion of research trends of 
existing deep learning segmentation methods, v) exclusive 
highlights of research gap and essential findings of this review 
study of recent papers. The paper's organization is: Section II 
discusses satellite imageries while existing literature of 
different deep learning approaches is discussed in Section III. 
Section IV discusses data adoption while Section V highlights 
research trends with various perspectives. Section VI 
discusses review contribution, while Section VII outlines the 
paper's conclusion. 

II. SATELLITE IMAGERIES 

Satellite imageries are considered one of the 
meteorologists' primary sets of information to predict the 
atmosphere's behavior. Satellite images are of three types, as 
shown in Fig. 1 viz. water-vapor images, infrared images, and 
visible images [20][21]. Some of the actual applications of 
remotely-sensed ideas are viz. i) tracking cloud for weather 
prediction, ii) monitoring growth of city area, iii) identifying 
changes in forest and farmland over some time, iv) Mapping 
and exploring the topography of ocean bed, v) forest fire, etc. 
Apart from this, satellite images have broader applications, 
e.g., anomaly hunting, regional planning, cartography, 
geology, oceanography, agriculture, forestry, etc. [22]. With 
the modernization, there has been a change in the forms and 
types of satellite images based on capturing it. Visual sensors 
play a significant role in this regard, integrated into modern-
day satellites to generate remote sensing images [24]. This is a 
process of identifying different physical characteristics 
specific to a monitoring region based on emitted radiation 
from the air-borne vehicle or the satellite. This paper has 
discussed the case of satellite images in remote sensing, which 
is characterized by five types of resolution, i.e., geometric, 
radiometric, temporal, spectral, and spatial [25]. 

The resolution of satellite images largely depends upon the 
orbit altitude and types of the instrument being used. This 
manuscript will not illustrate fundamental theories of satellite 
images, as information can be easily accessed from various 
online articles, e.g. [26][27]. Instead, the proposed study will 
emphasize the challenges of processing it and understanding 
the existing literature's effectiveness. A series of image 

processing is carried out to process satellite images, e.g., 
enhancement, feature extraction, segmentation, fusion, 
detection of changes, compression, classification, and feature 
detection [28]. Out of all these processes, the most critical 
function that significantly contributes to accuracy in 
prediction is the segmentation process. The process of 
segmenting satellite images targets to obtain a distinct 
segment of boundaries and their objects. 

Some of the conventional methods of satellite image 
segmentation are briefed in Table I which exhibits 
conventional approaches of segmentation over satellite images 
e.g. Gabor filter and graph-based [29], firefly algorithm [30], 
deep learning [31], Markov Random Field [32], and Cuckoo 
Search [33]. From the preliminary outcomes, it can be seen 
that performance (especially with respect to accuracy) is 
higher for deep learning compared to other conventional 
methods irrespective of any dataset being used. The 
segmentation techniques mentioned above in Table I are 
considered as a baseline by various research work; however, 
the segmentation approaches are still found not to exhibit 
better predictive accuracy as they should be. There is a reason 
for this trade-off which is complexities associated with 
segmenting satellite images which are as follows: i) limitation 
of coverage are of satellite images, ii) availability of limited 
information from current satellite data [34], iii) higher 
possibilities of degradation of image quality during retrieval 
process [35], and iv) possibilities of generation of artifact-data 
when aggregated from multi-instrument data. Hence, there are 
significant challenges in performing proper segmentation for 
any complex remote sensing satellite images in all the cases 
mentioned above. 

Further, it is noticed that landcover classification is 
associated with various challenges viz. multitemporal images, 
presence of clouds, classification of the object, small scale 
benchmarks, etc. Landcover images of the satellite are 
considered to be massive, and hence the mining community 
has already started to utilize the Big Data concept towards 
mapping and classifying crops [36]. In this respect, deep 
learning is a potential player to contribute to classification. It 
is because. However, this is also another factor of motivation 
to take an interest in working on this topic in the current era. 
Hence, this paper explores the impact of existing deep 
learning on the segmentation of satellite images. 

 
(a) Visible Image              (b) infrared image             (c) Water vapor image 

 
(d) Remote Sensing Satellite Imageries 

Fig. 1. Types of Satellite Images [23]. 
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TABLE I. CONVENTIONAL SEGMENTATION METHODS 

Segmentation 

Method 
Test Image Outcome 

Gabor filter, 

graph-based [29] 
QuickBird 

Quality=85%, Correctness=92% 

Completeness=93% 

Firefly Algorithm 

[30] 

NASA satellite 

image 
(multiband) 

SSIM=0.92448 MSE=3376.16 

PSNR=13.71 

Deep Learning 

[31] 
Infrared Image Accuracy=90% 

Markov Random 
Field [32] 

QuickBird 
Recall= 0.77, Precision=0.71, F-
Measure=0.74 

Cuckoo Search 

[33] 

Pleiades 

Satellite Image 

FSIM=0.96, MSE=411.86, 

PSNR=21.99 

III. DEEP LEARNING SCHEMES 

Deep learning schemes are constructed based on the neural 
network that consists of neurons in the form of multiple layers 
capable of transforming the input of satellite images to an 
outcome image in the form of identified land covers. This is 
achieved by progressively learning the high-level features. 
This section discusses different taxonomies and approaches of 
deep learning schemes that have been used for image 
segmentation towards the satellite data as follows: 

A. Convolution Neural Network 

The generalized framework of Convolution Neural 
Network (CNN) consists of harnessing the softmax layer using 
different blocks with distinct architecture and ensemble of its 
outcome. The conventional practices of CNN comprise 
different layers, e.g., input, convolution, pooling, completely 
connected layer, and outcome of the soft-max layer. The 
computation of the filter adopted in the convolution layer is 
mathematically represented as follow: 

  
   (∑       

   
 )            (1) 

In the above expression (1), the outcome of the filter   
 is 

dependent on multiple variables: The variable g represents 
nonlinear activation function while the first component Δa 

represents (  
        

 ) where variable x is input during the 

second component   
 Represents bias term considering weight 

w with m
th

 filter corresponding to l
th

 layer. Further feature 
maps are produced from progressive usage of pooling and 
convolution layer that is finally transformed into one-
dimensional features leading to final prediction using soft-max 
layer. Fig. 2 highlights the sequence of the process mentioned 
above in CNN. 

Convolution 

Layer

Pooling 

Layer

Convolution 

Layer

Pooling 

Layer

Fully-

Connected 

Layer

Input Image
Predicted Class 

CNN

 

Fig. 2. Process Flow of CNN. 

Further, the process of training in CNN can be boosted by 
using Adam Optimizer [37], stochastic gradient descent, batch 
normalization [38], dropout [39], parametric rectified linear 
unit [40], etc. At present, there are various approaches of CNN 
being applied towards image segmentation of satellite data. 

One of the significant beneficial characteristics of the 
CNN model is that it doesn't have any dependencies towards 
tuning the parameters. This fact was investigated in the study 
of Wurm et al. [41]. The study also analyzes the capabilities of 
transferring a trained network to a different type of dataset. 
The idea of this implementation is to carry out semantic 
segmentation of landcover using CNN. The presented study 
emphasizes the transfer learning operation of fully CNN. 

The study of segmentation carried out by Zhang et al. [42] 
has extracted road area of land from satellite images using 
CNN. A raster map is constructed from satellite signal 
trajectories, where the outcome shows better accuracy. A 
recent work carried out by Li et al. [43] used CNN for 
extracting features considering the case study of developing 
footprint maps of buildings. This mechanism also uses a graph 
model to consider the spatial correlation of data to retain 
boundary-related information. Preprocessing is carried out 
using co-registration and truncated signed distance labels. The 
CNN inputs satellite image and ground truth, leading to 
extracted feature where a segmentation probability is 
computed and pairwise potential extraction. This combined 
yields a new graph model that finally generates multi-class 
results emphasizing object detection. A similar category of 
work has also been carried out by Saetchnikov et al. [44]. 
Multiple deep neural networks of CNN have been used for 
comparative analysis to perform segmentation leading to 
object detection and tracking. 

Wang et al. [45] have developed a unique segmentation 
process that is iterative in its operation to preprocess remote 
sensing images for detecting ships. The region detection of the 
ship is carried out using multivariate Gaussian distribution. 
The training is carried out using optical panchromatic data 
during a hardware synthesis of the model over a Field 
Programmable Gate Array. The work carried out by Jiang et 
al. [46] has captured geographic information of road using 
remote sensing technology of satellite imageries. This 
technique uses CNN to classify satellite images into two 
categories, i.e., road and non-road sections. Further 
optimization is carried out to address the inclusion issues of 
non-road noises owing to natural scene factors using wavelet 
packets. Another unique work was carried out by Persello et 
al. [47], where the identification of information settlement 
over a landcover has been investigated. The study has 
emphasized over-extraction of spatial feature and texture 
information. The authors have used a complete convolution 
network where labeling towards the pixel of satellite images 
has been carried out. The higher representation of the data is 
autonomously subjected to a learning algorithm considering 
six layers of convolution network. Different from 
conventional studies towards land cover, Wang et al. [48] 
have carried out the study using CNN to find the ice 
concentration. 
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TABLE II. SUMMARY OF EXISTING TECHNIQUES ON CNN 

Authors Problems 
Segmentation 

Technique 
Dataset Advantages Limitation 

Wurm et al. 

[41]. 
Slum area segmentation 

Fully CNN, transfer 

function 
QuickBird dataset 

Results in high-

resolution image 

Narrowed test cases with 

low scope 

Zhang et al. 

[42] 
Road extraction 

CNN, trajectories of 

GPS 

Google Earth Satellite 

Imageries 
Simplified process No benchmarking 

Li et al. [43] Building footprint map CNN, graph model 

-Inria Aerial image dataset 

-Kaggle 

-ISPRS 
-Planetscope satellite images 

Optimal training 

time 
Increased processing time 

Jiang et al. [46] Identification of road 
CNN, wavelet packet 
filter 

GIS data 
Achieves >4% 
accuracy  

computational intensive  

Persello et al. 
[47] 

Identification of informal 
settlement 

Fully convolution neural 
network 

Dar es Salaam  
Low computational 
cost 

Higher training time 

Saetchnikov et 

al. [44] 
Object detection 

Multiple variants of 

CNN 
DSTL Dataset 

Supportive of 

practical application 

Computational 

complexity not addressed. 

Wang et al. 
[48] 

Identification of ice 
concentration 

CNN RADARSAT-2 Simpler process 
The lower scale of 
analysis 

Wang et al. 
[45] 

Identification of ship 

CNN, multivariate 

Gaussian distribution, 

FPGA 

Panchromatic data 

Usage of few 

parameters, robust 

detection 

Extensive test 
environment not adopted 

Observation: From this discussion, it can be seen that CNN 
is used as a standalone and in combination with other schemes 
to boost the segmentation performance. For the majority of the 
implementation scheme, the performance of the CNN remains 
nearly similar with respect to method simplification and 
accuracy. It is also seen that the usage of CNN is found highly 
efficient for extracting potential features, classification of the 
scene, and detection of a specific form of land in satellite 
images. However, it is observed that features often tend to 
diminish while using the pooling layer. This will potentially 
affect the computational performance. In contrast, the 
outcome of the feature map and predictive resultants is not 
much improved during satellite image segmentation using 
CNN. 

Table II highlights the strength and weaknesses of the 
existing segmentation approaches facilitated by CNN to 
understand the contribution of existing literature. 

B. Recurrent Neural Network 

Recurrent Neural Network (RNN) formulates a directed / 
undirected graph obtained from node connection in neural 
network considering temporal sequence. Input with variable 
length sequence is processed using internal state of RNN 
which is a network class for infinite impulse response. Used 
over wide variety of application in current time, RNN is 
another frequently used supervised learning model deployed 
towards segmentation of satellite images. Essentially meant to 
carry out analysis of discrete sequences, it is found that RNN 
can generate deep feedforward networks. The conventional 
architecture of RNN is shown in Fig. 2. 

According to Fig. 3, the conventional RNN model usually 
connects the outcome of all the neurons to the input to 
construct a topology of the network. RNN is of different types, 
i.e., one-to-one, one-to-many, many-to-one, and many-to-
many. The common activation function in RNN is sigmoid, 
Tanh, and relu. In this case, the outcome of the previous step 

is considered an input for the existing step. One of the 
significant advantages of RNN in the segmentation process is 
its memory system, which retains information about all its 
calculations, thereby reducing the complexity of attributes not 
present in other neural networks. The discussion presented by 
Taberner et al. [49] gave a good insight into using deep 
learning over time-series datasets of satellite imageries. The 
most recent work carried out by Turkoglu et al. [50] has used 
RNN with multiple layers where gated cells were drawn. The 
most significant contribution of this study is findings that state 
a change in gradient magnitude when it moves through the cell 
over a deep lattice of RNN. The study has used MNIST 
dataset which is benchmarked dataset consisting of satellite 
imageries. The work carried out by Ienco et al. [51] has 
harnessed the potential of RNN to carry out the classification 
of landcover from satellite images. This technique has carried 
out segmentation using a multi-temporal stack to obtain 
information associated with multi-temporal layers of an 
object. The researcher has used a multiresolution segmentation 
approach followed by applying statistical evaluation over its 
features. Maggiori et al. [52] present a similar direction of 
work, where RNN has been used as an iterative and semantic 
segmentation process. Sun et al. [53] have implemented Long 
Short Term Memory RNN, which harnesses temporal factors 
of crops captured from satellite images over a time series. 

Output

Hidden 

Layer

Input

 

Fig. 3. Conventional Architecture of RNN. 
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TABLE III. SUMMARY OF EXISTING TECHNIQUES ON RNN 

Authors Problems Segmentation Technique Dataset Advantages Limitation 

Turkoglu et al. 

[50] 

Improving the 

performance of RNN 
Gated RNN MNIST dataset 

Computationally improved 

performance, higher 
accuracy 

Non-scalable performance 

Ienco et al. [51] 
Classification of 
landcover 

RNN, multi-temporal stack 
Pleiades VHSR, 
Corine Land Cover. 

Very simplified approach 

Don't consider 

complexities within the 

data. 

Maggiori et al. 

[52] 
Map classification 

RNN, semantic 

segmentation 
OpenStreetMap  Higher accuracy Higher processing time 

Sun et al. [53] Land cover classification Semantic segmentation Cropland Data Layer Higher accuracy 
Resource intensive 

operation 

A A

ht+1htht-1

+x

x
tanh

tanhσ

σ

σ

x

Xt+1XtXt+1

 

Fig. 4. Conventional Architecture of LSTM. 

Observation: RNN is a good option for boosting 
segmentation performance; however, not much recent research 
has been carried out in this perspective. Table III highlights 
the summary. 

C. Long Short Term Memory 

Long Short Term Memory, also called LSTM, is a typical 
case of RNN to offer extensive dependencies of long-term 
learning. It is capable of recording information over a more 
extended period without much effort. It is noticed that RNN 
consists of iterative modules formed in the chain for the neural 
network. In conventional RNN, a single tanh layer is used as a 
simplified structure for the iterative module. A similar chain-
based system also exists in LSTM; however, the structure 
slightly differs concerning iterative modules. LSTM offers 
four layers of the interactive structure instead of a single layer. 
Fig. 4 highlights the conventional architecture of LSTM with 
multiple blocks of operation, i.e., neural network layer, 
pointwise operator, vector transfer, concatenation, and copy 
function. 

The prime notion of LSTM is basically about a cell state 
that linearly runs over the entire chain letting the network 
simplify the flow of information. A specialized structure is 
used in LSTM called gates, which can add or eliminate 
information over the cell state. Usually, conventional gates in 
LSTM consist of pointwise multiplication operations and use a 
sigmoid neural network. From the image processing 
viewpoint, LSTM can be applied to images only after 
anticipated features have been extracted from them. At 
present, the applicability of LSTM towards improving the 
segmentation process of satellite images has been researched 

upon by various investigators. It has been noticed that 
although deep learning is preferred for classifying remote 
sensing images, simultaneous recognition of multiple objects 
and extracting their spatial relationship is yet a bigger problem 
in deep learning. This problem is addressed in Cui et al. [54], 
where a novel deep learning model is constructed by 
combining LSTM with fully CNN. The model has used 
natural language to define the spatial relationship of the 
remote objects using attention-based LSTM. The model has 
carried out semantic segmentation of multi-scale using CNN 
and U-Net entirely for object recognition of remotely sensed 
images. Nearly similar work is also carried out by Ghosh et al. 
[55]. A bidirectional LSTM is used along with UNet to extract 
temporal and spatial features of the satellite images for 
landcover mapping. The presented study has also used 
attention-based aggregation for all hidden representations of 
Spatio-temporal factors using a feedforward neural network 
followed by softmax normalization and spatial averaging. One 
of the significant advantages of this model is that it can 
perform segmentation even if different forms of atmospheric 
disturbances cover the images. Another recent work carried 
out by Kalinicheva et al. [56] has carried out a similar 
direction of study towards analyzing satellite images 
considering dynamic land cover changes. However, the 
authors have developed a better version of LSTM by 
introducing a unique unsupervised approach with an evolution 
graph. This technique makes use of image segmentation over 
the changed areas using the graph-based tree-merging method. 
Combined usage of LSTM and fully CNN has been reported 
in Sefrin et al. [57], which offers the benefit of using multi-
temporal information. Apart from this, a better classification is 
presented due to adopted preprocessing techniques. Another 
work carried out by Zhu et al. [58] has developed a hybrid 
model where the semantic segmentation process is integrated 
with relearning of post classification. After feature extraction, 
the model performs an object-based voting system for 
controlling fluctuation in different classes. Table IV briefs of 
comparison of existing LSTM based approaches. 

Observation: LSTM has been proven for better 
classification and segmentation performance for satellite 
images associated with landcover. However, the models don't 
emphasize its practicality as not many computing units can be 
used over a system with limited memory or channel capacity. 
This challenge remains unattended. 
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TABLE IV. SUMMARY OF EXISTING TECHNIQUES ON LSTM 

Authors Problems 
Segmentation 

Technique 
Dataset Advantages Limitation 

Cui et al. [54] Object recognition 
Semantic segmentation, 

multi-scale 
RSICD 

The spatial relation of 

remote sensing image 
Higher processing time 

Ghosh et al. [55] Mapping landcover 

Spatiotemporal 

segmentation, 

bidirectional LSTM 

-Sentinel-based crop 

mapping. 
-Planet-based Cashew 

tree mapping 

Effectively mitigate 
noise 

Doesn't consider 

correlation among a 
large number of land 

cover 

Kalinicheva et al. [56] 
Change detection in 

landcover 

Graph-based tree-

merging segmentation 
SPOT-5, Sentinel-2 Simplified clustering 

Complexity increases 
with hierarchies of 

graphs 

Sefrin et al. [57] 
Change detection in 

landcover 

LSTM, semantic 

segmentation 
Federal State of Saxony 

Better classification 

performance 

Studies are not 

emphasized, unknown 
classes 

Zhu et al. [58] 
Change detection in 
landcover 

LSTM, semantic 
segmentation 

QuickBird, 
WorldView-2 

Higher accuracy of 
classification 

Time consumption is 
still more 

D. Staked Auto Encoders 

An autoencoder is an unsupervised learning structure 
characterized by input, hidden, and output layers, while the 
training operation in autoencoders consists of encoding and 
decoding. The encoder carries out the mapping of the input 
data into hidden representation, while the decoder carries out 
the reconstruction of input data from the hidden 
representation. The dependable parameters for the encoding 
process are encoding function, weight matrix, and bias vector. 
In contrast, dependable parameters for the decoding process 
are still the same, i.e., decoding function, weight matrix of 
decoder, and bias vector. To control the reconstruction error, 
an objective function exists for optimizing it considering the 
loss function. So, stacked autoencoders are basically about 
stacking a specific number of n autoencoders into the same n 
number of hidden layers using a supervised learning approach, 
as shown in Fig. 5. 

Further supervised learning scheme is used for fine-tuning 
it. At present, there is the evolution of specific schemes that 
use autoencoders to analyze satellite images. In most existing 
approaches, the first line of action is to train the initial auto-
encoders to extract the trained feature vector.  The second step 
is to use that feature vector for the next layer as an input, and 
it’s iterated till the completion of training. Finally, after all the 
hidden layers are trained, cost minimization is carried out, 
followed by updating weights. Existing approaches have 
reported the use of stacked auto encoders for change detection 
in landcover. The work carried out by Jing et al. [59] has used 
stacked auto encoders where multi-scale image segmentation 
is deployed over temporal images followed by the adoption of 

CNN to obtain a change map. A stacked autoencoder is used 
for classification. Usage of a similar principle was also 
reported in the work of Protopapadakis et al. [60] to evaluate 
targets over massive unlabeled data. Further denoising auto 
encoders have been reported in the work of Zhang et al. [61], 
where a spanning tree has been used for segmentation. The 
model can extract texture, spatial, and spectral features for all 
the identified objects, contributing to higher accuracy. Table V 
summarizes the existing contribution of stacked autoencoders 
towards segmentation process. 
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Fig. 5. Conventional Architecture of Stacked Autoencoders. 

TABLE V. SUMMARY OF EXISTING TECHNIQUES ON STACKED AUTOENCODERS 

Authors Problems 
Segmentation 

Technique 
Dataset Advantages Limitation 

Jin et al. [59] 
Change 

detection 

Multi-scale 

segmentation 
ImageNet Effective feature extraction 

Induce computational 

complexity 

Protopapadakis et al. 

[60] 

Building 

extraction 

Semantic 

segmentation 

Vaihingen city in 

Germany 

Redundancy reduction, 

Higher accuracy 
Increased number of stacks 

Zhang et al. [61] 
Object 

classification 
Spanning tree 

UAV image of Anhui 

Province, China 
SPOT5 

Higher accuracy 
No assessment of 

computational complexity. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

125 | P a g e  

www.ijacsa.thesai.org 

Observation: Deployment of stacked autoencoders is 
relatively a new scheme used for the segmentation of satellite 
images. Hence, there are few implementation studies towards 
stacked auto encoders to improve segmentation performance. 
Unfortunately, all the analyses using this approach don't find 
the appropriate number of stacks sufficient for encoding. The 
computational complexity raised towards maintaining the 
accumulation of information is not yet resolved in the existing 
system. 

IV. ADOPTION OF DATASET 

There are various types of a dataset of satellite 
images/remote sensing images used for analysis for landcover 
analysis. One of the essential datasets is the QuickBird dataset 
[62], which provides massive images of 0.60m Ground 
Sample Distance resolution and consists of four further 
multispectral bands with very high resolution ranging from 
0.30-0.60m. The images were captured from 2001 to 2015 
with an orbit height of 450 km. The following important 
dataset is Google Earth Satellite Imageries [63] which 
includes a raster dataset of satellites easier to be processed by 
any scripting environment. This is a massive dataset of 
satellite imageries consisting of a different crop type digital 
map, vegetation map, oil map, terrestrial field plots, elevation, 
human population, forest, water cover, etc. It also consists of 
Landsat satellite images with 30 meters resolution considered 
highly updated thermal and multispectral data [64]. MODIS 
[65] and Sentinel [66] is another dataset developed in 
collaboration with the Google dataset itself. MODIS dataset 
consists of satellite images ranging from 250m-1000m of 
snow cover, surface temperature, surface reflectance, leaf area 
index, and thermal anomalies, usually retrieved on 16days 
duration from Aqua and Terra spacecraft. 

Further, the Sentinel dataset is a part of the European 
Space Agency consists of optimal high-resolution images 
(from Sentinel 1A/1B), land-ocean-climate images (Sentinel-
3), and air quality images (from Sentinel-5P). They are 
frequently used in current research to analyze climatic change, 
emergency management, atmospheric monitoring, Marine 
monitoring, land monitoring. SPOT-5 dataset is another 
contribution for the European Space Agency [67], where the 
images were collected between 2002 and 2015 with an orbit 
height of 832 km and an orbit duration of 101 min. Similar 
organization of European Space Agency also offers 
RADARSAT-2 dataset whose resolution ranges from 9.0-
160m [68]. This is the most updated dataset captured between 
2008 and 2021, with both medium and very high resolution of 
wavelength between 5.2-7.7 cm. Inria Aerial image dataset 
consists of labeled remotely sensed images with 810 square 
kilometers [69]. With a spatial resolution of 0.3m, this dataset 
has color imageries with ground truth data and two semantics 
classes. This dataset consists of alpine towers, densely 
populated areas, and irregular urban settlements. A sample 
dataset for Inria is shown in Fig. 6, which exhibits sample 
Chicago landcover (Fig. 6(a)) and its reference as ground truth 
(Fig. 6(b)). The presence of reference/ground truth image 
assists in evaluating the correctness of analysis models, and 
hence this dataset is widely adopted. 

 
(a)                                          (b) 

Fig. 6. Sample INRIA Dataset. 

Existing studies have also been carried out considering the 
MNIST dataset, a benchmarked dataset for satellite images as 
a part of Kaggle [70]. This labeled dataset is managed in the 
form of images and CSV files. Kaggle dataset also consists of 
a DSTL dataset consisting of image identity with class type 
over its labeled area [71]. The dataset is maintained in 3/16-
band satellite images with a resolution range of 0.31-7.5 m. 
The next dataset found in the current study is the ISPRS 
dataset, consisting of an indoor scene, old buildings, aerial 
images of specific locations, and satellite images of different 
parts of the earth [72]. Another dataset adopted in the current 
study is remote Sensing Image Captioning Dataset (RSICD) 
collected from the different applications of Google with all 
images with 224x224 pixels and 10921 remote sensing images 
[73]. Apart from the above-mentioned standard dataset, 
existing literature has also reported usage of another dataset 
too viz. Planetscope satellite images [74], GIS data [75], 
Pleiades VHSR, Corine Land Cover [76], OpenStreetMap 
[77], Cropland Data Layer [78], WorldView-2 [79], ImageNet 
[80]. It should be noted that all the dataset has the different 
characteristic of data of satellite images. 

Fig. 7 showcases the adoption of different datasets towards 
the study of analyzing satellite images. The graphical trends 
shown in the above figure are obtained from filtering relevant 
research papers published between 2011 and 2021. It 
showcases that MODIS, Sentinel, and QuickBird are the most 
frequently adopted dataset by the researchers. Table VI 
highlights the comparative characteristic of different satellite 
image dataset with respect to spatial resolution. It should be 
noted that different dataset has different types of characteristic 
which is mainly based on the process of acquisition of signal. 
Hence, the proposed study considers highlighting spatial 
resolution of the images being captured to be mentioned in 
Table VI. 

 

Fig. 7. Adoption of Dataset in Research Work. 
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TABLE VI. CHARACTERISTICS OF SATELLITE IMAGE DATASET 

Satellite Image dataset Resolution 

QuickBird dataset [62] 0.30-0.60 m 

Google Earth Satellite Imageries [63] 30 m 

MODIS [65] 250-1000m 

Sentinel [66] 10-60 m 

SPOT-5 10 m-600 KM 

RADARSAT-2 10-100m 

Inria Aerial image dataset [69] 0.3 m 

MNIST dataset [70] 0.3-0.7 m per pixel 

DSTL dataset [71] 0.31-7.5 m 

Planetscope satellite images [74] 3.75m-50 cm 

GIS data [75] 125 m 

Pleiades VHSR, Corine Land Cover [76] 20 m 

OpenStreetMap[77] 100 dpi 

Cropland Data Layer [78] 30-56m 

WorldView-2 [79] 0.46 m 

ImageNet [80] 64x64 pixels 

V. RESEARCH TRENDS 

At present, various Deep Learning (DL) approaches are 
being implemented towards analyzing satellite images / 
remotely sensed images. Last five years, data from IEEE 
Xplore digital archives have been studied to arrive at the 
inevitable conclusion of research trends. 

From Fig. 8, it can be seen that the number of adoption of 
deep learning has been spontaneously increasing in the last 
five years. There are more probabilities towards the 
continuation of similar trends in upcoming years. 

From Fig. 9, it is noticed that CNN is the dominant DL 
approach compared to other DL variants, i.e., RNN, LSTM, 
Stacked Autoencoders, Fully Convolution Network (FCN), 
and Deep Belief Network (DBN). Also, there is increasing 
adoption of LSTM and FCN approaches; however, they are 
significantly less in numbers. Hence, chances are more for 
CNN to be dominant in coming years too. 

From Fig. 10, it is noticed that urban-based application is 
more investigated, followed by a water-based application 
using DL methods. The urban-based application will include 
identifying land covers, mainly exhibiting that it will focus on 
the research area. 

 

Fig. 8. Year-Wise Trends of DL-Approaches on Satellite Images. 

 

Fig. 9. Trends towards Taxonomies of DL-Approaches on Satellite Images. 

 

Fig. 10. Trends of Application Area Year-Wise Trends of DL-Approaches on 

Satellite Images. 

This outcome eventually shows a higher scope of 
continued research work using DL methods towards satellite 
images in more progressive order. These findings of the 
research trend are one of the essential contributions of this 
manuscript. 

VI. REVIEW CONTRIBUTION 

From the prior section, it can be seen that various degree 
of research work is being carried out towards the segmentation 
of satellite images. It should be noted that not all deep learning 
mechanisms have implemented segmentation towards the 
input image. This paper has discussed only the research work 
where segmentation has been applied. The scope of this paper 
is i) the paper considers discussion of approaches published in 
last five years, ii) the paper emphasizes assessing the impact 
of different deep learning models towards segmentation. After 
reviewing different taxonomies of deep learning methods 
towards segmentation, different points of research gap are 
concluded that are briefed as follows: 

A. Research Gap 

The essential research gap explored after reviewing 
existing approaches are as follows: 

 Unattended Computational Problems in Deep 
Learning: Despite the frequently adopted technique, 
the studies using deep learning have witnessed an 
evident trade-off between achieving simplification in 
learning (positive point) and poor computational 
performance (negative point). Almost all the CNN 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

127 | P a g e  

www.ijacsa.thesai.org 

approaches studied in this paper are witnessed with 
lower performance scalability or increased 
computational complexities. Unless lower 
computational complexities characterize the 
framework; it is eventually not feasible to prove its 
application over real-life resourced defined computing 
devices. This fact is also witnessed for almost all deep 
learning techniques. 

 Complexities of Satellite Images: Irrespective of any 
dataset of satellite imageries, it is now known that such 
images are accompanied by various challenges, from 
analyzing the raw sensed image to obtaining higher 
accuracy by extracting essential features. Although, 
deep learning methods can only be applied if the 
preprocessing is effectively carried out, which is 
missing in the most implementations. Hence, it is 
essential to preprocess the satellite image before 
feature extraction because it consists of a large amount 
of information. The deep learning method can 
automate the process for better classification; however, 
it will still depend on practical preprocessing input 
images before training. 

 Biased Focused on Segmentation Approach: A closer 
look into existing approaches shows a majority of 
semantic segmentation methods used over satellite 
images. Such a technique labels each pixel concerning 
the associated class of satellite images, further 
subjected to dense prediction.  One of the pitfalls of 
such an approach is that instances of the same classes 
are not segmented, potentially affecting landcover 
applications. Apart from this, various methods reported 
in this paper using deep learning don't include object 
irregularity, illumination factor, poor contrast, noise, 
etc. The exclusion of these points will eventually affect 
the accuracy of classification using deep learning. 

 Less Emphasis towards Computational Performance: 
Although there are more comprehensive deep learning 
approaches to analyze satellite images, it is essential to 
identify the proper model. Different models have 
different performance patterns, and there is no full-
proof deep learning model generalized towards 
analyzing satellite images. Inappropriate selection of 
deep learning model towards segmentation is a 
complex task as segmentation operation to be applied 
wholly subjected and application-oriented. This 
eventually leads to computational complexities, evident 
from limiting points found in existing studies discussed 
in this paper. Without addressing computational 
performance, it is quite questionable to understand 
their applicability. 

B. Discussion 

A closer look into the deep learning approaches shows 
many methods for analyzing satellite images, but not much 
work is reported towards segmentation approaches. One 
interesting observation noted in all segmentation-based 
approaches is that almost every research work has adopted 
different datasets with different properties and implemented 

them. Although Sentinel, MODIS, and QuickBird are 
frequently adopted datasets, they differ in addressing different 
problems. A better form of progressive work towards a deep 
learning approach is required considering a large scale similar 
dataset first, which can be compared with other existing 
datasets later. But this is not the case with existing methods. 
Another observation is that existing approaches are not 
witnessed much with scalable and consistent performance. 
LSTM, which is considered a better variant of RNN, is seen 
with time consumption and increased complexities in many 
cases. This is because architecture towards an extensive 
memory system is theoretically proven, and its performance 
doesn't scale up when exposed to a complex and challenging 
environment. Apart from this, CNN has implemented either 
individually or in combination with other training models. The 
standalone implementation of CNN towards the segmentation 
process is witnessed with various challenges that are not 
attended. The first challenge in standalone CNN 
implementation is associated with the drastically slower 
operation that consumes enough training time for the larger 
size of the satellite image. None of the existing studies has 
reported overcoming the dependencies of a resourceful 
graphical processing unit for supporting extensive layers of 
training in CNN. Apart from this, after the object is identified 
from satellite images using the CNN technique, it must be 
encoded for better accuracy. However, it is not feasible for 
CNN to encode pixel position and identify changes in object 
orientation. This will potentially affect the accuracy. Hence, 
there is a need to address the inherent issues of deep learning 
and attend to other matters. 

VII. CONCLUSION 

Remote sensing and satellite images have become essential 
applications for change detection and classification. With an 
increasing rise of deep learning-based approaches for 
analyzing satellite images, the idea of this paper is to review 
the existing approaches associated with segmentation. The 
novelty points of this paper are i) existing review papers has 
reviewed semantic segmentation, segmentation with specific 
application, whereas the proposed review paper has explicitly 
discussed all the recent segmentation approaches using deep 
learning with various application grounds offering more 
technical insights, ii) proposed review contributes to updated 
research trends to understand most dominant deep learning-
based technique suitable for segmentation, iii) each study has 
been discussed concerning good points and limiting factors for 
offering more granularity in review findings, iv) the proposed 
review work contributes towards research gap followed by a 
discussion to know less spoken information about strength and 
weakness of existing schemes. 

Future work will be further carried out to address the 
research gap identified in this paper. A computational 
framework can be designed to consider various artifact 
inclusion combined that has never been done before. This will 
offer a scope to introduce a novel preprocessing approach that 
can potentially contribute to the enriched feature extraction 
process. Further, a novel deep learning model can be framed, 
emphasizing reduced training demands, reduced processing 
time, and optimal computational performance. 
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Abstract—DNA (Deoxyribonucleic acid) profiling involves 

analysis of sequences of individual or mixed DNA profiles to 

identify persons these profiles belong to. DNA profiling is used in 

important applications such as for paternity tests, in forensic 

science for person identification on a crime scheme, etc. Finding 

the number of contributors in a DNA mixture is a major task in 

DNA profiling with challenges caused due to allele dropout, 

stutter, blobs, and noise. The existing methods for finding the 

number of unknowns in a DNA mixture suffer from issues 

including computational complexity and accuracy of estimating 

the number of unknowns. Machine learning has received 

attention recently in this area but with limited success. Many 

more efforts are needed for improving the robustness and 

accuracy of these methods. Our research aims to advance the 

state-of-the-art in this area. Specifically, in this paper, we 

investigate the performance of six machine learning algorithms -- 

Nearest Neighbors (KNN), Random Forest (RF), Support Vector 

Machine (SVM), Logistic Regression (LR), Stochastic Gradient 

Descent (SGD), and Gaussian Naïve-Bayes (GNB) -- applied to a 

publicly available dataset called PROVEDIt, containing mixtures 

with up to five contributors. We evaluate the algorithmic 

performance using confusion matrices and four performance 

metrics namely accuracy, F1-Score, Recall, and Precision. The 

results show that LR provides the highest Accuracy of 95% for 

mixtures with five contributors. 

Keywords—Machine learning; DNA profiling; DNA mixtures; 

forensic science 

I. INTRODUCTION 

Between different individuals, most of the genome is the 
same. However, there are some differences, and here comes the 
science of Deoxyribonucleic acid (DNA) profiling. It is the 
process that takes benefit from these differences and gives the 
ability to distinguish between individuals [1]. DNA profiling 
analyzes DNA sequences that are referred to as genetic 
markers. The most commonly used genetic marker is Short 
Tandem Repeats (STRs) [1]. DNA profiling is used in 
important applications such as for paternity tests, in forensic 
science for person identification on a crime scheme, etc. [2]. 
Determining the number of contributors is one of the essential 
stages in DNA profiling. This task is often not straightforward 
because of the challenges that could appear, caused due to 
allele dropout, stutter, blobs, and noise [3], [4]. 

The current methods for finding the number of unknowns 
in DNA mixtures can be divided into three types [5]. The first 
type includes the basic methods which are compute-intensive, 
are slow, and have accuracy issues (e.g., [6]). The second type 
includes high-performance computing (HPC) methods, which 
are faster but highly compute-intensive, and their accuracy 
requires significant improvements (e.g., [7]). The third type 
includes machine learning methods that are faster but their 
classification accuracies and robustness need to be improved, 
requiring many more efforts in this direction (e.g., [8]). 

Recent years have seen rapid and considerable growth in 
using machine learning in different fields, showing promising 
results [9]. However, when dealing with inferring the number 
of contributors in the DNA profile mixture, few researchers 
have addressed the effect of using machine learning to solve 
this challenge. To the best of our knowledge, there are three 
works to date [8], [10], [11], and each one deals with the 
problem from a different perspective. The research on machine 
learning based DNA profiling is in its infancy, many more 
works are needed to improve the diversity and accuracy of the 
machine learning methods. Our research aims to advance the 
state-of-the-art in the DNA profiling domain. Specifically, in 
this paper, we investigate the performance of six machine 
learning algorithms -- Nearest Neighbors (KNN), Random 
Forest (RF), Support Vector Machine (SVM), Logistic 
Regression (LR), Stochastic Gradient Descent (SGD), and 
Gaussian Naïve-Bayes (GNB) -- applied to a publicly available 
dataset called PROVEDIt. The dataset contains DNA mixtures 
with up to five contributors. 

We have investigated the performance of these algorithms 
in detail using four performance metrics namely accuracy, F1-
Score, Recall, and Precision. The performance of each 
algorithm has been analyzed using confusion matrices and 
graphs of the four matrices for each of the five classes, One-
Person, Two-Person, Three-Person, Four-Person, and Five-
Person. 

For KNN, the highest values for the F1-Score, Recall, and 
Precision metrics were achieved, all for the Five-Persons class, 
at 68%, 62%, 75%, respectively. For the RF algorithm, the 
highest values for the F1-Score, Recall, and Precision metrics 
were achieved for the Five-Persons class at 86%, One-Person 
class at 88%, and the Five-Persons class at 90%, respectively. 
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For SVM, the highest values for the F1-Score, Recall, and 
Precision metrics were achieved, all for the Five-Persons class, 
at 96%, 96%, 95%, respectively. For SGD, the highest values 
for the F1-Score, Recall, and Precision metrics were achieved 
for the Five-Persons class at 93%, both One-Person and Five-
Person classes at 100%, and the Five-Persons class at 88%, 
respectively. For LR, the highest values for the F1-Score, 
Recall, and Precision metrics were achieved for the One-
Person class at 97%, Five-Persons class at 98%, and the One-
Person class at 97%, respectively. For GNB, the highest values 
for the F1-Score, Recall, and Precision metrics were achieved 
for the Three-Persons class at 71%, Three-Persons class at 
83%, and the Five-Persons class at 100%, respectively. The 
highest Accuracy over all the algorithms was achieved by the 
LR algorithm at 95% for mixtures with up to five contributors. 

The rest of the paper is organized as follows. Section II 
briefly reviews the related works. Section III describes the 
methodology of the proposed work. Section IV presents results 
and their analyses for the six machine learning algorithms. 
Section V contains the conclusion and future work. 

II. RELATED WORK 

The methods for estimating the number of contributors in a 
DNA mixture can be divided into three types. These are basic 
methods, HPC methods, and machine learning-based methods. 
The basic methods and tools include, among others, Maximum 
Allele Count (MAC) [6], Total Allele Count (TAC) [11], MLE 
[12], DNA Mixtures [13], Lab Retriever [14] and DNA MIX 
[15]. The parallel or HPC methods include Euroformix [16], 
LikeLTD [17] and NOCIt [4], [5], [18]. To the best of our 
knowledge, only three works have used machine learning to 
determine the number of contributors in a DNA profile. Since 
machine learning is the focus of our research, these three 
methods are reviewed below in some detail. 

Marciano and Adelmen [8] evaluated five machine 
algorithms, and finally, they chose the SVM that reached 98% 
accuracy in the training stage and 97% accuracy in the testing 
stage for four contributors. Note that the 97% accuracy is on a 
dataset with up to four contributors compared to five 
contributors where typically the accuracy will be lower due to a 
larger number of classes. The data that they have used consists 
of 1405 profiles from 20 individuals. Benschop et al. [11] 
examined ten machine learning algorithms, and finally, they 
chose the RFC model with 19 features. They used 590 profiles 
that range from a single person to five person mixtures. They 
removed both Amelgenin and Y-chromosomal markers. There 
were more than 250 features for each profile, but they chose 
only the best 50 features. In terms of Accuracy, they got 
(83%). Kruijver et al. [10] use decision trees in their work. 
They used 766 profiles from Global filer multiplex with a 25-
second injection. In terms of Accuracy, they got from (77.9% - 
85.2%). 

The research on machine learning based DNA profiling is 
in its infancy, many more works are needed to improve the 
diversity and accuracy of the machine learning methods. Our 
research aims to advance the state-of-the-art in the DNA 
profiling domain. Specifically, in this paper, we investigate the 
performance of six machine learning algorithms. 

III. METHODOLOGY AND DESIGN 

This section presents the proposed methodology for this 
work, depicted in Fig. 1. Section A will give a short 
explanation of the dataset that has been used. Section B will 
explain the ML models used in this work, and finally, Section 
C will show the evaluation metrics used. 

A. The Dataset 

The data in terms of  DNA profiles have been taken from 
the public dataset PROVEDIt [19]. This dataset contains more 
than 25,000 STR profiles containing DNA mixtures that range 
from one to five contributors. The dataset contains more than 
one kit with different cycles number and injection times. Fig. 2 
shows the number of profiles that we have taken from this 
dataset. We took 156 profiles to represent each class among the 
five classes, and we ended with 780 DNA profile mixtures, 
which means that we have 18720 samples (780 profiles * 24 
markers). When we collected the data, we made sure it 
contained different injection times and cycle numbers. 

We encountered more than one challenge for the 
preprocessing stage, including dealing with empty cells, OL 
values and deleting the unwanted markers. All of these 
challenges were addressed during the pre-processing phase in 
order to prepare the dataset for the classification stage. 

B. Machine Learning Methods 

In this paper, we examined six different machine learning 
algorithms that are introduced below. 

K-Nearest Neighbors (KNN) is considered one of the 
simplest algorithms in classifying tasks. This algorithm aims to 
find the samples that exist close to each other [8]. 

Random Forest (RF) is an algorithm that is used in both 
classification and regression. As the name implies, it is a set of 
multiple decision trees. The dataset will be divided into a batch 
of random datasets, then building a decision tree for each of 
them. Each decision tree will give a diffident decision, and the 
majority result will be taken [20]. 

 

Fig. 1. A High-Level Depiction of our Methodology. 

 

Fig. 2. PROVEDIt: Number and Distribution of DNA Mixtures with the 

Five Classes (Selected Profiles). 
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Support Vector Machine (SVM) is a very familiar 
algorithm when dealing with classification problems. When 
there is more than one way of drawing the line (boundary) to 
separate the data points (support vectors), one of the solutions 
is to measure the distance (margin) between the boundary and 
the data points. SVM will try to maximize this margin [8]. 

Stochastic Gradient Descent (SGD) is a suitable choice 
when having a significant dataset in terms of size and when 
there is not much computation. For forward pass, it uses a 
single sample at random and then changes weights [21]. 

Logistic Regression (LR) calculates the dependent variable 
based on the independent variable by calculating the errors 
between the actual data point and the predicted data point by 
the linear equation, then square the errors, sum them up, and 
minimize them [8]. 

Gaussian NB (GNB) comes from the Gaussian distributions 
that represent the dataset. It is suitable when the dimensionality 
of the inputs is complex and high. It used the Bayes theorem. It 
assumes that each feature is independent of other features [22]. 

C. Evaluation 

In this work, we used four different performance metrics. 
Which are Accuracy that calculated as following          
                     , F1-Score that calculated 
as following                                       
          , Recall that calculated as following        
          , and Precision that calculated as following 
                     . Where TP is True Positive, TN 
is True Negative, FN is False Negative, and FP is False 
Positive. 

IV. RESULTS AND ANALYSIS 

This section presents the performance for the six 
algorithms. The six algorithms: KNN, RF, SVM, SGD, LR and 
GNB are analyzed respectively in Section IV.A to Section 
IV.F. Section IV.G will show a comparison between all the six 
algorithms. Section IV.H provides a brief descriptive 
comparison of our work in this paper with the earlier related 
works. 

A. Nearest Neighbors (KNN) 

Fig. 3 shows the confusion matrix for KNN model. There 
are five classes. The values vary from the minimum (zero) with 
purple color to the maximum (627) with dark yellow. The 
matrix could be read as follows. For Two number of 
unknowns, for instance, there are (502) correct predictions, 
(181) samples were misclassified as One-Person, (258) 
samples were misclassified as Three-Persons mixtures, (70) 
samples were misclassified as the Four-Persons mixtures and 
(16) samples were misclassified as the Five-Persons mixtures. 
The results show that One-Persons class have the highest 
number of correct predictions (627), then Five Persons class 
with (626), Three Persons class, Four Persons class and finally 
Two Person class. In terms of mischaracterization, Two 
Persons class has the highest number of misclassification 
(525), then Four Persons class (514), then Three Persons class 
(471), then One Person class (399) and finally Five Persons 
class (388). 

 

Fig. 3. The Confusion Matrix (KNN). 

 

Fig. 4. F1-Score, Recall and Precision (KNN). 

Fig. 4 shows F1-Score, Recall and Precision for the KNN 
model. The highest score is for Five Persons class Precision 
(75%) because referring to Fig. 3, we know that TP for Five 
Persons class is 626 and FP is 206, and the lowest is for both 
Three Persons and Two Persons classes Precision (45%) 
because as we know TP for Three Persons is (558) and FP is 
(679), and for Two Persons class TP is (506), and FP is (617). 
For F1-Score, the highest score is for Five Persons class (68%), 
and the lowest is for Two Persons class (47%). For Recall, the 
highest score is for Five Persons class (62%), and the lowest is 
for Two Persons class (49%). For Precision, the highest score 
is for Five Persons class (75%), and the lowest is for both 
Three Persons and Two Persons classes (45%). 

B. Random Forest (RF) 

Fig. 5 shows the confusion matrix for RF model. There are 
five classes. The values vary from the minimum (zero) with 
purple color to the maximum (902) with dark yellow. The 
matrix could be read as follows. For Three number of 
unknowns, for instance, there are (808) correct predictions, 
(41) samples were misclassified as One unknown, (138) 
samples were misclassified as Two unknown mixtures, (25) 
samples were misclassified as Four unknown mixtures and (17) 
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samples were misclassified as Five unknown mixtures. The 
results show that the One Person class have the highest number 
of correct predictions (902), then both Five Persons and Four 
Persons classes with (840), then Two Persons class with (822) 
and finally Three Persons class with (808). In terms of 
mischaracterization, Three Persons class has the highest 
number of misclassification (221), then Two Persons class 
(209), then Four Persons class (208), then Five Persons class 
(174) and finally One Person class (124). 

Fig. 6 shows F1-Score, Recall and Precision for RF model. 
The highest score is for Five Persons class (90%) Precision 
because referring to Fig. 5, we know that TP for Five Persons 
class is (840) and FP is (96), and the lowest is for Two Persons 
class Precision (73%) because we know that TP for Two 
Persons class is (822) and FP is (302). For F1-Score, the 
highest score is for Five Persons class (86%), and the lowest is 
for Two Person class (76%). For Recall, the highest score is for 
One Person class (88%), and the lowest is for Three Persons 
class (79%). For Precision, the highest score is for Five 
Persons class (90%), and the lowest is for Two persons classes 
(73%). 

 

Fig. 5. The Confusion Matrix (RF). 

 

Fig. 6. F1-Score, Recall and Precision (RF). 

C. Support Vector Machine (SVM) 

Fig. 7 shows the confusion matrix for SVM model. There 
are five classes. The values vary from the minimum (zero) with 
purple color to the maximum (972) with dark yellow. The 
matrix could be read as follows. For Four unknowns, for 
instance, there are (911) correct predictions, (zero) samples 
were misclassified as One or Two unknown contributors, (88) 
samples were misclassified as Three Persons classes and (49) 
samples were misclassified as Five Persons class. The results 
show that Five Persons class have the highest number of 
correct predictions (972), then One Person class with (961), 
then Three Persons class with (932), then Two Persons class 
with (918) and finally Four Persons class with (911). In terms 
of mischaracterization, Four Persons class has the highest 
number of misclassification (137), then Two Persons class 
(113), then Three Persons class (97), then One Person class 
(65) and finally Five Persons class (42). 

 

Fig. 7. The Confusion Matrix (SVM). 

 

Fig. 8. F1-Score, Recall and Precision (SVM). 
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Fig. 8 shows F1-Score, Recall and Precision for RF model. 
The highest score is for both Five Persons class (96%) F1-
Score and Five Persons class Recall because referring to Fig. 7 
we know that TP for Five Persons class is (972), FP is (49), 
and FN is (42), and the lowest is for both Four Persons class 
Recall (87%) and Three Persons class Precision (87%) because 
we know that TP for Four Persons class is (911) and FN is 
(137), and TP for Three Persons class is (932), and FP is (141). 
For F1-Score, the highest score is for Five Persons class (96%), 
and the lowest is for Four Persons, Three Persons and Two 
Persons classes (89%). For Recall, the highest score is for Five 
Persons class (96%), and the lowest is for Four Persons class 
(87%). For Precision, the highest score is for Five Persons 
class (95%), and the lowest is for Three persons class (87%). 

D. Stochastic Gradient Descent (SGD) 

Fig. 9 shows the confusion matrix for SGD model. There 
are five classes. The values vary from the minimum (zero) with 
purple color to the maximum (1026) with dark yellow. The 
matrix could be read as follows. For Five unknowns, for 
instance, there are (1009) correct predictions, (zero) samples 
were misclassified as both One or Two unknown contributors, 
(1) samples were misclassified as Three Persons class and (4) 
samples were misclassified as Four Persons class. The results 
show that One Person class have the highest number of correct 
predictions (1026), then Five Persons class with (1009), then 
Three Persons class with (748), then Four Persons class with 
(436) and finally Two Persons class with (118). In terms of 
mischaracterization, Four Persons class has the highest number 
of misclassification (612), then Two Persons class (561), then 
Three Persons class (281), then Five Persons class (5) and 
finally One Person class (zero). 

 

Fig. 9. The Confusion Matrix (SGD). 

 

Fig. 10. F1-Score, Recall and Precision (SGD). 

Fig. 10 shows F1-Score, Recall and Precision for SGD 
model. The highest score is for both Five Persons and One 
Person classes (100%) Recall because referring to Fig. 9, we 
know that TP for Five Persons class is (1009) and FN is (5), 
and TP for One Person class is (1026), and FN is (zero), and 
the lowest is for Two Persons class Precision (11%) because 
we know that TP for Two Persons class is (118) and FP is 
(913). For F1-Score, the highest score is for Five Persons class 
(93%), and the lowest is for Two Persons class (20%). For 
Recall, the highest score is for both Five Persons and Two 
Persons classes (100%), and the lowest is for Two Persons 
class (11%). For Precision, the highest score is for Five 
Persons class (88%), and the lowest is for Three persons class 
(45%). 

E. Logistic Regression (LR) 

Fig. 11 shows the confusion matrix for LR model. There 
are five classes. The values vary from the minimum (zero) with 
purple color to the maximum (990) with dark yellow. The 
matrix could be read as follows. For One number of unknowns, 
for instance, there are (990) correct predictions, (36) samples 
were misclassified as Two Persons class, (zero) samples were 
misclassified as Three, Four or Five unknown contributors. 
The results show that One Person class have the highest 
number of correct predictions (990), then Five Persons class 
with (989), then Three Persons class with (984), then Four 
Persons class with (958) and finally Two Persons class with 
(967). In terms of mischaracterization, Four Persons class has 
the highest number of misclassification (90), then Two Persons 
class (64), then Three Persons class (45), then Five Persons 
class (25) and finally One Person class (36). 

Fig. 12 shows F1-Score, Recall and Precision for LR 
model. The highest score is for Five Persons class (98%) 
Recall because referring to Fig. 11, we know that TP for Five 
Persons class is (989) and FN is (25), and the lowest is for Four 
Persons class Recall (91%) because we know that TP for Four 
Persons class is (958) and FN is (90). For F1-Score, the highest 
score is for Five Persons class (96%), and the lowest is for 
Four Persons, Three Persons and Twp Persons classes (94%). 
For Recall, the highest score is for Five Persons class (98%), 
and the lowest is for Four Persons class (91%). For Precision, 
the highest score is for One Person class (97%), and the lowest 
is for Three persons class (93%). 

 

Fig. 11. The Confusion Matrix (LR). 
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Fig. 12. F1-Score, Recall and Precision (LR). 

F. Gaussian NB (GNB) 

Fig. 13 shows the confusion matrix for GNB model. There 
are five classes. The values vary from the minimum (zero) with 
purple color to the maximum (953) with dark yellow. The 
matrix could be read as follows. For the Two-Persons class, for 
instance, there are 772 correct predictions and 259 incorrect 
predictions. Among these misclassifications, ten samples were 
misclassified as the One-Person class. Moreover, 231 samples 
of these were misclassified as the Three-Persons class, 18 
samples were misclassified as the Four-Persons class and none 
of the samples were misclassified as the Five-Persons class. 
The results show that Three Persons class have the highest 
number of correct predictions (858), then Two Persons class 
with (772), then Four Persons class with (760), then Five 
Persons class with (213) and finally One Person class with 
(70). In terms of mischaracterization, One Person class has the 
highest number of misclassification (956), then Five Persons 
class (801), then Four Persons class (288), then Two Persons 
class (259) and finally Three Persons class (171). 

 

Fig. 13. The Confusion Matrix (GNB). 

 

Fig. 14. F1-Score, Recall and Precision (GNB). 

Fig. 14 shows F1-Score, Recall and Precision for GNB 
model. The highest score is for Five Persons class (100%) 
Precision because referring to Fig. 13, we know that TP for 
Five-Persons class is (213) and FP is (0), and the lowest is for 
One-Person class Recall (7%) because we know that TP for 
One Person class is (70) and FN is (31). For F1-Score, the 
highest score is for Three Persons class (71%), and the lowest 
is for One Person class (12%). For Recall, the highest score is 
for Three Persons class (83%), and the lowest is for One 
Person class (7%). For Precision, the highest score is for Five 
Persons class (100%), and the lowest is for Two persons class 
(43%). 

G. Accuracy Comparison 

Fig. 15 shows a comparison in terms of Accuracy between 
the proposed six ML algorithms. The x-axis shows the models 
names, and the y-axis shows the Accuracy percentage. The 
results show that LR has the highest score with (95%), then 
SVM with (91%), then RF with (82%), then SGD with (65%), 
then KNN with (55%) and finally GNB with (52%). 

 

Fig. 15. Accuracy Comparison of the Six ML Algorithms. 
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H. Comparison with Related Works 

Among all the earlier works in the literature on the use of 
machine or deep learning for estimating the number of 
unknowns, only Benschop et al. [11] and Kruijver et al. [10] 
estimated the number of unknowns for DNA mixtures with up 
to five contributors. The best Accuracy performance for 
Benschop et al. [11] was reported for the RF algorithm at 83%. 
The best Accuracy performance for Kruijver et al. [10] was 
reported for the Decision Trees algorithm at 85%. Comparing 
these results with our work presented in this paper, we have 
clearly achieved a better performance, i.e., for the LR 
algorithm at 95% Accuracy. 

V. CONCLUSIONS AND FUTURE WORK 

DNA profiling is considered one of the most challenging 
problems in forensic science. In the near future, the forensic 
science labs will have more profiles that could have many 
challenges to deal with, which shows the need for such tools 
that will help the analysts in their work. Within the next 
coming years, machine learning will become an essential 
component in many fields. 

This study evaluated six machine learning algorithms with 
four performance metrics. These are F1-Score, Recall, 
Precision and Accuracy. The results show that the highest 
score for KNN is with Five Persons class Precision (75%), the 
highest score for RF is with Five Persons class Precision 
(90%), the highest score for SVM is with Five Persons class 
both F1-Score and Recall (96%), the highest score for SGD is 
with both Five Persons and One Person class Recall (100%), 
the highest score for LR is with the Five Persons class Recall 
(98%), and the highest score for GNB is with Five Persons 
class Precision (100%). The highest score for F1-Score is with 
the (LR) 97% One Person class. The highest score for Recall is 
with the (SGD) 100% One Person class and Five Persons class. 
The highest score for Precision is with the (GNB) 100% Five 
Persons class. In terms of Accuracy, the highest score is for the 
LR with (95%). Comparing with all other related works in the 
literature, we have clearly achieved a better performance, i.e., 
for the LR algorithm at 95% Accuracy. 

This paper provides an investigation into the performance 
of machine learning methods for DNA profiling. Further 
evaluation of machine learning methods is needed and it will 
form our future work. We will use feature engineering methods 
to improve the performance of these machine learning 
methods. We will also investigate tuning the performance of 
the machine learning methods. Moreover, we will use deep 
learning to improve classification performance. A major theme 
of our research is smart cities and societies [23]–[25], big data 
[26]–[28], high performance computing [29], [30], healthcare 
[31]–[33], information systems [34], [35], system integration 
[36], [37], and artificial intelligence [38], [39]. Future work on 
DNA profiling will also look into developing new smart 
applications for DNA profiling and its integration with other 
smart city systems. 
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Abstract—Private universities have devised a strategy to 
counteract the ongoing competition. Private universities can use 
the appropriate data analysis method to make higher education 
management decisions. The goal of this research is to find a new 
approach to data analysis methods in the form of visualization 
using the TTM (Temporal Topic Model) method to assist private 
university management. These findings are the two formulas 
used to generate time-based visualizations and the Temporal 
Topic Model per month to visually change news topics related to 
rankings so that management can decide on marketing strategies 
and policies that are in relation to public opinion. 

Keywords—Management decisions; temporal topic model; 
university; visualization 

I. INTRODUCTION 
The number of private universities, in Indonesia is around 

68 per cent of all universities, is one factor in the existence of 
competition for private universities in Indonesia. Private 
universities compete with each other to provide students as 
their consumers with the best educational services. 

The challenge currently facing Indonesian universities is 
the implementation of the Outcome-Based Education method, 
where learning focuses not only on the teaching and learning 
process but also on output [1]. The Accreditation of National 
and International Higher Education requires a curriculum that 
is supported by an Outcome-Based Approach [2]. 

Furthermore, a proper marketing strategy is a requirement 
for all universities, one of which is to provide services of 
equal value to the expectations of students, particularly those 
of stakeholders [3]. 

News about tertiary education institutions may influence 
the community in determining the choice of tertiary 
institutions, as the information presented is one of the contents 
of the ranking news [4]. Higher education rankings are not 
widely known to the public, based on the results of research 
conducted by Gunarto [5] through a survey method with a 
descriptive analysis of people's perceptions and preferences of 
the reputation of higher education ratings. 

A number of world university rankings, including 
Webometrics Rangking Of World University (WRWU), 
SCIMAGO Institutions Rankings (SIR), Academic Ranking of 
World Universities (ARWU), Taiwan Higher Education 
Evaluation and Accreditation Council (HEEACT), THE-QS 

World Ranking of Universities, and 4 International Colleges 
& Universities (4ICU) [6]. Indonesia conducts a National 
Cluster of Higher Education through the Ministry of Research, 
Technology and Higher Education, which is released every 
semester with the objective of mapping Indonesian 
universities to enhance the standard of higher education under 
the auspices of the Ministry of Research, Technology and 
Higher Education, as well as being the basis for the Ministry 
of Research, Technology and Higher Education [7]. 

Advances in information technology are currently 
supporting the management of data needed for higher 
education management, which is used to obtain user 
preferences. Information technology can assist management in 
evaluating information that can offer decision-making options 
for management. It is not possible to distinguish data analysis 
from the presentation of enticing data in order to promote the 
process of analysis. Visual presentation of the data allows 
management to better understand the summary of the 
information presented. Information on tertiary institutions 
visually at a certain time can be used by management to 
determine policies for making competition decisions that take 
place. 

Several studies on the Temporal Topic Model and the Use 
of Visualization, including Jeong [8], conducted a time 
analysis between three sources and two academic fields by 
conducting a text mining content analysis using LDA 
techniques. The resulting topic modeling has been declared 
effective in determining the content and trends of the time 
series of papers, patents and news articles. Jatmika [9] carried 
out a data mart visualization design to monitor the 
performance of the STIKOM Surabaya study programs. 
Visualization is designed to assist the Head of the Study 
Program in the academic performance of the Study Program. 
Ghosh et al [10] introduced a model of time-related issues in 
news articles to see trends in time-related issues. The time 
series regression technique in modeling has been found to be 
able to produce trendy topics efficiently. 

This research differs from several previous studies in that 
it analyzes the community's tendency in choosing universities 
towards university ranking indicators with a new approach 
using the Temporal Topic Model and visualizing it in order to 
apply for higher education management. The resulting 
visualization is time-based, and the Temporal Topic Model is 
used once a month to produce shifts in news topics that are 
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visually related to university rankings, allowing management 
to make marketing strategies and policies that are in line with 
community opinions. 

II. METHODS 
Research commences with the process of collecting data in 

accordance with the subject under study. The next stage is the 
processing of data using text mining techniques. There are two 
stages in data processing, namely pre-processing and 
modeling using the LDA method and the Temporal Topic 
Model. Visualization was carried out as a tool for analyzing 
emerging topics from the results of data processing. The 
stages of this research can be seen in Fig. 1. 

 
Fig. 1. Methods of Research. 

A. Collection of Data 
As a data source for this study, Indonesian news about 

universities was used. Text-only news content consists of text 
only. Before beginning the text mining process, keywords 
must be determined. Keywords are expressions that represent 
a concept, according to the KBBI Big Indonesian Dictionary 
[11]. The keywords used by Google Keyword Planner are 
listed in Table I [12]. 

Webometrics Ranking Of World University (WRWU), 
Times Higher Education Supplement (THES), Quacquarelli 
Symonds World University Rankings (QS WUR) are higher 
education rankings used on the basis of the IREG Ranking 
Audit [13] and Kemenristekdikti cluster ranking of 
universities in the world. 

TABLE I. KEYWORDS FOR THE GOOGLE KEYWORD PLANNER 

Keywords 

Most prestigious private university 

A private college 

The best private university 

A private university 

There are private colleges 

Telkom Institute of Technology 

University Positioning 

Kopertis-registered colleges 

Private college list 

In addition, there is a text crawling on the news portal. The 
news portals used are based on the results of eight national 
news portals with the highest level of access to alexa rank in 
2020, namely the news portal tribunnews.com, detik.com, 
okezone.com, sindonews.com, kompas.com, liputan6.com, 
idntimes.com and merdeka.com. For understanding the 
temporal behaviour, the data is grouped monthly. 
B. Text Pre-Processing 

The news articles that have been obtained are unstructured 
text data and require pre-processing of text that is carried out 
sequentially and connected to each other in order to prepare 
the data to be more feasible than input in the next process 
[14]. The results of the preprocessing process become input 
for the modeling stage of the topic. 

Grouped data requires pre-processing that includes the 
cleaning, tokenization and stopword removal phases. 

• Cleaning is the process of cleaning data, including the 
removal of links and dual spaces. 

• Tokenize is the process of breaking sentences into 
words. 

• Stopword deletion is a process of deleting words that 
are considered unimportant. This study is based on 
Sastrawi literary libraries. 

C. Topic Model 
The next stage is the topic of modeling using the Latent 

Dirichlet Allocation (LDA) technique introduced by Blei, et 
al. In the year 2003, this technique is an unsupervised machine 
learning technique that can be applied to generative 
probabilistic text data groups. Documents that make use of 
this technique can be seen as emerging themes from a number 
of documents [15]. 

In addition, the temporal subject model technique is used, 
a new approach to this technique where the subject of the 
model that has been generated is shown in a period of time per 
month by searching for relations in the ranking indicator with 
the formulation of equation 1. 

This stage is the novelty of this research, which uses 
ranking indicators and visualizes with the Temporal Topic 
Model technique. The Temporal Topic Model (TTM) method 
is used to display the topic model generated within a certain 
time period. Each topic will be displayed in the TTM by 
linking to the ranking indicators. 

𝑇𝑇𝑀 =< 𝑇𝑘11 ⟼ 𝑇𝑘22 ⟼ 𝑇𝑘𝑛𝑛 >            (1) 

Where to: 

TTM is a time-oriented set of consecutive times 

T1. . . Tn. is a topic at times 1 to n 

K1. . . kn is a list of topics 

After obtaining the TTM, then visualization is carried out 
using the equation (1). The visualization on the left is a list of 
topics T 1 … T 20,  20 topics used refer to the research of  Al-
khairi, Wibisono and Putro [16] which states that the most 
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optimal number of topics is 20 topics. On the right is a ranking 
list of R 1 … R 5 in each month period W 1 … W n as shown 
in Fig. 2. 

 
Where to: 

R1 is a rank 1. 

R2 is a rank 2. 
R3 is a rank 3. 

R4 is a rank 4. 
R5 is a rank 5. 

W1…Wn is a period of month. 

Fig. 2. Design of TTM. 

D. Visualization 
Visualization is carried out after obtaining the results of 

the TTM in order to make it easier for the management of 
private tertiary institutions to see the preferences of 
individuals with the wording of equation 2. 

𝑉𝑖 = �
1 𝑖𝑓 ∈ �𝑇1,𝑇2, …𝑇20}
0 𝑖𝑓 ∉ �𝑇1,𝑇2, …𝑇20}

            (2) 

Where to: 

Vi is a TTM visualization  

T1 . . . T20 is a topic 1 to top 20  

1 is a topic related to the rangking indicator  

0 is a topic unrelated to the rangking indicator 

Each rating is represented by a color that represents each 
rating as in Fig. 3. 

• The red color (W) represents the Webometrics ranking. 

• Yellow color (T) represents Thes ranking. 

• The green color (Q) represents the QS-WUR ranking. 

• Purple (D) represents the Kemenristek Dikti clustering 
ranking. 

• The blue color (O) represents if there are unrelated 
topics in the ranking. 

The color will live if in a month there is a topic that is 
related to the ranking indicator. The color will not live if the 
topic is not related to the ranking indicator. 

 
Fig. 3. Color Ranking. 

III. RESULT AND DISCUSSION 
The national news articles used in this study were 647 

articles generated from crawling using predetermined 
keywords and news portals from 2016 to 2020. Fig. 4 depicts 
the crawling process for Indonesian-language university news 
data. They are also seen by time per month to generate data, as 
shown in Fig. 5. 

 
Fig. 4. Crawling Process. 

 
Fig. 5. National News per Month. 
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The data that has been grouped is then pre-processed to 
produce better data as input into the process stage of the 
model theme. 

The number of topics to be displayed is determined in 
advance in the modeling process, and 10 topics are shown in 
this study. The following is an example of a topic that is 
produced in December 2020 as shown in Fig. 6. 

 
Fig. 6. December 2020 Topic Model. 

Topic 9, the ten words that appear at the highest frequency 
are 'universitas' with a weight of 0.030, followed by the words 
'fakultas' with a weight of 0.020, followed by the words 
'kampus,' 'terbaik,' 'perguruan,' 'university,' 'swasta,' 
'pendidikan,' 'kegiatan' and 'ilmu.' The resulting weight shows 
the level of importance of the words on the subject. 

Visually, words that contain a high frequency of 
occurrence in one subject are shown in Fig. 7. Using 
Wordcloud by showing that the word size is larger if the word 
weight has the highest frequency. 

All data for 2020 are shown visually in Fig. 8. Where the 
left side describes the relationship between one subject and 
another, while the right side describes the frequency 
distribution of the word. In the 2020 data set, the top-
frequency words are 'fakultas' and 'universitas.' In addition, the 
Twenty Topics with the highest frequency were used in the 
Temporal Topic Model process. 

The topic model that has been produced only describes the 
emergence of subjects without knowing the topic shifts that 
occur every month. For this reason, a Temporary Topic Model 
and a visualization that is linked to a ranking indicator is 
needed so that the news topic can be identified as an input for 
higher education management every month. 

Each topic generated per month is linked to the ranking 
indicator, the indicator is represented in color, so that if a 
relationship occurs, the color will live on the subject. This 
determination is based on Eq. 2, so that it is produced as 
shown in Fig. 9. 

From the results of the Visualization of the Temporal 
Topic Model, it is found that there was a shift in the themes 
that occurred. For example, from January to May 2016, it is 
shown in Table II. 

Table II shows that there is a shifting subject that happens 
every month, in January, to news about college scholarships, 
training, scientific research and scientific publications. 
February news on scientific research and scientific 
publications. In March and April, the news is about training, 
while in May it is about graduates, education and teaching, 
training and curriculum content. 

 
Fig. 7. Wordcloud News December 2020. 

 
Fig. 8. Frequency of 2020 Data Words. 
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Fig. 9. Visualization of the Temporal Topic Model. 

TABLE II.  EXAMPLES OF SHIFT TOPIC 

January  February  March April May 

- - - - graduates 

- - - - education and 
teaching 

-  - - - curriculum 
content 

college 
scholarships, - - - - 

training, - training,  training,  training,  

scientific 
research  

scientific 
research  - - - 

scientific 
publications 

scientific 
publications - - - 

IV. CONCLUSION 
It can provide visual input to the management of private 

universities to facilitate the analysis of public preferences for 
higher education, before management decides on marketing 
strategies and policies that are in accordance with the views of 
the community, using the findings in the form of two equation 
formulas that are applied to produce a visualization of the 
Temporal Topic Model Technique. The resulting visualization 
is time-based and can be seen changing news topics visually. 

The results of the visualization of the TTM obtained class 
parameters that can be used in the next stage, namely the 
classification process. The visualization function is carried out 
by calculating the topics connected to the ranking indicators, 
then the maximum value of each parameter will be searched, 
the parameter with the largest value that will be used as a 
parameter can be used as a feature of the assessment process 
which is part of the classification process. 
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Abstract—In recent years, researchers have explored the 

applicability of Q-learning, a model-free reinforcement learning 

technology towards designing QoS-aware, resource-efficiency, 

and reliable routing techniquesin a dynamically changing 

network environment. However, Q-learning is based on tabular 

representation to characterize learned policies that frequently 

encounter a dimension disaster problem when introduced to the 

uncertain and dynamically changing network environment. In 

addition, the time required for agent learning in the training 

phase is too long, which makes it difficult for the agent to 

generalize the observation state efficiently. To this end, this 

paper attempts to overcome the overhead memory problems 

encountered in Q-learning-based routing techniques. In this 

paper, the study presents a novel memory-efficient intelligent 

routing mechanism based on adaptive Kanerva coding, which 

minimizes the storage cost required for storing large action and a 

state value. Unlike existing schemes, the proposed method 

optimizes memory requirements. Also, it enables better 

generalization by storing the learnable parameters of the 

function approximator present in the agent in a Kanerva-coding 

data structure. The Kanerva-coding is a sparse memory with 

distributed reading and writing mechanism which enables 

optimal compression and state abstractions for learning with 

fewer parameterized components making it highly memory 

efficient. The design and implementation of the proposed 

technique are done on the Anaconda tool. Simulation results 

demonstrate that the proposed technique can adaptively adjust 

the routing policy according to the varying network environment 

to meet the transmission requirements of different services with 

low memory requirements. 

Keywords—Mobile wireless network; reinforcement learning; 

Q-learning; Kanerva coding; routing; memory optimization 

I. INTRODUCTION 

A. Background 

A mobile wireless network can be regarded as a transient 
system that is inherently dynamic, decentralized, and formed 
via randomly deployed several wireless and mobile 
communicating sensor nodes to perform the distribution of the 
sensory information to the end node [1]. The ad-hoc feature in 
this transient system ensures fast and cost-effective network 
deployment. The sensory nodes operate as a router by 
receiving and forwarding the traffic of their nearby sensor 
nodes [2]. The salient features of mobile wireless networks are 
multi-hop communication, dynamic topology, bandwidth, and 

resources constraints. Interruption due to uncertain and 
dynamic topology changes affects the efficiency of the node 
resources. It also compromises the transmission of data 
packets from the source to the end node. In this regard, 
efficient routing in wireless networks has been extensively 
studied in the literature [3-5]. Therefore, various routing 
mechanisms have been introduced, mainly divided into 
reactive, proactive, and location-based routing protocols. The 
routing scheme of proactive type is a table-driven approach 
where information regarding the entire network topology is 
maintained at each sensor node. However, updating the table 
introduces a huge overhead problem due to the large control 
traffic in the dynamic network. In the reactive routing 
mechanism, the route discovery executes on on-demand [6]. 
However, it requires collecting adjacent information, which is 
a costly procedure, and, in many instances, it may not be able 
to determine the end-to-end path. In location-based routing, 
the selection of the next-hop nodes is carried based on the 
predefined parameters but not suitable to dynamic networks as 
it has restricted adaptability. Although the routing protocol of 
these types is advantageous in many specific situations, it has 
several limitations when introduced to the dynamic 
networking scenario [7-8]. 

Recently, machine learning (ML) has been widely 
employed to solve network problems. Incorporating the 
potential of machine learning technology in routing 
mechanisms helps to optimize network resources. In general, 
there are three particular types of ML techniques viz. 
supervised, unsupervised, and reinforcement learning. In 
supervised learning (SL), both input and output variables are 
required to train the models [9]. In un-supervised learning 
(UL), the model learns explicit features and generalizes the 
data category with only input variables. Reinforcement 
learning (RL) is the agent and environment interaction 
mechanism that enables a system to automatically explore, 
learn, through a trial-and-error process. However, RL is more 
suitable and dominant in literature when focusing on routing 
problems because it does not require any dataset like other ML 
models such as SL and UL [10]. 

B. Reinforcement Learning 

The Reinforcement Learning (RL) technique is a specific 
type of ML method that comprises agent function and its 
interaction with the environment. RL has illustrated great 
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potential in various decision-making processes, autonomous 
systems, telecommunication systems, robotics, and 
recommender systems. Fig. 1 represents a typical process of 
agent and environment interaction. 

 

Fig. 1. Typical Function of Agent and Environment. 

In typical RL, the principal of the agent interaction with 
the environment adopts a mathematical framework of the 
discrete-time stochastic control process, which is represented 

as a tuple such that: {           }, where    refers to a state,    
denotes action,   refers to feedback, i.e., reward (  ) or 
penalty provided by the environment,   refers to the state 
transition such that:(        )   ,   -and   discount factor 
concerned with rewards. The modeling of RL is concerned 
with episodes,i.e., set of timesteps during which the agent 
performs the    and interacts with an environment by learning 
a policy (  ) determined based on the current state. Then the 
agent gets an immediate    from the environment based on its 
   taken and transfer to the next state       In this regard, the 
   can be represented as follows:      (  ). The ultimate 

purpose of the agent is to determine a most suitable   to 
maximize the discounted and sum of rewards received so far 

from any given state such that:          
  (  ) , where 

   (  )  refers to the value function of    with an input 
argument    numerically expressed as    (  )  
   [∑            

 
   ]  indicating the discounted progressive 

   achieved from    based on   . However, the value of    is 

determined using Q-function such that:          (     ) 

after performing   inany given   numerically expressed as 
follows: 

 (     )     [∑                     
 
   ]           (1) 

Where, A denotes action space and S denotes state space. 

C. Motivation 

Many researchers have explored the effectiveness of the 
RL in network problems. The literature has shown that that the 
RL-driven schemes perform well in a specific context. 
However, it suffers from huge overhead and performance 
issues in the context of dynamic networking scenarios where 
topology changes uncertainly and dynamically due to the 
mobility of sensor nodes. Although, the Q-learning and its 

customized variant have been widely employed for designing 
routing schemes to improve the data packet transmission 
performance and resource efficiency. However, the issue with 
Q-learning is that it is not able to determine the optimal 
solution for the path selection in an appropriate time in the 
complex and dynamic large-scale networking scenario. 
Basically, in the large network, the state and action spaces are 
large, and since the Q-learning utilizes table-lookup 
mechanisms, it is usually subjected to the issue of dimensional 
disaster. In the real-time scenario, the network topology 
changes dynamically, and accordingly, the size of the network 
also changes. Therefore, an infinite process in the actual sense 
means that the mobile sensor nodes often leave and join the 
network dynamically. In this context, when there are more 
sensor nodes in the network, there will be a large state and 
action space, and the Q-table occupies a lot of memory. In this 
regard, the dimension of the state space increases 
exponentially with state variables, resulting in a proportional 
upsurge in the dimension of Q-table required to store the value 
of taking action in a state based on the current policy. Also, 
the agent requires a large time to explore the environment to 
learn the policy. Therefore, in a dynamic networking scenario 
like MANET, computing all possible states is challenging and 
impractical. However, few researchers suggested integrating 
deep learning with strong adaptability and generalization 
ability to solve many practical problems. However, some 
challenges still remain, which motivates us to introduce an 
effective solution regarding memory optimization without 
much affecting the routing performance and network 
resources. 

Therefore, this paper introduces a unique modelling of the 
reinforcement learning driven routing technique that utilizes 
Knerva coding mechanims in the agent modelling, which 
enables abstraction in the action policy learning towards 
exploration of optimal routuing in the dynamic network. 
Another significant aspect of the proposed work is the usage 
of customized environment designed using Open AI Gym 
function Employing sparse distributed scheme in the routing 
design clould efficiently optimizes the memory requirement 
and offers a better routing policy according to the varying 
network environment to meet the transmission requirements of 
different services. 

The remaining section of this paper is organized as 
follows: Section II presents the related work and highlights the 
problem statement for the proposed work. Section III 
discusses the proposed system followed by its design and 
methodology. Section IV presents the environment modelling 
for the agent interaction to explore optimal route; Section V 
presents agent modelling for routing using Kanerva coding; 
Section VI presents the experimental evaluation and 
performance analysis of the proposed algorithm. Finally, 
Section VII concludes overall contribution of this paper. 

II. RELATED WORK  

In the literature, the application of the RL techniques has 
been widely employed to address the limitations of traditional 
approaches to the networking domain. However, the existing 
routing protocols based on RL can be classified into three 
different categories, viz. i) context-specific criteria, ii) design-

https://en.wikipedia.org/wiki/Discrete-time
https://en.wikipedia.org/wiki/Optimal_control_theory
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specific criteria, and iii) performance-specific criteria. In the 
context-specific criteria, the RL addresses networking 
problems such as related issues, such as routing, channel 
selection QoS, and resource optimization. The work carried 
out by Saleem et al. [11] implemented RL to address the 
problem associated with channel selection and routing in the 
cognitive radio network (CRN). In this study, the authors have 
designed a model-based intelligent system to optimize routing 
and QoS in the context of the cluster-based and packet 
delivery ratio (PDR), respectively. In Debowski et al. [12], Q-
learning-based path selection mechanisms are developed to 
optimize the node resources. The work of Jung et al. [13] 
presented a data packet-driven efficient routing scheme in the 
un-manned robotic network, a kind of mobile ad-hoc network 
(MANET). In this study, a modified Q-learning is adopted to 
formula tea location-based routing technique considering the 
mobility factor of the sensor nodes. The work of Zeng et al. 
[14] presented a hybrid scheme formulated based on Q-
learning and fuzzy logic system to minimize and achieve an 
efficient balancing scheme in the MCA collision in the flying 
Ad-hoc network. Here, fuzzy logic is employed tochoose 
leader nodes considering the mobility pattern, and Q-learning 
is used to stimulate member node-rewarding to learn and 
evaluate multi-hop routes. The research work by Varshini et 
al. [15-16] presented a significant contribution in the 
networking, where the authors in [15] suggested a customized 
environment, namely NetAI-Gym, to evaluate RL agent for 
routing. In [16], the authors have presented a routing protocol 
based on Q-learning to select optimal routes. Also, the 
performance of presented routing schemes is evaluated with a 
rule-based agent algorithm. Hence, there are many RL-based 
approaches, but the existing studies lack modeling of a 
suitable environment to evaluate agent performance. However, 
there are few significant research works towards agent design 
and modeling. In the design-specific criteria, the researchers 
attempt to customized and enhance the design of agent 
mechanisms such as model-free approaches and model-based 
to achieve efficiency and accuracy in the model performance. 
The work carried out by Shen et al. [17] modeled a load 
balancing protocol based on the model-free approaches to 

minimize the congesting in peer-to-peer networking systems. 
The concept of the RL is mechanized to observe the 
environment state, such as processing capacity, queries, and 
resources associated with each peer. Further, the algorithm 
determines the suitable peers to relay queries based on the 
state observation. The study of Hendriks et al. [18], designed a 
Q-routing mechanism to perform optimal path selection and 
overhead reduction in the Ad-hoc wireless network. This 
study utilizes the AODV protocol for the route discovery 
process, and Q-learning is used to optimize the path discovery 
concerning QoS requirements. Johnston et al. [19] have 
introduced an intelligent routing scheme for battel networks to 
meet the real-time requirements. In this scheme, an approach 
of Q-learning is utilized to generalize and learn the next-hops 
to perform successful transmission of unicast- packets to the 
end nodes. The study considers duplication of the packets 
during unstable paths, and the packets are forwarded securely 
through multi-hop routes. The study uses cost-metric for the 
case of duplication, where if the cost factor is closer to zero, 
then more possibly that path is broken; if closer to 1, the path 
is stable. The researchers presented techniques emphasizing 
state overhead, action overhead, control packet overhead, and 
performance optimization in the performance-specific criteria. 
In the study of Wang et al. [20], the RL is utilized in the 
software-defined networking (SDN) enabled Internet of 
Things to improve routing performance. The SDN controller 
has a global view of the nodes and adapts routing based on 
mobility and traffic conditions. Further, an optimal route is 
determined based on the Q-learning approach. In Lin et al. 
[21], an adaptive routing scheme is suggested based on Q-
learning concerning QoS optimization, including delay, loss, 
and bandwidth factor. The study of Tang et al. [22] adopted 
RL to develop opportunistic routing to support video 
streaming in the application of multi-hop wireless networks. 
The researchers also adopted the deep RL concept to achieve 
efficiency in the routing protocol [23]. The deep RL technique 
is used in Lan et al. [24] to perform efficient routing in the 
SDN. Table I summarizes the above-discussed literature to 
provide a quick insight for the readers. 

TABLE I. SUMMARY OF ABOVE-DISCUSSED LITERATURE 

Citation Network Type RoutingContext Design QoS metrics 

[11] CRN Cluster-based Model Based PDR 

[12] WSN Data-driven Model Free Delay Energy 

[13] MANET Data-driven Model Free Delay, Overhead 

[14] FANET Data-driven Model Free Delay, Throughput 

[15] MANET - Model Free - 

[16] MANET Data-driven Model Free PDR, Delay 

[17] P2P Cluster-based Model Free Search time 

[18] WANET Data-driven Model Free Delay, PDR 

[19] Battel networks Data-driven Model Free Throughput 

[20] SDN Standard Protocol driven Model Free PDR 

[21] SDN Route Request driven Model Free Bandwidth, Delay and loss 

[22] Multi-hop network Data-driven Model Free Delay, Throughput 

[23] Wireless network Survey Survey - 

[24] SDN Data-driven Model Free PDR, Delay and loss 
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Following are the significant open issues explored based 
on the above-discussed literature. 

 It has been found that the majority of the study lacks 

modeling of a suitable environment that supports the 

function of Open AI Gym to assess RL agent algorithm. 

 Open-AI Gym is a toolkit for benchmarking the agent 

algorithm. However, it is not considered in the existing 

approaches in the context of network problem. 

 Due to the ever-increasing requirements for accuracy and 

efficiency in decision-making process for network 

routing, various approaches have been suggested over the 

years that can only approximate the complexity of the 

routing problem. 

 The applicability of the existing methods is limited to the 

specific context and is not much effective in dealing with 

dynamic scenario, where the network topology and size 

changes dynamically. 

 Very few research studies concerning Q-routing are 

found to emphasize the overhead memory problem. 

The problem statement for the proposed study can be 
stated as "it is a very challenging task to integrate 
reinforcement learning function in the memory-efficient 
routing mechanism in an uncertain and dynamically-changing 
network environment." 

III. PROPOSED SYSTEM 

The proposed study suggests a memory-efficient RL-
driven routing mechanism. The proposed routing is based on 
the RL agent which is developed using function approximator 
that uses the Kanerva (K) coding scheme to store learnable 
parameters (weight and bias) to represent the learned policy 
for the action being performed by the agent towards 
exploration of better route establishment. The proposed 
algorithm searches for a near-optimal prototype set that 
provides a significant level of abstraction in memory 
consumption. The proposed algorithm is introduced in a 
dynamic network environment to perform path establishment 
for reliable data transmission. 

 

Fig. 2. Schematic Architecture of the Proposed System. 

The schematic architecture of the proposed system is 
shown in Fig. 2, where environment modelling is carried out 
considering Ad-network with mobile nodes using Open-AI 
gym function. On the other hand, agent modelling is carried 
out to perform routing operation based on Kanerva coding 
technique and also the proposed study implements two other 
algorithm such as Q-learning and radial basis function (RBF) 
for the comparative analysis. 

IV. ENVIRONMENT MODELLING 

The proposed study performs environment modeling that 
imitates the scenario of the mobile wireless networking 
system. The design and development of the environment are 
inspired by the work carried out by [15], in which a 
customized environment is developed, namely Net-AI-Gym. 
The network is composed of mobile sensor nodes with Ad-hoc 
features. The network as the environment is modeled as 
G(V,E), where V indicates vertices, i.e., sensor nodes, and E is 
the link for connecting the sensor nodes in the network. In this 
regard, the environment is represented as a collection of n 

vectors as in set:   {  ⃗⃗ ⃗⃗     ⃗⃗ ⃗⃗     ⃗⃗ ⃗⃗      ⃗⃗⃗⃗  ⃗} , where,    ⃗⃗ ⃗⃗   

 denotes a sensor node with*     +    ⃗⃗ ⃗⃗  , where    is the 

Node id and    denotes set of link and k   ,   - and    , 

where   . The study considers a mobile sensor node   ⃗⃗ ⃗⃗  can 
be linked with many of the other sensor nodes within its 

proximity such that  – *  ⃗⃗ ⃗⃗ ⃗⃗  +, therefore,      is represented as 

follows:    {  ⃗⃗⃗⃗    ⃗⃗⃗⃗    ⃗⃗⃗⃗     ⃗⃗ ⃗⃗  ⃗}  s.t    ⃗⃗⃗⃗     including    , 
and   , where the    denotes the weight of the   . Fig. 3 
shows a flow diagram of the environment with the Open-Ai-
Gym function. 

 

Fig. 3. Flow of Environment for Net-AI Gym [15]. 
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Fig. 4. An Environment with 100- Nodes Network. 

Fig. 4 demonstrates the environment scenario with 100 
mobile sensor nodes connected to each other. The design and 
development of the environment are carried out using the 
Open-AI gym function as mentioned in the flowchart depicted 
in Fig. 3 [15]. Open-AI gym enables the environment to 
satisfy the Markov process. The environment implemented in 
this study is scalable and flexible to N number of sensor nodes 
comprising Ad-hoc and mobility features. Thus, the proposed 
RL environment is the dynamic and uncertain imitating 
scenario of a mobile ad-hoc network. However, ensuring 
efficient routing is quite challenging due to the mobile and ad-
hoc nature of the network. Therefore, the proposed study 
presents an efficient and sparse distributed memory-based 
agent model to perform routing operations in dynamic 
networks, discussed in the next section. 

V. AGENT MODELLING 

The prime objective of the study is to build an agent for 
solving the routing problem and optimizing the memory with 
the Kanerva coding. In the present study, the proposed agent 
mechanism uses function approximator as the Q function. 
However, the weights and biases of this function approximator 
are stored using the Kanerva coding. Due to which the storage 
space remains constant all the time. However, before 
discussing the proposed routing algorithm, it is better to 
understand the routing problem, its formulation, and the role 
of the function approximator in RL agent modeling. 

A. Routing Problem 

To determine the finest path from the source node to the 
destination node, context-adaptive and efficient routing 
mechanisms increase the probability of reaching the 
destination's data packets. Since the environment considered 
in the proposed study has a completely random and dynamic 
networking scenario, selecting the optimal number of 
intermediate sensor nodes for transmitting data packets is 
challenging. Thus, the routing process in a dynamic 
networking environment can be formulated as a Markov 
decision problem. Let us considered the sensor node    
characterized by MDP tuple *           +.The    element of 
this tuple refers to set of states   in   . Let us considered    as 
a set of sensor nodes within the proximity or range (  ) of   . 

In this regard, the state   in    comprises  ⃗       , where the 
vector d is the distance value of all sensor nodes such that: 
            and  represents the energy value of all nodes 

in the range of    such that:           . The  ⃗  is obtained 

by computing the Euclidean distance between    and       
as follows: 

 ⃗  √(  
    

 )
 
 (  

    
 )
 
            (2) 

Where,   and   is the positioning coordinates of the sensor 
nodes    and   . Moreover, the transmission or proximity 

range    of    can be determined into different intervals (I) of 
length   expressed as follows: 

  
  

 
                (3) 

According to the above numerical equation (3), the 
distance between    and    is a positive integer *   + 

computed based on   and real distance value     
  resides at time 

t. Here, the time 't' is considered because of the random nature 
of the network where the sensor nodes leave or join the 
network dynamically. Also, it is to be noted that        
represents a unit of d and state interval   is subjected to the  

 . 
Furthermore, the remaining energy of           at     can 

be computed as follows:  

    
    (    

    
 )              (4) 

Where,   
  indicates the amount of energy utilized by    at 

time . The illustration of    is shown in Fig. 5. Considering all 
the above notions, the entire state   can be expressed as 
follows: 

  .     
       

 /              (5) 

 

Fig. 5. Illustration of Transmission Range for   . 

The second element    of the tuple represents a set of 
actions that    executes. The tuple element    refers to the 
return function of    such that:          a Cartesian 
product of state-action space. The symbol    is the state 
transition probabilities for performing an action such that: 
            ,   - . This actually represents the 
transition from        (eq. 5) at time t such that:  to next 
state at time     such that     . However, computing the 
precise value of    is usually impractical due to the absence of 
prior information about the network model, its random 
parameters, and its dynamic nature. In the proposed study, the 
development of agent is carried out based model-based 
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approach, and each mobile sensor node approximates its    
using maximum likelihood approach and the possible    
*                                 +  and the path 
establishment process is completely in the control of the agent 
[15]. 

B. Agent Modeling based on Function Approximation 

As discussed in previous section, the RL algorithm 
encounters communication and memory overhead problems 
when action space is very large in dynamic state spaces. In 
order to address this problem, the researchers have suggested 
the implementation of the function approximator, which is a 
basically an approach of neural network that the RL agents 
utilize to improvise its learning performance when introduced 
to dynamic and complex state spaces. Fig. 6 exhibits modeling 
of the agent using function approximator for dynamic network 
environment. 

 

Fig. 6. Agent Modelling based Function Approximator. 

In this work, the study utilizes simple artificial neural 
network (ANN) architecture that has parametrize function 
   concerned with the learnable parameters, namely weight 
and biases, to represent approximated   and   value such that 

 ̂(     ). The values for all    and   pairs extracted from the 

large space are mapped into abstract components in  ⃗ . The 

approximated  ̂(     ) concerning  ⃗  expressed as follows:  

 ̂(        ⃗ )    ⃗ 
  ⃗⃗                   (6) 

 ⃗  ⃗⃗       ∑    ( )      
 
   ( )            (7) 

Where,  ⃗⃗  denotes vector that consists of prototypes with N 
components that are constructed by state representation. In the 
proposed study, Kanerva coding is used as a state 
representation technique. The ideology behind using Kanerva 
coding [25] in the proposed agent modeling is that the 
Kanerva coding considers a small state as a prototype to store 
the value functions. Kanerva coding maintains a set of 
prototypes   as parameterized elements for the approximation 

and a value  (     ) is stored and updated for each prototype  

concerning   . The approximation of state-action (   ,    ) is 

computed by a linear combination of  ⃗  values of all adjacent 

prototypes of    , expressed as follows: 

 ̂(     )  ∑  (     ) (     )

     

 

where   denotes adjacent   with respect to   . The 
mechanisms of Kanerva coding in the proposed agent is 
designed based on the following algorithm. 

C. Kanerva Coding 

Kanerva coding (K-coding) deals with an architecture of 
sparse distributed memory [25] that utilizes prototype states to 
characterize the input sample states. The implementation of K-
coding in the proposed agent for performing routing operation 
has multiple advantages viz. i) with the increase in network 
dimension (state space) due to increase in the number of 
sensor nodes in the network does not exponentially increase 
the prototypes required to learn the policy. Thus, facilitating 
efficient storage utilization and better scalability, i.e., constant 
memory, even the network size is increasing. The prime 
objective of implementing K-coding is to optimize the 
prototype set required to characterize a state space in an 
uncertain, dynamic, and large network system with minimal 
memory cost. The Block diagram of a proposed agent with K-
coding is shown in Fig. 7. 

 

Fig. 7. Kanerva Coding in the Proposed Agent Function. 

The proposed method uses K-coding as storage in order to 
store the values of weights and biases of the function 
approximator. The model works with the help of an ANN 
which employs regular weights and biases to find the best 
solution at the given state. In the case of networking, both 
state and action represent the current node in which the packet 
is present. The route is always decided with the help of ICMP 
packets. The agent will be present in all nodes, and the same 
will be updated everywhere as well. In the proposed method, 
Kanerva is used purely as a storage to the ANN, where it can 
store its weights and biases. Following is the complete 
algorithm for the efficient routing based on the K-coding 
function approximator agent mechanism.
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Algorithm for routing with ANN and Kanerva Coding 

Input:                   

Output:  

Start 

1.         (     ) 
2. Build ANN Model  M 

3. M  (       )//    model building function 

// where N is number of nodes 

4.      (       ),  (      ) 
// where,       initialized as random values 

5.              do//                         
6.                 ( )//              

7.      (  )// State changes when action is performed  

8.        (  )//    is reward 

9. For i: do 

10. For     do //     and n number of           ( ) 
11. Compute D =   (   )// where D is the distance 

//    distance function (Euclidian) 

12. End for 

13.  End for 

14.     ( ) 
15. For m =     

16.       (       ) 
17. Store      

18.  End for 

19. End for 

End 

The algorithm takes parameters as input values K a set of 
    n (ratio), closer prototype (C), where   *        + utilized 

to determine the C to the current     based on the distance 

function. The proposed study considers the distance function 
as a Euclidean distance. In the first step of the algorithm 
randomly initializes p and takes input as a   . For each set of 
   i.e., K, the algorithm performs the computation of 
Euclidean distance between the prototype ( ) and state   . The 
algorithm further stores the identity of computed distanced in 
vector format. In the next step of the algorithm, constructs a 
matrix Indm for the first 3 features and then performs the 
mechanism of offsetting by (m-1) x K. Basically, the K-
coding mechanisms compute the length space between a state 
variable its actual distance. Further, the obtained data is then 
merged with a better-quality state similarity to achieve higher 
accuracy in its computations. K-coding diminishes the 
requirement for reallocation and resizing of prototypes, which 
significantly shortens the large dependencies of storing large 
action-space value in the Q-learning. Due to the strong 
learning ability and reduced computational complexity, the K-
coding mechanism also improvises the entire learning 
experience. 

VI. EXPERIMENTAL EVALUATION 

The proposed work's design and implementation are 
carried out using Python programming language in the 
Anaconda development environment. The experiment analysis 
is carried out considering comparative analysis, where the 
performance of the proposed agent mechanism is compared 

with other algorithms such as Q-learning and RBF. Both Q-
learning and RBF are implemented in the study in RL agent 
design and evaluated on the same environment designed using 
the net-Ai gym environment proposed in a previous paper 
[15]. The following assumptions are considered in the 
simulation setting and the experimental analysis: 

 The weights in the network represent the difficulty of 
packets being transferred. 

 The weight is a composition of signal interruptions, 
battery, and distance. 

 The weights keep varying to simulate dynamic or 
mobile networks. 

 The number of nodes considered is 6 to 100 nodes. 

 The various parameters shown here are recorded for 
networks with a various number of nodes. 

 In this study, each network is trained for 4000 
episodes. 

 An episode is nothing but a simulation of a single 
packet from source to destination. 

 The episode ends when the packet either drops or 
reaches the destination. 

For the comparative study, the proposed study considered 
multiple performance metrics such as memory utilization, 
throughput analysis, average throughput, the processing time 
for route establishment, and analysis of the pathlength. Fig. 8 
presents performance analysis regarding memory utilization. 

The graph trend of Fig. 8 exhibits that the memory in Q 
learning increases exponentially, linearly in the case of RBN, 
and stays constant in the case of Kanerva coding. 

The graph trend in Fig. 9 indicates that Q learning has low 
throughput, whereas RBN and K code has achieved higher 
throughput. Since K-code uses a function approximator in 
order to store the values, it underperforms a little bit compared 
to RBN; however, this difference is insignificant compared to 
Q learning. Even though K-coding underperforms slightly 
compared to RBN, it saves a lot of memory. 

 

Fig. 8. Analysis of Memory. 
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Fig. 9. Analysis of Total Throughput. 

 

Fig. 10. Analysis of Average Throughput. 

Fig. 10 shows the average throughput of each algorithm. 
The difference in the throughput of the RBN and K-coding is 
very insignificant. 

Fig. 11 demonstrates the analysis of the average routing 
time of each algorithm. Routing time is defined as the time 
required by the algorithm to search for a suitable path in any 
network. Here Kanerva coding offers the least routing time, 
which is desirable. This is because the K-coding consumes 
lower memory and is faster to get trained. 

Fig. 12 represents a change of path length along with 
nodes. It can be observed here that the K-coding always finds 
the shortest path. It is better than Q learning and RBN all the 
time. 

A. Result Implication 

 It is seen that the Q learning is not showing a good 
throughput. This is because the Q learning has less 
trainable parameters, and the table decides the reward. 
Even though the rewards are stored and stored aptly, 

the mechanism to calculate the future reward isn't as 
robust as the other two methods. 

 The Q learning fails to perform in the case of memory 
management as well since the number of actions and 
states increases with an increase in nodes. To be 
specific, the memory consumption increases 
exponentially since the rewards are stored in the form 
of a table. 

 The purpose of the Kanerva coding is to maintain a 
constant memory throughout. 

 As observed from the above results, Kanerva coding 
underperforms in only one aspect: throughput. 
However, it does not pose a significant disadvantage as 
compared to RBN. 

The proposed routing is designed based on the RL agent 
that utilizes K-code to achieve abstraction in the state space. 
Therefore, the proposed agent mechanism dynamically 
establishes the best node pathswith a low computational 
burden under uncertain and dynamic network traffic 
conditions. 

 

Fig. 11. Analysis of Average Routing Time. 

 

Fig. 12. Analysis of Pathlength. 
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VII. CONCLUSION 

The proposed work is an extension of our previous 
research works, where in the first work, a suitable 
environment is designed to solve routing problems in network 
using the RL agent. On the other hand, the effectiveness of the 
proposed environment is evaluated in the second work by 
implementing a routing algorithm based on Q-learning and 
rule-based methods. In this paper, the proposed study 
improvises Q-routing performance to have better time and 
memory efficiency in the current work. The Q-learning 
consumes much memory and is not time efficient. RBN gives 
higher accuracy and time efficiency; however, the memory 
required for the algorithm will still increase with an increasing 
number of nodes. Hence, this work Kanerva coding is 
implemented to store the weights and biases of the function 
approximators used to build an agent for solving the routing 
problem and optimizing the memory. The benchmarking of 
the proposed system is carried out based on the comparative 
analysis concerning multiple network performance metrics. 
The study outcome proves the effectiveness of the proposed 
agent mechanism for routing operation under any given traffic 
condition in the network. In the future work, the proposed 
work can be extended in the context of multi-agent modeling 
of energy and security aware routing protocol in the dynamic 
networking environment. 
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Abstract—The purpose of this paper is to retrieve, evaluate 

and analyse the available published articles in five (5) relevant 

online databases from 2011 to 2021 and also critically identify the 

phases and activities involved in an Online Social Networks 

Forensic Investigation based on bibliometric analysis and Degree 

of confidence respectively in order to know the evolution in the 

research domain. A systematic literature review (SLR) technique 

was adopted by the author to search using pre-defined keywords. 

Only scholarly articles published between 2011 and 2021 written 

in English were included in the search. The total of 316 

subscribed documents were collected from the five (5) online 

databases based on the search criteria although twenty-nine (29) 

are duplicates. ScienceDirect has the highest number with 189 

documents and the year 2020 with the highest published articles. 

Six (6) phases and forty-three (43) activities were identified. 

According to a review of the recovered publications, no previous 

research has been done to statistically retrieve, evaluate and 

analyse the level of work that has been done in the domain of 

OSNFI, as well as the phases and activities involved in the 

forensic investigation of an online social networks crime. 

Keywords—Forensic; investigation; model; online social 

networks; bibliometric analysis; degree of confidence 

I. INTRODUCTION 

Digital forensics has been studied for a decade, but it still 
appears to be a very young science, with many issues 
remaining unclear and ambiguous [1]. It is the science of 
collecting, preserving, examining, analysing, and presenting 
relevant digital evidence for use in legal proceedings [2]. The 
entire field of digital forensics investigation is still lacking in 
fundamental agreements which may be as a result that the field 
is relatively young [3]. It is a procedure, and not just one 
process, but a set of tasks and procedures that occur during the 
course of an investigation [2]. There is a lack of consistent 
definitions and language when it comes to the core parts of 
digital evidence investigation [4]. 

Millions of people use online social networks on a daily 
basis [5], which has facilitated new ways of connecting and 
sharing knowledge [6]. It has also resulted in a rise in excessive 
criminal activities [7], with criminals becoming more advanced 
in attempts to exploit technology to avoid detection and 
conduct crimes [6]; such as malware distribution, fraud, 
harassment, cyberbullying and cyberstalking. They also use 
online information to commit traditional crimes such as theft, 

kidnapping, and murder. Furthermore, they use the information 
as tools to assess and gain access to their victims [8]. 

Forensics is used on social media platforms like Facebook, 
MySpace, Twitter, and LinkedIn. It is well known as social 
media forensics, and it's a subset of digital forensics and 
network forensics [9]. Online social networks are Web-based 
services which enable individuals to create a public or semi-
public profile within a confined system [6], articulate a list of 
other users with whom they share a link, and display and 
traverse their list of connections as well as those created by 
others within the system [10]. Different SNSs, like Facebook, 
Twitter, and LinkedIn, are used to connect people and enable 
them to communicate with one another [5]. People build 
personal profiles from various social networking sites to share 
their thoughts, photographs, images, emails, and instant 
messaging [11], as well as to find old friends or people with 
common interests or problems through various social 
networking sites [12]. 

Rapid technological development can cause issues for users 
of the technology. The more advanced people's lives become, 
the more advanced crime becomes [13]. Social media 
platforms are becoming increasingly popular, with Facebook 
managing above thirty-one (31) million users in United 
Kingdom, Twitter managing fifteen (15) million, and LinkedIn 
having 10 million. With the proliferation of mobile phones, the 
use of social network services (SNS) has skyrocketed, this SNS 
stores a variety of data, including user conversations, user 
location information, personal networks, and user psychology 
which can be valuable evidence in a digital forensics 
investigation of an incident [14]. Other uses of social 
networking sites include, general chatting, broadcasting 
breaking news, setting up a date, tracking election results, 
planning disaster response, humour, and serious analysis [11]. 

There are five (5) sections in this thesis. The following is a 
synopsis of the contents of each section: Section 1 – 
Introduction: this section provides a summary of the research 
study as well as explanations for the findings that led to the 
contributions of this review. The review objective is briefly 
stated in Section 2, and the methodology of the systematic 
literature review (SLR) used throughout the review process is 
discussed in Section 3. Section 4 includes a discussion based 
on the data gleaned from the review process. Finally, Section 5 
brings this review to a conclusion. 
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II. OBJECTIVE OF THE REVIEW 

The review looks into information from significant 
published sources on the available publications in the domain 
of an online social network forensic investigation, as well as 
the phases and other activities involved in the investigation 
process. According to the literature review, there are no SLR 
type publications on the topic of online social network forensic 
investigation. As a result, the goal of this review is to find out 
the amount of work that has been carried out and published in 
the domain of an Online Social Network Forensic 
Investigation. In addition, to identify the numerous phases and 
activities that can be employed in the investigation of an online 
social network forensic crime. These objectives are important 
because variety of DFIMs exist, but majority of which take 
related methods [15]; [16]. They fail to address the 
fundamental differences and unique needs of online social 
networks [17]. However, because there is no universal way 
[10]; [18] in many cases, investigators conduct automated 
forensic investigations mostly using different methods [19]. 

III. METHODOLOGY 

The SLR is a step-by-step process that enables researchers 
to create their own search procedure. This review was carried 
out in accordance with the technique for conducting SLRs as 
proposed by [20]. It is used in identifying the required 
information from the selected articles. This method was chosen 
because it makes it easier to capture, summarise, synthesise, 
and critically comment on any of the topics reviewed. The SLR 
process consists of the following steps: 

Step 1: Define the research questions. 

Step 2: Determine the data sources and search process. 

Step 3: Inclusion and exclusion criteria. 

Step 4: Results of searching and data extraction. 

Step 5: Discussion. 

The total of three hundred and sixteen (316) articles linked 
to online social network forensic investigation were retrieved 
using the SLR approach from five (5) credible online journals. 
These online databases are: Scopus, Web of Science, 
IEEEXplore, ScienceDirect and Association for Computing 
Machinery (ACM) Digital Library. 

A. Research Questions 

RQ1. What are the available published articles in Scopus, 
Web of Science, IEEEXplore, ScienceDirect and Association 
for Computing Machinery (ACM) Digital Library in the 
domain of an Online Social Networks Forensic Investigation 
model from 2011 to 2021? 

RQ2. What are the phases and activities involved in an 
Online Social Networks Forensic Investigation model Domain 
based on the Degree of Confidence? 

B. Data Sources and Search Process 

Five (5) online databases were accessed (Scopus, Web of 
Science, IEEEXplore, ScienceDirect, Association for 
Computing Machinery (ACM) Digital Library) and all 
available documents were retrieved based on the search key 
“[All:online] AND [All:social] AND [All:network] AND [All:f

orensic] AND [All:investigation] AND [All:model] AND [Pub
licationDate:(01/01/2011 TO 31/12/2021)”. All articles which 
include any of the search term (online, social, network, 
forensic, investigation, model, publication date from 
01/01/2011 to 31/12/2021) were retrieved. All articles from 
2011 to 2021 were included in the search. This time frame was 
chosen because it would allow for the retrieval of a sufficient 
number of articles on the subject and the detection of a 
research trend. Despite that, the articles retrieved are relatively 
considered less considering the importance of the domain even 
though it’s young. 

C. Inclusion and Exclusion Search Criteria 

Only empirical research based on published literature in the 
field of online social network forensic investigation were 
evaluated. The search parameters were configured to retrieve 
only items authored in English and published between January 
1, 2011 and December 31, 2021. Interviews, news, periodicals, 
correspondence, conversations, comments, letters to the editor, 
summaries of tutorials, meetings, workshops, panels, and 
poster presentations were all eliminated from the search. 

We excluded the aforementioned categories of publications 
since we only sought to identify papers in the field of online 
social network forensic investigation, the majority of which 
could be found in full-text and peer-reviewed journal articles. 
Journal articles are discovered to go through review processes 
that ensure that only proven evidence is available. 

Journals published more matured research when compared 
to other sources. Only full-text studies were chosen the 
availability of thorough assessment methods as opposed to 
articles that are only available in abstract form. Also, peer- 
reviewed articles were chosen since they determine the 
credibility and dependability of studies. 

D. Search Results 

A number of literature works dealing with the topic of an 
online social network forensic investigation are listed in Table 
I. The article list is divided into four (3) vertical categories and 
serves as a broad overview with the; (i) Name of online 
Database(s), (ii). Total document retrieved, and 
(iii) Categorization by Year of publication. Tables III and IV 
presents the selection of the OSNFIM development phases 
based on degree of confidence (DoC) and the OSNFI phases 
and their activities respectively. Fig. 1 shows the retrieved 
articles according to the year of publication, Fig. 2, Fig. 3 and 
Fig. 4 shows the Network, Overlay and Density visualizations 
of available OSNFIM documents on one of the online database 
(Scopus) based on bibliometric analysis. Fig. 5 shows the 
OSNFIM development phases based on DoC while Table III 
shows the list of Items, Links, Total link strength, Occurrence 
and Average publication year of every cluster. 

IV. DATA EXTRACTION 

Based on the search term used in the five (5) relevant 
online databases, the total of three hundred and sixteen (316) 
documents were retrieved. ScienceDirect has the highest 
number of retrieved documents of one hundred and eighty-nine 
(189) and the year 2020 with the highest number of published 
articles as presented in Table I. 
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TABLE I. ANALYSIS ON THE AVAILABLE JOURNALS IN THE DOMAIN OF OSNFIM 

S.no 
Name of online 

Database(s) 

Total document 

retrieved 

Categorization by Year of publication 

2
0
2
1
 

2
0
2
0
 

2
0
1
9
 

2
0
1
8
 

2
0
1
7
 

2
0
1
6
 

2
0
1
5
 

2
0
1
4
 

2
0
1
3
 

2
0
1
2
 

2
0
1
1
 

1 Scopus 30 2 3 6 2 6 3 2 3 1 0 2 

2.  Web of Science 14 2 3 3 2 1 1 1 0 1 0 0 

3. IEEEXplore  12 0 1 2 2 1 3 1 0 0 0 2 

4. ScienceDirect 189 31 31 35 19 19 22 8 8 7 5 4 

5.  

Association for 

Computing Machinery 
(ACM) Digital 

Library 

71 8 18 9 10 7 6 7 1 2 2 1 

Summary 316 43 56 55 35 34 35 19 12 11 7 9 

There are some duplicates among the 316 papers that have 
been retrieved. Scopus has retrieved a total of 31 documents, 
12 of which are duplicates. ScienceDirect has three (3) articles, 
IEEEXplore has eight (8) articles, and Web of Science has one 
(1) article. The total number of documents retrieved from 
IEEEXplore is 21, although ten (10) of them are duplicates. In 
Scopus, there are eight (8) papers, while in Web of Science, 
there are two (2) papers. The total number of documents 
obtained by Web of Science is 14, although three (3) of them 
are duplicates. Two (2) in IEEEXplore and one (1) in Scopus. 
ScienceDirect has retrieved a total of 189 documents, three 
(3) of which are duplicates and all of which are in Scopus. 
There are 71 documents in the Association for Computing 
Machinery (ACM) Digital Library, but only one (1) is 
duplicated in Web of Science. 

V. DISCUSSION 

This section contains a detailed discussion in order to 
answer the research questions that have been posed: 

RQ1. What are the available published articles in Scopus, 
Web of Science, IEEEXplore, ScienceDirect and Association 
for Computing Machinery (ACM) Digital Library in the 
domain of an Online Social Networks Forensic Investigation 
from 2011 to 2021? 

The total of 316 subscribed documents were collected 
among which ScienceDirect has the total highest number with 
189 documents and the year 2020 with the highest published 
journals as shown in Table I and Fig. 1 which both can 
relatively considered as less considering the importance of the 
domain even though it’s young. Also, most of the documents 
retrieved are not related to the domain of interest while some 
are duplicates. But they were accessed due to the search term 
used will involves all documents having any of the word 
(online, social, network, forensic, investigation, model) 
appeared in it. After sorting the relevant/not relevant articles, it 
can be concluded that not up to 30% of the 316 documents 
retrieved were relevant to the domain of interest and twenty-
nine (29) articles are duplicates as presented in Table II. 

 

Fig. 1. Published Articles According to Year. 

Therefore, more research has to be conducted and 
published in the domain of online social network forensic 
investigation (OSNFI) considering how technology is rapidly 
developing and crimes are increasing and becoming advanced 
day by day due to how people are becoming addicted to the use 
of social networking sites. This will help in creating awareness 
to the users and also help other researchers working in the 
domain. 
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Fig. 2. Network Visualization of Available OSNFIM Documents on Scopus 
Database based on Bibliometric Analysis. 

 

Fig. 3. Overlay Visualization of Available OSNFIM Documents on Scopus 

Database based on Bibliometric Analysis. 

In 1926, Alfred Lotka introduced bibliometrics when he 
examined patterns of author output and presented the first 
criteria for bibliometrics [21]. Bibliometrics is a field of 
scientific inquiry that is gaining increasing interest from the 
scientific world and has swiftly grown and has been used to 
various academic domains. It is an excellent technique to 
retrieve, evaluate and statistically analyse quantifiable data in 
scholarly literature and also the merits of a certain topic area or 
a particular publication which can be used through its 
indicators to better reflect the evolution of a given research 
direction [22]. 

VOSviewer was used to conduct a co-occurrence analysis 
based on all keywords as the unit of analysis and Full counting 
method. The full counting technique indicates that each co-
authorship, co-occurance, bibliographical coupling, or co-
citation link gets the same weight. The parameters were used in 
order to analyse the retrieved documents so as to have a clear 
perspective in the domain of OSNFIM as presented in Fig. 2, 

Fig. 3 and Fig. 4. A total of thirty (30) documents were 
retrieved from the scopus online database after using the search 
term “[All: online] AND [All:social] AND [All:network] AND 
[All:forensic] AND [All:investigation] AND [All:model] AND 
[PublicationDate:(01/01/2011 TO 31/12/2021)”. After 
conducting the analysis, thirty-four (34) item were generated 
based on five (5) clusters as in Table III. 

The circles in Fig. 2 and Fig. 3 indicate the level of work 
which has been carried out and published in a specific area of 
research. It can clearly be seen that social networking (online) 
and digital forensic has the biggest circles based on the 
analysis. The domain of interest which is the online social 
network forensic investigation has one of the smallest circles 
even among its cluster. Therefore, this obviously indicates that 
not much work has been carried out in the domain even though 
it is considered young but very important. 

RQ2. What are the phases and activities involved in an 
Online Social Networks Forensic Investigation Model Domain 
based on the Degree of Confidence? 

Several models and frameworks have been proposed by [6]; 
[10]; [15]; [2];  [5]; [16]; [14]; [23]; [24]; [11]; [13]; [7]; [25]; 
and [17], but very few were designed with OSNFI in mind. 

However [6]; and [10] proposed a digital forensic 
investigation model for online social networking  and a digital 
forensic investigation model and its application design. Even 
though they tried in the automation of the entire process, there 
are some activities which requires manual handling which can 
decrease the dependability and credibility of evidence in 
criminal proceedings [10], added Iteration in all the 
investigation process and that can sometimes be very difficult 
tracing back at the source of the information collected  [23]; 
[24]; [13]; [5] and [25], focused more on a particular platform 
or content rather than the entire OSN. Such platforms includes: 
WhatsApp, Cloud, Messenger, Imaging and Game. 

 

Fig. 4. Density Visualization of Available OSNFIM Documents on Scopus 

Database based on Bibliometric Analysis. 
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TABLE III. ITEMS, LINKS, TOTAL LINK STRENGTH, OCCURRENCE AND 

AVERAGE PUBLICATION YEAR 

Item Links 
Total link 

strength 
Occurrence 

Avg. Pub. 

Year 

Cluster 1 

Blind source 

separation 
15 21 02 2019.50 

Cameras 21 34 04 2019.25 

Deep learning 17 19 02 2018.50 

Facebook 13 14 02 2017.50 

Information systems 15 18 02 2014.50 

Online social 

networks 
23 39 04 2019.75 

Source camera 
identification 

15 21 02 2019.50 

Source camera 

identifications 
15 21 02 2019.50 

Source 
identification 

15 17 02 2017.50 

Cluster 2 

Digital forensic 21 81 11 2018.91 

Image enhancement 14 16 02 2020.00 

Image forensic 09 18 03 2017.67 

Image processing 12 15 02 2018.00 

Quality factor 08 13 02 2018.00 

Scientific 
community 

09 18 03 2017.67 

Sensor pattern noise 15 18 02 2020.00 

Social networks 17 32 05 2018.20 

Cluster 3 

Cloud computing 05 06 02 2017.00 

Computer crime 25 48 08 2016.62 

Digital 

investigation 
06 07 02 2018.50 

Forensic 

investigation 
18 33 05 2017.00 

Smartphones 10 13 02 2019.00 

Social networking 

(online) 
33 92 14 2018.14 

Social networking 

sites 
06 08 02 2017.50 

Cluster 4 

Crime 11 16 2 2015.50 

Electronic crime 

countermeasures 
25 46 6 2016.50 

Iterative methods 15 19 2 2019.50 

Online social 

networks 
11 16 2 2015.50 

Online social 
network (OSN) 

16 19 2 2020.50 

Cluster 5 

Automation 14 24 3 2019.67 

Online social 

network forensic 
9 14 2 2019.50 

Ontology 9 14 2 2019.50 

Social media datum 7 8 2 2018.00 

Social media 
networks 

9 14 2 2019.50 

Summary: Items = 34, Cluster = 5, Links = 247 and Total Link Strength 

= 406 

One of the best OSN models were those presented by [18]; 
and [17]. They both proposed a semi-automated and automated 

model for the domain of OSN. The author in [18] proposed a 
comprehensive digital forensic investigation process model 
that includes: acquisition and analysis of digital evidence. 
Iteration process is considered in their proposed model but the 
process is too common and non-specific. A digital forensic 
investigation process model for online social networks 
(FIMOSN) was presented by [17]. The model comprises of 
seven (7) phases and focused on automating the whole process 
activities. The model considered Iteration at a reasonable stage 
which is after analysis phase and before presentation but the 
evaluation process is entirely manual and this can slow the 
investigation process. 

There are quite a number of models which recommend 
different phases and activities for the forensic investigation of 
online social networks. But for the purpose of coming up with 
a unified number and terms for this research, a total of five (5) 
models are randomly selected. According to [17], forensic 
investigation for online social networks consist of seven (7) 
phases; Pre-investigation, Incident specification, Extraction, 
Preservation, Analysis, Iteration and Presentation. [24] 
suggested six (6) phases; Identification, Preservation, 
Collection, Examination, Analysis and Presentation, [13] 
presented four (4) phases; Preparation, Incidence response, 
Laboratorium process and Presentation, [6] recommended four 
(4) also; Preliminary, Investigation, Analysis and Evaluation. 
Therefore, the Degree of Confidence (DoC) is used to calculate 
the number of frequency of each term as demonstrated in 
Table IV and Fig. 5. 

Degree of confidence is calculated by dividing the 
frequency of the number of times a phase appears in the 
models chosen by the total number of R1models. The 
following is how DoC is calculated: 

                     
                  

                         
 = n%

            (1) 

Based on the Degree of Confidence (DoC), there are five 
(5) categories of phases well-defined and they are as follows: 

 Very Strong  (100 - 70%) 

 Strong   (69 - 50%) 

 Moderate  (49 - 30%) 

 Mild   (29 - 11%) 

 Very Mild (10 - 0%) 

After applying the DoC formula, it can be seen from Fig. 5 
that, analysis and presentation phases has the Very Strong DoC 
of 100%. 

    (        )  
 

 
          

    (            )  
 

 
          

Preservation phase has a Strong DoC of 60% 

    (            )  
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TABLE IV. SELECTION OF OSNFIM DEVELOPMENT PHASES BASED ON DOC 

S/No. Phases 

R1 Models  

F
r
e
q

u
e
n

c
y
 

D
o

C
 (

%
) 

[17] [24] [13] [15] [6] 

1. Preliminary   ×  ×  ×    2 40 

2. Preparation ×  ×    ×  ×  1 20 

3. Identification ×    ×  ×  ×  1 20 

4. Investigation ×  ×  ×  ×    2 20 

5. Incident Specification   ×  ×  ×  ×  1 20 

6.  Incidence Response ×  ×    ×  ×  1 20 

7. Acquisition ×  ×      ×  2 40 

8. Triage ×  ×  ×    ×  1 20 

9. Preservation       ×  ×  3 60 

10. Collection ×    ×  ×  ×  1 20 

11. Examination ×    ×  ×  ×  1 20 

12. Analysis           5 100 

13. Evaluation ×  ×  ×  ×    1 20 

14.  Iteration   ×  ×  ×  ×  1 10 

15. Presentation           5 100 

 

Fig. 5. OSNFIM Development Phases based on DoC. 

Acquisition and Preliminary phases has moderate DoC of 
40% each, Preparation, Identification, Investigation, 
Examination, Identification, Incident specification, Incident 
response and Collection phases has a Mild DoC of 20% while 
Iteration and Triage phases has a Very Mild DoC of 10%. 

Any phase that is having the DoC as; Very Strong  (100 - 
70%), Strong (69 - 50%) or Moderate (49 - 30%) is selected 
while those with Mild (29 - 11%) or Very Mild (10 - 0%) were 
rejected. However, iteration phase was among the selected 
phases despite having the DoC of Very Mild (10%). It was 
selected because most of the previous models presented are 
adopting conventional practices; they are intended to offer 
guidance and a list of activities for human investigators. The 
method of automated investigation of OSNs is fundamentally 
iterative, investigators must continue to broaden the data 
collection process if the need arises [17]. Therefore, a total 
number of six (6) phases were selected and they are as follows: 

1) Preliminary: This stage stresses two things: first, 

proper incident reporting, and second, formal authorization for 

investigation. 

2) Acquisition: This is the procedure of obtaining 

information from any online social network. 

3) Preservation: This is the secure keeping of property 

without altering or changing the content of data. 

4) Analysis: This is the process of conducting an 

automated data sorting and filtering in order to obtain the most 

important data, which contains potential evidence. 

5) Iteration: is a new round of data extraction with a 

wider scope. 

6) Presentation: The investigators will choose relevant 

and appropriate evidence to present in court. 
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TABLE V. OSNFI PHASES AND THEIR ACTIVITIES 

OSNFI Phases Activities 

Preliminary 

 Infrastructure readiness  

 Incident notification 

 Authorization 
 Acknowledgment 

 Construction 

 Notification 
 Survey 

Acquisition 

 Identify Incident Parameters 

 Identify Social Network sources  

 Formulate PIEZ 
 Initialize Parser 

 Initiate Automated Extraction by using 

Parser 
 Identification 

 Searching 
 Filtering 

 Capturing 

 Survey 
 Transport 

 Storage 

Preservation  Preserve a forensic copy of Data Set 

Analysis 

 Perform automated Analysis 

 Sort and filter the data relevant to the 

inquiry 
 Formulate hypotheses 

 Examine the Data 

 Test the Hypothesis 
 Conclusion 

 Reporting 

Iteration 

 Formulate new hypotheses 

 Identify the Involvement of new Entities 
 Outline the Secondary Information 

Extraction Zone 

 Repeat Steps 

Presentation 

 Select Relevant Evidence 

 Attach Suitable Metadata 

 Add Visualizations 

 Record Sequence of Steps 

 Present the Evidence 

 Conclusion 
 Review 

 Decision 

 Interpretation 
 Documentation 

 Investigator 

 CourtOfLaw 

Therefore, because there is no any uniform method for 
conducting the investigation of an online social network 
crimes, these six (6) phases can be adopted in order to create a 
uniformity in the process of conducting the investigation. 

Table V clearly defined the actions in each phase. A total of 
forty-three (43) activities were identified across the six (6) 
phases. These actions are regarded as the steps that must be 
completed in each phase in order to fulfill the investigation's 
goal. 

VI. CONCLUSION 

Due to the quick technology advancement, online social 
network forensic investigation is an essential young domain 
that requires considerable attention. Based on the findings of 
this study, it appears that, despite its importance and high 
demand, little work has been published in the field. Based on 
the search keyword, only 316 papers were obtained from five 

(5) online databases (Scopus, Web of Science, IEEEXplore, 
ScienceDirect, and Association for Computing Machinery 
(ACM) Digital Library). After categorizing the articles into 
relevant and non-related categories, it was discovered that only 
about 30% of the 316 documents obtained were relevant to the 
topic of interest, with twenty-nine (29) being duplicates. This is 
an indication that more work has to be conducted in the domain 
of OSNFI. In addition, five (5) R1 models were utilised to 
identify the various phases and activities that can be used in the 
investigation of an online social network forensic crimes and 
based on the level of confidence, a total of six (6) phases and 
forty-three (43) activities were extracted (DoC). 

REFERENCES 

[1] Pilli ES, Joshi RC, Niyogi R. Network forensic frameworks: Survey and 
research challenges. Digit. Investig. [Internet] 2010;7:14–27. Available 
from: http://dx.doi.org/10.1016/j.diin.2010.02.003. 

[2] Baca M, Cosic J, Cosic Z. Forensic analysis of social networks (case 
study). Proc. Int. Conf. Inf. Technol. Interfaces, ITI 2013;219–23. 

[3] Cohen F. Journal of Digital Forensics , Security and Law Column : 
Putting the Science in Digital Forensics. 2011;6. 

[4] Kohn MD, Eloff MM, Eloff JHP. Integrated digital forensic process 
model. Comput. Secur. [Internet] 2013;38:103–15. Available from: 
http://dx.doi.org/10.1016/j.cose.2013.05.001. 

[5] Kale S, Sahu PA. Forensic Imaging for Online Social Networks. 
2014;3:166–70. 

[6] Zainudin, M N, Merabti, Madjid, Llewellyn-jones, David. A Digital 
Forensic Investigation Model for Online Social Networking. 2010;1–6. 

[7] Lu R, Li L. Research on forensic model of online social network. 2019 
IEEE 4th Int. Conf. Cloud Comput. Big Data Anal. ICCCBDA 2019 
2019;116–9. 

[8] Arshad H, Jantan A, Hoon GK, Butt AS. A multilayered semantic 
framework for integrated forensic acquisition on social media. Digit. 
Investig. [Internet] 2019;29:147–58. Available from: 
https://doi.org/10.1016/j.diin.2019.04.002. 

[9] Chang C-P. Knowledge Production from Social Network Sites - Using 
Social Media Evidence in the Criminal Procedure ( Title of the Thesis ) 
Knowledge Production from Social Network Sites - Using Social Media 
Evidence in the Criminal Procedure. 2014. 

[10] Mohd Zainudin N, Merabti M, Llewellyn-Jones D. Online social 
networks as supporting evidence: A digital forensic investigation model 
and its application design. 2011 Int. Conf. Res. Innov. Inf. Syst. 
ICRIIS’11 2011. 

[11] Montasari R. Digital Forensic Investigation of Social Media , 
Acquisition and Analysis of Digital Evidence. 2019;2:52–60. 

[12] Kleinberg JM. Challenges in mining social network data. 2007;13:4–5.  

[13] Rahman D, Rahadhian, Riadi I. Framework Analysis of IDFIF V2 in 
WhatsApp InvestigationProcess on Android Smartphones. Int. J. Cyber-
Security Digit. Forensics 2019;8:213–22. 

[14] Jang YJ, Kwak J. Digital forensics investigation methodology applicable 
for social network services. Multimed. Tools Appl. 2015;74:5029–40. 

[15] Haggerty J, Casson MC, Haggerty S, Taylor MJ. A framework for the 
forensic analysis of user interaction with social media. Int. J. Digit. 
Crime Forensics 2012;4:15–30. 

[16] Abdalla A, Yayilgan SY. A Review of Using Online Social Networks. 
2014;8531:3–12. 

[17] Arshad H, Omlara E, Oludare I, Aminu A. Computers & Security A 
semi-automated forensic investigation model for online social networks. 
Comput. Secur. [Internet] 2020;97:101946. Available from: 
https://doi.org/10.1016/j.cose.2020.101946. 

[18] Montasari R. A comprehensive digital forensic investigation process 
model Reza Montasari. 2016;8:285–302. 

[19] Valjarevic A, Venter HS. A Comprehensive and Harmonized Digital 
Forensic Investigation Process Model. J. Forensic Sci. 2015;60:1467–
83. 

[20] Kitchenham B, Pearl Brereton O, Budgen D, Turner M, Bailey J, 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

160 | P a g e  

www.ijacsa.thesai.org 

Linkman S. Systematic literature reviews in software engineering - A 
systematic literature review. Inf. Softw. Technol. [Internet] 2009;51:7–
15. Available from: http://dx.doi.org/10.1016/j.infsof.2008.09.009. 

[21] Ahmad P, Asif JA, Alam MK, Slots J. A bibliometric analysis of 
Periodontology 2000. Periodontol. 2000 2020;82:286–97. 

[22] Wang X, Xu Z, Škare M. A bibliometric analysis of Economic 
Research-Ekonomska Istraživanja (2007–2019). Econ. Res. Istraz.  
[Internet] 2020;33:865–86. Available from: 
https://doi.org/10.1080/1331677X.2020.1737558. 

[23] Chen L, Xu L, Yuan X, Shashidhar N. Digital Forensics in social 
networks and the cloud. 2015;1132–6. Available from: https://doi.org/ 

10.1109/ICCNC.2015.7069509. 

[24] Anwar N, ImamRiadi. Forensic Investigation Analysis of 
WhatsAppMessenger Smartphone Against WhatsApp Messenger 
Smartphone Forensic Investigation Analysis Against Web-Based 
WhatsApp. 2017;3:1–10. 

[25] Taylor DCPJ, Mwiki H, Dehghantanha A, Akibini A, Kwang K, Choo 
R, et al. Science & Justice Forensic investigation of cross platform 
massively multiplayer online games : Minecraft as a case study. Sci. 
Justice [Internet] 2019;59:337–48. Available from: 
https://doi.org/10.1016/j.scijus.2019.01.005. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

161 | P a g e  

www.ijacsa.thesai.org 

Deep Learning based Neck Models for Object 

Detection: A Review and a Benchmarking Study 

Sara Bouraya, Abdessamad Belangour 

Laboratory of Information Technology and Modeling 

Hassan II University, Faculty of Sciences Ben M'sik 

Casablanca, Morocco 

 

 
Abstract—Artificial intelligence is the science of enabling 

computers to act without being further programmed. 

Particularly, computer vision is one of its innovative fields that 

manages how computers acquire comprehension from videos and 

images. In the previous decades, computer vision has been 

involved in many fields such as self-driving cars, efficient 

information retrieval, effective surveillance, and a better 

understanding of human behaviour. Based on deep neural 

networks, object detection is actively growing for pushing the 

limits of detection accuracy and speed. Object Detection aims to 

locate each object instance and assign a class to it in an image or 

a video sequence. Object detectors are usually provided with a 

backbone network designed for feature extractors, a neck model 

for feature aggregation, and finally a head for prediction. Neck 

models, which are the purpose of study in this paper, are neural 

networks used to make a fusion between high-level features and 

low-level features and are known by their efficiency in object 

detection. The aim of this study to present a review of neck 

models together before making a benchmarking that would help 

researchers and scientists use it as a guideline for their works. 

Keywords—Object detection; deep learning; computer vision; 

neck models; feature aggregation; feature fusion 

I. INTRODUCTION 

Object detection is often called image detection, object 
identification, and object recognition; and all these concepts 
are synonymous. It is a computer vision method for locating 
instances of objects in an image or video sequence. Object 
detection algorithms, therefore, typically benefit from machine 
learning techniques or deep learning techniques to gain 
meaningful results. When humans look at images or videos, 
they could locate and recognize objects of interest easily. The 
goal of object detection is to mimic this intelligence using a 
computer. With recent advancements in Deep Learning-based 
computer vision models, Object Detection use cases are 
spreading more than ever before. A wide range of applications 
is implemented, for instance, self-driving cars, object tracking, 
anomaly detection, and video surveillance. 

Object Detection could be divided into two main 
categories Deep Learning-based techniques and Machine 
Learning based techniques. Deep Learning based techniques 
could be separated into two approaches one stage detectors 
and two-stage detectors. Object Detection based Deep 

Learning approaches are a set of models of Deep Learning, 
starting from input, then a backbone for feature extraction 
model, then neck model for feature fusion, and finally a head 
model class/box network. 

The neck of the object detector refers to the additional 
layers existing between the backbone [1] and the head. Their 
role is to collect feature maps from different stages. The neck 
models are composed of several top-down paths and several 
bottom-up paths. The idea behind this feature aggregation 
existing in this model is to allow low-level features to interact 
more directly with high-level features, by mixing information 
from this high-level feature with the low-level feature. They 
reach aggregation and feature interaction across many layers, 
since the distance between the two feature maps is large. 
Several methods can reach be implemented in this part, for 
example, PAN [2] or FPN [3] (see Fig. 1). 

Head is the last model of object detection, predicts 
bounding boxes and classes of objects and could be a sparse 
prediction that belongs to One-stage detectors such as YOLO 
[4] , SDD [5], CenterNet [6], or a Dense prediction that 
belongs to Two-stage detectors, such as Fast R-CNN [7], 
Faster R-CNN [8], Mask R-CNN [9] (see Fig. 1). On the one 
hand, One Stage detectors have high inference speeds, these 
models predict bounding boxes in a one or single step without 
using region proposals. On the other hand, two stage detectors 
have high localization and recognition accuracy. Firstly, they 
use a Region Proposal Network to generate regions of 
interests; secondly, they send the region proposals for object 
classification and bounding-box regression. 

We aim that our benchmarking study can provide a timely 
comparison of neck models of object detection for 
practitioners and researchers to further master research on 
object detection models. The rest of our study is organized as 
follows: In Section 2, we are going to discuss the different 
existing related works about feature aggregation. In Section 3, 
we list the neck neural networks about object detection used 
for feature fusion, their architecture is discussed also in their 
categories. In Section 4, our comparative study is presented. In 
Section 5, we highlight the different recognizable results and 
Section 6 covers the discussion. Finally, in Section 7, we 
conclude and discuss future directions. 

https://www.mathworks.com/discovery/machine-learning.html
https://www.mathworks.com/discovery/machine-learning.html
https://www.mathworks.com/discovery/deep-learning.html
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Fig. 1. Models’ Taxonomy of Object Detectors in each Part Backbone, Head, and Neck. 

II. RELATED WORK 

Several scientific works and researches have been 
implemented to develop and evolve Object Detection 
applications and systems and depend on enormous 
methodologies of the deep learning era, machine learning era 
and other eras. Several researchers and scientists are 
expanding their implementation and research to develop and 
apply enormous methodologies. Such us the case of feature 
aggregation methods that are used to make a connection 
between low and high feature for better object recognition in 
video sequence and images. Feature aggregation is used 
widely  in action recognition [10], [11], [12], [13], [14] and 
video description [15],[16]. Most of these methods use 
recurrent neural network (RNNs) in order to aggregate 
features from consecutive frames on the one hand. Exhaustive 
temporal-spatial convolution is used to extract temporal-
spatial features, on the other hand. U-Net [17] was proposes to 
concatenate features from low level to high-level for medical 
image segmentation, and it achieved great success in that 
field. In order to gain an outstanding feature for object 
detection, the FPN stands for Feature Pyramid Networks 
aggregated both the transformed feature from the bottom-up 
weighted pyramid and the top-down lateral convolutions 
through a simple sum operation. Relied on Feature Pyramid 
Networks, several extensive works [18], [19], [20], [2] define 
new option on connectivity between scales. Attention based 
models also prove their efficiency in several applications of 
deep learning era [21], [22], [23], [24], [25], [26]. Self-
attention models by measuring and applying a context relied 
encoding summarized from a dimension of feature. All these 
works cited propose to aggregate and fuse features via  
element-wise concatenation  or summation. 

III. BACKGROUND 

Since Feature Pyramid Networks appearance, the focus of 
this work is the object detector neck, the existing part between 
the backbone and the head. These techniques are useful for 
many reasons. 

1) Aggregation network models (FPN): FPN [3] is a top-

down architecture with lateral connections, it is 

implemented in building high-level semantic feature maps at 

all scales (see Fig. 2). 

 

Fig. 2. FPN Architecture. 

https://www.bing.com/search?q=define+grow&FORM=DCTRQY
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2) Neural architecture search FPN (NAS-FPN): NAS-

FPN [19] consists of a combination of top-down and bottom-

up connections to fuse features across scales (see Fig. 3). 

 

Fig. 3. PANet Architecture. 

3) Neural architecture search FPN (NAS-FPN): NAS-

FPN [19] consists of a combination of top-down and bottom-

up connections to fuse features across scales (see Fig. 4). 

 

Fig. 4. NAS-FPN Architecture. 

4) Bi-directional feature pyramid network (BiFPN): 

BiFPN [27] is a type of feature pyramid network that allows 

fast and easy multi-scale feature fusion.  BiFPN incorporates 

the other feature fusion models. It enables information to flow 

in the top-down and bottom-up directions, while using 

efficient and regular connections. This network improves the 

connections by removing some nodes and treats each 

bidirectional path as a feature network layer (Fig. 5). 

 

Fig. 5. BiFPN Architecture. 

Based on the architecture above PANET is more 
performant then FPN et NAS-FPN, but the computation cost is 
higher. 

5) Fully-connected FPN: Fully-connected, the calculation 

is the most complex all scales use the most complete 

connection (see Fig. 6). 

 

Fig. 6. Fully-Connected FPN Architecture. 

6) Simplified PANet: Simplified PANet, this method 

simplifies and removes only one input node (see Fig. 7). 

 

Fig. 7. Simplified FPN Architecture. 

https://developpaper.com/tag/node/
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IV. COMPARISON 

Table I below illustrates the models that we are going to 
compare based on different comparison metrics. The measures 
are gathered carefully to cover several methods. 

This table illustrates the deep learning models used for the 
object detection task of the COCO dataset. It defines the used 
models for the prediction for classification and bounding 

boxes. The Backbone determines the backbone used for 
feature extraction the number associated refers to the number 
of layers, and finally, the neck illustrates the feature 
aggregation network used. 

Table I contains the model’s name, Reference, Journal 
year, Year, Backbone, Neck, AP, AP50, AP75, APS, APM, 
APL (see Table I). 

TABLE I. DETAILED COMPARISONS ON MULTIPLE POPULAR BASELINE OBJECT DETECTORS ON THE COCO DATASET 

Model 

Ref 
Journal  Model Backbone Neck AP AP50 AP75 APS APM APL 

[18] 
 

CVPR 2019 
 

Libra R-CNN ResNet-50 FPN 38.7 59.9 42.0 22.5 41.1 48.7 

Libra R-CNN ResNet-101 FPN 40.3 61.3 43.9 22.9 43.1 51.0 

Libra R-CNN ResNeXt-101 FPN 43.0 64 47 25.3 45.6 54.6 

[8]  

Faster R-CNN ResNet-50 FPN 37.8 58.7 40.6 21.3 41.0 49.5 

Faster R-CNN ResNet-50 AdaFPN 39.0 58.8 41.8 22.6 42.3 50.0 

Faster R-CNN ResNet-50 AugFPN 38.8 61.5 42.0 23.3 42.1 47.7 

Faster R-CNN ResNet-101 AugFPN 41.5  63.9 45.1 23.8 44.7 52.8 

Faster R-CNN ResNext-101- 32x4d AugFPN 41.9  64.4 45.6 25.2 45.4 52.6 

Faster R-CNN ResNext-101-64x4d AugFPN 43.0  65.6 46.9 26.2 46.5 53.9 

Faster R-CNN MobileNet-v2 AugFPN 34.2  56.6 36.2 19.6 36.4 43.1 

[28] 
ICCV 2019  

 

FCOS ResNet-50 AugFPN 37.9 58.0 40.4 21.2 40.5 47.9 

FCOS ResNet-50 FPN 39.1 57.9 42.1 23.3 43.0 50.2 

FCOS ResNet-50 AdaFPN 40.1 58.6 43.2 24.1 43.6 50.6 

FCOS ResNeXt-101 FPN 42.7 62.2 46.1 26.0 45.6 52.6 

[9] ICCV 2017 

Mask R-CNN ResNet-101 FPN 38.2 60.3 41.7 20.1 41.1 50.2 

Mask R-CNN ResNeXt-101 FPN 39.8 62.3 43.4 22.1 43.2 51.2 

Mask R-CNN ResNet-50 AugFPN 39.5 61.8 42.9 23.4 42.7 49.1 

Mask R-CNN ResNet-101 AugFPN 42.4  64.4 46.3 24.6 45.7 54.0 

Mask R-CNN ResNet-50 A2 -FPN 36.6  59.3  39.1  19.8  39.3  48.0 

Mask R-CNN ResNet-101 A2 -FPN 37.9  60.8  40.5  20.6  41.8  50.1 

[29] CVPR 2018 

CascadeR-CNN ResNet-50 FPN 36.5 59 39.2 20.3 38.8 46.4 

CascadeR-CNN ResNet-101 FPN 38.8 61.1 41.9 21.3 41.8 49.8 

CascadeR-CNN ResNet-101 AC-FPN 45.0  64.4  49.0  26.9  47.7  56.6 

[30] 
ICCV 2017  

 

RetinaNet ResNet-101  FPN 39.1 59.1 42.3 21.8 42.7 50.2 

RetinaNet ResNeXt-101 FPN 40.8 61.1 44.1 24.1 44.2 51.2 

RetinaNet ResNet-50 AugFPN 37.5  58.4 40.1 21.3 40.5 47.3 

RetinaNet MobileNet-v2 AugFPN 34.0  54.0 36.0 18.6 36.0 44.0 

[31] arXiv 2019 RetinaMask ResNet-50 FPN 39.4 58.6 42.3 21.9 42.0 51.0 

[32] CVPR 2019 Grid R-CNN ResNeXt-101 FPN 43.2 63.0 46.6 25.1 46.5 55.2 

[33] CVPR 2019  

HTC ResNeXt-101 FPN 47.1 63.9 44.7 22.8 43.9 54.6 

HTC ResNet-50 FPN 38.4  60.0  41.5  20.4  40.7  51.2 

HTC ResNet-101 FPN 39.7  61.8 43.1 21.0 42.2 53.5 

HTC ResNet-50 A2 -FPN 39.8  62.3 43.0 21.6 42.4 52.8 

HTC ResNet-101 A2 -FPN 40.8  63.6  44.1  22.3  43.5  54.4  

HTC ResNeXt -101 A2 -FPN 42.1  65.3  45.7  23.6  44.8  56.0 

[34] CVPR 2020 DetectRS  ResNeXt-101-DCN RFP 53.3 71.6 58.5 33.9 56.5 66.9 

[35] arXiv 2021 CenterNet2 Res2Net-101-DCN BiFPN 56.4 74.0 61.6 38.7 59.7 68.6 

https://paperswithcode.com/conference/cvpr-2019-6
https://paperswithcode.com/conference/iccv-2019-10
https://paperswithcode.com/conference/iccv-2017-10
https://paperswithcode.com/conference/cvpr-2018-6
https://paperswithcode.com/conference/iccv-2017-10
https://paperswithcode.com/conference/cvpr-2019-6
https://paperswithcode.com/conference/cvpr-2019-6
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Average Precision (AP) 

AP % AP at IoU=.50:.05:.95 

APIoU=.50  % AP at IoU=.50 

APIoU=.75  % AP at IoU=.75 

AP Across Scales: 

APsmall % AP for small objects: area < 322  

APmedium AP for medium objects: 322 < area < 962 

APlarge AP for large objects: area >962 

V. RESULT 

In this part, we are going to discuss the performance of 
different methods cited in Table I Libra R-CNN, Faster R-
CNN, FCOS, Mask R-CNN, Cascade R-CNN, RetinaNet, 
RetinaMask, Grid R-CNN, HTC, DetectRS, CenterNet2 
methods based on different feature aggregation networks and 
different backbone networks. In each model, we tried to fix 
either a backbone or a neck and see how the performance 
behave. These results show us the importance of both feature 
aggregation networks and feature extraction networks and 
how they impact the object detection models accuracy. 

1) Libra R-CNN: We have compared Libra R-CNN [18] 

with different backbones. This comparison reveals that the act 

of changing backbones with a solid feature aggregation model 

changes the performance. Regarding, Libra R-CNN with 

ResNeXt-101 as a backbone on top of the quality range. The 

two last models based on ResNet-50 and ResNet-101 as 

backbones, Libra R-CNN based ResNet-101 gain the highest 

performance (see Fig. 8). 

 

Fig. 8. Libra R-CNN Comparison based Different Feature Aggregation 

Models. 

2) Faster R-CNN: Faster R-CNN [8] relying on ResNext-

101-64x4d as a backbone and AugFPN as a feature 

aggregation model are leading the performance in this 

category. By fixing ResNet-50 as a backbone with changing 

different feature aggregation, the model based on AdaFPN 

gains the highest performance. Moreover, by fixing AugFPN 

and changing ResNext-101 the best performance was gained 

by ResNext-101-64x4d (see Fig. 9). 

 

Fig. 9. Faster R-CNN Comparison based Different Feature Aggregation 
Models. 

3) FCOS: The highest performance was obtained by 

FCOS [28] on the head,  ResNext-101 as a backbone, and 

FPN as a feature aggregator model. By changing feature 

aggregation models FPN, AdaFPN, and AugFPN, moreover 

fixing ResNet-50 the AdaFPN gains the best performance in 

this category, after that FPN and finally AugFPN (see 

Fig. 10). 

 

Fig. 10. FCOS Comparison based Different Feature Aggregation Models. 

4) Mask R-CNN: Regarding Mask R-CNN [9] models 

based on a diversity of backbones and necks relied on our 

category, ResNet-101 and FPN combination leads the 

performance then, ResNeXt-101 and FPN. By fixing ResNet-

101, mutating feature aggregation models the highest 

performance was gained by AugFPN, then FPN, and finally 

A2FPN. Concerning ResNet-50 as a backbone and A2 FPN or 

AugFPN as feature aggregation models, AugFPN attain the 

greatest performance (see Fig. 11). 

 

Fig. 11. Mask R-CNN Comparison based Different Feature Aggregation 

Models. 
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5) HTC: Related to HTC [33] model, ResNeXt-101 and 

A2FPN are leading in performance, the second performant 

fusion is ResNeXt-101 and FPN. Regarding the models based 

on ResNet as a backbone, ResNet-50 with A2FPN works 

better than ResNet-50 with FPN in terms of performance (see 

Fig. 12). 

 

Fig. 12. HTC Comparison based Different Feature Aggregation Models. 

6) Cascade R-CNN: Cascade R-CNN [29] performance 

was led by merging ResNet-101 and AC-FPN. The 

combination of ResNet-101 as a backbone and FPN neck has 

gained less performance (see Fig. 13). 

 

Fig. 13. Cascade R-CNN Comparison based Different Feature Aggregation 

Models. 

7) RetinaNet: Regarding RetinaNet,[30] firstly, ResNeXt-

101 as a backbone and FPN as a feature aggregation model 

compared to the other fusions, it has gained the highest 

performance; secondly, by merging ResNet-101 and FPN; and 

thirdly, ResNet-50 with AugFPN gains the performance, and 

finally, MobileNet-V2 with AugFPN (see Fig. 14). 

 

Fig. 14. RetinaNet Comparison based Different Feature Aggregation Models. 

8) Six Top average precision: On the one hand, after 

extracting the 6 best models in terms of average precision, we 

have preferred to compare the methods that gain the top 

average precision. On the other hand, in terms of performance 

and based on our spider, centerNet2 achieves the best 

performance. The best method is based on Res2Net101-DCN 

as a backbone and BiFPN as a feature aggregation model. The 

second rank is for DetectRs based on ResNeXt-101-DCN as a 

backbone and RFP as feature extraction (see Fig. 15). 

 

Fig. 15. Multicriteria Comparison based Different Feature Aggregation 

Models. 

VI. DISCUSSION 

In this paper, we have systematically depicted the 
importance of object detection components, covering the deep 
learning methodologies used in object detection, including, 
Two Stage detectors and one stage detectors. 

Firstly, we have started by presenting object detection 
methodologies that have been categorized on traditional 
methods and based deep learning methodologies. Secondly, 
we have talked about the main arrangement of object detection 
based on deep learning that includes a backbone usually 
pretrained used to extract feature then feature aggregation 
model for merging high and low features called neck and 
finally, the head used for prediction. 

Relied on our comparative study, we notice that the 
CenterNet2 with Res2Net-101-DCN as a backbone and 
BiFPN as a feature fusion model leads the performance and 
gains widespread dominance because of its supremacy 
regarding all criteria. 

DetectRS with ResNeXt-101-DCNas a backbone and RFP 
as a feature fusion model is reaching the second score. HTC is 
gaining the third position with its high performance based on 
ResNeXt-101 as a backbone and FPN. We notice also that 
there is no intersection between all the compared algorithms, 
each algorithm gains its performance regarding all criteria that 
the underlying algorithm. 

This comparison has also been made based on a set of 
criteria. The scores for each method evaluated were calculated 
using the Weight Score Model. Various scores or results have 
not only helped us determine an overall ranking, but they have 
also shown their internal strengths and weaknesses concerning 
each criterion. 

This comparison has also revealed the importance of 
making a benchmark in order to have a global straightforward 
view of building efficient models with high performance. 
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One the one hand, we hold in mind that from this review 
and comparison study that object detection based deep 
learning models, backbone, neck and head, impacting highly 
the performance. On the other hand, generally, more used 
layers give high performance. 

VII. CONCLUSION 

From the study handed, it has been noticed that several 
scientists and researchers from a diversity of ethnicities are 
working day after day on the object detection field, due to its 
utmost importance. Several models are appearing every month 
with the growth of deep learning. 

This comparison could be used as a support, by handing 
researchers a scientific comparison of different object 
detection methodologies and their main models, in order to 
build performant models. 

A comparison of neck used for feature aggregation 
between high and low features has been presented. We have 
been interested in giving you different necks and analyse the 
performance of their global models. 

Future work will be focusing on the implementation of 
some of the different models of object detection-based deep 
learning. We aim to implement, test, and analyze the results. 
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Abstract—In this study, the performance of Naïve Bayes 

classification on a high-resolution aerial image captured from a 

UAV-based remote sensing platform is investigated. K-means 

clustering of the study area is initially performed to assist in 

selecting the training pixels for the Naïve Bayes classification. 

The Naïve Bayes classification is performed using linear and 

quadratic discriminant analyses and by making use of training 

set sizes that are varied from 10 through 100 pixels. The results 

show that the 20 training set size gives the highest overall 

classification accuracy and Kappa coefficient for both 

discriminant analysis types. The linear discriminant analysis with 

94.44% overall classification accuracy and 0.9395 Kappa 

coefficient is found higher than the quadratic discriminant 

analysis with 88.89% overall classification accuracy and 0.875 

Kappa coefficient. Further investigations carried out on the 

producer accuracy and area size of individual classes show that 

the linear discriminant analysis produces a more realistic 

classification compared to the quadratic discriminant analysis 

particularly due to limited homogenous training pixels of certain 

objects. 

Keywords—Naïve Bayes; k-means; classification accuracy; 

training set size; discriminant analysis 

I. INTRODUCTION 

In remote sensing, classification is the process of assigning 
a pixel to a particular type of land cover. Classification uses 

typically a measurement vector or feature vector  of data 
acquired from a spaceborne or airborne acquisition system. It 

aims to assign a pixel associated with the measurement  at 

position x to particular class i, where 1 i M and M is the 
total number of classes. The classes are defined from 
supporting data, such as maps and ground data for test sites. 
Two types of classification are commonly used, supervised 
and unsupervised. Supervised classification starts from a 

known set of classes, learns the statistical properties of each 
class and then assigns the pixels based on these properties. 
Unsupervised classification is a two-step operation of 
grouping pixels into clusters based on the statistical properties 
of the measurements, and then labelling the clusters with the 
appropriate classes. Supervised classification classifies pixels 
based on known properties of each cover type, it requires 
representative land cover information, in the form of training 
pixels [1],[2],[3]. Signatures generated from the training data 
will be in a different form, depending on the classifier type 
used. Examples of supervised classification classifiers include 
Naïve Bayes, Maximum Likelihood, Mahalanobis Distance, 
Parallelepiped and support vector machines. On the other 
hand, in terms of unsupervised classification, the clustering 
process produces clusters that are statistically separable, 
giving a natural grouping of the pixels [4]. Landcover 
information is then used in the following labelling process 
where clusters are assigned to classes based on the available 
landcover information. This has the disadvantages that (1) a 
cluster may represent a mixture of different landcover types 
and (2) a single landcover may be split into several clusters. 
Furthermore, the assignment of clusters to classes, also known 
as the labelling process, requires manual input using available 
knowledge and needs to be carefully performed after the 
clustering, to correctly label the clusters. Examples of 
unsupervised classification are K-means and ISODATA. 
These unsupervised and supervised methods have been used 
extensively on satellite images however, there is limited effort 
to investigate the performance of these methods on high-
resolution aerial images [1],[2],[3],[4]. In this study, the 
performance of Naïve Bayes classification on a high-
resolution aerial image is to be investigated where K-means 
clustering is initially performed in determining the training 
pixels. 
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II. UNSUPERVISED AND SUPERVISED CLASSIFICATION 

A. K-means Clustering 

K-Means algorithm is an iterative method to partition a 
given dataset into a user-specified number of clusters, K. Its 
objective is to minimize the average squared Euclidean 
distance of distance from their cluster centres [5]. Let    
denotes the mean for cluster centre  , and the K-Means 
objective function can be written as: 

 (   )  ∑ ∑ ‖     
 ‖
  

   
 
      (1) 

Where,   measures the sum of squared distances between 

each training example    and the cluster centroid   
  to which it 

has been assigned. The inner-loop of K-Means repeatedly 
minimizes   with respect to   while holding   fixed, and then 
minimizes   with respect to   while holding   fixed. With this 
function well defined, the process can be split into several 
steps, to achieve the intended result. The starting point is a 
large set of data entries and defining the number of centres, k. 

B. Naïve Bayes Classification 

Generally, from the conditional probability theorem, the 
probability of an event A occurs given event B has already 
occurred is equal to the intersection of event A and B divided 
by event B [6],[7]. This can be expressed as: 

 (   )  
 (   )

 ( )
   (2) 

In the same way, the probability of an event B occurs 
given event A has already occurred can be expressed as: 

 (   )  
 (   )

 ( )
   (3) 

From the Commutative law, it can be easily proven: 

          (4) 

Therefore (3) can also be written as, 

 (   )  
 (   )

 ( )
   (5) 

and, 

 (   )   (   ) ( )   (6) 

Hence, (2) can be expressed as: 

 (   )  
 (   ) ( )

 ( )
   (7) 

This is popularly known as the Bayes‟ Theorem.  (   ) is 
also known as a posteriori probability of B. Event B is the 
evidence or feature. P(A) is the priori of A or the prior 
probability. In real-world problems, multiple features B are 
typically considered. For n features, B can be expressed as a 
feature vector: 

           ..,      (8) 

When these features are independent, the Bayes Rule can 
be extended to Naive Bayes: 

 (   )   (            )  
 (               ) ( )

 (             )
   (9) 

Since  (               ) ( ) can be expanded into: 

 (               ) ( )  
 (    ) (    ) (    )  (    ) (10) 

and 

 (    ) (    ) (    )  (    )  ∏  (    )
 
    (11) 

Hence, 

 (            )  
∏  (    )
 
    ( )

 (          )
 (12) 

In remote sensing, the probability distributions of the data 
may take a variety of forms, but very frequently they are 
assumed to be Gaussian, more specifically having normal 
distribution [8],[9]. When each class obeys a multivariate 
normal distribution for N spectral dimensions, specifically the 
number of bands used, the probability that feature vector   
occurs in a specified class    can be defined as: 

 (   )  (  ) 
 

 (    )
 
 

    ( 
 

 
(    )

   
  (    )) 

  (13) 

where, 

   ⟨(     )(     )
 
⟩  

 

  
∑{(     )(     )

 
}

  

   

 

where  
 
is the class mean vector,    is the class covariance 

matrix for class i,     is the number of pixels in class i,    is 

the feature vector of the jth pixel and      is determinant. This 
assumption is likely to be suitable for data that comes directly 
from spectral band measurements, but should not be used if 
the feature vector contains more general types of data, e.g. 
band ratios, without first testing its validity. 

The Naive Bayes classifier is based on Bayes‟ theorem of 
probability. In classification, the concern is to predict the 
classes given the measurement from different spectral bands 
[9],[10]. Therefore, the probability of class i occurs given the 

spectral measurement  , P(i|), needs to be determined. From 

the Bayes‟ theorem, the a posteriori distribution P(i|) which 

is the probability that a pixel with feature vector   belongs to 
class i, is given by: 

 (   )  
 (   ) ( )

 ( )
 (14) 

where  ( )is the priori of  , the prior probability, that is 

the probability of class i occurs before   is known. P(|i) is 
the likelihood function, P(i) is the a priori information, that‟s 
is the probability that class i occurs in the study area and  ( ) 
is the probability that  is observed.  ( ) or the priori of   
can be expressed as: 

 ( )  ∑  (   ) 
    ( ) (15) 

where M is the number of classes. 

For Naïve Bayes,              

 (   )   (            )  
 (            ) ( )

 (          )
 (16) 
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Expanding  (            ) gives: 

 (            )   (    ) (    ) (    )   (    ) (17) 

and 

 (    ) (    ) (    )  (    )  ∏  (    )
 
    (18) 

Hence, 

 (            )  
∏  (    )
 
    ( )

 (          )
 (19) 

Since  (          )  is constant given the input, the 
following classification rule can be used: 

 (            )  ∏  (    )
 
    ( ) (20) 

 ̂           ( )  ∏  (    )
 
    ( ) (21) 

Naïve Bayes classification is possible if the prior 
information P(i) is available. This is the most powerful use of 
the Bayes Theorem. 

Pixel x is assigned to class i by the rule: 

xi    if P(i|) > P(k|)    for all k≠i  (22) 

III. METHODOLOGY 

A. Personal Remote Sensing System (PRSS) Workflow 

Image acquisition is carried out using an aerial imaging 
known as Personal Remote Sensing System or PRSS 
[11],[12]. The PRSS has been developed in the previous 
research for overcoming limitations in term of resolution 
besides cloud and haze effects of the space-borne remote 
sensing satellites [1],[13],[14],[15],[27]. This system consists 
of 1) aerial segment, 2) ground segment and 3) user segment. 
The aerial segment consists of a quad rotor UAV that is 
equipped with GPS and telemetry facilities and mounted with 
a high-resolution RGB camera [16],[17],[18]. Images are 
captured automatically at certain time interval and stored in 
the camera‟s storage card. Upon completing an image 
acquisition mission, the images in the card are transferred to 
the ground segment for subsequent image processing tasks. 
The ground segment consists of a laptop installed with 
softwares for controlling and tracking the UAV besides 
processing the captured images [19]. The processed images 
are finally uploaded to the cloud-based geospatial databases 
that can finally be accessed and personalised using a smart 
phone at the user segment. A user can make other request to 
the ground segment for images of other areas or objects. Upon 
receiving the request, the ground segment will prepare a new 
mission plan and it to the aerial segment for a new image 
acquisition mission to take place. The image used in this study 
was acquired on 28 March 2016 at 0956 local time. The UAV 
is flown at an altitude of 180 m at 0900 to 1100 MST 
(Malaysian Standard Time) and the sky was having clear 
conditions. The size of the image is 3000 rows by 4000 
columns and the image format is JPG. Fig. 1 illustrates the 
PRSS workflow. 

 

Fig. 1. PRSS Workflow. 

B. Image Classification 

The acquired image was initially processed using K-Means 
clustering algorithm [8]. The K-Means clustered image is later 
to be used together with the existing information of the study 
area in selecting the training pixels for Naïve Bayes 
classification later. The K-Means clustering algorithm is as 
follows. 

1) An initial mean vector (point) is randomly specified for 

each of the K clusters. These points are to be the centre for 

each of the K clusters. 

2) Next, the distances between every point of the image 

pixels and those centres are computed. 

3) Each pixel is assigned to the cluster whose mean vector 

is the closest to the pixel vector. This leads to the formation of 

the first set of decision boundaries. 

4) Based on the pixel vectors within each boundary, a new 

set of clusters mean vectors is then calculated and the pixels 

are reassigned accordingly to these new mean vectors. 

5) The iterations are continued until there is no significant 

change in pixel assignments from one iteration to the next. 

Specifically, the magnitude of change from iteration (   ) to 

iteration   summed over all K clusters can be expressed as: 

  ( )  ∑ |  
    

   | 
    (23) 

The clustered image produced from the K-Means 
clustering is used to assist in collecting the training pixels for 
Naïve Bayes classification. The general procedures in Naïve 
Bayes classification are as follows: 

1) The number of land cover types within the study area is 

determined. 

2) The training pixels for each of the desired classes are 

chosen using land cover information for the study area 

together with the cluster map produced from the K-Means 

clustering. 

3) The training pixels are then used to estimate the mean 

vector and covariance matrix of each class. 
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4) Finally, every pixel in the image is classified into one 

of the desired land cover types based on the predefined 

discriminant functions. 

In Naïve Bayes classification, each class is enclosed in a 
region in spectral space where its discriminant function is 
larger than that of all other classes. These class regions are 
separated by decision boundaries, where the decision 
boundary between class i and j occurs when: 

gi() = gj() (24) 

In this study, the linear discriminant function and quadratic 
discriminant function are utilised. 

For linear discriminant function,        , thus: 
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which can be rewritten as: 
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This is a linear function in N dimensions that forms the 
decision boundary between class   and  . 

For quadratic discriminant function,      , thus: 
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which can be rewritten as: 
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This is a quadratic function in N dimensions that forms the 
decision boundary between class   and  . 

C. Classification Accuracy 

Classification accuracy is one of the key parameters 
required to judge the quality of land cover classification and 
can be defined as the degree to which the derived image 
classification conforms to the „truth‟ [20]. One of the most 
important components in accuracy assessment is reference 
pixels [21]. In this study, make use of Google Maps and the 
available ground truth knowledge of the study area in 
collecting the reference pixels [22]. To do so, a systematic 
sampling is performed where the chosen reference pixels are 
distributed in a predefined pattern. Studies have shown that 
the most widely used technique to analyse reference data is to 
use a confusion or error matrix [23]. A confusion matrix 
works by comparing classification result with reference 
information, while accuracy is conveyed in terms of 
percentage of overall classification accuracy and producer 
accuracy [24],[25]. The acceptable of overall accuracy is 85%, 
with no class less than 70% accurate [26]. Kappa statistics 

have been used as early as the 1980s as an additional 
classification accuracy measure to compensate for chance 
agreement [23]. 

Producer accuracy is a measure of the accuracy of a 
particular classification scheme and shows the percentage of a 
particular ground class that has been correctly classified. The 
minimum acceptable accuracy for a class is 70% [26]. This is 
calculated by dividing each of the diagonal elements in the 
table by the total of the column in which it occurs: 

Producer          
   

   
  (30) 

where, 

                         
                    

              

 A measure of behaviour of a classification can be 
determined by the overall accuracy, which is the total 
percentage of pixels correctly classified: 

Overall          
∑    
 
   

 
  (31) 

where Q and U represent the total number of pixels and 
classes respectively. The minimum acceptable overall 

accuracy is 85% [28]. The Kappa coefficient   is a second 
measure of classification accuracy which incorporates the off-
diagonal elements as well as the diagonal terms to give a more 
robust assessment of accuracy than overall accuracy. This is 
computed as: 

  
∑
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  ∑
      
  

 
   

 (32) 

Where ca. is row sum and c.a is column sum. 

IV. RESULT AND DISCUSSION 

Fig. 2 shows the study area displayed in (a) RGB, (b) red, 
(c) green and (d) blue channel with the corresponding 
histograms. It is obvious that the study area has two main 
groups of which are natural and artificial land covers or 
objects. This scenario is indicated by the bimodal nature of the 
red, green and blue channel histogram. For all histogram, it 
can be seen that the separation of the natural and artificial 
objects occur at the valley that is about at DN of 120 in which 
natural object pixels correspond to the lower DN values while 
artificial object pixels correspond to the higher DN values. 

Fig. 3 shows the result of K-Means clustering for 5 
clusters. By comparing with the RGB image in Fig. 2(a), most 
of the objects have been sensibly clustered. Due the nature of 
the K-Means clustering in which clustering process is merely 
based on statistical properties of the image, as expected there 
are clusters with more than one object and there are objects 
having more than one cluster. Shrub clusters (green) can be 
seen at the top right and bottom right of the image. There 
seems to be two road clusters with low-level road cluster 
(violet) stretches from the lower left to the upper right of the 
image while high-level road cluster (dark green) can be seen 
stretches from near the bottom middle to the top right of the 
image. Grassy ground cluster (maroon) can be seen mostly 
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between the shrub and low-level road cluster. Finally, vehicle 
cluster (turquoise) can be seen on both roads. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2. The Scene Under Study in (a) RGB, (b) Red, (c) Green and (d) Blue 

Channel with the Corresponding Histograms. 

  

Fig. 3. 5-Cluster K-Means Clustering of the Study Area. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4. RGB Image (Left) and Clustered Image (Right) for (a) Bright 

Vehicle, (b) Grassy Ground, (c) Shrub and (d) Road (Normal). 

The outcome from the K-Means clustering is used to assist 
in selecting the training pixels for Naïve Bayes classification. 
In doing so, both the RGB and K-Means clustering image are 
displayed side by side and zoomed at the targeted objects. The 
zoom-in images for vehicle, grassy ground, shrub and road are 
shown in Fig. 4(a), (b), (c) and (d), respectively. This has 
provided a practically way for the spatial and spectral 
homogeneity criteria to be met in selecting the training pixels 
[8]. 

 

Fig. 5. Overall Classification Accuracy and Kappa Coefficient Versus 

Training Set Size using Linear Discriminant Analysis. 

 
Shrub 

 
Low-level road 

 
High-level road 

 
Grassy ground 

 Vehicle 
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Fig. 6. Individual Class Classification Accuracy (Producer Accuracy) Versus Training Set Size for Classified Images using Linear Discriminant Analysis. 

A. Naïve Bayes Classification using Linear Discriminant 

Analysis 

For Naïve Bayes classification, the 9 classes identified are 
1) Bright Vehicle, 2) Dark Vehicle, 3) Grassy Ground, 
4) Shrub, 5) Road (Normal), 6) Road (Bright), 7) Road 
(Shadow), 8) Road Mark and 9) Steel Bridge. Due to the high 
image resolution, for Road class, three labels have been used 
to represent three different illumination conditions of the road. 
Fig. 5 shows plots of overall classification accuracy (top) and 
Kappa coefficient (bottom) versus training set size for the 
Naïve Bayes classification that is based on linear discriminant 
analysis. The 20 training set size gives highest overall 
classification accuracy (94.44%) and Kappa coefficient 
(0.9395) compared to the other sets. Plots of classification 
accuracy (producer accuracy) versus training set for all classes 
are shown in Fig. 6. It can be seen that Grassy Ground, Shrub 
and Road (Shadow) have the most stable accuracies for all 
training pixel sets while the least stable classes are Road 
Mark, Steel Bridge and Bright Vehicle. This is the due to the 
facts that stable classes have more abundant homogeneous 
pixels compared to least stable classes in which can be 
visually seen from the K-means clustering image in Fig. 3. For 
the rest of the classes, generally high classification accuracies 
are gained at smaller compared to bigger training sets sizes. 

Fig. 7 shows the Naïve Bayes classified image using linear 
discriminant analysis. From visual comparison with the RGB 
image in Fig. 2(a), it is obvious that the most objects are 
correctly classified except for Road Mark, Steel Bridge and 

Bright Vehicle. It can be seen that there are Bright Vehicle 
and Steel Bridge pixels that have been incorrectly assigned to 
the Road Mark class in which is also indicated by the 
confusion matrix in Table I. There also Road Mark pixels that 
have been incorrectly assigned to the Steel Bridge class and 
Bright Vehicle class. Table II shows the object, pixel count, 
pixel percentage and the corresponding area for classified 
image using linear discriminant analysis. The largest classes 
are Road (Normal), Grassy Ground and Road (Bright) with the 
corresponding area percentage of 26.9%, 22.9% and 18.8%. 
The smallest classes are Dark Vehicle, Bright Vehicle and 
Road Mark with the corresponding area percentage of 0.1%, 
0.4% and 1.2%. 

 

Fig. 7. Naïve Bayes Classified Image using Linear Discriminant Analysis. 
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TABLE I.  THE CONFUSION MATRIX FOR THE NAÏVE BAYES CLASSIFICATION THAT USES LINEAR DISCRIMINANT ANALYSIS 
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Bright Vehicle 18 0 0 0 0 0 0 2 0 20 

Dark Vehicle 0 20 0 0 0 0 0 0 0 20 

Grassy Ground 0 0 20 0 0 0 0 0 0 20 

Shrub 0 0 0 20 0 0 0 0 0 20 

Road (Normal) 0 0 0 0 20 0 0 0 0 20 

Road (Bright) 0 0 0 0 0 20 0 2 0 22 

Road (Shadow) 0 0 0 0 0 0 20 0 0 20 

Road Mark 2 0 0 0 0 0 0 15 3 20 

Steel Bridge 0 0 0 0 0 0 0 1 17 18 

Total Ref. Pixels 20 20 20 20 20 20 20 20 20 180 

TABLE II.  CLASS WITH PIXEL COUNT, PIXEL PERCENTAGE OF THE AREA 

FOR CLASSIFIED IMAGE USING LINEAR DISCRIMINANT ANALYSIS 

Class Pixel (count) Pixel (%) Area (m2) 

Bright Vehicle 52454 0.4 1573.6 

Dark Vehicle 15163 0.1 454.9 

Grassy Ground 2744206 22.9 82326.2 

Shrub 2241943 18.7 67258.3 

Road (Normal) 3222214 26.9 96666.4 

Road (Bright) 2260668 18.8 67820 

Road (Shadow) 1053969 8.8 31619.1 

Road Mark 138904 1.2 4167.1 

Steel Bridge 270479 2.3 8114.4 

Total Classified Pixels 12000000 100.1 360000 

B. Naïve Bayes Classification using Quadratic Discriminant 

Analysis 

For the Naïve Bayes Classification using quadratic 
discriminant analysis (Fig. 8), a gradual decrease in the overall 
accuracy can be seen as the training set size increases 
compared to that of using the linear discriminant analysis. The 
highest overall classification accuracy of 88.89% and the 
highest Kappa coefficient of 0.875 are shared by the 10 and 20 
training set size. In term of individual class classification 
accuracy (producer accuracy) in Fig. 9, the most stable classes 
are Shrub, Road (Shadow) and Grassy Ground while the least 
stable classes are Road Mark, Steel Bridge and Road (Bright). 
A strange increasing trend occurs for Road (Bright). By 

comparing the linear and quadratic discriminant analysis plots, 
overall, quadratic trend looks smoother compared to linear 
discriminant trend in which likely due to the more flexible 
criteria of the quadratic discriminant decision space. The 
classes with somewhat common producer accuracy trends are 
Shrub, Grassy Ground, Road (Shadow) and Road (Normal) 
due to the abundant homogenous training pixels. The classes 
having the most distinct trends are Road (Bright), Dark 
Vehicle and Steel Bridge due to the least homogenous training 
pixels. 

 

Fig. 8. Overall Classification Accuracy and Kappa Coefficient Versus 

Training Set Size using Quadratic Discriminant Analysis. 
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Fig. 9. Individual Class Classification Accuracy (Producer Accuracy) Versus Training Set Size for Classified Images using Quadratic Discriminant Analysis. 

TABLE III.  THE CONFUSION MATRIX FOR THE NAÏVE BAYES CLASSIFICATION THAT USES LINEAR DISCRIMINANT ANALYSIS 

Reference Pixels 
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Bright Vehicle 18 0 0 0 0 0 0 11 0 29 

Dark Vehicle 0 20 0 0 0 0 0 0 0 20 

Grassy Ground 0 0 20 0 0 0 0 0 0 20 

Shrub 0 0 0 20 0 0 0 0 0 20 

Road (Normal) 0 0 0 0 20 0 0 0 0 20 

Road (Bright) 0 0 0 0 0 16 0 0 0 16 

Road (Shadow) 0 0 0 0 0 0 20 0 0 20 

Road Mark 2 0 0 0 0 0 0 6 0 8 

Steel Bridge 0 0 0 0 0 4 0 3 20 27 

Total Ref. Pixels 20 20 20 20 20 20 20 20 20 180 

 

Fig. 10. Naïve Bayes Classified Image using Quadratic Discriminant 

Analysis. 

Fig. 10 shows the Naïve Bayes classified image using 
quadratic discriminant analysis. It is obvious that there are 
more incorrectly assigned pixels compared to that of the linear 
discriminant analysis. It can be seen that there are Road 
(Bright) pixels that have been incorrectly assigned to Steel 
Bridge class in which is also indicated by the confusion matrix 
in Table III. Table IV shows the class with the pixel count, 
pixel percentage of the area for classified image using 
quadratic discriminant analysis. The largest classes are Road 
(Normal), Shrub and Road (Shadow) with the corresponding 
area percentage of 30%, 23.6% and 18%. The smallest classes 
are Dark Vehicle, Bright Vehicle and Road Mark with the 
corresponding area percentage of 0.1%, 0.5% and 0.9%. 
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TABLE IV.  CLASS WITH PIXEL COUNT, PIXEL PERCENTAGE OF THE AREA 

FOR CLASSIFIED IMAGE USING QUADRATIC DISCRIMINANT ANALYSIS 

Class Pixel (count) Pixel (%) Area (m2) 

Bright Vehicle 54236 0.5 1627.1 

Dark Vehicle 10415 0.1 312.5 

Grassy Ground 1008987 8.4 30269.6 

Shrub 2827918 23.6 84837.5 

Road (Normal) 3602988 30 108089.6 

Road (Bright) 641307 5.3 19239.2 

Road (Shadow) 2160972 18 64829.2 

Road Mark 108365 0.9 3251 

Steel Bridge 1584812 13.2 47544.4 

Total Classified Pixels 12000000 100 360000 

 

Fig. 11. Area Percentage Versus Class for Quadratic and Linear Discriminant 

Analysis. 

Fig. 11 shows the area percentage versus class for the 
quadratic and linear discriminant analysis. From side-by-side 
area percentage comparison, Bright Vehicle, Dark Vehicle and 
Road Mark have about the same area sizes. 

The classes having the most distinct area sizes are Grassy 
Ground, Steel Bridge and Road (Bright). The linear shows a 
more realistic area percentage compared to the quadratic 
discriminant analysis particularly due to its Steel Bridge 
having higher is larger than other abundant objects such as 
Grassy Ground and Road (Bright). 

V. CONCLUSION 

In this study, Naïve Bayes classifications on a high-
resolution aerial image have been performed. K-means 
clustering of five clusters has been used as a guide in selecting 
the training pixels for the Naïve Bayes classification. The 
classification has been experimented for training set size 10 
through 100 for linear and quadratic discriminant analysis. 
From, the classification outcomes, training set size 20 has 
been chosen due to having the highest overall classification 
accuracy and Kappa coefficient where the linear with 94.44% 

overall classification accuracy and 0.9395 Kappa coefficient is 
higher than the quadratic discriminant analysis with 88.89% 
overall classification accuracy and 0.875 Kappa coefficient. 
The producer accuracy for individual classes of linear and 
quadratic discriminant analysis has yielded the classes having 
similar trends due to the availability of abundant homogenous 
training pixels compared with the classes with distinct trends 
due to the least homogenous training pixels. The linear 
discriminant analysis has been found to produce more realistic 
class area percentages of the study area compared to the 
quadratic discriminant analysis, particularly for Steel Bridge. 
Nevertheless, the performance of Naïve Bayes classification is 
greatly influenced by the way the sampling of the training 
pixels is made in which is not investigated in this study. 
Therefore, future work will take into consideration 
investigating the effects of different patterns of systematic 
sampling of training pixels on classification performance. 
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Abstract—Cloud computing has become an essential source 

for modern trade or market environments by abled frameworks. 

The exponential growth of cloud computing services in the last 

few years has resulted in extensive use, especially in storing and 

sharing the data on various cloud servers. The current trend in 

the cloud shows that the cloud owners use relative functions and 

target areas in such a way that cloud customers access or store 

their data either in the same servers or related servers. 

Simultaneously, from the security point of view, the lack of 

confidence about the customer's data on the cloud server is still 

questionable. The hour's need is to provide the cloud service in a 

'single port way' by forming the joint management policy to 

increase customer satisfaction and profitability. In addition to 

this, the authentication steps also need to be improvised. This 

paper discusses issues on the security authentication and access 

provisioning of the cloud service consumers in federated clouds 

using subscribed user identity. This work proposes the user 

identity verification module (UidVM) in the cloud service 

consumer's authentication process to serve as a cloud broker to 

minimize the work overloads on the central cloud federation 

management system, thus enhancing the cloud security. 

Keywords—Security authentication (SA); cloud federation 

(CF); cloud service provider (CSP); key distribution center (KDC); 

user identity verification module (UIdVM) 

I. INTRODUCTION 

Cloud computing is a rapidly growing technology to 
share/store data on the cloud server in a cost-effective manner 
(Timely and financial effectiveness). Cloud computing is a 
distributed-based service to the remote data consumer. 
Nowadays, cloud computing is used as a significant source and 
framework for modern trade or market environments. 
Consumers adapted to the online cloud service buy and sell 
products, and many of them spend their time accessing and 
share cloud resources daily. This has also led cloud computing 
technology to business society. Therefore, any number of 
people who are business owners prefer cloud services. Cloud 
computing technology helps enterprises and organizations 
make computing their resources addressable to the partner and 
consumer to achieve a more scalable, flexible, competent, and 
cost-effective circle for application development [1]. Presently, 
cloud-computing domains (public, private and hybrid clouds) 
furnish different services to minimize the repairing costs on 
various cloud services. 

As described in [2], the initially formed cloud computing 
model has reached a high level of evolution, exposure to 
various extents to settle the primary characteristic of the 
prototype resource argument, interpose of services, lack of 
interoperability in data representation, quality of service 
degradation, and others. 

A. Cloud Computing Service Providers (CCSP) 

Cloud computing is the panoramic concept in the recent 
computing technology explained in several ways by many 
researchers. However, cloud computing is an unspecific term 
for the transaction of the distributed services in the networked 
hosts. It provides easy accessibility for the companies to use 
computing resources (e.g., an application, virtual machine) as a 
utility rather than developing by their own. In short, cloud 
computing is accessing/storing programs and data/resources 
over connected networks as an alternative using an individual 
hard drive/storage device. 

The purpose of 'Cloud Computing Service Providers' 
(CCSP) is to solve cloud computing problems. These joint 
CCSPs are formally called cloud federations and are 
responsible for handling the most critical situations [3]. Cloud 
federation has been one of the murmuring terms since long 
when the issue of transacting from users' resources to the 
remote cloud server was raised. The issue was the transaction 
through an easy and pervasive way of accessing [4]. Different 
models have been discussed in this regard; however, cloud 
computing was built with the dual combinations of the cloud 
computing deployment model and cloud computing service 
model. 

B. Cloud Computing Service Models 

Cloud computing service model is a combination of three 
services/models. Software as a Service (SaaS to help in using 
the cloud applications on consumer devices running on the 
cloud infrastructure as provided by the respective cloud 
providers. [5]. Platform as a service (PaaS: which provides 
platforms to allow the service consumers to develop, run, and 
control over all the cloud applications by removing the 
complicated building and maintaining of the cloud 
infrastructure [6] and thirdly, Infrastructure as a service (IaaS 
which is the fundamental resources access provider on the 
cloud infrastructure. Physical and virtual machines, load 
balance, virtual storage, etc., are the essential resources availed 

*Corresponding Author. 
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to the end-user through virtualization of the server. IaaS is used 
to deploy network platforms to provide the consumers with the 
process, storage, and other basic activities and computing 
resources. IaaS provides virtually limitless scalability, reduces 
infrastructure costs, and accelerates time to market [7,8]. 

C. Deployment Level of Cloud 

This model means the mechanism or the ways of lay-outing 
the cloud structure that seems like on the actual environment. 
There are three basic types to deploy cloud computing. These 
are public cloud layout, private cloud layout, and hybrid cloud 
layout, but the NIST clarified into four as defined in [9]. There 
is a community cloud in addition to those three listed. 

Private cloud: It provides strongly secured services used 
exclusively by the institution that owns the infrastructure and 
maintains full control over it. The private cloud infrastructure 
is planning for alone use by a standalone institution comprising 
multiple consumers (e.g., business units). It is governed and 
administrated by single private institutions/units. 

Community cloud: is refers to an IT infrastructure owned 
and shared for collaboration between the group of institutions 
having common concerns. A community cloud is essential and 
more beneficial for the community cloud environment. This 
infrastructure is prepared for alone use by limited ownership of 
consumers from an institution with mutual concerns. 

Fig. 1 and Fig. 2 demonstrate how the public cloud, hybrid 
cloud, and private cloud interact with the community with their 
respective service models. Fig. 1 is focused on SaaS, PaaS, and 
IaaS in terms of their application, platform, and infrastructure. 

Public cloud: This cloud is open and accessible for all 
consumers. The type of clouds will provide the best economies 
of scale for the users, are inexpensive to set-up because It is 
open for the broad number of users on the internet. The public 
cloud is managed, operated, and governed by business, 
academic, governmental institutions, or by their joint. 

Hybrid cloud: it is reasonable and more manageable for the 
cloud consumer and service provider, making the unity by 
collectively from two or more than two well-defined cloud 
infrastructures such as private cloud and community cloud 
[10]. 

The union of private and public clouds forms hybrid cloud. 
A cloud federation is a collective and collaborated cloud 
organization within agreed interests and common characters of 
consumers with (1) geographical dispersion, (2) a briefly and 
clearly defined commercialization system, and (3) federate 
agreement that governs a collection of independent and 
heterogeneous clouds. It should be confident enough to furnish 
impressive resource scalability, guarantee service performance, 
realize the dynamic distribution of participating resources, and 
respect end-to-end Service Level Agreement (SLA) established 
with its clients, as shown in Fig. 2 [11]. 

Objectives Motivations: The paper's main objective is to 
perform user authentication in the federated cloud providers 
using the subscribed user identity to access cloud service 
consumers' provisioning and maximize their satisfaction while 
using any cloud services. 

 

Fig. 1. Cloud Computing Service Models Arranged as Layers in a Stack. 

 

Fig. 2. Cloud Computing Deployment Model. 

Many proposals regarding cloud federation are focus on 
architecture and benefits. There is a good number of works 
performed by many researchers regarding architecture and 
structural flows. Several kinds of research have been carried 
out on security authentication for cloud computing services. 

However, in this paper, we aim to point out some sets of 
limitations. Sorting out these limitations will enhance the 
security authentication of cloud federation, since cloud 
federation is a collection of (a) volunteers and (b) 'agreed cloud 
servers/cloud service providers' who have some common goals 
to share the services in a central administrator or cloud 
management. i.e., there are many communications between the 
cloud federation members and the cloud consumer on the 
remote side. In this work, we aim to interact with the cloud 
service providers to resolve this kind of security vulnerabilities, 
including security authentication. 

In this paper, we have calculated the convergence time with 
respect to a particular range of federation size and showed that 
the results obtained from our proposed model clearly indicate 
the effective reduction of the time consumption when the CSCs 
are using multiple identities to access the resources on multiple 
CSPs. Our proposed model also gives a dual combination of 
the cloud computing deployment model and the cloud 
computing service model. 
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Our contributions in this work are as follows: 

1) Its calculated the convergence time wrt a particular 

range of federation size and show that the proposed model 

effectively reduces time consumption when using CSCs 

multiple identities to access various CSPs resources. 

2) The proposed model gives a dual combination of cloud 

computing deployment and cloud computing service model. 

3) Our results prove that time consumption is adequate 

while accessing the resources. 

4) Our work proposes a CSP‟s consumers access 

provisioning model (algorithm) by which work-overload is 

reduced on the central management system. i.e. 25 logIn 

executions are executed in 3115 milliseconds (Fig. 10). 

The rest of the paper is organized in the following order. 
Section 2 gives a background study about related work. 
Section 3 consists definitions of basic components that are 
involved in the cloud federation management system. In 
Section 4 the contribution of our proposed work is discussed. 
Section 5 has result and discussions. Finally, Section 6 
concludes the paper and future scope. 

II. BACKGROUND STUDY 

Many works related to cloud computing security and cloud 
federation identity management and security authentication 
have been published. The related papers that are relevant to our 
paper are discussed as follows selectively. Several researchers 
examine and determine the characteristics of cloud federation 
to formalize it. The author of [3] describes the cloud federation 
as an intentional pooling of heterogeneous clouds running 
cooperatively to share idle resources contained in their 
domains and presents the cloud federation properties. These [1] 
allows the cloud server in the federation to automatically 
spread out resources to satisfy themselves, have high 
promotional opportunities of their resources to the remote 
cloud service consumers in the environment and to be highly 
competent in the modern market system, permit the clouds to 
offer idle resources and stakeholders to use the resources, and 
deliver services with defined requirements in service level 
agreement (SLAs). 

A. Authentication and Authorization 

A user centric approach, [12] provides a solution for the 
cryptographic process. In [13], paper discussed about the 
approval as well as responsibility of trust model. FermiCloud 
[14] followed the different protocol for the model but it took 
longer process of certification. In [15] given the idea, how to 
manage the cloud complexity with the help of software 
application. The different access control facilities are followed 
in the [16] model. 

B. Unique Key Access 

In [17] discussed about how to identify the unique cloud 
properties and manage those properties for the use of third 
parties. Stihler et al. [18] token methodology for the secure 
level of services. In the paper [19] given the two different 
authentication of encrypt the data and digital sign of the 
process. The paper [20], cloud storage system support for 
public users with the identity proof. The [21,22] proposed 

different architecture for managing the cloud. In [23] followed 
the x and y access implementation virtual softwares. 

C. Confidentiality, Integrity, and Availability 

Santos et al. [24] extend the Terra [25] followed the 
different level of implementation in the virtual storage of 
infrastructure and different level of services. They discussed 
about the various methodology and procedure for accessing the 
stored information. Popa. et.al to access the group of data from 
the cloud. In [26], they also followed the fuzzy techniques for 
utilize the cloud resources. The author explained about the 
threats in cloud server, how to manage with open source 
application [27]. In [28], followed the supervisor techniques for 
remote controlling the procedures. The synchronize response 
of cloud and protocols are followed in the virtual cloud [29]. 

D. Security Policy Management 

In [30] studies the cloud federation security issues about 
managing and controlling the access of an authorized party. It 
proposes a federated access control model (FACM) in which a 
third party, like a cloud service broker (CSB), is used. On the 
other hand, authors in [31] and [13] describe the federated 
cloud's benefits over the single cloud service briefly. They 
described from the user and cloud service provider‟s 
perspective and listed benefits for the cloud federation, which 
are highly scalable and flexible to enable the cloud providers to 
cost-effectively or cost-efficiently adjust their hosting capacity 
through cooperation with other single clouds. It shows the 
federated clouds relation and authentication. Still, it does not 
show how the remote cloud service cloud consumers can be 
authenticated to access the federated clouds on their proposed 
cross-cloud federation. 

On the other hand, in cloud federation, the cloud consumers 
can retrieve services from different service providers without 
requiring multiple authentication processes using SSO 
techniques [32], [14]. 

Amazon cloud service provides a wonderful and robust 
secured service in the world [33][34]. Still, it does not make 
federated clouds in the market system with the other cloud 
service providers which are in working on related discipline 
(online shopping). According to [1], [9], [14], [17], cloud 
federation has various mutual benefits for the cloud service 
providers to use other service providers' infrastructures 
and/platforms based on their agreement. It is beneficial for both 
service providers and service users to efficiently and cost-
effectively provide and consume cloud resources [35][36]. The 
federated clouds should authenticate themselves in the cross-
cloud federation because cloud security is the responsibility of 
cloud service consumers and cloud service providers [4]. In the 
federated clouds, the cloud service consumers (CSC) should 
access the federated clouds using subscribed user Identity. 

Conclusion of the background study/related works: The 
studies done in this section conclude that though most of the 
work published explores the possibility of the new features, 
they only discussed the benefits/advantages of cloud service 
providers in the federated clouds. The works that are analysed 
in the literature clearly mention that cloud service customers 
and cloud consumers are categorized into two segments, and 
cloud customers can get access provision in the federated 
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clouds. However, the cloud consumers possess denied access 
using the single cloud accounts in the federated clouds. 

III. PREREQUISITES / DEFINITIONS 

Components: The following are the basic components that 
are involved in the cloud federation management system. Here 
Cloud Federation Central Management System/Key 
Distribution Center (CFCMS/KDC) depicts the central 
management of the federated cloud and governs all over the 
transaction between cloud service providers (CSPs). It has all 
information about the federated clouds that agree to implement 
their communications in the cloud federation. We have used 
KDC instead of CFCMS as the alternative name, but not an 
abbreviation form. We have also used KDC instead of CFCMS 
in the designed algorithm. 

UidVM: is the User identity Verification Module installed 
between cloud service consumers and cloud service providers 
because it acts as a mediator between the CSP and CSC. It 
registers the (cloud service consumers passcode) CSCpc 
MainDataCen-terId to make the connection between CSCs and 
CSPs. It creates healthy, safe, and fast communication between 
the CSCs and CSPs. 

CSP: It is the cloud service provider federated in the cloud 
and governed under the cloud federation rule and provides the 
service to cloud service consumers. 

CSC: is the cloud service consumer that accesses the 
provided data from the service providers. 

CSCpc: The cloud service consumer's passcode is 
generated from the central system and verified by UidVM to 
get cross access permission. 

The activities of cloud providers can be divided into 
various categories: Implementation support, utilize the 
resource, maintain the support, and protection. 

The protection feature necessary for cloud providers' 
activities are described in Table I [11]. 

TABLE I. SECURITY AND PRIVACY FACTORS OF THE CLOUD PROVIDERS 

Security Context  Description 

Approval and Verification 
These process of cloud identification schemes 

are followed. 

Management of Authenticity 
and Availability 

Heterogeneous techniques are followed in the 
service. 

Secrecy, authenticity, and 
accessibility 

Trying to assure the secrecy of data objects, 

enabling factors accounted, and making sure 

that assets are available if needed. 

Observing and Issue 

Resolution 

The cloud infrastructure is constantly 
monitored to ensure adherence with 

consumption data protection and auditor's 

report. 

Strategy Administration 
Creating and making regulations for concrete 
behaviors such as monitoring or conformity 

evidence. 

Privacy 
To protect the identification information for 

the cloud. 

Prerequisites: Currently, cloud computing has been leading 
almost all business, education, and social communications. 
Many public and private organizations and institutions are 
connected through the internet, sharing and storing their data in 
the cloud. The cloud users may use one of these public, private, 
hybrid, and community clouds or others that they may create 
depending on their organization's infrastructure. In short, 
various sectors (e.g., educational, health, communications, 
military, etc.) are now become cloud service dependent. 

The fundamental issue of cloud computing is that its 
security management system and ownership issues are 
complained about by the cloud service consumer. For solving 
these issues, the cloud is classified into the public cloud, 
private cloud, and hybrid cloud. On the other hand, community 
clouds have a long history with the emerging of cloud 
computing. 

Recently inter-cloud, cloud federation, and other cloud 
infrastructure models have emerged. Whatever it is, our focus 
is cloud federation, which is one of the recent cloud models. 
Cloud federation is the best solution to reduce the 
infrastructure building cost, the increase business relationship 
between the cloud providers, the availability and accessibility 
of the cloud providers, etc. 

Current Troubles of cloud federation: Even-though, cloud 
federation has several benefits and advantages for a cloud 
service provider, there are challenges and troubles raised by the 
cloud service consumers and cloud providers. As our survey 
and observation, we have listed below. 

Security issue: Accessing and sharing of the data is still a 
questionable issue. 

Load balancing: The cloud federation architecture can be 
designed in such a way that the central cloud federation server 
does more workload on the central cloud federation 
management system. More workload also leads to high traffic, 
and the server becomes slow to send or respond to the cloud 
service provider. Therefore, minimizing the central system 
workload is one of the critical issues for fast service. 

LogIn steps: Today, users prefer fast-track accessing 
methods. Users of Cloud service consumers want the short and 
secure step to access online services (Cloud services). But, 
currently, the provisional service procedure has very boring 
and continuous steps to permit the service consumer to access 
the cloud resources. Therefore, this paper aims to shorten and 
remove such continuous steps of Cloud service provision 
(LogIn) for the cloud service consumer to access the cloud 
services. 

Inclusion of the third intermediator: There is a need to 
include the cloud service consumer for authenticated access to 
share the services' benefits by minimizing multiple processes 
of login and accessing the data using the subscribed login 
accounts in the federated clouds. 
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IV. PROPOSED MODEL 

Our proposed model has used the data to depict the cloud 
federation's various characteristics on both sides (cloud service 
provider and cloud service consumer). The simulations are 
carried out in CloudSim. Referring to recently published works 
[12], [14], we see that it is very difficult to perform actual/real-
time experiments and implement new algorithms and 
technologies in actual cloud infrastructure. Therefore, we 
measured performance implementation first. 

A. Proposed Model Motivation 

Currently, many organizations and institutions are 
organized in a single group to form the cloud federation. From 
the perspective of cloud consumers, the need to use cloud 
resources is increasing. Still, some business cloud service 
providers (e.g., online shopping) don't have an agreed federated 
cloud system to access their customer's permission to use the 
subscribed account in the federated cloud. The online shopping 
companies' common goals are available and accessible to the 
online purchasers, and online purchasers also want to access 
and buy the product using their subscribed user account in the 
federated clouds. Therefore, our motivation is to reconcile that 
the CSP's need and CSC's need by proposing how the CSPs 
and CSC are authenticating each other using subscribed 
Identity in the federated clouds to assure the security between 
CSPs and CSCs. 

B. Proposed Security Authentication 

The cloud federation requires two sets of (improvised) 
proposed rules, Service Level Agreement (SLA) [23], and 
Regional Service Condition Agreement (RSCA) [21]. SLA sets 
on the cloud federation central management system and agreed 
by the cloud service providers to govern all the interactions and 
resource sharing conditions between the CSPs. On the other 
hand, there may be a high load of CSC's service requests, 
which leads to work overload on the central system. RSCA 
handles this issue, and it is installed in the cloud federation 
central management system (CFCMS). 

 

Fig. 3. Proposed Cloud Federations Architecture. 

Security Authentication: It is performed between the cloud 
service consumers and cloud service providers. The cloud 
service consumers with cloud service providers through KDC 
and User Identity Verification Module (UidVM), if it is cross-
cloud service in the federated clouds, and cloud service 
providers each other through CFCMS using the Cloud 
Federation Security Authentication Key Distribution Center. 
All cloud service consumers and cloud service providers‟ 
information related to security authentication is registered on 
UidVM. All the agreement documents between the service 
providers and the regional code are placed on the cloud 
federation central management system (CFCMS) called the 
Key Distribution Center (KDC) that directs the user 
verification to different modules connected to the KDC. Fig. 3 
shows the proposed cloud federations authentication 
architecture, and Fig. 4, the general diagram for CF 
authentication. Both Fig. 3 and Fig. 4 show the general flows 
that how users and providers‟ security authentication is 
performed). 

C. Cloud Service Provider Authentication 

Cloud service provider authentication is performed on 
cloud service providers to use the shared resources in the cloud 
federation infrastructure according to their agreement and 
authentication. They perform through a cloud federation 
central management system using a key distribution center to 
verify that the cloud server is registered or not in the 
federation. As shown in Fig. 4, when the authentication is 
performed, the following steps apply sequentially. 

The cloud service provider sends the request to the cloud 
federation central management system or KDC. Cloud 
federation central management system verifies the cloud 
service provider's membership and other conditions based on 
the federation agreement. 

 

Fig. 4. State Diagram for Cloud Service Providers Authentication. 
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Fig. 5. The Process of Cloud Service Providers Authentication. 

A cloud service provider gets permission and starts to 
access all resources regarding to the federation members' 
security agreement. As depicted in Fig. 5, cloud service 
consumer/user authentication is performed through a cloud 
federation central management system using a key distribution 
center. It helps the cloud service consumers access the 
federated clouds with a subscribed identity in any one of the 
federated clouds. Fig. 6 gives more insight details/highlights. 
When the authentication is performed, the following steps are 
applied sequentially. 

(Note: Cloud service provider is a single cloud server 
owner that provides the service to the remote cloud service 
consumers). 

Step 1: Cloud service consumer is a remote cloud service 
user/consumer that provides by the cloud service provider. 

Step 2: Consumer/user sends the service request to the 
cloud service provider (to one of the federated clouds that the 
consumer has a registered account). 

Step 3: Cloud service provider server verifies the user is 
registered or has an account. 

Step 4: Cloud service provider gives access permission to 
the user on its own server. But, if the user wants to access other 
service providers (cross-service), then. 

Step 5: User request to KDC to get the cross permission for 
another service provider's server through the current CSP, 
which is the user already registered. 

Step 6: KDC sent the user's request to the UidVM after 
verifying the incoming request region. 

Step 7: UidVM verifies the user and gives the token to the 
user to access other service providers in the federation. 

Step 8: User maps the token to another cloud service 
provider server. 

Step 9: User gets access to all federated clouds with the 
Subscribed login account. 

D. Algorithm 1: Access Provision for Cloud Service Consumer 

The following algorithm initializes every cloud service 
consumer and checks if these consumers are previously 
registered in the cloud or not. For registered consumers, access 
provisioning is checked by analyzing the CSC request. Based 
on this analysis, the grant of local permission or global 
permission is availed. Else, the access provisioning is denied. 
This enhances the convergence time and reduces the time 
consumption in the particular federation size. 

1 Initialize: (CSC=Cloud Service Consumer, CSP=Cloud 
Service Provider) 

2 do 

3 if (CSC CSP) Check that if csc has registered account in csp 
or not exist. 

4 if CSC have registered account in CSP then local controller 
analyses the CSC request, that if it is local access permission request 
or global(to another csps) 

5 (CSC CSP) // if request is local, then CSP gives access 
permission to CSC 

6 while 

7 CSC CSP // here CSC does not exist in CSPs database that 
is why CSC is now denied the access permission 

8 end 

E. Algorithm 2: Cross Access Provisions for CSCs 

Algorithm 2 maintains the central repository for each 
member and checks their validity. If membership is valid, then 
the access is provisioned to the member, thus allowing the 
member to enter into the cloud (cloud federation). These 
members are now mapped with the new resources and compare 
the clouds' utilization, whether they are overloaded or not or 
crossing the allocated time frame. If any of these occur, the 
member is allowed to access the cloud federation to reduce the 
overload. 

1 Initialize: (CSC=Cloud service consumer, CSP=cloud 
service provider, UidVM=User identity Verification module, 
KDC=key distribution center, CSPn=new cloud service provider, 

2 do 

3 for (CSP 2 KDC) // Central management system check 
CSPs membership. 

4 UidVM KDC//after checking the csp membership and sign, 
KDC give the access permission to CSP) 

5 for (CSCpc 9 UidVM) // check the CSCPS in UidVM or not 
exist 

6. UidVM// if CSCPC is exist in UidVM then UidVM give the 
token to CSC 

7.  CSC // CSC maps to the new CSP for resources. 

8 while 

9 CSP 2= KDC // Cross access provision is continued until 
CSP is 

leave from the federation membership. 

10 CSCPC @ UidVM// Cross access provision is continued 
through the federated clouds until CSCPC is EXIST in UidVM. 

11 end 
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F. Algorithm 3: Load Balancing 

Algorithm 3 calculates the execution time to handle the idle 
UidVM. A central management system can identify the idle or 
less loaded UidVM when calculating the on-progress tasks 
corresponding to the number of UidVM. 

1 Initialize: (Initialize: How CFCMS calculate and identify 
the less loaded UidVM.  

Let, number of on progress user request (nopur) =g, 
number of UidVM=h, UidVM= f, and number of waiting user 
request (nwur) =e. (g=nopur, h=nUidVM, e=nwur, 
f=UidVM. 

(Please refer the short note above) 

2 do 

3 for (f < g/h) 

4 f e // Assign the next waiting task to UidVM. 

5 while 

6 f > g/h 

8 end 

 

Fig. 6. State Diagram for Cloud Service Consumer/User Authentication. 

Table II compares the proposed model with previously 
proposed models with respect to the three parameters 
Overload, Insurance, and access provisioning. Table II shows 
that previously published work is basically focused on ensuring 
the federated cloud security, assuring CSCs benefits, whereas, 
in our proposed model, we have illustrated by implementing 
subscribed identities to access the cloud resources from 
multiple cloud service providers. And from the results (Fig. 7, 

Fig. 8, Fig. 9, and Fig. 10), we can observe the effective 
reduction of the time consumption when the CSCs are 
using multiple identities to access the resources on 
multiple CSPs; i.e., our paper not only ensures or assures 
but validates them. 

TABLE II. COMPARISION OF OUR PROPOSED MODEL WITH PREVIOUSLY 

PROPOSED MODELS 

Factors/parameters Proposed model Existing scenarios 

Overload 

- identifies an idle module  
- calculates the time 

duration of each task, and 

then it reduces the idle 
UidVM.  

- Therefore, reduction of 

work overload on the 
central management 

system is effective and 

better ever 

- In [32], idp (identity 

provider) is 

responsible for 
identifying all the 

incoming requests  

- gives privileges 
according to their legal 

information.  

- As a result, it leads to 
high work overload on 

Idp. 

Insurance  

- Ensuring the security of 

the federated cloud through 
KDC and UidVM, 

including removal of 

duplicate data  

- Ensure security by 

removing the 
duplicating data (only) 

on the cloud server 

database [12] 

Access provisioning 

Tries to assure the CSCs 

benefits in the federated 

clouds and threats them 
equally with the CSPs. 

- More focus on the 

benefits of cloud 

service providers 

rather than the CSC 

regarding access 
provisioning. 

- It doesn't work with 

other Cloud service 
providers [4], 

(example, online 

shopping) 

V. RESULT AND DISCUSSION 

We now compare our work with the most recent works that 
has been published recently as Table III. 

Based on all the algorithms and the results obtained, we 
observe that. 

1) Cloud service consumers can access the cloud resources 

using their subscribed id without any other requirements for 

each of CSPs in the federated clouds. This reduces the 

execution time when multiple users are using in the cloud 

federation considerably. 

2) Work-overload is reduced on the central management 

system. Fig. 10 shows that 25 login executions are executed in 

3115 milliseconds. That means the CFCMS can make 

communication and verification without any overload in 

around 3 seconds. 
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TABLE III. COMPARISON WITH RECENT WORKS 

Year Outcomes 
Outcome of our 

proposed work  

2017 [20] 

S.Ye, H. Liu, 
Y.-W. 

Leung, and 

X. Chu et. al.  

- Used ADL to access the 

Cloud service  
- No subscribed id used 

- Reduction in the execution 

time is very low as they have 
used a software-defined 

technique (ADL) and the code 

complexity is high. 
- No discussion on multiple 

users where is it is evident that 

in today's scenario, a cloud is 
hit by multiple users in 

practical it goes up to trillion 

hits in a minute 

- No requirements 
for each of CSPs in 

the federated clouds.  

- Reduced execution 
time  

 

2017 [21], 

Katakam 
Srinivasa 

Rao et.al. 

- Collective motion is a 
fundamental operation of robot 

swarms  

- A group of Reinsurance emulated 
Collaboration Mechanism in Cloud 

Federation is defined 

- Doesn't yield out the execution 
time 

- No reduction in the cloud 

performance evaluated 
- Cloud federation is discussed in 

detail, but no subscribed ID has 

been used to evaluate cloud 
computing time. 

- No requirements 

for each of CSPs in 

the federated clouds.  
- Reduced execution 

time  

 

We, therefore, conclude that 

1) CSP consumers have a high access provision. 

2) The execution time is reduced, when multiple users are 

using cloud federation. 

3) Efficient reduction in the work overload with 25 logins 

that too in 3115 milliseconds, as in Fig. 10. 

4) Also, CFCMS communication and verification (without 

any overload) is in around 3 seconds. 

The comparative results are depicted in Fig. 7, Fig. 8, and 
Fig. 9. 

Fig. 7 shows an Efficient Reduction in the work overload 
with 25 logins that too in 3115 milliseconds. There is an 
efficient reduction in the execution time when multiple users 
are using in the cloud federation. 

In Fig. 8, the federation size is evaluated from 2. We see 
that the convergence time is very high at each and every 
federation size for various work overloads. In this case, also, 
reduction is efficient and the work overload is attempted at 
minimal logins with minimal time. 

Fig. 9 shows that each cloud service consumer's 
convergence time has maximal access to the cloud resources at 
every federation size. For this, we have performed extensive 
use of the data in cloud storage to save bandwidth and 
minimize the storage space. Again, there is a reduction in the 
execution time when multiple users are using in the cloud 
federation without any need for data deduplication 
authorization. 

 

Fig. 7. Comparative Analysis with Katakam Srinivasa Rao vs. the Proposed 

Work. 

 

Fig. 8. Comparative Analysis with S.Ye, H. Liu, Y.-W. Leung, and X. Chu 

VS. our Proposed Work. 

 

Fig. 9. Comparative Analysis with Vo, Tri Hoang, Woldemar Fuhrmann, 

Klaus-Peter Fischer-Hellmann, and Steven Furnell vs. the Proposed Work. 
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Fig. 10. Execution Time of user Login in the Cloud Federation. 

Fig. 10 calculates the execution time to handle the idle 
UidVM. We have used the number of the on-progress user 
request (nopur), number of UidVM, and the number of waiting 
for user request (nwur). The central management system can 
identify the idle or less loaded UidVM when calculating the 
on-progress tasks corresponding to the number of UidVM, as 
described in Algorithm 3. 

VI. CONCLUSION 

Global communication has been dealing with one of the 
major issues – cloud services in terms of security and easy use. 
To resolve these types of cloud services consumers' 
complements, the researcher promotes the cloud federation. 
Cloud federation proposed in this work has resolved the issues 
mentioned earlier by reducing an execution time and a number 
of waiting users, and enhancing user request progress. The 
proposed system has proven that the central management 
system can identify the idle or less loaded UidVM when 
calculating 'on progress' tasks corresponding to the number of 
UidVM, as described in Algorithm 3. This is illustrated by 
implementing subscribed identities to access cloud resources 
from multiple cloud service providers. Results clearly indicate 
the effective reduction of the time consumption when the CSCs 
use multiple identities to access the resources on multiple 
CSPs. 

Based on all the algorithms and the results obtained are 
(a) subscribed id is sufficient to access the service without the 
federated clouds thus reducing the execution time; (b) The 
work-overload is reduced on the central management system. 
Fig. 10 shows that 25 LogIn executions are executed in 3115 
milliseconds. 
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TABLE IV. LIST OF ACRONYMS AND ABBREVIATIONS 

SLA Service Level Agreement 

CSC Cloud service Consumer 

CSP Cloud Service provider 

CSCpc Cloud Service Consumers pass-code 

RSCA Regional Service Condition Agreement 

CFCMS Cloud Federation Central Management System 

UidVM User identity Verification Module 

KDC Key Distribution Center 

CF Cloud Federation 

nopur number of on progress user request 

nwur number of waiting user request 

UidVM number of user identity Verification module 
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Abstract—A brain tumor is an irregular development of cells 

in the human brain that causes problems with the brain's normal 

functionalities. Early detection of brain tumor is an essential 

process to help the patient to live longer than treatment. Hence in 

this paper, a hybrid ensemble model has been proposed to 

classify the input brain MRI images into two classes: brain MRI 

images having tumor and brain MRI images with no tumor. The 

hybrid features are extracted by analyzing the texture and 

statistical properties of brain MRI images. Further, the Local 

Frequency Descriptor (LFD) technique is employed to extract the 

prominent features from the brain tumor region. Finally, an 

ensemble classifier has been developed with the combination of 

Support Vector Machine (SVM), Decision Tree (DT) and K-

Nearest Neighbour (KNN) technique to successfully classify the 

brain MRI images into brain tumor MRI images and non-tumor 

brain MRI images. The proposed model is tested on the Kaggle 

brain tumor dataset and the performance of the method is 

evaluated in terms of accuracy, sensitivity, specificity, precision, 

recall and f-measure (f1 score-harmonic mean of precision and 

recall). The results show that the proposed model is promising 

and encouraging. 

Keywords—Brain tumor; hybrid features; local frequency 

descriptor (LFD); ensemble classifier 

I. INTRODUCTION 

The brain tumor is developed due to the abnormal cell 
growth in the brain. To identify the brain tumor, two imaging 
modalities are extensively used such as Computed 
Tomography (CT) and Magnetic Resonance Imaging (MRI). 
Where MRI is less harmful to the human tissues as compared 
to CT and also it gives detailed visualization of the internal 
structure of the brain. 

The brain tumor classification models are categorized into 
Machine Learning (ML) and Deep Learning (DL) techniques. 
Feature selection and extraction processes are extensively 
used in ML approaches for classification and to achieve good 
accuracy even on a small dataset, which consumes less 
computational time. On the other hand, DL methods extract 
and learn the features from an image directly with a large 
dataset. Hence in this proposed work, the conventional hybrid 
features and ensemble classifiers are designed for the effective 
classification of tumor and non-tumor brain MRI images. 
Texture, statistical and descriptor features are combined as 
hybrid features for effective analysis of tumor region. SVM 
[1,2], KNN [1], and DT [3,15] and have been ensemble for 

accurate classification of tumor and non-tumor brain MRI 
images. The KNN needs less computation time with limited 
storage space and DT considers all possible consequences of a 
decision with following each direction to its end. SVM is 
mainly used in the two-class problem, which takes the labelled 
information from both the classes to produce a model file that 
can be used to categorize the new unlabelled or labelled 
information. Overall in this research, a hybrid ensemble 
classifier is used to boost the precision of the findings. A 
comparison of SVM, KNN, DT and the proposed hybrid 
ensemble classifier is also presented. 

The remaining sections of the paper are structured as 
follows. The literature review is explained in Section 2, the 
proposed model for classifying brain MRI images as tumor or 
non-tumor is illustrated in Section 3. The classification 
analysis is discussed in Section 4. Section 5 outlines the 
experimental analysis of the proposed model and finally, 
Section 6 concludes the proposed work with future 
contributions. 

II. LITERATURE SURVEY 

Detecting a brain tumor is a time-consuming and complex 
process due to an intensity inhomogeneity, tissue overlap, and 
a lack of clear boundary differentiation between tumor and 
non-tumor brain regions. Over the years, several research 
works have been carried out by various researchers in the field 
of brain tumor detection and classification. 

In [1] the authors have proposed a model for classifying 
brain MRI images by applying the GLCM technique for 
texture features and classification is achieved using supervised 
SVM and KNN algorithms. In [2] the authors have applied 
morphological function, anisotropic diffusion filter, Discrete 
Wavelet Transform (DWT) and SVM for classifying the brain 
MRI images. In [3] the authors have implemented 
Convolution Neural Network (CNN), Radial Basis Function 
(RBF) and Decision Tree (DT) for classifying brain MRI 
images. In [4] authors have implemented a novel approach for 
edge detection in two steps F-test for identifying the pixel 
variations and T-test based on contrast function which 
observes the edges in all four direction. The proposed model 
in [5] presents an edge detection model based on Neuro fuzzy-
approach. The authors have developed an edge detection 
model in [6] by incorporating active contour model driven 
from cellular neural network. In [7] authors have proposed a 
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fuzzy logic based edge detection model by incorporating 
Triangular norms on DICOM images. In [8] the authors have 
proposed a image segmentation model by incorporating 
Particle Swarm Optimization (PSO) and outlier rejection 
combined with level set method. The authors in [9] have 
applied level set approach to extract microarray spot intensity 
features for classifying foreground and background pixels. 

In [10] authors have developed a brain tumor prediction 
model using statistical features, Naïve Bayes classifier and 
morphological operation. Gabor wavelets and statistical 
features are employed in [11] for brain tumor detection and 
segmentation of brain MRI images. In [12] the authors have 
implemented a hybrid approach using DSURF features, HoG 
features and SVM for brain tumor classification. Local 
Frequency Descriptor (LFD) is used for texture feature 
extraction in [13] for tumor classification using Support 
Vector Machine (SVM), Decision Tree (DT) and Random 
Forest (RF). Local Frequency Descriptor is applied by authors 
in [14] on brain MRI images for studying the various 
properties of the brain tumor using Gray Level Co-occurrence 
Matrix (GLCM), Local Binary Patterns (LBP) and Second 
Orientation Pyramid (SOP). In [15] authors used Grey Level 
Run Length Matrix (GLRLM), Fuzzy C-Means (FCM) and 
SVM techniques for brain tumor detection and classification 
in MRI images. In [16] authors have applied Gabor Wavelet 
Transform (GWT), HOG and LBP techniques for studying the 
tumor region. SVM, DT, KNN, Naive Bayes and Random 
Forest (RF) classification models are used to categorize the 
brain MRI images into tumor and non-tumor classes. Authors 
in [17] have extracted Discrete Wavelet Transform (DWT) 
and statistical features for the classification of brain images 
using Multi-Layer Perceptron (MLP) classifier. A novel 
approach is suggested in [18] by implementing Gray-Level 
Co-occurrence Matrix (GLCM), Probabilistic Neural Network 
(PNN) and K-means clustering algorithm for brain tumor 
detection and classification. In [19] Authors have developed a 
classification model based on a CNN using texture and 
statistical features to predict normal and abnormal tissue in the 
brain. Then comparative analysis has been done on KNN, 
Logistic Regression, multi-layer perceptron, Naive Bayes, 
Random Forest (RF), and SVM classifiers. 

In [20] authors have designed a brain tumor grading model 
using texture features, morphological features and SVM for 
brain tumor classification. Authors in [21] have extracting the 
features using gray-level co-occurrence matrix (GLCM) 
followed by tumor segmentation based on Discrete Wavelet 
Transform (DWT) and morphological operation for brain 
tumor classification. The model categorizes the brain tumor 
using Support Vector machine (SVM) classifier with 
classification accuracy of 98.91%. Authors have developed a 
brain tumor detection and classification model in [22] by 
applying k-means clustering algorithm to identify cluster with 

tumor and is separated by applying morphological operation 
and region properties. The neural network based classifier 
categorizes the resultant tumor by extracting features like 
contrast, energy, correlation, kurtosis, and homogeneity along 
with perimeter and area into different classes. 

In [23] authors have extracted area, perimeter, and 
eccentricity features for the classification of brain tumor using 
k-medoid clustering method and morphological operations. In 
[24] authors have proposed a hybrid ensemble approach based 
on the majority voting method, which incorporates RF, KNN 
and DT for classification of brain tumors by extracting 
Stationary Wavelet Transform (SWT), Gray Level Co-
occurrence Matrix (GLCM) and Principal Component 
Analysis (PCA) features. Authors have developed a brain 
tumor detection model in [25] using deep learning based 
convolution neural network to classify the brain MRI images 
into tumor and non-tumor class. In [26] authors proposed a 
classification model by applying the preprocessing using the 
Gaussian filter and segmented the tumor region by 
incorporating region growing technique. The classification of 
the tumor has been done by extracting texture features and 
Genetic Algorithm (GA) is utilized to select the optimal 
texture features followed by KNN classifier in order to 
classify whether the brain MRI image is normal or not. 

Author in [27] has done extensive survey on various 
existing brain tumor segmentation and classification methods 
from 2014 to 2019 and the same is presented and discussed. 

As per the literature survey the problem of brain tumor 
detection is solved by various image processing and machine 
learning algorithms, but the actual semantic gap between 
tumor and non-tumor region is optimally less in the existing 
models. Hence to address the semantic gap we proposed the 
combination of statistical, textural and descriptive models in 
our research. 

III. PROPOSED METHODOLOGY 

The proposed brain tumor classification model is presented 
in this section. The main goal of this research work is to use 
effective feature extraction methods to reduce the 
misclassification of brain MRI images. Initially, MRI images 
are preprocessed to increase the semantic gap between the 
tumor region and non-tumor regions, after that the 
morphological action is performed to eliminate the possible 
non-tumor regions. Local Frequency Descriptor (LFD), 
texture and statistical features are extracted as hybrid features 
to analyze the various properties of the tumor region. Finally, 
an ensemble classifier is developed using Support Vector 
Machine (SVM), Decision Tree (DT), and K-Nearest 
Neighbour (KNN) along with the majority voting concept. 
The schematic representation of the proposed model is shown 
in Fig. 1. 
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Fig. 1. Schematic Representation of the Proposed Hybrid Ensemble Model. 

Algorithm: classification of brain MRI images 

Required: Sequence of brain MRI images 

1. For image = i to n (n is the total number of  

 images) 

2. Gi =Gray level of an image 

3. Compute morphology function bwareaopen 

En = bwareaopen (image) ∑   
      

1. LFDi = LFD_descriptor(En) 

2. Extraction of texture and statistical features (TS): 

TSO i=TS(Gi) 

3. Hybrid Features (HF): HF=∑   
   (TSOi+LFDi) 

4.  SVM : 

SVM(HF) = Weight
T 

* Datapoints+bias 

where SVM(HF)=0/1/-1  

5. KNN : 

Choose K neighbour 

Calculate Euclidian distance between datapoints  

KNN(HF)=  

DT :  

DT(HF)= ∑   
    Pi log2Pi 

Where Pi =propotion of samples belongs to class c for 

perticular node. 

Ensemble classifier(EC):  

EC= ∑   
   (SVM,DT,KNN) 

6. Prediction based on Majority Voting concept. 

A. Preprocessing 

The preprocessing stage increases the distance between the 
tumor region and the non-tumor region by performing 
binarization and morphological operations. The outcome of 
binarization and morphological functions are shown in Fig. 2. 
The binarization process differentiates the tumor region pixels 
from background pixels. The morphological function is 
employed on an outcome of the binarization process to 
analyze the tumor region. The unwanted binary regions are 
eliminated by applying morphological area opening 
techniques to retain the tumor region. 
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Fig. 2. Resultant Images of Binarization and Morphological Process. 

B. Feature Extraction 

In this proposed work texture, statistical and descriptor 
measurements are used to extract various features such as 
contrast, correlation, energy, homogeneity, mean, standard 
deviation, kurtosis, skewness, variance, smoothness, IDM, 
RMS and Local Frequency Descriptor (LFD). 

1) Texture and statistical features: The texture of an 

image can be described easily with the help of statistical 

measurements. Texture analysis is an intimate property of the 

spatial domain that predicts the properties of an image that 

belongs to second-order statistics. In this paper, the GLCM 

method is applied on gray-level images to study the 

occurrence of pixels in the brain tumor region and statistical 

approaches are employed to analyze the characteristics of the 

brain tumor region. 

a) First-order statistical features: The statistical 

analyzer is applied on brain MRI images to study the 

relationship among the pixels using standard deviation, mean, 

energy, kurtosis, entropy and skewness. 

The characteristics derived from first-order statistics 
provide information about the gray-level distribution of the 
image. However, they provide no information about the 
relative placements of grey levels in the image. These 
characteristics are not able to determine whether all lower 
grey levels are grouped together or if they are swapped out for 
higher grey levels. A matrix of relative frequencies can be 
used to describe an occurrence of a gray-level arrangement. 
The second-order statistics are concerned with how often two 
pixels of grey level appear in the window separated by a 
distance. 

b) Second-order statistical features: The Gray Level Co-

occurrence Matrices (GLCM) gives the frequency of pairs of 

pixels that are separated by a specific distance. The GLCM 

technique uses the gray intensity value of an image i.e. G and 

the probability density function of the intensity level is i, i.e. 

P(i) to study the second-order statistical property. 

     
    

 
              (1) 

Where h(i) is the histogram of intensity level i and N is the 
total number of intensities in the given image. The 
mathematical formulation and description of first-order and 
second-order statistical measurements are tabulated in Table I. 

2) Descriptor: The proposed model is working on two-

class problems to classify MRI images as a tumor or non-

tumor. LFD is a binary descriptor that solves the problem of 

binary classification by adding Local Phase Quantizer (LPQ) 

and Local Binary Pattern (LBP) for identical feature 

extraction. Hence in this study, an effective Local Frequency 

Descriptor (LFD) is applied for analyzing the brain tumor 

region. 

a) Local Frequency Descriptor (LFD): The Local 

Frequency Descriptor (LFD) helps to extract local frequency 

information from the MRI images and due to its blur-invariant 

property, it is widely used in low-resolution images. LFD 

identifies Local Magnitude Descriptor (LMD) and Local 

Phase Descriptor (LPD) by performing Fast Fourier 

Transform (FFT) to analyze the local occurrences of pixels in 

the tumor region. 

The LMD (Equation 2) uses position (i) and frequency (u) 
in the local pattern is indicated as M(u, i).where k is the centre 
position of the neighbouring pattern and is depicted as M(u, 
k). 

fLMD(u, i)=∑   
                    k-1

           (2) 

Quantize relationship is obtained by Equation 3. 

 (             )  
{                                      }          (3) 

The qualitative textural features are extracted from the 
brain MRI images by employing local descriptors such as 
Local Phase Quantization (LPQ) and Local Binary Pattern 
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(LBP). These two techniques help to quantify the phase values 
in local neighbourhood pixels. 

LPQ is applied to analyze the phase values in low 
resolution and blur MRI images using Fast Fourier Transform 
(FFT). LBP is employed to analyze the identical property of 
the brain MRI images which helps to assign the label for each 
pixel of an image by considering the threshold of 
neighbourhood pixels to result as a binary number. The 
different LBP variants are represented in Fig. 3 and the 
outcome of LBP is represented in Fig. 4. Finally, the LFD is 
achieved with the combination of LPQ and LBP to extract 
prominent textural properties from the MRI images. 

3) Hybrid features: Generally, the semantic gap between 

tumor region and non-tumor region in gray level brain MRI 

images is considerably less. Due to this nature, the lowest 

numbers of features are insufficient to distinguish the tumor 

region from the non-tumor region. Even though the 

combination of common features also lead to insufficient 

representation of brain tumors. Hence a highly discriminative 

and sufficient combination of features is required to represent 

the brain tumor region in MRI brain images. In the proposed 

model the statistical and textural features are combined to 

obtain the highly discriminative features of the brain tumor. 

This hybrid feature helps to distinguish the brain tumor from 

the brain MRI images. 

TABLE I. MATHEMATICAL FORMATION OF TEXTURE AND STATISTICAL FEATURES WHERE I,J,N,G=GRAY VALUES, P(I)=PROBABILITY 

VALUES, µ=MEAN,Σ=VARIENCE 

Sl.No. Features Mathematical Formulation Description 

1. Mean   ∑

 
     

 

   
    To study the brightness of the tumor region. 

2. Variance  ∑

 
             

 

   
    

The values of variance help to distinguish the brain 
tumor pixels and non-tumor pixels. 

3. Skewness σ-3∑     
    

            
Skewness is used to measure the symmetry or non-

symmetry pixels in the brain MRI images 

4. Kurtosis σ-4∑     
    

              
Kurtosis evaluates the microstructural environment 

of the brain. 

5. Energy  ∑     
      

         Energy studies the gray level distribution in the 
brain MRI images. 

6. Entropy  ∑
 
                  

    
 

Entropy analyses the randomness of textural 

regions in the brain MRI images. 

7. Smoothness    
 

     

 

 The smoothness removes possible noise by 
performing spatial smoothing on brain MRI images.  

8. Contrast  ∑     
     

 
           

The contrast analyses the intensity variation in the 

brain MRI images. 

9. Correlation  ∑     
         

          

   
 

The correlation exhibits spatial relationships among 
intensity levels in the brain MRI images. 

10. Homogeneity  ∑     
     

   

         
   

 A homogeneous extracts the affinity or closeness of 

brain MRI pixels. 

11. IDM ∑     
   ∑     

   
 

           
P(i,j) 

IDM measures the local likelihood of the image and 

it gives a single or range of values to represent 

whether the brain MRI image is textured or non-
textured. 

12. RMS √
 

 
∑   

   |  |     
Root Mean Square calculates the number of 

changes across the pixel of brain MRI images. 

 
R=1,N=8 R=2,N=16 R=3,N=24 

Fig. 3. LBP Distance Variants. 

   
             (a) 

   (b) 

Fig. 4. (a) Input Image (b) Output of LBP for P=8, R=1.Where P is the 

Sampling Points, R is the Radius. 
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IV. CLASSIFICATION 

Image classification is the task of extracting a collection of 
different attributes in an image and then mapping them to a 
specified class. As this research work is carried out on two-
class problems, the supervised classification models named 
KNN, SVM and DT are considered to assign the given input 
brain MRI images into normal and abnormal classes. Further, 
the considered classifiers are ensemble to achieve an exact 
categorization of MRI images using the majority voting 
concept. 

A. Support Vector Machine (SVM) 

The linear SVM classifier is primarily used in the binary 
classification process. Since the proposed model classifies the 
given input MRI images into tumor and non-tumor classes, the 
linear-SVM classifier has been incorporated. The SVM 
classifier analyzes the hybrid features and trains the model to 
minimize the structural misclassification in MRI brain images. 
Later the trained SVM model is tested by providing untrained 
brain MRI images. 

B. K-Nearest Neighbour (KNN) 

The KNN classifier finds the optimal neighbours by 
studying the space among the hybrid features to observe the 
similarity and dissimilarity among the pixels. In the proposed 
model, the KNN classifier is incorporated to estimate the 
discrimination among the tumor region and non-tumor region 
within the K distance. In order to execute this, the KNN model 
is trained using hybrid features and then the trained KNN 
model is tested by providing untrained brain MRI images. 

C. Decision Tree (DT) 

The decision tree is a stage wise prediction algorithm to 
assign the given brain MRI image into a particular class. In the 
proposed model, the decision tree classifier repeatedly 
partitioning the hybrid features into smaller and more uniform 
features. These uniform features are used to train the DT 
classifier to distinguish the tumor and non-tumor regions and 
then the trained DT model is tested by providing untrained 
brain MRI images. 

D. Ensemble Classifier (SVM+DT+KNN) 

The ensemble classifier (SVM+DT+KNN) outperforms in 
achieving improved accuracy as compared to the individual 
classifier. The constituent classifier studies the hybrid features 
based on the principle of a respective classifier. From this, the 
prediction of the classifier differs from one to another. Hence, 
the majority voting concept is applied to consider the 
maximum prediction among the classifiers. 

V. EXPERIMENTAL ANALYSIS 

The performance of the proposed model is evaluated by 
conducting experimentation on the brain MRI Kaggle data set 
[28]. This data set contains 2065 tumor and non-tumor brain 
MRI images respectively. The proposed model is trained with 
600 tumor and 600 non-tumor brain MRI images. The same 
model is tested with 485 tumor and 380 non-tumor brain MRI 
images. 

The performance measures of the proposed model such as 
Accuracy (Equation 4): Accurately identified brain tumor 
samples to the whole pool of samples. Precision (Equation 5): 
Correctly identified samples over the correctly and incorrectly 
classified samples. Recall (Equation 6): Accurately classified 
samples over the correct classifier samples along with 
incorrectly rejected samples. Sensitivity (Equation 6): 
Sensitivity is a similar calculation of recall. Specificity 
(Equation 7): Number of accurately rejected samples over the 
accurately rejected samples along with incorrectly classified 
samples. F1 Score (Equation 8): Harmonic mean 
representation of the Recall and Precision. All these 
performance measures use certain parameters like True 
Positive (TP) represents the accurately classified samples, 
False Positive(FP) depicts the incorrectly classified samples, 
True Negative (TN) specifies accurately rejected samples and 
False Negative(FN) represents incorrectly rejected samples. 

Accuracy = (TP+TN) / (TP+FP+FN+TN)           (4) 

Precision = TP / (TP+FP)              (5) 

Recall= Sensitivity = TP / (TP+FN)            (6) 

Specificity = TN / (TN+FP)            (7) 

F1 Score = 2*(Recall * Precision) / (Recall + Precision)      (8) 

A. Discussion 

Texture, statistical and descriptor features play an 
important role in the classification of brain MRI images into a 
tumor and non-tumor classes. The hybrid features help to 
identify the discriminative feature of the tumor region. Later, 
SVM, DT and KNN classifiers are combined as an ensemble 
classifier using the majority voting concept for best 
classification. Overall the proposed model outperforms all 
measuring terms such as accuracy, sensitivity, specificity, 
precision, recall and F1 score as compared to individual 
classifier outcomes and existing models. The performance 
analysis of an individual classifier and ensemble classifier is 
depicted in Table II. Fig. 5 represents the classification 
performance on the Kaggle dataset. Finally, the proposed 
model is compared with the state-of-the-art techniques of the 
existing methods and the comparative analysis is shown in 
Table III. 
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TABLE II. PERFORMANCE MEASURES ATTAINED WITH SVM, DT, KNN AND ENSEMBLE CLASSIFIERS 

classifiers TP TN FP FN Accuracy Sensitivity Specificity Precision Recall F score 

SVM 347 68 33 417 88.32% 88.14% 88.14% 88.65% 88.14% 88.25% 

DT 367 38 13 447 94.10% 93.89% 93.89% 94.37% 93.89% 94.05% 

KNN 367 50 13 435 92.72% 92.55% 92.55% 93.13% 92.55% 92.67% 

Hybrid  

Ensemble classifier 
380 1 0 484 99.88% 99.87% 99.87% 99.89% 99.88% 99.88% 

 

Fig. 5. Representation of Classification Performance Analysis. 

TABLE III. COMPARATIVE ANALYSIS OF PROPOSED HYBRID ENSEMBLE MODEL WITH EXISTING MODELS 

Authors /year Methods Accuracy 

Devanathan et al.[29] /2020. GLCM and SVM 97.56%. 

Shahajad et al.[30] /2021  GLCM, heatmap features and SVM 92 % 

Kiraz et al.[31] /2021 Mean, standard deviations, area, entropy and KNN  89.8% 

Proposed hybrid ensemble method (Texture +Statistical+LFD) Hybrid features and (SVM+DT+KNN) Ensemble classifiers 99.8% 

VI. CONCLUSION 

In this paper, we developed an effective and efficient 
hybrid ensemble model for extracting hybrid features and 
classifying brain MRI samples into tumor and non-tumor 
classes. Texture and statistical features are extracted to 
determine the presence of the tumor region in the brain MRI 
image. The local magnitude descriptor and local phase 
descriptor of brain MRI images are analyzed by employing the 
Local Frequency Descriptor (LFD). The effective property of 
the LFD supports the classifier to increase the efficiency of a 
classification process. The conventional classifiers such as 
SVM, DT and KNN are combined as an ensemble classifier 
using the majority voting concept for effective discrimination 
of brain MRI images. In the future, the probabilistic model 
needs to be incorporated to analyze the distribution of tumor 
pixels in brain MRI images. 
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Abstract—A vehicular ad hoc network (VANETs) intends to 

obtain communication for vehicular networks and enhances road 

safety and effectiveness with help of wireless technology. Data 

dissemination is an important process in communication. In 

VANETs system, Data dissemination plays a significant role. A 

novel Mutual informative brown clustering-based multi attribute 

cockroach swarm optimization (MIBCMCSO) technique is 

introduced for improving data dissemination. In reliable data 

dissemination, clustering and optimization are the two major 

process of proposed MIBCMCSO technique. Initially, clustering 

procedure is performed for separating entire network towards 

different groups of vehicle nodes namely distance, direction, 

density and velocity of node. For each group, cluster head was 

chosen among the members to efficient data with minimum 

delay. Secondly, multi attribute cockroach swarm optimization 

technique is applied for finding optimal cluster head through 

multi attribute functions such as residual energy, bandwidth 

availability, and distance. Then source node performs data 

dissemination destination via optimal cluster head. Simulation of 

MIBCMCSO as well as existing technique is performed by 

various performance parameters like packet delivery ratio, end 

to end delay and throughput. MIBCMCSO achieves higher 

consistency of data dissemination as well as lesser delay than 

conventional methods. 

Keywords—VANET; data dissemination; mutual informated 

brown agglomerative clustering; multi attribute cockroach swarm 

optimization 

I. INTRODUCTION 

VANET is a wireless communication system used for 
disseminating multimedia information from one vehicle to 
other vehicles in the dynamic structure of the network. 
Reliable data dissemination is a significant process in a 
wireless network. To address this issue, a cluster-based 
optimization technique is introduced. Fig. 1 specifies the 
various types of routing protocols in VANET. 

A new cluster-based reliable routing scheme called 
CEGRAOD was developed by Zahid Khan et al., (2019) [1] to 
find the most reliable path from the source to destination. A 
criterion for cluster members (CMs) and cluster heads (CHs) 
selection. The CVoEG model divides VANET nodes 
(vehicles) into an optimal number of clusters (ONC) used by 

Eigen gap heuristic. The cluster includes vehicle was selected 
as a CH for maximum Eigen-centrality score. But, the method 
failed to use optimization technique for select the optimal 
cluster head. A multi valued DPSO is designed in [2] for 
identifying data dissemination from source to destination 
vehicle. In order to develop detection of optimal path in 
VANETs, Multi valued Discrete Particle Swarm Optimization 
(DPSO) was employed. While considering the more packets 
for dissemination, the performance of delay is not reduced. 

Clustering and Probabilistic Broadcasting (CPB) method is 
developed in [3] for data dissemination. A clustering 
algorithm was to constrain the directions of vehicles exchange 
their data in a clustered way with adequate association period. 
In the created clustering structure was to broadcast the data 
between vehicles. Each cluster associate forwards the received 
packet to its cluster head was associated with the number of 
times the same packet was received through one interval. But, 
this approach minimizes delay, throughput is not improved. 
Novel data dissemination for VANETs was introduced in [4] 
for disseminating emergency messages with different traffic 
scenarios. In order to choose next forwarding vehicle (NFV), 
the segmentation of vehicle uses DDP4V. Though the efficient 
and reliable data dissemination protocol is designed for 
controlling data dissemination in highway and urban VANET 
scenarios, designed protocol failed to perform reliable data 
dissemination. 

 

Fig. 1. Type of VANET Routing Protocol. 
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Data Dissemination protocol is introduced in [5] for data 
dissemination. Path-based clustering data dissemination 
protocol (PCDP) consists of two parts. The first part was a 
clustering formation clusters based on the expected path of the 
vehicle. The survivability of the cluster was enhanced by 
created cluster among nodes with the minimum difference by 
evaluated the designed paths of the vehicles. But, protocol 
reduces delay while using higher vehicle density, the 
reliability of data transmission remained unaddressed. An 
intelligent clustering-based optimization method was 
introduced in [6] to enhance the reliable data transmission for 
each vehicle. The moth flame optimization framework was 
optimizing the cluster and primary focus of the scheme was to 
improve the power in vehicular ad hoc networks. Flame 
optimization was proved by two variants of particle swarm 
optimization such as multiple-objective particle swarm 
optimization and comprehensive learning particle swarm 
optimization and a variant of ant colony optimization. But the 
designed optimization method failed to consider the multi-
objective functions for solving the data dissemination. 

Analytical network process (ANP) is introduced in [7] 
using the multi criteria tool for data dissemination through the 
optimal vehicle nodes. The various performance metrics such 
as reliability, delay remained unsolved. The stability of 
different candidate vehicles for NFV (Next Forwarder 
Vehicle) selection level was verified for sensitivity analysis of 
dissimilar development But, ANP method minimizes the 
latency but the reliable data dissemination was not performed. 
Passive data dissemination method is designed in [8] using 
cluster-based method. However, the energy-aware reliable 
data dissemination remained unsolved in VANET. The 
approach was consist on each vehicle for transmit periodical 
measures about the position, speed to other vehicles were the 
same signal range and same cluster. The previous division of 
the network into virtual sub-groups was easy management and 
data dissemination of messages. A replication-based 
distributed randomized approach was introduced in [9] to 
disseminate the information. Amount of data extend in 
network is restricted for decreasing transmission as well as 
increasing data dissemination delay. The approach failed to 
use cluster-based data dissemination in order to further 
minimize the delay. A hybrid method was developed in [10] 
for resolving utility-based maximization and choose data 
dissemination. The utility function was taken by the delivery 
delay, Quality of Service (QoS) and storage cost. With precise 
analysis was obtained the closed-form of the expected utility 
of a path and then attain the optimal solution of the problem 
with the curved optimization theory. But the method failed to 
achieve higher reliability in the data distribution. An Adaptive 
Data Dissemination Protocol (ADDP) was introduced in [11] 
for providing reliability to message transmission. In order to 
minimize communication and beacons in network, designed 
method employs various method for vigorously regulate 
beacon periodicity. Though the vehicles faces failures in 
message delivery, the vehicle movement direction was not 
considered. 

Hybrid relay node selection method is presented in [12] to 
multi hop data dissemination with minimum delay as well as 
bandwidth utilization. The new hybrid scheme was obtain the 

spatial allocation of the next-hop transmitted nodes with 
location to the present sending node. A hybrid scheme was 
that attempts to improve performance of VANETs over 
unstable node densities, traffic load conditions and mobility 
speed scenarios. While the chosen relay nodes is controlled for 
exploiting single selection criterion, the energy-based relay 
nodes selection is not carried out. Named Data Networking 
(NDN) approach is designed in [13] to deliver message 
contents with higher network throughput. A new protocol 
named Roadside Unit (RSU) assisted of Named Data Network 
(RA-NDN) was operating as a standalone node standalone 
RSU (SA-RSU)]. The approach was reduces the different 
vehicular densities, vehicular communication ranges and 
number of requesters with vehicular NDN via a real-world 
data set. But the performance of delay was not effectively 
reduced since it failed to use the clustering technique. 
Integrated message dissemination and traffic regulation were 
performed in [14] with higher network throughput. On-ramp 
traffic flow control method is used for controlling vehicles 
towards highway. But the packet delivery ratio was not 
improved. On-Demand Member-Centric Routing (OMR) 
protocol was developed in [15] for data dissemination. 
Routing protocols is employed for video streaming service at 
certain platoon member. However, the performance of the 
delay was not reduced. 

A hybrid-fuzzy logic guided genetic algorithm (H-FLGA) 
approach was proposed in [16] for the software defined 
networking controller, to solve a multi-objective resource 
optimization problem for 5G driven VANETs. A Multi access 
Edge Computing (MEC) based delay-constrained k-hop-
limited VANET data offloading method was developed in [17] 
to derive the potential V2V-V2I paths. TBD (Trajectory Based 
Dissemination) solution that transmits the information on the 
network according was proposed in [18] to the density of 
vehicles in the path from the source to the region of interest. A 
Multi-hop Cooperative Data Dissemination (MHCDD) based 
on buffer control was introduced in [19] which can be more 
efficient when applied with a Markov process. An ad-hoc-
based solution was designed in [20] for V2V charging where 
both information dissemination and charging pairs allocation 
are performed over VANET. A hybrid data dissemination 
model with both vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) disseminations was proposed in [21] to 
reduce the traffic on the edge, in which the edge 
(infrastructure) selectively injects data to the vehicles and 
leverages the vehicle network to disseminate the data. 

A. Major Contribution 

The major contribution of the work MIBCMCSO 
technique is summarized as follows: 

To improve the reliability of data dissemination in 
VANET, the MIBCMCSO technique is introduced. This 
contribution is achieved by performing the cluster based 
optimal cluster head identification. The mutual informated 
brown agglomerate clustering is applied to group the vehicle 
nodes based on the moving direction, velocity, and distance. 

To improve the throughput, the multi attribute cockroach 
swarm optimization technique is applied for finding the 
optimal cluster head between source and destination based on 
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energy, distance, and bandwidth availability. The data 
dissemination is carried out via an optimal cluster head. This 
assists to minimize end to end delay of data dissemination. 

B. Outline of Paper 

The rest of paper is organized into five different sections. 
Section 2 describes the proposed methodology MIBCMCSO 
with a neat diagram. In Section 3, simulation settings are 
presented and various results of the different parameters are 
discussed in Section 4. Finally, the conclusion of the paper is 
presented in Section 5. 

II. METHODOLOGY 

An efficient algorithm called MIBCMCSO is introduced 
with the objective of improving data dissemination and 
minimizing the delay in VANET. The MIBCMCSO technique 
comprises the ‗n‘ number of vehicle nodes to perform the data 
transmission within the communication range. The vehicle 
nodes are partitioned into ‗j‘ number of clusters c1,c2,c3…cj 

and the cluster head (NH) is selected for disseminating the data 
packets from source vehicle (SV) to destination vehicle (DV). 
The flow process of the MIBCMCSO technique is shown in 
Fig. 1. 

Fig. 2 illustrates the flow process of the proposed 
MIBCMCSO technique to obtain the better reliability of data 
dissemination with minimum delay. Initially, the clustering 
technique is applied for dividing the total network into 
different groups of vehicle nodes in the network based on the 
different characteristics such as vehicle density, direction, 
distance, and velocity. Then the data packet transmission is 
performed by selecting the cluster head using a multi attribute 
optimization technique. These two processes are clearly 
explained in the following sections. 

A. Mutual informated brown agglomerative clustering. 
The first process of the proposed MIBCMCSO technique is to 
divide the total mobile nodes in the VANET into a number of 
groups. The mutual informated brown agglomerative 
clustering is the hierarchical clustering algorithm used to 
combine the two clusters into one move up the hierarchy. This 
clustering process is carried out based on their characteristics 
such as vehicle density, direction, distances, and velocities. 

Initially, the vehicle moving directions from one location 
to another is computed. In the two dimensional space, the 
current coordinate of the vehicle is (P1, P2)  and previous 
coordinate of the same vehicle is (Q1,Q2). 

tan θ =[(Q2-Q1) / (P2-P1)]             (1) 

where, ‗tan θ‘ denotes a tangent function used to identify 
the moving direction of the node. Afterward, the distance 
between the two-vehicle nodes is measured using the given 
mathematical formula. The coordinates of one vehicle node 
are (u1,v1) and coordinates of another vehicle node (u2,v2). 

α(τi,τj) = √(u2 -u1)2 +(v2 –v1)2            (2) 

Where,  α(τi,τj) represent the distance between two vehicle 
nodes in the two-dimensional space in the network. Then the 
velocity of the vehicle node is calculated based on their 

movement in the given period of time. The mathematical for 
calculating the node velocity is given below: 

τvel = (ατ / t)              (3) 

Where, ‗τvel‘ represents a velocity of the vehicle node, ‗ατ‘ 
denotes a distance moved by the node in a given time period 
(t). The node velocity is measured in meter per second 
(m/sec). Based on the above-said characteristics, Mutual 
informated brown agglomerative clustering is applied to group 
the vehicle nodes. The number of vehicle nodes ‗τ1,τ2,τ3… τm‘ 
are distributed in a transmission range. Initially, the proposed 
clustering algorithm initializes the ‗k‘ number of clusters in 
the given dimensional space. For each cluster, the mean (i.e. 
cluster centroid) is assigned to partitions the vehicle nodes. 

The distance between the mean and the vehicle nodes is 
calculated. The Manhattan distance is calculated as given 
below. k n. 

dij=∑ ∑ |cj-τi|              (4) 

 j=1 i=1 

Where, dij denotes a distance between the cluster mean cj 
and τi represents the vehicle node. Then the node which is 
closer to the cluster mean is grouped into that particular 
cluster. 

Y = arg min dij              (5) 

where Y denotes a clustering output, arg min denotes an 
argument minimum function to find the minimum distance 
(dij) between the vehicle nodes and cluster mean. In this way, 
all the vehicle nodes are grouped into different clusters. After 
that, the mutual information between the clusters is computed 
for merging the clusters. The mutual information is used to 
compute the mutual dependence as given below. 

Dm = pr (c1,c2) * log 2( (pr (c1,c2)/ pr(c1) pr(c2)))          (6) 

 

Fig. 2. Flow Process of Proposed MIBCMCSO Technique. 
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Where, Dm denotes a mutual dependence between the 
clusters (c1, c2), (pr (c1,c2)) denotes a joint probability 
distribution, and pr(c1) and pr(c2) represents a marginal 
probability of the clusters. The proposed clustering algorithm 
uses the gradient ascent function for finding the maximum 
mutual dependence between the clusters. 

G(x) = arg max Dm              (7) 

Where, G(x) denotes a gradient ascent function, arg max 
represents an argument of the maximum function used to find 
the maximum mutual dependence Dm between the clusters. 

Finally, the merging process is carried out by combining 
the maximum dependence between the clusters. As a result, 
the number of clusters is obtained in output space. After that 
the cluster head is chosen through the minimum average 
distance among the other cluster members in the group. The 
cluster head acts as a data collector to route the information to 
their cluster members and to the roadside unit. The Mutual 
informated brown agglomerative clustering algorithm is 
described as follows: 

Algorithm 1 Mutual informated brown agglomerative clustering 

Input: Number of vehicle nodes ‗τ1,τ2,τ3…τn‘ 

Output: Clustering of vehicle nodes  

Begin 

1. For each vehicle nodes ‗τi‘ 

2. Measure tan θ, α (τi , τj) , τvel  

3. Initialize the ‗k‘ number of clusters 

4. Initialize cluster mean cj 

5. Compute Manhattan distance dij between cj and τi 

6. Find minimum distance between cj and τi arg min dij  

7. Group the vehicles to cluster cj 

8. Calculate the mutual information between the clusters Dm 

9.Merge the clusters with maximum dependence arg max Dm 

10. End For  

11. Obtain the clustering results 

12. For each cluster 

13. Select the cluster head with minimum distance among the 

group members 

14. End for  

End 

Algorithm 1 describes the step by step process of Mutual 
informated brown agglomerative clustering to group the 
vehicle nodes based on the node characteristics such as 
moving direction, distance, and velocity. The hierarchical 
clustering is applied for dividing the mobile nodes into 
different clusters. Then the cluster head is chosen for efficient 
data dissemination in VANET. 

Multi-attribute cockroach swarm optimization was applied 
for detecting cluster head for data dissemination with 
minimum delay. The Multi-attribute cockroach swarm 

optimization algorithm is inspired by the basic biological 
behaviors of the cockroach looking for their food based on 
multiple objective functions namely, energy, bandwidth 
availability, and distance. Initialize the populations of 
cockroach i.e. cluster heads in the search space. 

   {                  }            (8) 

For each cluster head, the multiattribute function such as 
energy, bandwidth availability and distance is calculated to 
find the optimal one. The residual energy for each cluster head 
is mathematically estimated as given below: 

                        (9) 

Where, ER represents the residual energy, Et indicates total 
energy, Ec denotes consumed energy. Then bandwidth 
accessibility of the cluster head is estimated as follows, 

                      (10) 

Where, BA denotes an available bandwidth between the 
cluster head, the total bandwidth is represented by Bt amount 
of bandwidth utilization is represented by Bc .The distance 
between the two clusters head α(τi,τj) is calculated. 

 (      )  √       
         

           (11) 

Where (a1,b1) and (a2,b2) denotes a location coordinates of 
two cluster heads in the two-dimensional space. Based on the 
above-said parameters, the fitness of each individual Cri is 
computed. 

   {                            (      ) }      (12) 

Where FF indicates the fitness of the individual in the 

search space, ER denotes residual energy, ET is the threshold 
for residual energy, BA indicates bandwidth availability, min 
α(Ci,Cj) denotes a minimum distance among two cluster 
heads. In addition, each iterations of proposed algorithm 
involves three behaviors for solving various optimization 
problems namely chase-swarming, dispersing, and ruthless 
behavior based on the fitness of the individual in search space. 

1) Chase-swarming behaviors: In the chase-swarming 

behavior, the strongest cockroach among the population is 

considered as a local best solution (xl) form the small swarms 

and move towards the global optimum (xg). Within this 

procedure, the local best solutions are taken randomly based 

on the best fitness. If the fitness of local best solutions (xl) is 

greater than the (xg)       i.e.            (  ) , then the 

position of the local best solutions is updated to a global best 

solution, 

                               (13) 

Where, Cri
 denotes a current local best solutions are 

updated as to global best,   denotes a step which is a fixed 
value,   indicates a random number within [0, 1], Cri

 is the 

local best individual position, and xg is a global best position. 
Otherwise, the cockroach Cri

 goes to xl (within its visibility) 

as given below, 

                                (14) 
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Where, xl denotes a local best solutions. 

2) Dispersion: Another behavior is the dispersion of 

individuals which is carried out from time to time to maintain 

the diversity of cockroaches. Therefore, the behavior involves 

each cockroach performing a random step in the search space. 

                             (15) 

Where, R(1,d) denotes a d-dimensional random vector that 
the value is set within a certain range. 

3) Ruthless behaviour: The final one is the Ruthless 

behavior which replaces the random individual into the current 

best individual (i.e. global best). 

Crk = xg              (16) 

Where, Crk is a random integer within [0, 1] and    is the 

global best position. This procedure was frequent once highest 
amount of repetition is attained. In this way, global optimum 
cluster head was selected for data dissemination for reducing 
end to end delay. Algorithmic process of optimization-based 
cluster head selection as given below, 

Algorithm 2 Multi-attribute cockroach swarm optimization 

Input: Number of cluster heads CH1,CH2,CH3…CHm (i.e. 

cockroaches) 

Output: Select an optimal cluster head and perform data 

dissemination  

Begin 

1. Initialize the cockroaches populations CS = {Cr1,Cr2,Cr3 … 

Crn} in search space 

2. For each Cri 

3. Measure the fitness FF 

4. While (t < Max_iteration) do 

5. If((FF (Cri) > FF(xg)) then  

6. Cri = xg 

7. Update the position Cri = Cri + δ * R *(xg –Cri)  

8. Else  

9. Cri = xl 

10.  Update the position Cri = Cri + δ * R *(xl –Cri)  

11.  End if 

12.  for 𝑖 = 1 to 𝑁 do 

13.  Cri =Cri + R(1,d)  

14.  𝑘 = random integer ([1,𝑁]) 

15. Crk = xg 

16.  End for 

17.  t = t+1 

18.  Obtain the global best solution  

19.  Perform data dissemination via global best cluster head  

End  

Algorithm 2 shows the processes of Multi-attribute 
cockroach swarm optimization to select the optimal cluster 
head for efficient data dissemination with minimum delay. 
The number of individuals is selected among the population. 
Then, the fitness is calculated to choose the cluster head in the 
network based on different behaviors of cockroach. This 
process is iterated until a maximum number of iteration gets 
reached. Finally, the technique performs the data 
dissemination via the selected cluster head. 

III. SIMULATION SETUP AND PARAMETER SETTINGS 

The simulation of proposed MIBCMCSO technique and 
existing CEGRAOD [1] and Multi valued DPSO [2] are 
implemented using NS2.34 network simulator where the 500 
vehicle nodes are deployed in a square area of A2 (1100 m * 
1100 m). The Random Waypoint model is used as node 
mobility in the simulation environment. The simulation time is 
set as 300 sec. The DSR protocol is used for cluster-based data 
dissemination in VANET. Table I describes the simulation 
parameters. 

TABLE I. SIMULATION PARAMETERS AND VALUES 

Simulation Parameters Values 

Network Simulator NS2.34 

Square Area 1100 m *1100 m 

Number of Vehicle Nodes 50,100,150,200,250,300,350,400,450,500 

Number of Data Packets 25,50,75,100,125,150,175,200,225,250 

Mobility Model Random Waypoint Model 

Speed of Sensor Nodes 0-20 m/s 

Simulation Time 300 sec 

Protocol DSR 

Number of Runs 10 

Simulation of MIBCMCSO as well as existing technique 
were conducted by amount of vehicle nodes and data packets 
by different parameters are listed below. 

IV. RESULT AND DISCUSSION 

The simulation result analysis of the proposed 
MIBCMCSO technique and existing CEGRAOD [1] and 
Multi valued DPSO [2] are discussed in this section with 
parameters such as packet delivery ratio, end to end delay and 
throughput. The different performance metrics results are 
discussed using tables and graphical representation. 

A. Impact of Packet Delivery Ratio 

Packet delivery ratio is known as reliability. It is referred 
by amount of data packets correctly received to entire number 
of data packets transferred via source node. It is 
mathematically calculated by, 

  *
    

 
+                 (17) 

Where number of data packet transferred is denoted as ‗n‘ 
and amount of data packets successfully received is 
represented as ‗ωDR. It is calculated by percentage (%). 
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TABLE II. PACKET DELIVERY RATIO 

Vehicle 

Density 

Packet Delivery Ratio (%) 

MIBCMCSO CEGRAOD 
Multi Valued 

DPSO 

50 94 84 80 

100 95 86 82 

150 96 88 84 

200 95 89 85 

250 96 88 84 

300 97 90 85 

350 96 91 86 

400 95 90 85 

450 97 91 86 

500 96 89 85 

Table II illustrates packet delivery ratio of data 
transmission versus vehicle density varies from 50 to 500. 
Reported results show packet delivery ratio is said to be 
improved using the MIBCMCSO technique as compared to 
other existing methods. Let us consider 50 vehicle densities 
for simulation, and 25 data packets are transferred via source 
node. Then destination node receives 24 data packets and the 
reliability of the MIBCMCSO technique is 96% whereas the 
reliably of the other two methods CEGRAOD [1] and Multi 
valued DPSO [2] are 84% and 80%, respectively. Fig. 3 
illustrates various results of packet delivery ratio. 

Simulation results of packet delivery ratio have different 
vehicle density of three methods MIBCMCSO and existing 
CEGRAOD [1] and Multi valued DPSO [2] are explained 
from Fig. 3. Graphical outcome clearly describes packet 
delivery ratio of data transmission in VANET is said to be 
improved using the MIBCMCSO technique with two existing 
methods. This improvement is achieved by applying the 
cluster based optimization process. In the clustering process, 
the different groups of vehicle nodes are obtained for efficient 
data transmission. Then the optimum cluster head selection 
effectively delivers the data packets from source to 
destination. The multi attribute cockroach swarm optimization 
considers the bandwidth availability to transmit the data 
packets. The maximum bandwidth availability minimizes the 
packet drop and increases data delivery. Table III specifies the 
simulation results of packet delivery ratio. 

 

Fig. 3. Graphical Representation of Packet Delivery Ratio. 

TABLE III. SIMULATION RESULTS OF PACKET DELIVERY RATIO 

Parameters CEGRAOD Multi Valued DPSO 

MIBCMCSO 14% 9% 

B. Impact of End to End Delay 

It refers to time difference among packet arrival time as 
well as data packet transmitting time. Therefore overall delay 
is expressed by, 

   {             }            (18) 

As shown in Table IV, end to end delay of MIBCMCSO 
technique as well as existing CEGRAOD [1] and Multi valued 
DPSO [2] is described. The reported result evidently confirms 
that MIBCMCSO technique of end to end delay is reduced 
with other existing methods. A graphical result of end to end 
delay is illustrated from Fig. 4. 

Fig. 4 depicts graphical illustration of end to end delay by 
vehicle density. From illustration, end to end delay of data 
transmission is comparatively lesser by MIBCMCSO with 
existing results. This is because of the clustering-based data 
transmission. In order to perform data transmission, the whole 
network is divided into the number of groups using a mutual 
information brown agglomerative clustering technique. The 
data transmission is carried out only through the cluster head 
instead of sending all the nodes in the network. Therefore, the 
end to end delay from source to destination is minimized. Let 
us consider 50 nodes for simulation and 25 data packets are 
considered for calculating the delay. MIBCMCSO receives the 
data packets with 9 ms of delay and CEGRAOD [1] and Multi 
valued DPSO [2] receives the packets with 14 ms and 17 ms 
Similarly, the nine various results are carried out with respect 
to the number of nodes and different numbers of data packets. 
The simulation results of end to end delay are discussed in 
Table V. 

C. Impact of Throughput 

Throughput is referred by amount of data packets obtained 
on destination vehicle within specified time period. Therefore, 
throughput is expressed as follows, 

   (
            

          
)           (19) 

TABLE IV. END TO END DELAY 

Vehicle 

Density 

End to End Delay 

MIBCMCSO CEGRAOD Multi Valued DPSO 

50 9 14 17 

100 11 16 19 

150 12 18 21 

200 15 22 25 

250 17 23 27 

300 19 25 29 

350 22 27 30 

400 23 30 33 

450 24 32 36 

500 27 34 38 
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Fig. 4. Graphical Representation of End to End Delay. 

TABLE V. SIMULATION RESULTS OF END TO END DELAY 

Parameters CEGRAOD Multi Valued DPSO 

MIBCMCSO 26% 37% 

Where, T represents the throughput, ωDSR(bits)       𝑖    
indicates amount of data packets obtained on destination in 
terms of bits. It is measured by bits per second (bps). 

The simulation result of throughput versus data packets is 
transferred via source node is illustrated in Table VI. For 
experimental conduction, sizes of data packets are taken in the 
range from 10KB-100KB. While varying the input sizes, 
different throughput were achieved. Outcomes are plotted in 
two-dimensional graphical representation. 

Fig. 5 depicts a graphical representation of the throughput 
versus sizes of data packets. The various sizes of data packets 
are given as input to horizontal pivot and throughput were 
acquired on vertical pivot. Throughput is comparatively 
increased than the existing methods. This significant 
development of the MIBCMCSO technique is obtained by the 
optimal cluster head selection using multiattribute swarm 
optimization. The minimum distance, higher residual energy, 
and maximum bandwidth availability are said to improve the 
data dissemination from source to destination through the 
optimum cluster head. The throughput results are given in 
Table VII. 

TABLE VI. THROUGHPUT 

Data Packet 

Size(KB) 

Throughput 

MIBCMCSO CEGRAOD 
Multi Valued 

DPSO 

10 156 100 95 

20 287 200 179 

30 395 315 280 

40 550 420 392 

50 610 500 452 

60 720 623 582 

70 820 710 653 

80 930 821 783 

90 1050 910 872 

100 1250 1052 986 

 

Fig. 5. Graphical Representation of Throughput. 

TABLE VII. SIMULATION RESULTS OF THROUGHPUT 

PARAMETERS CEGRAOD Multi Valued DPSO 

MIBCMCSO 15% 36% 

The above discussion of various results of metrics 
evidently proves that the MIBCMCSO technique improves the 
higher packet delivery rate data dissemination with minimum 
delay as well as higher network throughput. 

V. CONCLUSION 

An efficient clustering-based optimization technique called 
MIBCMCSO is proposed for reliable data dissemination. 
MIBCMCSO technique employs mutual informative brown 
clustering to collect mobile nodes towards various groups for 
data dissemination with minimum delay. Followed by, 
optimum cluster head selection was carried out through 
mobility metrics such as distance, energy, and bandwidth. 
Simulation is conducted by various parameters namely packet 
delivery ratio, delay as well as throughput. MIBCMCSO 
increases packet delivery ratio of data dissemination into 
vehicle network and minimizes delay compared with 
conventional methods. In future, multi-criteria optimization 
problem in the cluster head selection such as link stability, and 
link expiration time are used. 
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Abstract—Age estimation is an automated method of 

predicting human age from 2-D facial feature representations. 

The majority of studies carried out in this research area use the 

FG-NET and MORPH 2 databases to train and test developed 

systems, which are lacking in black-face content. Most age frauds 

are perpetuated in the sub-Saharan African region due to the 

unavailability of an official database and unregistered births in 

the rural areas. The issues of unverified age in the region made it 

possible for under-age voters, under-age drivers, and the 

engagement of over-aged sportsmen. The other-race effect could 

reduce the performance of face recognition techniques, which 

could make techniques that work for white faces underperform 

when deployed for use in the predominately black face region. 

This study examines the other-race effect on face-based age 

estimation by analyzing the accuracy of an age estimation system 

trained with predominantly black faces against the same age 

estimation system trained with predominately white faces. The 

developed age estimation system uses a genetic algorithm-

artificial neural network classifier and local binary pattern for 

texture and shape feature extraction. A total of 170 black faces 

were used for system testing. The result showed that the age 

estimation system trained with the predominantly black face 

database (GA-ANN-AES-855) outperformed the system trained 

with predominantly white faces (GA-ANN-AES-255) on testing 

with the aforementioned black face samples. The results obtained 

from the simulation were further subjected to inferential 

statistics, which established that the improvement in the correct 

classification rate was statistically significant. Hence, the other-

race effect affects face-based age estimation systems. 

Keywords—Component; face recognition; age estimation; 

other-race effect 

I. INTRODUCTION 

Computer-based age estimation is an automated way of 
predicting human age from 2-D features extracted from the 
face image. Most of the age fraud in recent days has been 
committed in Africa. The fraud goes unnoticed due to factors 
such as the unavailability of the national database of birth 
registration; some people give birth in unaccredited maternity 
centers and do not have the border to obtain birth certificates; 
and the acceptance of affidavit without questioning the 
authenticity [1]. 

Age validation and verification is one of the areas with 
least technological penetration in Africa. There is practically 
no popular IT-based system or tool to automatically verify an 
age claim. This made it possible for underage wards to beat 
systems and have access to documents like driver‘s license and 

voter cards. Over-aged sportsmen still go unnoticed and people 
apply for jobs that are meant for people of lower ages. These 
are possible because of prevalent situation in Africa such as: 
Unclarified sworn to age affidavit that is not most-of -the-time 
confirmed, Birth certificate that was never collected at the 
point of giving birth to a child in the hospitals. Also, in sub-
Saharan region of Africa, most people were not born in 
hospitals; as a result, most births were not documented by the 
National population commission [2]. 

In view of the above, most of the age claims made by the 
people in this region may not be true and are quite unreliable. 
Hence, there is a great need for an efficient and robust system 
for black-face age estimation and validation [2]. 

According to [3], most age estimation systems developed 
use MORPH II and FG-NET face databases, and these 
databases are scarcely populated with black face images, not 
considering the other-race effect. The other-race effect could 
make a face recognition technique that performs well with a 
specific race underperform when deployed for testing with 
faces of other races [4]. Hence, this study is aimed at 
examining the other-race effect on face-based age estimation. 
Memory depiction in humans and allied researches buttress the 
significance of other race in face recognition. The way human 
memory is depicted from literatures supports the consequence 
of the other race effect. This is evident in the phrasal saying; 
―they all look alike to me‖. Expanding this shows that some 
discriminating features makes identifying humans from the 
same race easily encoded and retrievable rather than the other 
race. The complications in the representation of human 
memory are what makes it seem like they all look alike despite 
being different individuals [5]. 

This property exhibited in humans can also be as a result of 
social prejudice, less frequent communication and little 
familiarity shared with people from different origin. During 
growth, a child‘s memory representation develops its ability to 
discriminate faces of his own race. In retrospect, this however 
mitigates the discernment capability of people within other 
race [6]. 

Theoretically, this can be explained from the principle of 
feature selection and associated processes. This selection 
begins during the child‘s development phase and procedure for 
facial identity discernment becomes memorably registered on a 
daily contact basis in a child. The aftermath is a deduction of 
excellent facial representation and encoding of faces which are 
seldom contacted and seen [7]. 
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The other race effect could influence a computer-based 
recognition task such as age estimation, as it involves rigorous 
training procedure to aptly portray human faces. Also, there is 
a limited database on demographic category coverage for 
training different algorithms to identify the faces of individuals 
based on their respective racial backgrounds. Hence, an age 
estimation system that works well with white faces or other 
race might underperform when deployed for use with black 
faces [8][5]. 

The following are the objectives of the study: 

 To develop a database of predominantly black faces. 

 Training and testing of genetic algorithm-artificial 
neural network-based age estimation using the 
developed database. 

 Performance evaluation of the age estimation system 
side by side with one trained with fewer black faces 
using correct classification. 

 The study is organized into five sections. Section I 
introduces the study with a brief discussion of the key words 
and also outlines the study objectives. Section II describes 
various related works in the area of face-based age estimation. 
Section III shows the methodology used in the study with their 
algorithms, while Section IV discusses the simulation result. 
The study is concluded in section V with recommendations for 
further studies. 

II. RELATED WORK 

Age prediction is often articulated in two categories. It‘s 
either categorized as a classification problem when a face is 
computed to be associated with one of {xa1, xa2, xa3….xaN} 
specified age group or as a regression problem which aims at 
evaluating age as a scalar xa ∈ R. [9][10], proffer a 
classification centered model which proceeds in two steps. The 
first step involved classifying faces to genders and race, while 
age is in turn estimated for the different and races. An ordinal 
classification model was deployed for age prediction in [11] 
[12]. Positioned decision boundaries are used in splitting the 
facial features into groups depending on their relational order. 
The ages are deduced by combining organized references from 
the positioned decision boundaries. 

In the same vein, Han and Otto [13] [14] employed a 
hierarchical model for age prediction and also examined the 
effect of aging on features extracted from a 3-D face image. 
[15] Formulated a system for crowd density and age prediction 
despite spare and unbalanced datasets, which are a common 
limitation to age estimation research. The developed system 
could harness the cumulative attribute approach to learning a 
regression model in the presence of face image dataset 
imbalances. 

In [16], the author study offered a sparse regression 
approach, trained with the Face Recognition Grand Challenge 
database. The resulting model was tested using images in the 
FG- NET database. In [17], their study employed the use of 
deep learning architecture together with manifold learning for 
age estimation. The convolutional network was deployed for 
feature extraction and face aging features were obtained at 

various layers of the system developed rather than just the top 
layer. The authors in [18] and [19] also pursue the use of a 
convolutional neural network (CNN) to increase the accuracy 
of the age estimation system. 

The author in [20], developed an age estimation system 
using a back propagation artificial neural network trained with 
the FG-NET database. In this work, face images were 
classified into eight (8) age groups and principal component 
analysis was used for appearance and texture information 
representation. 

The author in [21], examined the performance of age 
estimation systems developed using back propagation artificial 
neural network and self-organizing feature maps, which is an 
unsupervised learning paradigm neural network. The study 
employed principal component analysis for feature extraction 
and statistically examined which of the two aforementioned 
system performed better. The study deduction showed that the 
self-organizing feature map performed better than the back 
propagation trained artificial neural network. 

The author in [22] showed that the performance of age 
estimation system can be improved by using large scale 
databases with deep learning algorithms. The study proposed a 
ranking CNN model that consists of basic CNN combined in 
series. The CNN content is trained with ordered age labels, and 
the final output is an aggregation formed from the binary 
output of constituent CNNs. It was concluded that ranking-
CNN has the ability to outperform conventional CNN models. 

The author in [23], deployed cumulative hidden layer 
approach to combat the issue of image dataset imbalances 
which are inherent in large databases. In the model learned age 
features using faces from neighboring ages uses a pair-wise 
relative signal in the supervision of the comparative ranking 
layer. The aging feature learning is fostered by the 
implemented ranking layer and also improves the age 
estimation of the overall model. 

The author in [24] proposed a multi modal approach to age 
and gender estimation by using face images and speech 
recognition for age estimation. Two joint deep neural networks 
were trained with both appearance and depth information 
extracted from the face image. This is done alongside with the 
mel frequency cepstral coefficient extracted from speech 
samples. A novel cost function was developed to fine tune the 
joint deep neural network to ensure better accuracy and reduce 
the overhead of over fitting. 

The author in [25], noted that fluctuation might result from 
deploying conventional convolutional neural network to face 
images in a video frame for age estimation. Furthermore, an 
attention mechanism was employed in addition to the 
convolutional network. This models an attention chunk which 
contains an aggregated feature space which is in turn presented 
as an encoded feature for age estimation. The stabilization of 
the frames is achieved using a novel loss function in order to 
achieve better age estimation of images in the frame. 

The author in [26] used a variant of auto encoder for age, 
gender and race classification. In [27] their study, developed a 
hybrid system from the combination of CNN and Extreme 
Learning Machine (ELM). The CNN was adopted for age-
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related feature extraction from the face images used while the 
ELM was deployed to classify into various age brackets. The 
study used the popular database MORPH II and the audience 
database for the training and testing of the developed system. 
The author in [28] leveraged the interrelationship of secondary 
demographic evidence such as race and gender in training a 
cascaded structured model. The secondary information assists 
in learning all the frameworks which are embedded in the 
parent network and sub-networks. This improved the accuracy 
of age prediction when compared to the previous age 
estimation system. 

The author in [29] adopted the fusion of Local 
Discriminant Analysis (LDA), LBP, and Gabor filters for 
appearance, shape, and texture representation of the face image 
for age estimation. The study also used a combination of 
Support Vector Machine (SVM) and ANN to classify the age 
of the face into various age brackets. The ensemble was guided 
by the majority voting scheme and a computed age label was 
assigned from the combination of global and section-built 
matchers. 

The author in [30] took cognizance of images taken in an 
uncontrolled environment and real-life situations using mobile 
phones. Such images have a degraded quality due to the phone 
camera's resolution. The images are fed into a conditional 
generative adversarial network (GAN) model to generate a 
reconstructed high-resolution version. The study used CNN for 
age estimation with PAL and MORPH face image databases 
for training and testing. Hasan & Mahdi [31] in their study 
used SVM as a classifier with LBP and FSM feature extraction 
techniques to represent face images. The two-way feature 
selection helped improve the performance of the age estimation 
system. 

It is essential to keep track of the trends in research on 
automatic age prediction. Deep learning approaches seem 
promising but are known not to perform well with insufficient 
data [22]. Face image data collection is tedious in African 
contests. People over the age of 40 (fourth) find it difficult to 
enroll their faces. They are concerned that their true age will be 
revealed and will conflict with their official record at work, as 
some claim an age that is lower than their true age in order to 
secure available jobs for lower ages. 

In order to ensure the limited black face dataset does not 
impair the performance of the developed system, the study uses 
a genetic algorithm modified back propagation trained artificial 
neural network-based classifier for age group estimation task. 
It also used selected data from the FG-NET database to 
complement the locally sourced data. 

III. METHODOLOGY 

Human faces are undoubtedly affected by physical 
development and the aging process. This facial alteration varies 
from person to person and is a consequence of a variety of 
factors like ancestry, health, lifestyle, gender, and race [28]. 
This study developed an age estimation system using a Genetic 
Algorithm (GA)-Artificial Neural Network (ANN). Local 
binary patterns were used for feature extraction in order to 
encode face images, which were trained using the GA-ANN 

module. The architecture of the developed system is shown in 
Fig. 1. 

 

Fig. 1. The Developed Architecture. 

It should be noted that the developed system used a shallow 
learning approach as opposed to the deep learning paradigm 
due to the limited number of face images in the database. The 
deep learning approach is known to have performance 
degradation issues with small datasets. 

In order to examine the other-race effect in age estimation, 
the developed GA-ANN-based age estimation system was 
trained with the predominantly black face database developed 
for this study and also tested with 170 black face images. The 
result of this simulation was compared side by side with the 
result of a simulation done with the age estimation system 
trained with fewer black faces. The performance matrix used in 
this study is the Correct Classification Rate (CCR) of the age 
estimation system. The philosophy of the study is to examine if 
there is a significant difference in the performance of an age 
estimation system trained with more black faces when it is 
deploy for use with black faces. A One way ANOVA statistical 
tool was used for this purpose. 

A. Face Image Collection 

The face image collection was done using a custom built 
mobile application. The sequence diagram for the mobile app 
developed is shown in Fig. 2. The mobile application was 
developed to ease data collection from remote and distant 
locations. Fig. 3 displays the data collection module of the app. 
The mobile app is made available to voluntary candidates on 
Google Drive. The application was developed using HTML5, 
JavaScript, and CSS to ensure that it could be deployed for use 
across various mobile phone operating systems after compiling 
using CORDOVA. As a result, data sourcing was not restricted 
to specific locations and distances. The FG-NET facial 
database was used to complement the locally sourced data and 
create a data bank for training and testing the developed 
genetic-artificial neural network. 

A total of 855 (eight hundred and fifty-five) images were 
collected using the mobile application developed. 500 (five 
hundred) images were selected for the FG-NET database to 
complement the acquired data in order to train and test the 
developed age estimation system. Fig. 4 shows sample images 
from the dataset. Table I shows the age distribution of faces in 
the database. 
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Fig. 2. UML Sequence Diagram for the Face Image Collection Module. 

 

Fig. 3. Mobile App Interface. 

 

Fig. 4. Sample Images from the Black Face Dataaset. 

TABLE I. DATASET AGE DISTRIBUTION 

Age Groups Black faces FG-NET faces Total 

0 to 5 109 91 200 

6 to 10 103 86 189 

11 to 20 250 113 363 

21 to 30 118 82 200 

31 to 40 90 68 158 

41 to 50 70 39 109 

51 to 60 57 14 71 

Above 60 58 7 65 

Total 855 500 1355 

B. Simulation Tool 

The age estimation system shown in Fig. 1 was 
implemented using the MATLAB 2018 object-oriented 
programming tool. MATLAB was the tool of choice because 
of its rich computer vision library that makes implementing 
various techniques and algorithms easy. 

C. Preprocessing 

Images obtained from the mobile app are in-turn stored in 
age labeled directories on the online image server. During 
preprocessing the images are converted to grayscale after 
which the face area are detected using viola jones algorithm 
and automatically cropped out of the acquired face image. This 
was to ensure background information that could introduce 
noise into the system is eliminated. The resulting image is 
subjected to histogram normalization. 

D. Features Extraction  

The feature extraction technique used in this study is the 
Local Binary Pattern (LBP). The LBP is used to extract the age 
information in the face image. The motivation for the choice of 
the technique is its richness in encoding shape and texture 
information which are basic theoretical properties that forms 
the bases of face based age estimation. 

Considering a 3x3 pixels with center pixel (xc,yc) intensity 
value be gc and local texture as T = t(g0,...,g7) where gi(i = 
0,...,7) corresponds to the grey values of the 8 surrounding 
pixels. These surrounding pixels are thresholded with the 
center value gc as t(s(g0 −gc),...,s(g7 −gc)) and the function 
s(x) is defined in (1). Then the LBP pattern at a given pixel can 
be obtained using (2) (Lakshmiprabha, 2016). 

 ( )  {
     
     

              (1) 

    (      )   ∑  (     )  
   

I  
         (2) 

The LBP feature extracted was further subjected to 
principal component analysis to reduce the feature set and 
ensure discriminating features are used as input to the GA-
ANN classifier module. The feature vectors (I) from LBP 
serves as the training set for the PCA method. M be the total 
number of images in the training set. The deviation of each 
image from the mean image is calculated using the (3) and (4). 
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                  (3) 

 
 
                      (4) 

The variation among the eigenvectors of the covariance 
matrix is calculated using (5). The space where all this 
eigenvectors resides is called as eigenface space or eigenspace. 
All the training set images are projected into the eigenface 
space using (5). All training set images are projected to the 
eigenface space using (6). 

   
 

 
∑       
                     (5) 

               (   )             (6) 

The Weighted Matrix Ω   [ω1,ω2,...,ω0M]T is the 
representation of a training image in the eigenface space. A 
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new test image is classified by extracting Gabor and LBP 
features. It is then mean subtracted using (4) followed by 
projection onto the eigenface space using (6). Weight matrix of 
the test image ΩT = [ω1,ω2,...,ω0M]T is calculated by 
projecting test image to eigenspace. This weighted matrix ΩT is 
used for classification purpose. 

E. Classification using GA-ANN Module 

The GA-ANN is a parallel combination of genetic 
algorithm and artificial neural network techniques. The GA is 
aimed at optimizing ANN parameters to generate an optimized 
ANN object that will in turn be used in predicting the age of a 
test image. The combination is motivated by the capacity of 
GA to traverse through a problem space in a timely manner in 
order to select the fittest candidate solution. 

In order to achieve this hybrid system, ANN parameters are 
encoded as genes in genetic algorithm chromosome. The ANN 
parameters encoded as genes include the number of hidden 
layers, the Momentum update (MU), the Momentum update 
decreasing factor (MU_dec) and the learning rate. Fig. 5 
describes a sample gene. The system uses one point crossover 
technique and Mutation probability (Mp) of 0.1. Other 
parameters include Number of GA generations (Ngen) and 
Population size (Ps). The Ngen and Ps used in this study is 100 
and 15 respectively in order to ensure the system used for the 
simulation is not over labored. Candidates‘ fitness was 
computed using (7). Fig. 6 shows a sample reproduction 
mating of two parent in order to form offspring. 

        
 

   
               

 

Fig. 5. Sample Chromosome Structure in the Modeled Genes 

 

Fig. 6. Single Point Cross-over Implemented in the Developed Model. 

The developed algorithm for the hybridized classifier is 
shown below. 

1. Start 

2. Set GA parameters (Cp, Mp, Ngen and Ps) 

3. popCount = 0, Fitmax = 0, optimalAnnObject = NULL, 
genCount = 0 

4. While PopCount < = Ps 

5.  Generate random values for the ANN parameters 
encoded into GA chromosome (Number of hidden layer, 
Mu, and Mu_dec) 

6. Create parent (ANN object instances) in population 

7. Increment the value of PopCount and create new 
parents by repeating steps 5-6 

8. Compute the fitness of each parent (ANN object) using 
equation 3. 

9. While gencount < = Ngen 

10. Select parent with high fitness in descending order 

11. If fitness (top 1 parent) > fitmax goto 12 else goto 13 

12. Fitmax = fitness (top 1 parent) goto 14 

13. Fitmax = Fitmax 

14. OptimalAnnObject = Parent (with fitness, fitness) 

15.  Perform crossover on strongest parents to create new 
offspring and replace weakest parent with new child 
created 

16. Mutate the population based on mutation probability 

17. Compute the fitness of the new population (i.e. new 
ANN pool) 

18.  Increament genCount and repeat step (10) to (17) 
until genCount is equal to number of Ngen 

19. optimalAnnObject is assigned GA-ANN with the global 
minimal solution 

20. Return the GA-ANN object for classification 

21. Stop 

F. Age Estimation System Testing 

Simulation 1: A total of 170 (one hundred and seventy) 
black faces were used in testing the age estimation system. The 
age estimation system was trained using the predominantly 
black-faced database developed for the study. Testing implies 
that an unknown black face is fed into the optimized GA-ANN 
module in order to be classified into its appropriate age group. 
This simulated system is represented as GA-ANN AES-855. 

Simulation II: The GA-ANN classifier module was trained 
with a database with reduced number of black faces. 600 black 
faces were replaced with faces from FG-NET. This resulted in 
a training dataset of 1100 FG-NET faces and 255 locally 
sources black face. 170 black faces were in-turn used to test the 
trained GA-ANN-based age estimation system. The simulation 
II is represented as GA-ANN-AES-255. The diagram of testing 
phase is shown in the Fig. 7 and the testing dataset used is 
shown in Table II. 
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Fig. 7. Diagram of the Testing Phase Architecture. 

TABLE II. AGE DISTRIBUTION OF TEST IMAGES 

Age Groups Number of test images 

0-5 20 

6-10 20 

11-20 30 

21-30 30 

31-40 20 

41-50 20 

51-60 15 

Above 61 15 

TOTAL 170 

G. Performance Evaluation 

The performance of the age estimation system trained using 
the database containing 855 and 255 black faces, respectively 
were evaluated using the Correct Classification Rate (CCR). 
The CCR was computed using (8). 

    
 

 
∑  (   ) 
                 

The ‗Ᵹ‘ is an indicator variable, as such Ᵹ(𝑦, 𝑌) is computed 
as 1 if y= Y and Zero when y <>Y. The correct classification 
rate is used in order to take advantage of its ease of elucidation 
in discriminant analysis. It's also worth noting that calculating 
the correct classification rate doesn't need domain-specific 
data. As a result, this metric may be used to compare the 
classification accuracy of different models. 

IV. RESULT AND DISCUSSION 

This section discusses the results obtained from simulations 
I and II, respectively, presented in Tabular form. This study 
categories age into 8 age brackets namely 1-5, 6-10, 11-20, 21-
30, 31-40, 41-50, 51-60 and above 60. Table III presents the 
CCR achieved for the age estimation system during simulation 
I and II, respectively. 

The age estimation system simulated with the developed 
database (GA-ANN-AES-855) outperforms the system 
simulated using 255 black faces (GA-ANN-AES-255). The 
aggregate CCR for the GA-ANN-AES-855 is 91.18% and the 
CCR for the GA-ANN-AES-255 is 80%. 

TABLE III. CORRECT CLASSIFICATION RATE FOR AGE ESTIMATION 

SYSTEM WITH 855 AND 255 BLACK FACES RESPECTIVELY 

  GA-ANN-AES-855 GA-ANN-AES-255 

AGE  

Test 

Image

s 

Correct 

Classificati

on 

CCR 

(%) 

Correct 

Classificat

ion 

CCR 

(%) 

0-5 20 18 90.00 14 70.00 

6-10 20 18 90.00 16 80.00 

11-20 30 30 100.00 27 90.00 

21-30 30 26 86.67 24 80.00 

31-40 20 19 95.00 17 85.00 

41-50 20 18 90.00 16 80.00 

51-60 15 13 86.67 11 73.33 

Above 61 15 13 86.67 11 73.33 

TOTAL/AG

G 
170 155 91.18 136 80.00 

This result is in agreement with [8]. The reason for this is 
the other race effect. The more the population of a race in the 
training dataset, the better the recognition performance with a 
testing set of the same race. The result could also be seen to be 
in agreement with the discoveries in [5] that indicated that 
insight from racial information could affect the awareness of 
memory processes. In this case, age estimation, a computer-
based recognition process, is being affected by the racial 
information in the training data. 

Also, the trend in the results showed that the highest correct 
classification rates were achieved in the age brackets of 11–20. 
The age bracket has the highest number of images in the 
dataset — 363 images. This indicates that the discriminating 
ability of the encoded facial features in discerning age is 
improved with the quantity of images in the training dataset. 
This aligns with the discoveries of Oladele [20]. The AES 
performs less than expected when tested with faces that are not 
popular in the training dataset. 

Fig. 8 shows the chart of the CCR of GA-ANN-AES-855 
and GA- ANN-AES-255, respectively. 

 

Fig. 8. Correct Classification rate: GA-ANN-AES-855 and GA-ANN-AES-

255. 
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The result of the experimentation was further subjected to 
inferential statistics using one-way-ANOVA. The result is as 
shown. 

The result, after subjecting Table II which showed the CCR 
of GA-ANN-AES-255 and GA-ANN-AES-855 to statistical 
analysis: 

H0: No significant improvement in the CCR of GA-ANN-
AES-855 over GA-ANN-AES-255 

H1: There is significant improvement in the CCR of GA-
ANN-AES-855 over GA-ANN-AES-255 

Significance level = 0.05 

Equal variances were assumed for the analysis. 

Factor Information 

Factor Levels Values 

Factor 2 GA-ANN-AES-255, GA-ANN-AES-855 

Analysis of Variance 

Source DF Adj SS Adj MS F-Value P-Value 

Factor 1 544.6 544.64 16.56 0.001 

Error 14 460.4 32.89   

Total 15 1005.1    

The P-value (0.001) showed in the result of the analysis is 
less than 0.05. Hence, the alternative hypothesis is accepted 
and the null hypothesis is rejected. This implies that the 
improvement in correct classification rate of GA-ANN-AES-
855 over GA-ANN-AES-255 is statistically significant. 

V. CONCLUSION AND RECOMMENDATION 

The study examines the effect of other-race effect on 
automatic age estimation. In order to achieve this, we 
developed a predominantly black face database that contains 
855 black faces complemented with 500 FG-NET faces. The 
developed database was used in training a GA-ANN age 
estimation system. A second scenario is simulated, with the 
GA-ANN-based age estimation system trained with 255 black 
face images and 1100 FG-NET faces. Both systems were tested 
with 170 black faces to query if the heightened number of 
black faces in the developed image database ensures a better 
correct classification rate. 

The study showed that the GA-ANN-AES-855 
outperformed the GA-ANN-AES-255 with a CCR of 91.18% 
compared to the 80.00% shown by the GA-ANN-AES-255. 
Inferential statistics to show the improvement is statistically 
significant using one way ANOVA was conducted. The result 
of the statistical evaluation established that the improvement 
was significant and hence showed that the other-race effect 
could affect the performance of an age estimation system. 

This study recommends the following: 

1) The aggregation of various black face databases to 

form a huge face image database that can foster the use better 

techniques that perform when image data volume is much. 

2) Deployment of the developed genetic algorithm-

artificial neural network age estimation model on mobile 

phone platform to ensure age verification can be carried out 

using application built using such model. 

3) The development of age estimation algorithms that will 

be robust enough to minimize other age effect in age 

estimation. 
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Abstract—With the evolution of a new era of technology and 

social media networks, as well as an increase in Arabs sharing 

their point of view, it became necessary that this research be 

conducted. Sentiment analysis is concerned with identifying and 

extracting opinionated phrases from reviews or tweets. 

Specifically, to determine whether a given tweet is positive, 

negative, or neutral. Dialectical Arabic poses difficulties for 

sentiment analysis. In this paper, four deep learning models are 

presented, to be specific convolution neural networks (CNN), 

long short-term memory (LSTM), a hybrid of (CNN-LSTM), and 

Bidirectional LSTMs (BiLSTM), to determine the tweets 

polarities written in dialectal Arabic. The performance of the 

four models is validated on the used corpus with the use of word 

embedding and applying the (k-Fold Cross-Validation) method. 

The results show that CNN outperforms the others achieving an 

accuracy of 99.65%. 

Keywords—Sentiment analysis; word embedding; sentiment 

classification; dialectical arabic; deep learning 

I. INTRODUCTION 

Sentiment analysis is a kind of natural language processing 
(NLP), where NLP, or computational linguistics, is the 
scientific research on human language from a computational 
perspective [1]. Natural language processing [2] is a large-scale 
field that includes applications and exploration such as 
translation, generation, understanding of human language, 
speech & named entity recognition, question answering, and 
information retrieval, and relationship extraction. Sentiment 
analysis (SA) uses natural language processing, statistical data, 
or machine learning techniques to extract the sentiment content 
of a text. SA, also called opinion analysis in the literature, is a 
process of automatically identifying opinions on certain topics 
in a text, whether they are “positive” or “negative” opinions. 

Analysis of opinions or feelings continues to attract interest 
in industry and academics. Nowadays, sentiment analysis is 
extensively used in various languages. While considerable 
progress has been made in developing models to analyze 
sentiment, the field remains an active field of research for 
many languages throughout the world, especially for Arabic as 
the fifth most widely used and fourth most frequently used 
language on the Internet [3]. The analysis of Arabic language 
sentiments is still limited and considered difficult for a variety 
of reasons: First, there are very complex structures in the 
Arabic language. Second, the limited resources for Arabic SA 
make it difficult to find. Third, it contains a lot of 
morphological and highly ambiguous terms, many irregular 
structures, and a wide range of dialectal varieties without 
writing standards. The complexity of the Arabic language, as 

discussed earlier, makes it fly in the face of most NLP 
applications [4]. 

Arabic is divided into three major categories [5]: 
1) classical Arabic (CA), which is the language of the Quran; 
2) modern standard Arabic (MSA), a standardized official 
language that can be written in the news and taught in schools; 
and 3) dialectal Arabic (DA), used in daily life and oral 
communication. it is usually an MSA mix of one or more Arab 
dialects used on social media [6]. 

Using different dialects on social media, allowing Arabic 
users to express their thoughts freely, complicates SA. In terms 
of phonology, morphology, lexical choice, and syntax, Arabic 
dialects are significantly different from MSA. The dialects of 
Arabic are divided into [7]: 

 Egyptian Arabic (EA): Egyptian and Sudanian Arabic. 

 Levantine (LA): Lebanese, Syrian, Palestinian, and 
Jordanian Arabic. 

 Gulf Arabic (GA): Gulf Arabic for the Gulf region. 

 Iraqi (IA): Iraqi Arabic. 

 Maghrebi (MA): Maghrebi Arabic for Morocco, 
Algeria, Tunisia, Mauritania, and Libya. 

The majority of previous Arabic sentiment analysis 
research was done on MSA. Where dialects are used, Egyptian 
(MSA/Egyptian) was the favorite one. Research has been 
conducted with dialects of (Lebanese, Syrian, Iraqi, Libyan, 
Algerian, Tunisian, and Sudanese). There are different 
approaches used in Arabic SA and its dialects. SA approaches 
are classified into four classes: supervised, unsupervised, semi-
supervised, and hybrid [8]. 

Recently, the world has witnessed a great revolution in 
deep learning, which has become the cornerstone of many 
improvements in many fields. The English NLP work began 
early using deep learning models, and then Arabic NLP. The 
use of deep learning for Arabic SA has recently received 
greater attention, showing significant performance 
improvements [9]. 

Since efforts to apply deep learning are still limited, further 
experimental work in this field is needed. This paper focuses 
on the Arabic language, especially Colloquial Arabic with an 
Egyptian dialect, and introduces different deep learning models 
based on word embeddings to automatically detect the polarity 
of tweets as positive or negative. 

*Corresponding Author. 
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The main contribution of this research is: 

Four different deep learning models were proposed using 
convolution neural networks (CNN), long short-term memory 
(LSTM), a hybrid of (CNN-LSTM), and bidirectional LSTM 
(BiLSTM) on the corpus [10]. 

 The four models are presented with a comparative 
evaluation using a word embedding technique that 
represents words into vectors called "continuous bag of 
words" (CBOW) 

 The proposed model outperforms previous related 
models. It outperforms the model presented by 
Mohammed and Kora [11], which uses the same models 
over the same corpus but differs by 24% in CNN, 10% 
in LSTM. 

 The experiments were extended by applying the 
bidirectional LSTMs (BiLSTM). 

The rest of the paper is organized as follows: In Section 2, 
related work in Arabic SA is presented. The method and 
materials are presented in Section 3. Section 4 presents the 
results of the experiments and discussion. Finally, Section 5 
discusses the conclusion and our future work. 

II. RELATED WORK 

The literature presents several works of Arabic sentiment 
analysis. In this section, the published works of the last six 
years are covered in this area. 

Many papers have been conducted between the years 2005 
and 2020 that applied deep learning approaches. 77 papers 
work on Arabic with its dialects. 18 models of deep learning 
were applied by the researchers.CNN and RNN are considered 
the most commonly used models [12]. In the papers sampled in 
[13], modern standard Arabic (MSA) has been widely used 
among other types and Egyptian (MSA/Egyptian) is preferred 
when dialects are used. 

There have been a few studies that work on DA or mix both 
MSA and DA, specifically (MSA/Egyptian). Table I 
summarises these studies by author, year, and the used 
methodology. Also, the results of these studies and the used 
datasets are shown in Table II. 

Attia et al. [14] built a multilingual system with multi-class 
sentiment analysis using CNN. They applied their system to 
three datasets with three different languages, which are Arabic, 
English, and German, but here focusing on the Arabic 
language. For the Arabic language, they used the Arabic 
Sentiment Tweets Dataset (ASTD) dataset. The ASTD dataset 
consists of 10.6k tweets. The tweets were gathered from Egypt 
Trends and were not identified with a specific topic. Their 
system achieved an accuracy of 67.93% on the ASTD dataset. 

Heikal et al. [15] applied two models, which are CNN and 
LSTM, to the same ASTD dataset. They also used multi-class 
sentiment analysis. The accuracy of their models is that CNN 
achieved 64.30% and LSTM achieved 64.75%. Also, similar 
work by Elnagar et al. [16] applied several models, which are 
CNN, LSTM, and CNN-LSTM. They tested their models on 
the Books Reviews in the Arabic Dataset (BRAD). The BRAD 

dataset consists of 6.9k tweets in different Arabic dialects. 
CNN achieved an accuracy value of 89.61%, while LSTM and 
CNN-LSTM achieved 90.05% and 90.02%, respectively. 

Another research by Abdellaoui et al. [17] proposed CNN 
and LSTM on two different datasets, which are ASTD and 
TEAD. The TEAD dataset consists of 6 million tweets that 
combine MSA and DA. They applied CNN and LSTM on both 
datasets.CNN and LSTM achieved precision values of 79% 
and 81%, respectively, on the ASTD data set, while they 
achieved 86% and 87.5% on the TEAD dataset. 

TABLE I. STUDIES BY METHODOLOGY 

Ref Authors Year Methodology 

[14] Attia et al. 2016 CNN 

[15] Heikal et al. 2018 
CNN 

LSTM 

[16] Elnagar et al. 2018 

CNN 

LSTM 

CNN-LSTM 

[17] Abdellaoui et al. 2018 
CNN 
LSTM 

[18] Abdullah et al. 2018 CNN-LSTM 

[19] Abu et al. 2019 
LSTM 

BiLSTM 

[20] L. H. Baniata and S. Park. 2016 
CNN-BiLSTM 
BiLSTM-CNN 

[11] Mohammed and Kora 2019 

CNN 

LSTM 
CNN-LSTM 

TABLE II. STUDIES BY EXPERIMENTAL RESULTS 

Ref DataSet 

Results 

(Accuracy A, F1-Score F, 

Precision P, Spearman 

Correlation Scores S) % 

[14] 

ASTD 

CNN (A=67.93, F=29.82) 

[15] 
CNN (A=64.30, F=64.09) 

LSTM (A=64.75, F=62.08) 

[16] BRAD 

CNN (A=89.61) 

LSTM (A=90.05) 
CNN-LSTM (A=90.02) 

[17] 

ASTD 
CNN (P=79) 

LSTM (P =81) 

TEAD 
CNN (P =86) 
LSTM (P =87.5) 

[18] SemEval 2018 Task 1 CNN-LSTM (S=81.80) 

[19] 

ASTD 
LSTM (A=42.00) 

BiLSTM (A=41.30) 

LABR 
LSTM (A=42.00) 

BiLSTM (A=41.30) 

ShamiSenti corpora 
LSTM (A=64.70) 
BiLSTM (A=61.80) 

[20] LABR 
CNN-BiLSTM (A=86.43) 

BiLSTM-CNN (A=66.26) 

[10] 
Corpus on Arabic Egyptian 

tweets 

CNN (A=75.72) 
LSTM (A=81.31) 

CNN-LSTM (A=88.05) 
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Abu et al. [19] developed the Shami-Senti corpus, which is 
regarded as the first Levantine corpus of DA. Then they apply 
DL models built for MSA on that corpus of DA. They applied 
LSTM and BiLSTM on ASTD and LABR datasets, but the 
result wasn’t promising as it was around 50%. After that, they 
applied them again to the Shami-Senti corpus. The results were 
better than before, as they exceeded 60%. 

L.H. Baniata and S. Park proposed a DL model for Arabic 
SA. They combined CNN and BiLSTM once, and BiLSTM 
and CNN another time, and compared the results. They tested 
both models on the LABR dataset. The results have shown that 
CNN-BiLSTM outperformed the other one by an accuracy 
value of 86.43%. 

Another research by Abdullah et al. [18] developed the 
SEDAT system, which is used for detecting sentiments and 
emotions written in the Arabic language. They applied CNN-
LSTM with the help of document embedding on the SemEval 
2018 dataset. They showed the performance results with 
Spearman correlation scores with a value of 81.80%. 

Mohammed and Kora [11] proposed a corpus of Egyptian 
tweets consisting of 40k tweets with their polarity. Then they 
applied three DL models, which are CNN, LSTM, and CNN-
LSTM.CNN achieved accuracy with a value of 75.72%, LSTM 
achieved 81.31%, and CNN-LSTM 88.05%. Also, they applied 
a data augmentation technique, which affects DL performance. 

Despite the fact that most models of deep learning have 
enhanced the accuracy of Arabic sentiment analysis, there is 
still potential for development. The findings of this review 
indicate that more efforts are needed to develop DL models. 
This motivated us to investigate various deep learning models 
to improve the accuracy of Arabic SA. 

III. METHODS AND MATERIALS 

This section shows the dataset that was used as well as the 
details of the proposed model. 

A. Used Dataset 

The dataset utilized is mainly drawn from the Corpus of 
Arabic Egyptian tweets [11], a corpus of 40,000 tweets written 
in the Egyptian dialect and modern standard Arabic (MSA). 
This corpus was built and labeled by Mohammed and Kora. It 
consists of positive and negative tweets of the same size as 20k 
tweets on several topics. Fig. 1 shows the tweet count along 
with their sentiment. 

Mohammed and Kora constructed the corpus from clear, 
obvious tweets, which have a positive or negative sentiment. In 
addition, two independent experts were invited to check the 
annotation of the corpus to validate it. 

B. Proposed Model 

The proposed model is divided into four major phases: data 
pre-processing, tokenization, word embeddings, and different 
deep learning models, as shown in Fig. 2. 

1) Preprocessing: Firstly, the preprocessing phase 

consists of two important main functions, which are data 

cleaning and preprocessing functions. The used corpus [10] is 

already filtered, cleaned, and tweets are labeled. Also, 

repeated hashtags, tweets, emojis, and non-Arabic letters are 

removed from tweets. So, preprocessing functions were 

applied directly on tweets like removing stop words, 

stemming and tokenizing. 

Table III shows tweet examples before and after applying 
preprocessing functions. Stop words are words that usually 
appear in all tweets but are not important. These words should 
be deleted because they will not be distinguished when used as 
features in classification tasks. Stemming is the way suffixes 
are removed and words are reduced in their word stem. 

2) Word embeddings: Word embeddings are a type of 

word representation that lets words with the same meanings be 

represented in the same way. Different approaches are 

available for word embeddings, such as Glove [21], created by 

Stanford, FastText [22], created by Facebook, and Word2Vec 

[23], created by Google. In general, there are two Word2vec 

models: a Continuous Word Bag (CBOW) and Skip-Gram 

(SG). The CBOW model, which predicts the current target 

word using context, although the SG predicts the context using 

a given word. 

In such a case, the CBOW model is used for word vector 
representation. A pre-trained word2vec model is first 
implemented to generate the feature vectors of words, which 
will be used later as pre-trained vectors to generate the 
semantic vectors of words. 

 

Fig. 1. Bar Chart of a Negative and Positive Count. 

TABLE III. EXAMPLES FOR PRE-AND POST-PREPROCESSING TWEETS 

pre-preprocessing 

Tweet 

Post-processing 

tweet 
Polarity 

 هش انت باخلاقك الناش تعاهل اى ترتكبو خطا اكبر

  . ىوا باخلاقين

Translated as : The biggest mistake you 
make is to treat people with your morals, 

not theirs. 

 عول ركب خطا كبر

خلق هش انت خلق ناش  
negative 

  . هكاى كل في ليلو اخر اكره دائوا

Translated as : I always hate the last 
night everywhere. 

كاى لىل اخر اكر دها  negative 

  . عنى ًيخفف يٌاسينى حقيقى صذيق احتاج
Translated as : I need a true friend who 

comforts me and relieves me 

 حقىقى صذىق حاج

عنى ىخفف ىٌاسىنى  
positive 

  . كذا زيين الانفعالى الثبات اتعلن لازم

Translated as :I have to learn emotional 
stability like that. 

زىين على ثبت علن لسم  positive 
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3) Model architecture: In this section, four deep learning 

models are proposed to detect the polarity of Arabic text as 

shown in Fig. 2. In particular, the proposed models are 

convolution neural network (CNN), long short-term memory 

(LSTM), a hybrid of (CNN-LSTM), and bidirectional LSTMs 

(Bi-LSTM). 

a) CNN architecture model: The convolution neural 

network (CNN) is a popular unsupervised learning algorithm. 

The CNN model architecture is shown in Fig. 3. Using the 

word2vec model, the word embedding is generated. The first 

layer of CNN is the convolution layer, which has 32 filters 

along with Relu activation. A filer size equal to 8 is added 

with a filer size equal to 8 to extract the characteristics of the 

phrases. These filters convert the input and create 

characteristic maps (varying lengths). The second layer is the 

global maximum pooling layer that captures the most essential 

information from previous characteristics. The third layer, the 

Gaussian noise layer, is added to moderate overfitting, which 

works as a regularisation layer. A fully connected layer takes 

the generated features and pools them together to create the 

final predictions, which constitutes the fourth layer. A dropout 

layer is then added to the network to regularise it and prevent 

it from overfitting. The last layer of the sigmoid function type 

is a dense (completely linked) layer. This layer produces the 

network output, which classifies the input tweet as positive or 

negative. 

b) LSTM architecture model: The long short-term 

memory (LSTM) unit is commonly constructed from a cell for 

memory and three gates to control the information flow to and 

from the cell over time. The three gates are called an input 

gate, an output gate and a forget gate. The LSTM model layers 

are shown in Fig. 4. The word embeddings are delivered to the 

cells of LSTM after applying the embedding layer. On these 

word embeddings, LSTM cells are trained and their prediction 

words are produced. A dropout layer is followed by a 

Gaussian noise layer to handle the overfitting by injecting 

noise during the time of training, and that reduces the 

computational effort during the time of testing. The words of 

the prediction are fully linked using a dense sigmoid layer. 

c) CNN-LSTM model: This architecture was primarily 

named a Long-term Recurrent Convolutional Network or 

LRCN model, although the more generic name "CNN-LSTM" 

is used to refer to LSTMs that use CNN. The CNN extracts 

features from the sentences and represents them. however, 

LSTM works on extracted features where it takes the context 

and word ordering into consideration. Fig. 5 shows the CNN- 

LSTM architecture. It consists of an embedding layer that 

feeds into the convolution layer; after that, the output is 

considered as an input to the global max-pooling layer, 

followed by LSTM, followed by a dropout and Gaussian noise 

layer to regularise the output and prevent overfitting; and 

finally, a flattening layer with a sigmoid function that would 

give a negative or positive result. 

d) BiLSTM architecture model: Generally, the BiLSTM 

is an expansion of regular LSTMs to increase model 

performance for sequence classification problems. This 

architecture is primarily known as the Bidirectional LSTM. 

Two LSTMs are trained in the input sequence instead of a 

single LSTM. The first is the input sequence, while the second 

is the input sequence is reversed. It can add to the network 

context and lead to faster and even more comprehensive 

learning of the problem. Fig. 6 shows the BiLSTM model 

layers. The embedded words are added after the use of the 

word embedding layer. Then apply BiLSTM to be trained on 

the embeddings of words and produce a set of word 

predictions that are linked with Gaussian dropout followed by 

a dense layer with a sigmoid function that would predict the 

sentiment of the result. 

 

Fig. 2. Proposed Model Architecture. 

 

Fig. 3. CNN Architecture Layers. 

 

Fig. 4. LSTM Architecture Layers. 
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Fig. 5. CNN- LSTM Architecture Layers. 

 

Fig. 6. BiLSTM Architecture Layers. 

IV. RESULT AND DISCUSSION 

The performance assessment of the proposed models is 
conducted using the most common evaluation metrics, which 
are accuracy, precision, recall, and F-measure. The (k-fold 
cross-validation) method is applied to the entire corpus [10] to 
evaluate the results. For the experimental setup, Google Colab 
Pro is used with a TPU hardware accelerator in Python 3.7. 

A. Performance Evaluation Metrics 

The confusion matrix is usually a type of matrix used to 
find the accuracy of classifiers. Each test data instance is 
assigned to an element, which belongs to a set of P, N 
comprising both positive, and negative class labels in the 
binary classification issue. There are four possible outputs 
given a model and an instance. (TP) the right number of tweets 
categorized as positive, (FP) the wrong number of tweets 
categorized as positive, (TN) is the correct number of tweets 
that are identified as negative, (FN) is the wrong number of 
tweets labeled as negative. A confusion matrix is created in the 
instances analysis of the given model and collection of test 
examples. Equation (1) displays the mathematical precision 
equation used to measure the true positive tweet, which 
indicates in Eq. (2) a part of positive tweets for a particular 
class. Equation (3) shows the mathematical equation for 
Accuracy. Equation (4) the F1score is determined by taking 
into account the recall and the precision of the test data. 

          
  

       
               (1) 

        
  

       
                (2) 

         
       

             
            (3) 

        
                    

                  
            (4) 

B. Experimental Result 

The results of CNN, LSTM, CNN-LSTM, and BiLSTM are 
presented in this section. Each model was trained and tested 
using a data split (80%, 20%), bearing in mind that 10% is 
considered as a validation set for tuning the hyper-parameter. 
In addition, fivefold cross-validation is applied to improve 
performance, and each data division uses an average of five 
different runs. Given the equal distribution of the classes of 
positive and negative over the corpus, precision is a sufficient 
criterion for assessing the models. However, accuracy, recall, 
and f-score are also put into consideration as performance 
indicators for a proper interpretation of the findings. 

Several experiments were conducted to enhance and 
achieve the best set of multiple hyper-parameters in each 
model. The optimal hyperparameter values utilized in the four 
models are shown in Table IV. 

Table V displays the optimal CNN model combinations as 
well as the hyperparameters. The length of the sequence is 31, 
which is the biggest length of the tweet. In addition, 32 filters 
vary in 8 sizes of regions. Additionally, vocabulary size is 
determined by the number of words entered each time, and 
10,000 words are selected. 

In addition, the optimal settings in the LSTM model are 
shown in Table VI. In this setting, each layer of LSTM with 
128 cells is used. 

Table VII presents the best CNN-LSTM model 
configuration. This model is a hybrid of the previous two 
models in the same manner of settings except that the filter size 
is 16 instead of 8. 

The BiLSTM settings are shown in Table VIII, which 
consists of one Bidirectional layer of LSTM using 128 cells. 

TABLE IV. CNN, LSTM,CNN-LSTM AND BILSTM HYPERPARAMETER 

VALUES 

Learning 

rate 
optimizer 

Recurrent 

Dropout rate 

Size of 

batch 
# epochs 

0.001 adam 0.5 32 100 

TABLE V. CNN SETTING PARAMETERS 

length of Sequence  #Filters Filter size Size of vocab 

31 32 8 10,000 

TABLE VI. LSTM SETTING PARAMETERS 

LSTM size LSTM layer Recurrent dropout Output dropout 

128 1 20% 20% 

TABLE VII. CNN-LSTM SETTING PARAMETERS 

length of Sequence 31 

# filters 32 

Filter size 16 

# LSTM layer 1 

#LSTM cells 256 

Recurrent dropout 20% 

Output dropout 20% 

Size of vocab 10,000 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

217 | P a g e  

www.ijacsa.thesai.org 

TABLE VIII. BILSTM SETTING PARAMETERS 

LSTM cells BiLSTM layer 

128 1 

Table IX shows the results of the proposed model 
experiments using the 5-fold cross-validation method. The 
results indicate that CNN achieved values of 99.65%, 99.78%, 
99.77%, and 99.78% for accuracy, precision, recall, and F-
measure respectively. LSTM achieved 91.83% for accuracy 
value, 90.97% for precision value, 90.97% for recall value and 
90.98% for F-measure. Although CNN-LSTM achieved 
accuracy with a value of 73.19%, precision with a value of 
74.02%, recall with a value of 74.02%, and the value of F-
measure is 74.02%. While BiLSTM achieved values of 
91.73%, 91.74%, 91.74%, and 91.74 in accuracy, precision, 
recall, and F-measure, respectively. 

TABLE IX. RESULTS OF PROPOSED MODELS 

Model 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F-Measure 

(%) 

CNN 99.650 99.775 99.774 99.775 

LSTM 91.830 90.974 90.973 90.975 

CNN-

LSTM 
73.19 74.025 74.024 74.023 

BiLSTM 91.730 91.740 91.735 91.741 

C. Baseline and Evaluation 

In this part, the model's performance is compared with the 
latest work existing in the literature which was introduced by 
Mohammed and Kora [11]. They introduced a labeled corpus 
consisting of 40k tweets in colloquial Arabic. They also 
applied three deep learning techniques to their corpus. So their 
work is considered our benchmark. For evaluation, we used 
their corpus [10] to achieve a fair comparison. 

The research [11] applied CNN, LSTM, and CNN-LSTM 
as models. After that, they used the train/test split validation 
method to validate and test their models. They used three 
different test sizes, 30%, 40%, and 20%, respectively. Then 
they average the accuracy values for each data split. 

In this paper, we propose another strategy. We apply the 
same models with core modifications to their structure and 
different hyper-parameters. also, an additional model is 
proposed named BiLSTM. 

In the proposed CNN, another pooling layer is added called 
the Global Max Pooling layer. In this case, we set the pool size 
to the same as the input size. So it reduces the dimensionality 
of the feature maps output by the convolutional layer. Also, 
Gaussian noise is added via a separate layer named the 
GaussianNoise layer after the Global Max Pooling layer which 
makes CNN noise regularization. This layer has a regularising 
effect and reduces overfitting. 

Also in the proposed LSTM, a GaussianNoise layer is 
added between an LSTM recurrent layer and a dense fully 
connected layer. In the same way, the layer is added in the 
proposed BiLSTM between the bidirectional LSTM layer and 
the dense layer. 

To avoid sampling bias, we can think of a slightly different 
validation method. So, k-fold cross-validation was introduced. 
The data is divided into K folds. The data is trained and tested 
on the single fold which has been left out. This is done for all 
combinations and the results are averaged in each case. The 
advantage is that both training and validation are used by all 
observations, and every observation is validated once. 
Typically, we use k=5, because it is good enough to balance 
computational complexity and accuracy of validation. 

The results in Table X show that the proposed CNN model 
outperformed by 23%, 25%, 12%, and 24% in terms of 
accuracy, precision, recall, and F-measure, respectively. Fig. 7 
provides a comparison between CNN and the proposed CNN. 

Also, Table XI shows that the proposed LSTM model 
outperforms by 10%, 10%, 9%, 9% in terms of accuracy, 
precision, recall, and F-measure respectively. Fig. 8 provides a 
comparison between LSTM and the proposed LSTM. 

Contrary to expectation, the result of the proposed CNN-
LSTM was not as high as the case with CNN and LSTM. The 
practical results showed the extent of convergence between the 
proposed model and the original model, as shown in Table XII. 

To complete the experiments, BiLSTM was applied as an 
extra model which achieved accuracy with a value of 91.73% 
as shown in Table XII. 

TABLE X. COMPARISON BETWEEN THE PROPOSED CNN MODEL AND 

MOHAMMED AND KORA. [11] 

Model 

 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F-Measure 

(%) 

CNN 75.72 74.60 78.03 75.06 

Proposed 

CNN 
99.65 99.775 99.774 99.775 

 

Fig. 7. CNN and Proposed CNN Comparison. 

TABLE XI. COMPARISON BETWEEN THE PROPOSED LSTM MODEL AND 

MOHAMMED AND KORA [11] 

Model 

 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F-Measure 

(%) 

LSTM 81.31 80.92 81.99 81.25 

Proposed 

LSTM 
91.830 90.974  90.973 90.975 
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Fig. 8. LSTM and Proposed LSTM Comparison. 

TABLE XII. COMPARISON BETWEEN THE PROPOSED MODEL AND 

MOHAMMED AND KORA [11] 

Model 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F-Measure 

(%) 

CNN -LSTM 78.46 80.27 77.38 77.86 

Proposed CNN-

LSTM 
73.19 74.025 74.024 74.023 

Proposed 
BiLSTM 

91.730 91.740 91.735 91.741 

V. CONCLUSION AND FUTURE WORK 

This work focused on the problem of dialectal Arabic 
sentiment analysis using deep learning approaches. The 
proposed four deep learning techniques are tested on the used 
corpus. In particular, the proposed models are CNN, LSTM, 
and CNN-LSTM. Additionally, the experiments were extended 
by applying bidirectional LSTMs (BiLSTM). The obtained 
results show that the proposed CNN achieved an accuracy of 
99.7%, the proposed LSTM achieved 91.83%, the proposed 
CNN-LSTM achieved 73.19%, and the proposed BiLSTM 
achieved 91.73%. The evaluation shows the higher 
performance of the proposed model in comparison with 
different models existing in the literature using the same 
corpus. Best results were achieved by using the combination of 
the Global Max Pooling layer and a GaussianNoise layer in the 
proposed CNN. 

In future work, the CNN-LSTM model is planned to be 
improved so it will achieve better results. Also, we look 
forward to using other word representations such as Glove and 
FastText to see their effects on the results using different deep 
learning approaches. Additionally, we plan to use the data 
augmentation technique on the corpus to test its impact on 
corpus size and the performance of the deep learning 
approaches used. 
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Abstract—A model that contributes in a simple, practical and 

effective way to develop 3D-based CH conservation applications 

involving the use of VR, AR and MR technologies was proposed 

based on the identification of challenges in developing 

applications. Identification was carried out by analyzing related 

and relevant articles selected randomly using Google and Google 

Scholar search engines. The model can prevent researchers from 

lack of planning in carrying out research in this field, and it is 

suitable for those just starting out with this type of research. In 

addition, this model can support researchers to more easily, 

practically and effectively implement 3D-based cultural heritage 

conservation by using virtual reality or augmented reality or 

mixed reality technology. 

Keywords—Virtual reality; augmented reality; mixed reality; 

tangible cultural heritage; 3D-based cultural heritage conservation 

I. INTRODUCTION 

This article aims to study the use of virtual reality (VR), 
augmented reality (AR) and combination of VR and AR called 
mixed reality (MR) for the conservation of tangible cultural 
heritage in order to identify challenges in developing 3D-
based tangible cultural heritage (CH) conservation. Tangible 
cultural heritage objects were focused on immovable objects 
such as building and historic places. Moving objects are also 
included in the discussion but in a small portion. Challenges 
were classified according to tasks in the development which 
were summarized based on cases found in related and relevant 
research articles. The identification results are then used to 
design a model for developing cultural heritage-VR (CH-VR), 
cultural heritage-AR (CH-AR) or cultural heritage-MR (CH-
MR) applications. The model contributes in simply and 
practically way in determining a suitable method for 
developing 3D-based CH conservation applications using VR, 
AR or MR. Along with the development of this type of 
research which is increasingly rapid, the proposed model can 
prevent researchers who just starting out with this type of 
research from lack of planning in carrying out researches in 
this field. The method of selecting articles used as the source 
of the review is done by random searching using a search 
engine in the web of related and relevant journals, Google and 
Google Scholar, using the keywords virtual reality, augmented 
reality, mixed reality and cultural heritage. The articles listed 
in the search results were then selected based on the unique 

content in the proposed development method. The number of 
articles was limited to 40 to 50 articles where the number is 
subjectively considered sufficient to represent the topic of 
discussion. 

There are eight challenges identified in the collected 
articles: (1) time-based 3D reconstruction, (2) object 
characteristics or typology, (3) 3D reconstruction method, (4) 
application category, (5) research objective, (6) data 
management, (7) presentation method and (8) research 
evaluation. These eight challenges are not a procedure. 

A brief explanation of CH, VR, AR and MR is described 
before entering into the main discussion. CH definition from 
The United Nations Educational, Scientific and Cultural 
Organization (UNESCO) is [1]: 

“cultural heritage is, in its broadest sense, both a product 
and a process, which provides societies with a wealth of 
resources that are inherited from the past, created in the 
present and bestowed for the benefit of future generations. 
(https://en.unesco.org)” 

The keywords of past, present and future in the CH 
definition are associated with conservation, and conservation 
requires educational efforts. The rapid development of 
information and communication technology is driving the 
implementation of computer and mobile technology as part of 
conservation and educational efforts for CH objects. These 
technologies can reach all humans, and can transform CH 
objects into digital form for human access without being 
limited by time and space. 

During these decades, VR, AR and MR applications have 
developed rapidly and are widely used for the preservation of 
CH objects. In a limited definition: VR is a technology that 
can support users to interact with a 3D environment using 
electronic devices to feel the sensation of being in a virtual 
environment, and examples of electronic devices used in VR 
are the HTC Vive, Oculus Rift and PlayStation VR (PSVR), 
while AR simulates 3D models in a real environment that 
typically uses a mobile device, and MR is a combination of 
VR and AR which involves the interaction between humans, 
computers, virtual environments and real environments. All of 
these technologies use 3D models to create backgrounds for 
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virtual environments, or properties within real and virtual 
environments. 

The structure of the rest of this paper is divided into 
sections as follows: Section II describes the time-based 
reconstruction in the 3D-based conservation development; 
Section III introduces object characteristics of cultural 
heritage and natural heritage; Section IV discusses the 3D 
reconstruction method; Section V describes the applications 
category; Section VI discusses the research objective; Section 
VII describes the data management; Section VIII discusses the 
presentation method; Section IX describes the research 
evaluation; Section X describes the analyzes that have been 
carried out and the development of the proposed model; and 
Section XI discusses the conclusion and future works. 

II. TIME-BASED 3D RECONSTRUCTION 

Basically, the 3D-based conservation development can be 
classified into two main time-based 3D reconstruction types, 
which are the current and past environments. The current 
environment-based 3D reconstruction refers to restored 
historical objects that were abandoned or damaged but have 
undergone restoration in accordance with, or at least close to, 
their conditions in the past, such as works of [2-7]. 
Meanwhile, the past environment-based 3D reconstruction is 
an effort to reconstruct the damaged or extinct historical 
objects based on their conditions in the past, such as works by 
[8-10]. 

The Old-Segeberg town house, a historic building located 
in German, was reconstructed into a 3D model for a CH-VR 
application [11]. Preserved artefacts in the city of Rethymno, 
Greece were reconstructed in 3D models by [2] in order to 
develop a 3D game-based learning by combining VR and AR 
and 360-degree video. These researches have a technical 
problem as one of the challenges, which is determining the 
best method in the use of VR or MR technology. This typical 
problem generally focuses on the technique of 3D 
reconstruction and connecting 3D model into VR, as well as in 
the works by [6-7]. A project called 3-D Digital Conservation 
of At-Risk Global Cultural Heritage (3DP-ARCH) to 
document transnational at-risk heritage objects and places was 
conducted by [5]. The 3D-ARCH project does not only focus 
on the documentation of cultural heritage objects, but it 
includes on the access to big data containing 3D models where 
big data management is the main problem in this project. An 
interactive multimedia-based model for the development of a 
VR application containing a collection of Bulgarian Cultural 
Heritage Sites was proposed by [3]. The proposed model 
contains texts, images and videos, 3D models and Audio 
records. This model is similar to the works by [5] but with a 
smaller area, which is within one nation. The real area where 
the cultural heritage objects are scattered, either transnational 
or within one nation, has the same problem in collecting data. 
Meanwhile, the number of the reconstructed objects 
determines the use of big data management. In this case, the 
model proposed by [3] lacks detail on data management 
issues, it tends to describe content and navigation of the 
application without addressing data management problems as 
[5] did. 

In a work called Viking VR, [12] involved the museum 
curatorial and technical staff and archaeologist to reconstruct 
an environment of the Vikings era in Britain, as well as [10] 
who reconstructed the City of Nafplio in 19

th
 century in 3D 

models by involving archaeologists and historians. Instead of 
involving archaeologists, [8-9] used a computational-based 
method in reconstructing damage and extinct objects. A 
computational-based method using a text-based 
documentation of classic archeology, sketches and images was 
proposed by [8] to reconstruct an extinct historical object, the 
Etruscan Tomb located in Italy, into 3D models. Meanwhile, a 
direct survey to collect architectural details, architectural 
analysis based on images, active sensors to control and 
compare results and deformations was conducted by [9] in 
order to reconstruct a damage historical object, the Castra 
Praetoria‟s walls located in Italy. Unfortunately, both [8] and 
[9] did not report an archaeologist expert evaluation to judge 
the suitability of the 3D models to the past environment. An 
evaluation of the reconstructed 3D model was conducted by 
comparing it to the historical pictures and literatures [9]. 
However, if archaeologists are not involved in reconstructing 
damage or extinct objects, the reconstructed 3D evaluation by 
archaeologists is a must. 

The current environment-based 3D reconstruction focuses 
on the problem solving of 3D reconstruction method selection, 
application type selection (VR or AR or MR) and data 
management. Principally, the 3D reconstruction refers on the 
current state of the object as it is, so the involvement of 
archaeologists is optional. But when it involves more than just 
a visualization of cultural heritage objects. For example, 
capturing data which needs archaeological analysis and 
curation such in a work by [5], archaeologists must be part of 
a team. Meanwhile, the past environment-based 3D 
reconstruction also focuses on the problem solving in the 
current environment-based 3D reconstruction, but it needs the 
involvement of archaeologists in reconstructing the damaged 
or extinct historical objects based on the past environment or 
in evaluating the suitability of the reconstructed 3D model to 
the scientific description of the object as it was in the past 
time. 

III. OBJECT CHARACTERISTICS (TYPOLOGY) 

There is debate regarding the definitions of CH and natural 
heritage (NH). Some argue that CH is a man-made product, 
while NH is a gift from nature. Meanwhile, UNESCO defines 
CH by using the phrase „works of man or the combined works 
of nature and man‟ but NH is defined without mentioning a 
single word of man [1]. So, we agree with the definition of CH 
as a man-made product. Furthermore, if there are two terms 
CH and NH, there should be a distinction between them, and 
man-made or not is a fundamental differentiator for defining 
the two terms. Based on our agreed definition of CH, an AR 
work of [13] containing the Pietraroja paleontological site 
visualization, which includes reconstructions of extinct living 
things, is not CH as stated in the article title, and NH is the 
appropriate term to use. Regardless of the inaccuracy in the 
use of the term, we continue to study this work by considering 
the content containing the AR development methods. 
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Next is to define objects that is used for 3D-based CH 
conservation. Old buildings do not always fit CH objects. An 
object must comply with traditional, chronological and 
geographical concepts, where the object is not only historical 
and artistic but must have cultural values or memory 
capacities within the object [14]. Thus, a list of CH objects 
released by local authorities or UNESCO can be used to 
confirm this. 

The object characteristics include the size, number, 
location and structure. A sophisticated project, 3-D Digital 
Preservation of At-Risk Global Cultural Heritage (3DP-
ARCH), conducted by [5] contains a large size and number of 
objects with varying structural complexity, as well as 
locations spread across nine countries. In contrast to 3DP-
ARCH, [10] tried to reconstructed the historical city of 
Nafplio in Greece, as well as [15] who tried to reconstruct the 
various sizes and numbers of objects in an area called Little 
Manila in California, US, back in the 1940s. Meanwhile, [9] 
reconstructed objects with simpler complexity but have a 
broad size, which are ancient walls located in an area of nearly 
17 hectares, as well as [16] who reconstructed a single 
complex object called the Roman Theater at Byblos located in 
Lebanese. The four conservation buildings where the 
Princeton University Campus is located were reconstructed by 
[17], and [18] reconstructed the Museum of King John III‟s 
Palace at Wilanów in Warsaw, Poland consisting of five 
rooms. The Dudsbury Hillfort visualization by [19] is a 
reconstruction of a typical large 3D landscape. Artifacts which 
are typical of small objects, are part of the 3D reconstruction. 
The Etruscan Tomb in Italy, including artifacts of funerary 
equipment, was reconstructed by [8], while [20] reconstructed 
relics collection of the Majapahit kingdom, Indonesia, and 
[21] reconstructed Haw Par Villa in Singapore, including two 
sumo statues. 

A detailed analysis of the object characteristics determines 
the success of the 3D-based CH conservation development. 
There are cases of 3D reconstructions of objects that are large 
or extensive but have less structural complexity 
(ornamentation) than a single building, or even small artifacts. 
The challenge is to appropriately measure the object typology. 
This is essential for the initialization stage of 3D-based CH 
conservation development, and is related to the resources 
owned, including funding, so that there is no excessive target 
as in the conceptual model proposed by [3] which targets the 
3D reconstruction of all historical sites in Bulgaria without 
being supported by a clear design of the model 
implementation and research timeline, considering that one 
research project must have a clear duration in its 
implementation. 

IV. 3D RECONSTRUCTION METHOD 

Some of the works relied on documentation of cultural 
heritage objects and software engineers including the use of 
artificial intelligence methods in 3D reconstruction. 
Considering the 3D model is a basic component of delivering 
information, the reconstruction must be carried out carefully 
so as not to mislead. Methodology in 3D reconstruction is 
divided into survey-based such as laser scanning and 
photogrammetry, and reconstruction-based which involves an 

interdisciplinary team to work based on documentation of 
cultural heritage objects [22]. Reconstruction-based 
techniques uses traditional 3D modeling technique, where the 
modeling process is conducted based on notes, literatures, 
images, building blueprint, videos and other documentations. 
Meanwhile, the survey-based technique uses a collection of 
photos (sequence) for automatic 3D modeling based on 
artificial intelligence approach. 

A 3D reconstruction of ancient walls located in an area of 
nearly 17 hectares were reconstructed using a number of total 
stations to do topographic survey where the results were then 
used to control the photogrammetric model, and also a direct 
observation was conducted to get some of the architectural 
details used for the 3D model texture [9]. Laser scanning and 
photogrammetry were also used by [18] for a 3D 
reconstruction of a historic building. Images or photos used 
for input in photogrammetry must be properly prepared. The 
different cameras and resolutions used to capture the data 
from a single object provide more complexity for automatic 
3D reconstruction. The number of vertices (cloud 
subsampling) were reduced using random method [18].  

A 3D reconstruction of the Etruscan hypogeum tomb 
complete with the funerary equipment was conducted by [8] a 
combination of survey-based and reconstruction-based 
techniques, in which small artefacts from funerary equipment 
were reconstructed using a laser scanner and the tomb was 
reconstructed using a traditional 3D modeling technique. They 
also conducted an addition 3D reconstruction for damaged 
artefacts. The damage artefacts, which firstly were 
reconstructed using a laser scanner, were continued to be 
restored using a traditional 3D modeling technique. The 
division of reconstruction tasks by reconstruction-based has a 
dominant portion of the survey-based was performed in a 3D 
reconstruction was performed by [13] and [23]. In a 3D 
reconstruction of an ancient Roman house by [23], 
photogrammetry was used only for walls, while the building 
was reconstructed using traditional 3D modelling. Meanwhile, 
[13] prefer to use traditional 3D modeling to reconstruct fossil 
forms based on documentation of living species that have 
become extinct at the paleontological site of Pietraroja, Italy. 

One of the challenges in 3D reconstruction is that 3D 
modeling requires high computer specification. 
Photogrammetry is currently the most 3D reconstruction 
technique used in many researches; it provides low cost of 
both software and hardware [24]. However, survey-based 
techniques used for complex structures or large objects still 
require much higher computer specifications. Moreover, the 
precision of 3D models reconstructed using photogrammetry 
technique depends on the object‟s real environment and object 
size, where only isolated building and small artefacts are 
suitable for this technique [8, 25]. The use of survey-based 
reconstruction for automated 3D reconstruction as well as 
traditional 3D modeling techniques for reconstruction requires 
more time and human resources. Appropriate preparation 
based on time-based reconstruction analysis and 
environmental analysis of objects including budget should be 
made to select the 3D reconstruction method, whether survey-
based or reconstruction-based or combine the two methods. 
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V. APPLICATION CATEGORY 

The selection of the category of application is in 
accordance with the type of time-based reconstruction that 
underlies application development which in general can be 
categorized in documentation and restoration. The use of time-
based representation is to limit the definition of documentation 
and restoration, and to avoid bias in the terminology of 
restoration which also can be defined as part of documentation 
work. 

In the context of time-based reconstruction, the 
documentation category relates to current environment-based 
reconstruction, while the restoration category relates to past 
environment-based reconstruction. Documentation means 
visualization in which physical CH objects are transformed 
into virtual forms so that users can virtually see CH objects. 
When an element of restoration is added to the visualization, 
the category changes from documentation to restoration. 

The category of documentation can be found in the 
example of work in The Visualization of Dudsbury Hillfort by 
[19], The Visualization of the Selimiye Mosque of Edirne by 
[4], 3DP-ARCH by [5], Tomb of Sultan by [26] and Capturing 
Aboriginal Heritage by [27]. Meanwhile, the category of 
restoration can be found in the example of work in Aurelian 
Wall at Castra Praetoria by [9], The Ancient City of 
Sarmizegetusa by [28], The Church of Santa Maria Paganica 
in L‟Aquila by [29], Nafplio in the 19

th
 Century by [10] and 

The Restoration Project of Alaca Imaret Câmi by [30]. In most 
of cases, combination of survey-based and reconstruction-
based methods is performed for 3D reconstruction for either 
the documentation or reconstruction category. 

VI. RESEARCH OBJECTIVE 

In the field of computer science, specific objective is 
related to the application development methodology based on 
its categories, either documentation or restoration. In other 
words, specific objective is to find appropriate methods to 
document or restore a CH object in the form of a 3D model 
and present it using VR or AR or MR. Meanwhile, general 
objective is related to the needs of users, such as for 
education, economic and tourism. 

In fact, some researchers tend to focus on immersive 
outcomes or the works of technology without clearly 
evaluating the achievement based on the general objective. 
Especially for educational objectives where many studies 
claim that its application was developed for education. 
Delivering education is not just showing things. There must be 
a set of parameters or at least or general description to 
measure the achievement of education delivery which is not 
found on the reports in the development of AR for the 
Monuments of Crete by [2], AR for the Paleontological Site of 
Pietraroja by [13], and AR-based Art Gallery for education by 
[31]. In contrast with [32] who performed a comparison test 
by control and treatment groups involving a number of 
students in evaluating their work called ScollAR, a digital 
learning platform containing VR section and AR section to 
deliver education. Meanwhile, [33] used Software Usability 
Measurement Inventory (SUMI) model, a survey instrument to 

measure user perceptions of software usability, to evaluate 
their work containing VR for The Island of San Andres. 

Referring to the definition of museum, virtual museum is a 
type of application for education. The definition of museum 
includes the educational element as [34] states that: 

”the missions of museum do not only consist of conserving 
and exhibiting treasures and objects that provide us with 
information but include the provision of educational tasks” (p. 
1257). 

The International Council of Museums (ICOM) also 
emphasizes that the educational element is part of the 
definition of museum. The ICOM states that [35]: 

“a museum is a non-profit, permanent institution in the 
service of society and its development, open to the public, 
which acquires, conserves, researches, communicates and 
exhibits the tangible and intangible heritage of humanity and 
its environment for the purposes of education, study and 
enjoyment”. 

The example of virtual museum can be found in the 
development of Alt-Segeberger Bürgerhaus by [11], Viking 
VR by [12], Virtual Artifact by [20] and The Maritime 
Museum of Kotor by [36]. Regardless of the use of the term 
virtual plaza rather than museum, [3] proposed an excessive 
target in documenting all CH sites in Bulgaria without a clear 
methodology for data management. The same thing happened 
to several other researchers who used the term virtual museum 
without paying attention to the fulfillment of the rules and 
characteristics of the museum or without explaining the 
implementation of how the museum works in their application 
which basically they are trapped in visualization or developing 
application in the domain of documentation category, or might 
be in the education category but not delivered in museum 
form. VR development for museums often does not consider 
museum‟s concept and policies [37] and neglects visitor 
experience related to the real experience of visiting museums, 
and museum systems and organizations [38]. 

Another general objective in developing VR or AR or MR 
for CH objects is to support the economy as [39] proposed in 
extending VR and AR applications with 3D printing feature 
for an economy value, while examples for tourism can be 
found in the work of the Deoksugung palace in South Korea 
and the An Post Museum in Republic of Ireland virtual tours 
by [40], the Princeton University Campus virtual tours by [17] 
and The Jeju-mok Government Office and the 
Gwandeokjeong Pavilion virtual tours by [41]. 

VII. DATA MANAGEMENT 

Object characteristics, 3D reconstruction methods, 
application categories, and research objectives influence the 
complexity of data management. Data management includes 
management of data source, collected data, 3D reconstruction 
data, 3D model data, application log data and others including 
metadata management. All data categories must be related to 
each other to support application maintenance, application 
performance enhancements, and application extends or 
updates. There is a lot of discussion material for data 
management that is not sufficient to cover in this article. 
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Several examples of case studies in data management are used 
to open up insights. 

A clear example can be found in the development of a 
virtual museum. Learning in museums should support a 
constructivist approach that allows visitors to gain knowledge 
spontaneously through their personal experiences, and virtual 
museums can support such learning [42]. Thus, data 
management mechanisms in real museums must be 
implemented in virtual museums. In this case, data 
management is not only applied to historical objects, 
stakeholder engagement data also needs to be managed. In 
order to substitute the role of historians who accompany and 
answer visitor questions, [36] proposed a method of 
information retrieval in managing object information data, by 
allowing users to enter keywords in the application which are 
then sent to the database via the internet to obtain information 
on the object. Another example in historic building is [43] 
who focused on managing metadata containing historic 
building information to support context-aware risk 
management for people who follow the update of information 
on the CH object. 

Data management in VR, AR or MR application 
development is rarely found in related articles, and the topic is 
still wide open for research. Many challenges are faced in it. 
The metaphorical principle that implements the design of a 
real object or system into an application needs to be 
considered. 

VIII. PRESENTATION METHOD 

The presentation method refers to the selection of VR or 
AR or MR technology for 3D-based conservation application, 
including the way to present the application to the users. The 
VR museum environment must be designed as immersive as 
possible in order to attract users to enjoy educational and 
entertainment experiences including influencing users to 
physically visit the museum [44]. Indeed, even all categories 
of applications, whether VR, AR or MR and their extensions, 
such as games or virtual museums and others should consider 
the immersive output in their presentation. On the other hand, 
3D data management requires high costs, at least for the 
provision of computers with high specifications. This includes 
the users who must use a device with high specifications to be 
able to run 3D-based applications. 

One of the challenges in presenting 3D-based applications 
is the ease of access through devices owned by the user 
directly, which can be a smart phone, tablet or computer. On 
the other hand, user-owned devices have very varied 
specifications. Therefore, the determination of visual quality 
must consider the computation load that must be carried by the 
device to run the application. 

In general, the visual quality of a 3D model is highly 
dependent on the number of 3D points that are used to 
construct or deform objects, and on rendering techniques that 
involve textures and lighting. The number of 3D points affects 
the render speed. Therefore, low-poly 3D models are preferred 
for applications that run on mobile devices, especially smart 
phones. Real-time rendering for high quality 3D environment 
on mobile devices is a challenge in developing 3D-based 

applications [45]. At this stage, the role of the 3D engineer is 
decisive. Researchers can coordinate with 3D engineers to 
make observations on several applications to run on several 
device specifications as a comparison. Observation results can 
be used to determine visual quality based on target device 
specifications. Immersive reality can be obtained using the 
following devices: head mounted display with video and 
optical see-through used for AR or MR and blocked headsets 
used for VR, spatial augmented reality, hand-held-devices, 
desktop screen and projection, and cave automatic virtual 
environment (CAVE) [46]. The 3D-ARCH project conducted 
by [5] does not only focus on the development of building a 
3D environment and augmented reality interaction, but it 
includes on how to organize big cultural heritage data to be 
virtually learned using head mounted device, CAVE, mobile 
augmented reality devices platform, big screen television with 
high-speed access to the 3D processing, high quality render 
and high-capacity data storage, all of which are very 
expensive, including the use of a supercomputer. Of course, 
not all projects are sophisticate with high budgets. 

With all the limitations in the hardware, AR provides a 
breakthrough in easy access to 3D-based applications by 
allowing users to interact with applications using their own 
mobile devices. Moreover, during and after the Covid-19 
pandemic era, hygiene issues will affect user behavior 
regarding the use of VR support devices, such as head 
mounted devices. In a new normal era, it is not recommended 
to use one device for multiple users without implementing 
health protocols. This condition becomes a dilemma, adding 
devices means increasing budgets, while using a limited 
number of devices means increasing the frequency of 
cleaning, and this can have an adverse impact on the smooth 
functioning of the devices. 

At present, VR and AR technologies for 3D-based CH 
conservation have been found in various studies, while the 
application of MR technology is still limited, because MR 
technology has enormous challenges [46]. Devices to support 
MR, such as Google ARCore, Apple ARKit and Microsoft 
MixedReality-Toolkit only conceived for indoor usage, and 
these devices are not support for outdoor experience [47]. 
Changes in environment and movement of objects are still a 
problem in MR, including its application to mobile 
applications [48]. An example of MR for CH is showed by 
[25] who displayed the 3D environment that the user sees 
through the HoloLens onto the monitor screen. 

In addition to virtual museums, game applications are also 
applied in 3D-based CH conservation such as the historical 
city of Nafplio by [10], Viking VR by [12] and The Little 
Manila in the late 1940s in California by [15]. One of the 
challenges in using games for CH conservation is the 
screenplay that doesn't change history. Another challenge is 
the development of intelligent virtual agents that are able to 
socially interact with users [49]. The existence of intelligent 
virtual agents in the 3D-based CH conservation are 
interesting. It is like watching a Jurassic Park movie not 
through the screen, but being in it. It gives more challenge and 
worth studying, in which cinematography may also be used to 
characterize the intelligent virtual agents. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

224 | P a g e  

www.ijacsa.thesai.org 

IX. RESEARCH EVALUATION 

Four parameters, which are the presence, enjoyment, 
attitude change, and visit intention, were used by [41] to 
evaluate user acceptance for a VR application in which TV 
video clips were inserted. Meanwhile, [33] used SUMI 
method which consists of efficiency, affect (likeability), 
helpfulness, control, learnability and global measurement for 
evaluation based on user acceptance. A different evaluation 
method was proposed by [50] who added 360-degree video 
storytelling to a VR application, and used 
electroencephalography (EEG)) to evaluate user acceptance 
based on brain signals data related to factors of the presence, 
engagement, and immersion that are obtained after playing the 
application. In addition to measuring the ease of operation of 
the application, [19] conducted a survey to evaluate the 
similarity of the 3D model to the original object, and the level 
of realistic. 

Most of researchers use survey techniques to get feedback 
about the application, such as using the SUMI method. In 
measuring the level of immersion or the similarity between 3D 
models with the original objects or the application functions 
design and others, most researchers also use feedback from 
users without an appropriate respondent screening method. 

There is a gap in these measurement cases. Users who 
never or rarely use VR, AR or MR applications have a 
tendency to give good feedback. On the other hand, users who 
have a lot of experience in using the application, or experts in 
VR, AR or MR, can provide more valuable feedback. 
Archaeologists, historians and other relevant experts have a 
capacity to evaluate a similarity measurement. Applications 

are developed for use by users; therefore, users should give 
their opinion which can be used to measure the achievement 
of output, but the method of collecting opinions about the 
application must be designed more clearly and rigidly. Other 
challenges in designing evaluations are: measuring real work 
systems by applying them to applications as in the case of 
virtual museums, measuring data management on artifact 
collections, or computations as the specific objectives. 

X. DISCUSSION 

Eight challenges, which are time-based 3D reconstruction, 
object characteristics or typology, 3D reconstruction method, 
application category, research objective, data management, 
presentation method and research evaluation, including the 
problem-solving method identified and described above are 
interesting and very helpful in developing the model of 3D-
based CH conservation (Fig. 1). Before designing the research 
implementation, the trivial thing that can make a big impact is 
to be sure the target object is part of the cultural heritage 
category. 

The center of the model is the research objective which 
consists of specific objectives related to the designation of the 
application being developed, and general objectives that can 
be for education, economic and tourism. The research 
objective has typical problem-solving in data management, 3D 
reconstruction and presentation methods. In the diagram, the 
three problem-solutions are denoted by dashed lines and gray 
boxes. Even so, it does not rule out problem-solving in 
developing a model or method for typology analysis and 
research evaluation. 

 

Fig. 1. 3D-based CH Conservation Development Model 
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Back to research objective as the center of the model. 
Once the objective is determined with a confirmed CH object, 
the application category, either documentation or restoration, 
can be identified. The restoration category relates to an effort 
to reconstruct the damaged or extinct historical objects based 
on their conditions in the past, while the documentation 
category relates to a 3D reconstruction based on the current 
state of the real environment. The application category defines 
the time-based reconstruction. The documentation category is 
derived to the current environment-based reconstruction, 
while the restoration category is derived to the past 
environment-based reconstruction. The involvement of 
archaeologists and historians can be an option in environment-
based reconstruction today, but is obligation in environment-
based reconstruction of the past. Furthermore, typology 
analysis is carried out to collect data based on object 
characteristics. Analysis can be conducted through direct 
observation or documentation-based. The results of the 
analysis are sent to the data management. 

Data management controls data flow from research design, 
and before, during and after 3D reconstruction, including 
presentation methods, research evaluation, and during 
application use. The challenge in data management is finding 
the best method of organizing the various data categories to 
support easy data management and information access, both 
for developers, clients (such as museum managers) or 
application users. Data management has challenges that are 
still wide open for research in this topic, especially in 
developing applications that have characteristics such as 
virtual museums where human-computer interactions data 
must be processed while the application is used. In the data 
management, the typology data are used to determine data 
collection technique in order to select the 3D reconstruction 
method. 

The 3D reconstruction method is divided into survey based 
and reconstruction based. Survey-based using 
photogrammetry, laser scanning and other supporting tools, 
such as a total station. Meanwhile, the one based on 
reconstruction is traditional 3D modeling. The challenge in 
this task is finding the best method to make a 3D model as 
closely as possible to the original object as in the work of Cai 
et al. (2016) and Canciani et al. (2016). The combination of 
survey-based and reconstruction-based methods for 3D 
reconstruction is the most widely used, in fact the combination 
of these two methods has become an integral part of the past 
environment-based reconstruction. Determination of the 
proportion of the combination can be done by considering the 
characteristics of the object. Furthermore, the reconstruction 
of the object into the 3D model begins, including the 
application of textures, also including other tasks that have 
been defined in the data management. 

The results in the 3D reconstruction and data management 
are applied in the presentation methods in which VR, AR or 
MR applications are developed. Challenges in presentation 
methods include data management implementation, VR or AR 
or MR technology selection, visual quality (immersive 
application) control, human-computer interaction method 
selection and the graphical user interface design. 

After the application is finished, evaluation is carried out 
to measure the achievement of defined general objectives and 
specific objectives. Research is evaluated by measuring the 
achievement of the proposed problem-solving which can be 
based on the efficiency and or effectiveness of the 
computational load in the 3D reconstruction process or in 
presentation method or in data management, or stakeholder 
perceptions. 

The development of 3D-based CH conservation involves 
individuals from various backgrounds, such as archaeologist, 
historian, curatorial, 3D engineers, sound engineer, 
programmer and others, including stakeholders. Expert test by 
involving archaeologists, historians, curators and graphic 
designer can be carried out to measure various elements 
related to the object being modeled into 3D. User acceptance 
test by involving related experts and users can be performed to 
measure the acceptance of perceptions from stakeholders. 
SUMI evaluation model like the one used by Musa et al. 
(2018) can be applied in user acceptance test. Other testing 
methods may also be performed, such as data management 
testing or testing based on computational processes. 

XI. CONCLUSION AND FUTURE WORK 

The use of VR, AR and MR in 3D-based CH conservation 
is growing rapidly. On the other hand, there are still researches 
with poor planning as found in several articles in these case 
studies. This article aims to develop a 3D-based CH 
conservation model that implements VR, AR and MR 
technology using the case study method. The model provides a 
clear description as a practical guide for researchers just 
beginning research on this topic. 

For future work, the model will be implemented and tested 
in 3D-based CH conservation for a historical building object 
called Lawang Sewu located in the city of Semarang, 
Indonesia. 
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Abstract—In wireless sensor networks (WSN), data 

aggregation is a widely used method. Security issues like data 

integrity and data confidentiality became a significant concern in 

data aggregation when the sensor network is deployed in a hostile 

environment. Many researches may carry out several works to 

tolerate these security issues. However, there were some 

limitations like delay, the arrival rate of packets, and so on. 

Hence, to overcome the existing problems, this approach offers a 

blockchain-dependent data aggregation scheme in WSN. The 

main intention of the proposed work is to generate a 

certificateless key generation so that the proposed system's 

secrecy rate is improved. The use of blockchain is employed for 

security purposes, and it enables the user to acquire the 

information stored internally in an effortless manner. Initially, 

deployment of sensor and base station (BS) is carried out, 

followed by node registration at which the public/private keys 

are generated. The computation of private hash values is carried 

by performing certificateless key generation. After that, the 

formation of blockchain is made using the PoW (Proof of Work) 

detection algorithm followed by the aggregation of data. In the 

data aggregation process, Elgammal based cryptographic 

approach is introduced to acquire member data, perform 

aggregation logic, and transfer the aggregated data. Finally, 

cluster-based routing is established with the use of Knapsack 

based cluster routing strategy. The performance investigation of 

the proposed system is estimated and the outcomes attained are 

compared with the existing techniques in terms of arrival rate, 

average delay, and the delay ratio of the packets. The 

investigation illustrates that the suggested approach is better 

than the traditional techniques. 

Keywords—Wireless sensor networks; data aggregation; PoW 

detection scheme; blockchain technology; cluster formation; key 

generation; security; delay ratio 

I. INTRODUCTION 

Generally, WSN comprises disseminated micro-devices 
named sensors that might embed and have innumerable 
detection capabilities or sensing capabilities. The risks that 
face security of WSN arise from inside and outside a network 
frequently. The suitable network nodes are es negotiated and 
enforced to act as malicious nodes. The security-related issues 
resolving has a thoughtful influence on the development and 
design trends of WSNs and consist of extensive consideration 
that attracts in the traditional works [1]. The WSN sensors are 
compact generally and thus utilize the constrained resource of 

battery. This sensor, in turn, aggregates data and thus 
transmits it to the targeted location called base station (BS). 
The data received at BS are analyzed to create the decision for 
various prescribed applications like IOT based products. This 
node operates or functions as a repeated one to transmit data 
to the sink and other nodes. Moreover, the power source of 
WSN should be adequately utilized as this could not be 
exchanged or recharged. This WSN basis is exaggerated by 
numerous constraints like energy efficiency, scalability, fault 
tolerance, and so on. The WSN sensor, in turn, exhausts 
energy mostly in two ways that are sensing environmental 
parameters and the transmission of data to the base station 
over sensor nodes. The insufficient source of power is 
observed as the important problem in wireless sensor 
networks, and henceforth the node failure and network failure 
rise [2]. Additionally, the usage of optimal energy in the 
framework of WSN is required for attaining more 
performance and a high lifetime. Therefore, sensors grouping 
as corresponding clusters has been utilized for reducing the 
drainage of network energy and thus to enhance the reliability 
of the network. Several methods have been carried out with 
respect to sensor network construction with the solutions 
presented for resolving issues related to layer and the 
protocols that connect some things like scalability, optimum 
use of energy resources in sensors, environment, energy 
consumption, error tolerance, change in network regulations, 
low cost and so on. These problems are being addressed by 
various researchers [4]. One such advantage of employing 
data aggregation is that the data was to be transmitted in an 
efficient way with negligible latency of data. Various data 
aggregation algorithms have been presented so far to enhance 
the sensor network lifetime. The inadequate power source are 
regarded as the key issue in wireless sensor network and hence 
the network failure and node failure arises. Further the optimal 
energy usage in WSN is needed for obtaining high lifetime 
and more performance. So grouping of sensors into the 
corresponding clusters has been employed for decreasing the 
network energy drainage and thereby to increase the network 
reliability. Every Cluster possess Cluster Head and an 
effective framework like our proposed system is required to 
reduce the consumption of energy. Security enhancement is 
also a challenging issue of WSN at the time of aggregation. 
Here we study and propose a secure cryptosystem based on 
blocking of data. The blockchains invention overwhelms the 
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constraint issue of a centralized manner. Blockchain offers 
admirable functionalities similar to decentralized architecture, 
a transparent system, and security. Also, Blockchains are 
employed for efficient and secured data transmission [3, 4]. 
Though, blockchain frameworks for IoT strategies might 
cause lower latency, lower throughput, and delay-related 
issues. The present system on blockchain employs storage and 
high processing power. The huge amount of heterogeneous 
data in blockchain IoT, such as WSN outcomes in the 
consumption of huge energy at the time of data transmission 
from various sources [5-7]. Moreover, the major dispute in 
data aggregation is the data heterogeneity in the network. 
Therefore, there is a need to enhance the network security 
since WSN are prone to various attacks like injection attacks, 
repay attacks, and tampering attacks, and so on. Several works 
have been employed to address the existing issues over data 
privacy and security in blockchain-based IoT. The presented 
scheme aims at proposing an efficient framework for node 
registration and formation of blockchain using data 
aggregation and cluster-based routing. The blockchain 
formation is carried using a PoW detection algorithm along 
with data aggregation. Each cluster, in turn, possesses a cluster 
head for reducing energy consumption. The presented 
technique employs data aggregation using Elgammal based 
encryption which enables effective data aggregation model. 

A. Contribution 

The main intention of the proposed work is: 

 To generate a certificateless key generation such that 
the secrecy rate of the proposed system is improved. 

 To employ blockchain technique security purpose 
using PoW detection algorithm and is integrated with 
data aggregation scheme. 

 To form a cluster based on the cluster-based routing 
protocol. 

B. Organization 

The residual portion of this manuscript is systematized as 
shown: Section II is the illustration of various existing 
techniques review. Section III is the depiction of a detailed 
explanation of the proposed mechanism. The analysis of the 
proposed system performance is shown in Section IV. Lastly, 
the conclusion and future enhancement are narrated in 
Section V. 

II. RELATED WORK 

In this section, various existing techniques employed are 
reviewed. In this [8], the author presented a scheme of 
blockchain-based multi-WSN authentication models. The IoT 
nodes were categorized as cluster head nodes, base stations, 
and ordinary nodes as per their variations inability that was 
formed as hierarchical networks. The blockchain network is 
thus constructed with two varied kinds of nodes that form a 
hybrid blockchain scheme that includes public and local 
chains. In this hybrid model, the mutual authentication identity 
of nodes at several scenarios of communication was realized, 
the operation of ordinary node identity authentication was 
accomplished by means of local blockchain, and the identity 
authentication of cluster head node was realized in the public 

blockchain. The security and performance analysis illustrates 
that the performance and security of the scheme offer 
comprehensive security with an enhanced rate of performance. 
This [9] suggested a protocol of extremely secured CAKE 
(codeword Authenticated Key Exchange) that depends on one-
way verification along with OTP (one-time-password) 
verification. This protocol was then related to other traditional 
schemes of mutual verification that portray substantial energy 
and time consumption reduction. The presented protocol in 
turn supports privacy, mutual authentication, and integrity and 
thus could counter various attacks such as replay attack, 
offline guess occurrence, impersonation attack, DoS attack, 
and so on and thus preserves forward secrecy perfect and 
creating the etiquette an appropriate one for several WSN 
applications. 

In [10] developed a scheme of the blockchain-dependent 
framework with decentralization integrated with the privacy 
preservation and authentication in WSN aided IoTs. The 
registration, certification, and revocation process was utilized 
intended for the base station (BS) and sensor nodes 
communication in the cloud framework. In this approach, the 
CHs transmit information gathered at the base station. 
Meanwhile, BS saves entire key constraints on the 
disseminated blockchain, and a huge amount of data was then 
transferred to the cloud for storage purposes. The certificates 
that were revoked of all malicious nodes were then eliminated 
by BS from the blockchain. The proposed system performance 
was examined in terms of authorization delay, 
communicational and computational overhead, certification 
delay, and detection accuracy—the comparative outcome and 
the security authentication aid the advantage of the projected 
scheme over traditional ones. 

In [11] utilized technology of blockchain for building the 
incentive scheme of nodes as per the storage of data for WSN. 
In this approach, data storing nodes were satisfied with digital 
money. If the information kept by the node were huge, then 
recompense would be more. However, two blockchains were 
constructed. One was employed for storing data of each node, 
and the other was to control the data access. Also, the 
proposed scheme adopts the data possession that was provable 
for replacing the proof of work (PoW) in the original bitcoins 
for carrying out the storage and mining of new data blocks 
that reduces the computing power greatly on comparing the 
PoW scheme. The conserving hash function was also 
necessary for comparing the new blocks and stored blocks of 
data. Thus, the new data could be stored in a node that was 
closest to previous data, and only varied subblocks were 
stored. Therefore, the node's storage space in the network was 
reduced greatly. 

In [12] discussed the survey of an in-depth blockchain-
based approach for the detection of malicious nodes, an 
examination of exhaustive blockchain technique integration 
with the WSN (BWSN), and insight for this novel approach. 
The contribution of blockchain for WSN was also explained in 
this survey, which includes aggregation, along with auditing, 
information analysis storage, auditing, event logs, and the 
offline query process. Thus, the presented schemes examine 
the centralized models of WSN for the security problems 
together with the blockchain discussion for the management of 
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security like preserving information integrity, ensuring node 
longevity, guaranteeing privacy, and so on. 

In [13] suggested a blockchain-dependent scheme of data 
provenance (BCP) which was compression-free, at which 
provenance was kept on nodes together distributivity with the 
packet path, and the BS could retrieve on-demand provenance 
through the inquiry method. The edge computing-dependent 
network monitoring comprised of H-nodes (high-performance 
nodes) was organized near or above WSN that retains the 
WSN data provenance in the blockchain-dependent dataset. 
The authenticity, provenance, and security were then 
protected. Both experimental outcome and simulation analysis 
represents that the proposed BCP scheme was much effective 
in terms of energy and secured on comparing the distributed 
provenance of data. 

In [14] suggested an energy-effective decentralized 
mechanism of trust with the use of the blockchain-dependent 
solution for multi-mobile code on behalf of sensing the 
interior attacks in the SN (sensor node) enabled IoT. The 
outcome validates improved concert of presented technique 
over traditional ones with 43.94% and 2.67% a reduced 
amount of overhead message in the Greyhole and blackhole 
attack circumstances correspondingly. Likewise, the detection 
time of malicious nodes was decreased by 20.35% and 
11.35% at both Greyhole and blackhole attacks. These two 
factors show a dynamic part in enhancing the lifetime of the 
network. 

In [15] presented a massive blockchain-enabled IoT data 
collection (MIDC) intellectual context for supporting the 
security, efficiency, and trust of the huge collection of data for 
the huge-scale varied WSNs. Specifically, a series of novel 
framework technology was presented. Initially, a huge scale 
heterogeneous WSN concerted individuality so as to guarantee 
a reliable source of data. Next, the scheme of Ranked massive 
aggregation of data so as to collect massive IoT data in a 
secured and efficient manner. Thirdly, the blockchain-
dependent massive management of IoT data systems was 
depicted for constructing trust over various parties. The 
simulation analysis and the experimental prototype prove the 
framework's effectiveness. 

In [16] presented a novel scheme of data aggregation 
depending on the clustering of node and extreme machine 
learning scheme (EML) for reducing the erroneous and 
redundant data. The analysis, along with the real-time 
databases, represents that the presented scheme outdoes the 
prevailing system consistently in relation to data clustering 
accuracy and efficiency of energy in WSN. 

In [17] suggested a privacy preservation and energy 
efficiency algorithm CBDA (chain-dependent data 
aggregation). In this scheme, sensor nodes were systematized 
as a network topology of the tree. The leaf nodes of the tree 
were reconnected successively with one another to form 
several chain network topologies. The suggested approach 
CBDA attains less consumption of energy and higher accuracy 
of aggregation at the time of data aggregation. The simulation 
outcomes attained were compared with traditional ones, and 
attained outcome reveals that the presented scheme 
outperforms other traditional mechanisms. 

In [18] presented a scheme of new ring-dependent in-
network data aggregation to solve existing issues. The 
network was then portioned as rings, and the aggregated data 
was executed from outside to inside as a ring form. The 
analysis shows the effectiveness of the presented scheme. 

[19] projected an energy-effective mechanism of data 
aggregation (EEDAM) that was protected by a technique of 
blockchain. The suggested technique employs a mechanism of 
aggregation of data at the level of the cluster for saving 
energy. The edge computation was employed for offering 
trusted on-demand services to the IoT deprived of the lowest 
delay. Since the blockchain was united inside the cloud server, 
the edge was authenticated by blockchain for offering secured 
services to IoT. At last, the performance simulation was 
estimated, and the proposed system performance was 
compared with traditional algorithms. The outcomes show that 
the projected operational strategy was reduced effectively and 
offers security to IoT, which extends WSN. 

III. PROPOSED WORK 

A detailed narration on the proposed system methodology 
is depicted in this part. The overall flow of the proposed 
mechanism is shown Fig. 1. 

A. Deployment of Sensor and Base Station 

1) Network model: Blockchain technology was utilized 

for designing DWSNs based on WSN for achieving 

trustworthiness. This technique comprises of huge stationary 

numbers or sensor nodes moving and the BS, which assigns 

partial certificateless public/private pair of keys to the nodes. 

There were two kinds of SN's: (1) the nodes having huge 

storing space, communication capabilities, and computing 

termed as     -sensors, which comprises of consent network. 

(2) nodes having lower storage space, communication 

capability, and computing termed as normal node called    -
sensors. 

Let us assume that there were N number of nodes in the 
WSN with        -sensors and      --sensors, here,    
      and       . From WSN perspectives, the network is 
divided into a number of clusters as per the region at which 
the CHs are    -sensors and the cluster member are the L-
sensors. From the blockchain viewpoint, H-sensors act like a 
node of consensus that forms a blockchain network termed 
stake blockchain. Owing to the analysis like storage, 
communication, and computation,    -sensors remain just 
normal or ordinary nodes that will not participate in any 
consensus part. This is worth noticing that the BS, a unified 
device, might not link consensus, consequently    -sensors 
might form a system that is decentralized, and the 
management of key does not depend on the base station BS. 
This BS role is to assign a unique individuality simply to each 

node. The node Id    
  is employed for indicating the    --

sensor    
 . The key generation center (KPC) that is hosted by 

BS, in turn, generates the parameters of the community system 
and consequently issues the certificateless private/public pairs 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

231 | P a g e  

www.ijacsa.thesai.org 

of keys for each WSN s node. In the model of the network, a 
pairwise key recognized by certificateless public/private key is 
then spitted among the two nearby nodes, whereas the cluster 

key is being distributed among the nodes in the cluster. 
Fig. 2(a) and 2(b) indicates the Sensor establishment of the 
network model. 

 

Fig. 1. Overall Workflow of the Proposed System. 

   
(a)        (b) 

Fig. 2. (a) Network Model Deployment, (b) Deployment of the Network Model. 
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2) An Attack model: It was supposed that the opponent 

could not perform impersonation and cloning attacks however 

could perform several other attacks like pseudo-BS attack, 

interruption attack, etc., at the system setup. It is too assumed 

that BS might be impersonated or invaded. Moreover, once 

the nodes are captured, the adversary could augment a 

malicious node to the network for playing a legitimate node 

termed as an impersonation attack. Likewise, this technique 

presents the following requirements on security in the 

management of secured keys: 

a) Backward and Forward secrecy: the node that has 

been logged out or else logged out by force might not lead to 

taking part in the communication of the cluster. However, this 

could not attain session information and could not be able to 

send a valid packet that is encrypted. Backward security refers 

to the new member that could not decrypt the information of 

the session before it joins. 

b) Resistance in contradiction of impersonation and 

cloning: the technique should have the function of node 

substantiation or detect the malicious node for preventing in 

contradiction of node impersonation and cloning occurrences. 

c) Resistance in contradiction of pseudo BS attack: 

once the adversary generates the pseudo-BS, this could not 

affect the registration of the node. 

The presented scheme too prevents the BS and the 
compromised nodes from collaborating for reaching the 
stealing data and controlling the network's goal. 

B. Registration of Node 

After the deployment of the network, the BS, in turn, 
generates the system parameters and thus aids H-sensor nodes 
in registering the nodes. The legitimate nodes list is being 
maintained by blockchain technology. 

1) System parameters generation: At BS, KPC selects the 

 -bit prime    thus recognizes the tuple *              +  
here         After that, the KPC, in turn, computes the 

public key of the system          , here     is a master 

private key and         . Simultaneously, there consists of a 

cryptographic hash function as *           +. Consider that 

t is the symmetric key length and the base station, in turn, 

publishes   *                          + too retains 

secret of    . 
2) Generation of session less private/public key: The base 

station employs    
  for indicating the exclusive uniqueness of 

each    -sensor    
  , then employs    

  for denoting each H-

sensor's    
  Unique identity. After that, the certificateless 

private/public key generation was described for    
  which are 

the similar functions applied for    
 . Next, the entire node    

  

chooses a    
       secret value by computing     

  = 

      
   . The KPC is then utilized for generating 

public/private keys of the    
  over the    

  input parameters 

and     
 . Besides, a KPC in turn selects    

      , which is 

the BS's private key and too termed as skBS by returning the 

partial private/public key pair (   
 ,    

 ) on computation as 

shown: 

   
     

                (1) 

   
     

                   (2) 

   
     

          (   
     

      
 )               (3) 

Here,    
  termed as a BS's public key and called as     . 

Once    
  takes (   

  ,    
  ), this will authenticate whether 

the subsequent calculation grasps. 

   
      

       (   
     

      
 )               (4) 

In case the above equations are true, then    
  sets the full 

public key      
  = (    

  ,    
  ), full private key     = (   

 , 
   
 ), and thereby records RHj as the BS's public key termed 

    . 

3) Generation of Genesis Block: Once the generation of 

keys for entire nodes is accomplished, the BS distributes 

information to the entire    
 -sensor nodes through the 

message     that consist of a list of registration comprised of 

identifiers and the public keys of those nodes over      
      ,           (     ( )  ). 

The H-sensor node utilizes      verified beforehand for 
verifying      And signature. In case the successful 
verification is being inscribed to the innovative block through 

the witness node (one    
 -sensor node) underneath the PoW 

scheme. Formerly, the witness node broadcasts the block 
instantly, and once over 50% of the consent node authenticates 
over the block, it specifies that this was noted on the 
mechanism of blockchain. The block produced initially is too 
termed as the block of genesis. 

In case the authentication fails, the H-sensor nodes 
broadcast the warning messages         regarding the 

hacked base station or else the pseudo-BS attack. Those 
warning messages are then collected in the message pool by 
the witness node. As soon as over 50% of the nodes broadcast 
a piece of comparable warning information, the message is 
written to a new block by the witness node by propagating 
them to the other nodes for the purpose of verification. Till the 
nodes more than 50% verify and pass new 0block, this is 
chained as their individual blockchain nearby. This means that 
BS is being negotiated and therefore requires some human 
interventions for checking and recovering the BS. This is 
worth notable that in case the genesis block is not being linked 
to the local blockchain, H-sensor is simply required to link a 
new block that stores the warning data to the local blockchain. 

Else, owing to the blockchain's tamper-proofing property,    
 -

sensor relates the new block afterward the block of genesis; 
this means the blockchain that comprises H-sensors is termed 
trust mechanism, and the entire blockchain information could 
not be modified. 

C. Secure Key Management Scheme 

The construction of secured key management is described 
in a detailed manner depending on the blockchain that 
comprises various phases. This is the system design's epitome 
that includes node registration. Table I represents the list of 
notations, grouping, and movement. Also, the solutions for 
presenting the deterministic detection of compromised nodes 
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are also offered. The common model is that a blockchain to be 
the trusted database that offers protected decision making. 
This is a reliable database, and reliably it stores the variations 
in the sensor state. The major notations for this scheme are 
illustrated: 

TABLE I. NOTATIONS LIST 

Notation Definition 

BS Base Station 

      bit prime number 

      
Public key of KGC 

            

     Master private key 

   An additive cyclic group's point generator    

    Group of integers that are multiplicative 

E An elliptic curve 

            are the elliptic curve parameters 

     
Any node's full public key   ,  
    (     )  

     
Any node's full private key   ,  
    (      )  

     Pairwise master key between    and    

     Pairwise encryption key between    and    

    
Cluster key which is distributed between 

nodes of the    cluster 

    (       )  
Message authentication code using hash 

computation with message     and key     

    
   (   )  

Algorithm of symmetric key encryption for 

encrypting the messages     with          

D. Formation of Blockchain using PoW Detection Algorithm 

and Data Aggregation 

Blockchain mechanism is a distributed, trusted record that 
is very appropriate for the P2P systems and thus functional for 
the protection of privacy and social networks. Moreover, due 
to the establishment of high-cost blockchain among the 
resource constraint    --sensor nodes, a mechanism of 
consensus, is much critical for resolving the issue of excessive 
consumption of resources can resolve the issue of unnecessary 
consumption of a resource was very critical. 

The system of consensus acts as a blockchain technology 
core; hence several great kinds of research on the mechanism 
of consensus have emerged. Though the consumption of 
resources is small in Paxos and Raft algorithm, the nodes can't 
be able to reach a consensus if there is a malicious attack like 
random process errors. Likewise, the PBFT scheme does not 
have good scalability. Therefore, an algorithm of proof of 
work (PoW) is employed in WSNs. This avoids the 
consumption of a huge amount of computational power and 
has the process of a faster-producing block in the blockchain. 
On the other hand, lower consumption of energy is highly 
suitable for WSN. Because of the quick speed of block 
production, H-sensor nodes could reach consensus quickly and 
thus makes a decision on the issue. Also, this proposed 
algorithm makes the blockchain system more scalable for 

connecting sensor nodes. By means of this approach, it is 
contentious in relation to decentralization degree and having 
the features of trust from the cryptographic and mathematical 
systems that are highly helpful for constructing the dispersed 
management of key with trustworthiness. By considering the 
traditional WSN scenarios, the proposed one makes a 
compromise option for trust-based requirements. 

The PoW detection scheme illustrates a system that needs 
a non-significant but feasible quantity of effort for 
determining the malicious nodes or malicious use of 
computing power like sending spam emails or injecting denial 
of service (DoD) attacks. This concept was adopted to secure 
digital money and was introduced by Hal Finney in 2004 from 
the idea of "reusable proof of work" using the SHA-256 
hashing scheme. It is considered that the most trustworthy 
approach for achieving consensus in blockchain technology, 
and it helps in attaining decentralization, thereby ensuring 
transaction validation. Thus, the use of this detection 
algorithm helps in identifying malicious activities both in the 
base station and nodes. 

E. Aggregation of Data using Elgammal Approach 

This technique employs the Elgammal scheme for data 
aggregation, which employs encryption and decryption 
phases. For the cluster head selection, encryption has been 
processed. The cluster member developed was employed for 
the data acquisition and cluster weight determination. On 
performing the logic of aggregation, the members are 
subjected to the phase of data aggregation. The aggregated 
data transferred is being subjected to the analysis of 
performance for the estimation of the proposed scheme. Also, 
Knapsack based energy efficient protocol has been employed 
in the proposed method for the formation of the cluster. Thus, 
from this, the shortest path prediction was estimated by means 
of establishing route establishment with the energy-optimized 
path. 

The process of Elgammal encryption is the system of a 
public-key cryptographic scheme that utilizes asymmetric key 
encryption for the purpose of communication among two 
parties and thus for encrypting the messages [20]. The data 
aggregation-based Elgammal encryption system is defined 
below. In this, the algorithmic steps for encryption, data 
aggregation, and decryption of the aggregated data has been 
described as shown: 

The input of the data aggregation algorithm is sensor data 

  
  and the output will be aggregated data      , encrypted 

data   
  and decrypted data   

     
. Initially, the key 

generation process takes place at which the large prime 
numbers p will be chosen, and the primitive root is estimated 
as follows: 

      (   )              (5) 

Then, the m, n are chosen randomly among the limit of 
(       ) and (       ) correspondingly. The 
secret integer is computed as follows: 

     (    )              (6) 
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The combined public keys are represented by *     + , 
followed by private keys as {m, n}. The data sensed is then 
encrypted with the public keys, and the following process is 
carried out in the encryption process performance as shown: 

     (     )              (7) 

  
    

    (     )             (8) 

//  
  is the cryptography text. 

After that, the process of data aggregation is performed for 
the entire sensed information by, 

        
     

       
              (9) 

Finally, the decryption is carried out for the aggregated 
data as: 

     (     )            (10) 

  
     

         
 ̅̅ ̅(     )          (11) 

F. Cluster Formation using Knapsack based Protocol 

The proposed system employs an energy-efficient protocol 
based on Knapsack to enhance overall system performance 
and cluster formation. This approach provides a fast variation 
for memory overhead, low network utilization, low 
processing, and dynamic link conditions, which thus uncast 
the destinations routing in the Ad hoc networks. Fig. 3 
indicates the cluster formation of our proposed system. 

The Knapsack with the energy-based approach is 
employed for the process of cluster formation. In this, the 
input is the Sensor nodes    , Base station   , sensors data   

  
and the output will be selected Cluster head    , selected 
cluster member    . At first, the entire number of nodes N 
are being deployed in the dimensions of network    . The 
entire elements in the established network are in the stationary 
mode only, and the nodes deployed energy are not recharged 
back that are in the heterogeneous environment. The entire 
sensor nodes are employed as a power control for the varying 
transmit power amount. The entire nodes are termed as BS 
locations that are located at the sensor field. Each sensor node 
has the unique identity    . The energy usage for the 

transmission of the sensed packet   
  at distance    is 

represented as 

   (    )  {
            

     

            
     

         (12) 

Here 

   – the free space 

   – multipath fading channel model 

      – electronic energy that depends on some factors 

includes the modulation and digital coding  

  – threshold distance 

The energy consumption taken for receiving such packet is 
shown as: 

   ( )                    (13) 

 

Fig. 3. Cluster Formation. 

Based on the probability, the random nodes are selected by, 

   
   

     (     (
 

   
)
           (14) 

Here, 

    is the percentage of neighbor nodes number 

Then, the neighbor node selection based on the Euclidean 

distance is illustrated as shown: 

   √(     )
  (     )

           (15) 

                    (16) 

   – distance between random nodes and member nodes. 

   – distance between random nodes and base station   . 

The number of nodes for each sensor is found, and the set 
is formed with respect to distance as. 

          

          

   √(     )
 
 (     )

 
          (17) 

         //                 

  * +  * + //    –cluster member group 

Finally, the CH selection is generated based on the multi-
objective fitness function attained from the knapsack problem 
having two parameters like residual energy and the sensing 
range   

         [
    
       

 

    
 ]    [

     

  
]         (18) 

Here,     
  – maximum residual energy. 

    
  – residual energy for sensors. 

   – maximum sensing range. 
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   sensing range of each sensor. 

     are the constant value with a random number. 

The list of those members and the information on formed 
CH will be stored in the routing table, and the routing table is 
utilized for selecting the second CH once certain rounds are 
completed. The presented approach employs a simple model 
for communication energy consumption. Based on the receiver 
and transmitter distance, the multipath fading channel or the 
free space method was employed. 

The required energy to transmit packets over that distance 
was established in the above-mentioned steps. The energy 
consumption of receiving the packets is found in the next step. 
Afterward, the random deployment, random number of nodes 
were selected on the probability basis for the chosen node SR. 
Depending on the provided equation, the random nodes are 
selected. On following this, the neighbor nodes are determined 
based on the Euclidean distance, which thus offers distance 
among the member and random nodes. 

IV. PERFORMANCE ANALYSIS 

The performance is estimated and the outcomes attained 
are related to the traditional mechanisms to verify the 
efficiency of the projected strategy. 

Fig. 4 is the comparative analysis of the packet's arrival 
rate. The average delay of the packets in a slot-wise manner is 
estimated, and the outcomes of the proposed scheme. We 
compared with the existing techniques like TB-BP, QL-BP, 
RLBC, and Blockchain MDP [21]. The analysis shows that 
the proposed system delivers a good outcome by giving a 
reduced range of delay rates. 

Fig. 5 illustrates a comparative estimation of the arrival 
rate of the packets vs. the average delay of packets (slots) with 
50% malicious node presence. The proposed system delay is 
estimated and is correlated with the existing techniques like 
TB-BP, QL-BP, RLBC, and Blockchain MDP. The 
comparative analysis represents that the proposed mechanism 
offers a lower delay rate with a 50% malicious node. Thus, the 
system is effective than others. 

 

Fig. 4. Comparative Estimation of the Arrival Rate of the Packets. 

 

Fig. 5. Comparative Estimation of the Arrival Rate of the Packets with 50% 

Malicious Nodes. 

 

Fig. 6. Comparative Estimation of Delay Ratio of the Packets. 

The overall delay ratio of the proposed detection system is 
estimated. The proposed scheme will indicate the outcomes 
attained and compared with the traditional mechanisms like 
PSO, MDP, SDRVM, TCR, and RLNN [22] in Fig. 6. The 
analysis shows that the existing system has a higher delay 
ratio, whereas the proposed scheme offers a better delay ratio 
than other existing methods. Therefore, the proposed approach 
is said to be an effective one in comparing the other traditional 
techniques. 

V. CONCLUSION 

A blockchain-based data aggregation scheme was 
presented along with the certificateless key generation. The 
significant contribution of the proposed work was to generate 
the certificateless key, which provides the expiring time of 
key, and to employ blockchain technique with the use of PoW 
detection scheme integrated with data aggregation procedure. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

236 | P a g e  

www.ijacsa.thesai.org 

Then the formation of the cluster was carried out by the 
routing protocol. Thus, the use of blockchain and key 
generation aids in secured storage and transmission of packets. 
The performance analysis was carried out in terms of the 
packet's delay ratio, average delay, and arrival rate. The 
outcomes attained were compared with existing techniques, 
and the effectiveness of the proposed scheme over existing 
methods was projected. In future we aim to enhance the 
proposed approach with high level cryptosystems with cure 
the energy efficient. 

REFERENCES 

[1] X. Wang, S. Garg, H. Lin, G. Kaddoum, J. Hu, and M. S. J. I. I. o. T. J. 
Hossain, "A secure data aggregation strategy in edge computing and 
blockchain empowered Internet of things," 2020. 

[2] I. Mosavvar and A. Ghaffari, "Data aggregation in wireless sensor 
networks using firefly algorithm," Wireless Personal Communications, 
vol. 104, no. 1, pp. 307-324, 2019. 

[3] L. Zhu, K. Gai, and M. Li, "Blockchain and Internet of Things," in 
Blockchain Technology in Internet of Things: Springer, 2019, pp. 9-28. 

[4] M. Kaur and A. J. A. H. N. Munjal, "Data aggregation algorithms for 
wireless sensor network: a review," vol. 100, p. 102083, 2020. 

[5] S. Ghai, V. Kumar, R. Kumar, and R. Vaid, "Optimized Multi-level 
Data Aggregation Scheme (OMDA) for Wireless Sensor Networks," in 
Mobile Radio Communications and 5G Networks: Springer, 2021, pp. 
443-457. 

[6] B. VANASWI and S. Suresh, "Secure Data Aggregation Technique for 
Wireless Sensor Networks in the Presence of Various Attacks." 

[7] R. Aishwarya, S. S. J. A. i. N. Babu, and A. Sciences, "Privacy-
preserving access control on data aggregation for wireless sensor 
networks," vol. 11, no. 6 SI, pp. 224-232, 2017. 

[8] Z. Cui et al., "A hybrid blockchain-based identity authentication scheme 
for multi-WSN," vol. 13, no. 2, pp. 241-251, 2020. 

[9] P. S. Mehra, M. N. Doja, and B. J. I. J. o. C. S. Alam, "Codeword 
Authenticated Key Exchange (CAKE) lightweight, a secure routing 
protocol for WSN," vol. 32, no. 3, p. e3879, 2019. 

[10] R. Goyat et al., "Blockchain-based data storage with privacy and 
authentication in Internet-of-things," 2020. 

[11] Y. Ren, Y. Liu, S. Ji, A. K. Sangaiah, and J. J. M. I. S. Wang, "Incentive 
mechanism of data storage based on blockchain for wireless sensor 
networks," vol. 2018, 2018. 

[12] R. L. Kumar, F. Khan, A. L. Imoize, J. O. Ogbebor, S. Kadry, and S. J. 
I. A. Rho, "Blockchain-Based Wireless Sensor Networks for Malicious 
Node Detection: A Survey," 2021. 

[13] Y. Zeng, X. Zhang, R. Akhtar, and C. Wang, "A blockchain-based 
scheme for secure data provenance in wireless sensor networks," in 2018 
14th International Conference on Mobile Ad-Hoc and Sensor Networks 
(MSN), 2018, pp. 13-18: IEEE. 

[14] N. Tariq, M. Asim, F. A. Khan, T. Baker, U. Khalid, and A. J. S. 
Derhab, "A blockchain-based multi-mobile code-driven trust mechanism 
for detecting internal attacks in the internet of things," vol. 21, no. 1, p. 
23, 2021. 

[15] L. Zhang, F. Li, P. Wang, R. Su, and Z. J. I. I. o. T. J. Chi, "A 
Blockchain-Assisted Massive IoT Data Collection Intelligent 
Framework," 2021. 

[16] I. Ullah and H. Y. J. J. o. S. Youn, "Efficient data aggregation with node 
clustering and extreme learning machine for WSN," vol. 76, no. 12, 
2020. 

[17] S. Hu, L. Liu, L. Fang, F. Zhou, and R. J. I. A. Ye, "A novel energy-
efficient and privacy-preserving data aggregation for WSNs," vol. 8, pp. 
802-813, 2019. 

[18] J. Zhang, P. Hu, F. Xie, J. Long, and A. J. I. A. He, "An energy-efficient 
and reliable in-network data aggregation scheme for WSN," vol. 6, pp. 
71857-71870, 2018. 

[19] A. Ahmed and S. Abdullah, "Cloud-based Energy Efficient and Secure 
Service Provisioning System for IoT using Blockchain," 2021. 

[20] M. K. Al-name and S. M. Ali, "Improved El Gamal public-key 
cryptosystem using 3D chaotic maps," Bulletin of Electrical Engineering 
and Informatics, vol. 10, no. 1, pp. 404-411, 2021. 

[21] J. Yang, S. He, Y. Xu, L. Chen, and J. J. S. Ren, "A trusted routing 
scheme using blockchain and reinforcement learning for wireless sensor 
networks," vol. 19, no. 4, p. 970, 2019. 

[22] M. Revanesh and V. J. T. o. E. T. T. Sridhar, "A trusted distributed 
routing scheme for wireless sensor networks using blockchain and 
meta‐heuristics‐based deep learning technique," p. e4259, 2021. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

237 | P a g e  

www.ijacsa.thesai.org 

Statistical Analysis for Revealing Defects in Software 

Projects: Systematic Literature Review 

Alia Nabil Mahmoud
1
, Vítor Santos

2
 

Information Management” Systems Management and Information Technologies” 

NOVA IMS – Information Management School, Universidade Nova de Lisboa, Lisboa, Portugal 

 

 
Abstract—Defect detection in software is the procedure to 

identify parts of software that may comprise defects. Software 

companies always seek to improve the performance of software 

projects in terms of quality and efficiency. They also seek to 

deliver the soft-ware projects without any defects to the 

communities and just in time. The early revelation of defects in 

software projects is also tried to avoid failure of those projects, 

save costs, team effort, and time. Therefore, these companies 

need to build an intelligent model capable of detecting software 

defects accurately and efficiently. The paper is organized as 

follows. Section 2 presents the materials and methods, PRISMA, 

search questions, and search strategy. Section 3 presents the 

results with an analysis, and discussion, visualizing analysis and 

analysis per topic. Section 4 presents the methodology. Finally, in 

Section 5, the conclusion is discussed. The search string was 

applied to all electronic repositories looking for papers published 

between 2015 and 2021, which resulted in 627 publications. The 

results focused on finding three important points by linking the 

results of manuscript analysis and linking them to the results of 

the bibliometric analysis. First, the results showed that the 

number of defects and the number of lines of code are among the 

most important factors used in revealing software defects. 

Second, neural networks and regression analysis are among the 

most important smart and statistical methods used for this 

purpose. Finally, the accuracy metric and the error rate are 

among the most important metrics used in comparisons between 

the efficiency of statistical and intelligent models. 

Keywords—Defects; software projects; statistical model; linear 

regression; logistic regression 

I. INTRODUCTION 

Software companies aim to improve the quality of 
software projects in terms of their accuracy and efficiency. 
Software companies consume from 50% to 75% of the total 
budget of software projects in finding and fixing defects in 
those projects [1]. In the CHAOS report, many software 
projects vary in size (small, medium, and large projects) and, 
therefore, cost. These projects use many software 
development methods such as waterfall and agile. Several 
software projects failed due to the development and testing 
phase, as shown in Table I. A standard software development 
cycle has six phases, namely, planning, analysis, design, 
implementation, testing, and maintenance. In the development 
phase, developers modify source code that may lead to many 
defects in a software project. In modifications, developers 
should be careful not to produce any new defects in these 
projects. The testing phase is crucial to software projects. It is 
responsible for delivering the final project or product 
efficiently to customers without any defects and in time. Many 

factors, such as McCabe and Halstead, help developers find 
and fix defects in those projects, as shown in Table II. 
Nevertheless, there is difficulty in using these factors in 
medium and large-scale projects. Thus, developers need a 
statistical or intelligent model capable of predicting defects in 
software projects accurately and efficiently. 

Many reasons lead to the failure of software development 
projects. These are the lack of experience of the project team, 
lack of knowledge of the code language, insufficient 
experience in the field, etc. Software defects in the 
development phase are among the most critical problems 
facing software companies because the many defects lead to 
those projects' failure. The avoidance of software defects is to 
gain clients' trust by providing a quality product. According to 
the CHAOS report, many software projects still fail because of 
the many reasons that have been mentioned earlier [2]. 
However, the direct reason for these projects' failure is the 
emergence of many software defects, as shown in Table I [2]. 

It was performed a compressive study about the relevant 
related work using PRISMA methodology. The PRISMA 
explanation gives the minimum set of items for detailing a 
precise audit. It comprises the four-phase flow diagram, which 
permits us to utilize the Clarification and Elaboration 
document to go through cases and clarifications and find the 
meaning and method of reasoning for each item on the 
checklist. For a clear understanding of PRISMA, perusing the 
Clarification and Elaboration document is unequivocally 
recommended. The PRISMA Stream Graph delineates the 
stream of data through the diverse stages of a Precise Audit. It 
maps out the number of records recognized, included, and 
prohibited and the reasons for avoidances. 

TABLE I. CHAOS REPORT BY AGILE VERSUS WATERFALL [2] 

Size Method Successful Challenged  Failed 

All Size  

Projects 

Agile 

(Scrum) 
39% 52% 9% 

Waterfall 11% 60% 20% 

Large Size 

Projects 

Agile 
(Scrum) 

18% 29% 53% 

Waterfall 3% 55% 42% 

Medium 

Size 
Projects 

Agile 
(Scrum) 

27% 62% 11% 

Waterfall 7% 68% 25% 

Small Size 

Projects 

Agile 
(Scrum) 

58% 38% 4% 

Waterfall 44% 45% 11% 
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TABLE II. SOFTWARE METRICS OF MCCABE AND HALSTEAD TO REVEAL 

SOFTWARE DEFECTS [7] 

Factor ID  Factor Description 

1 Loc McCabe‟s line count of code 

2 v(g) McCabe „„cyclomatic complexity‟‟ 

3 eV(g) McCabe „„essential complexity‟‟ 

4 Iv(g) McCabe „„design complexity‟‟ 

5 N Halstead total operators + operands 

6 V Halstead „„volume‟‟ 

7 L Halstead „„program length‟‟ 

8 D Halstead „„difficulty‟‟ 

9 I Halstead „„intelligence‟‟ 

10 E 
Halstead „„effort‟‟: effort to write 
program 

11 B 
Halstead „„Number of Delivered 

Bugs‟‟ 

12 T 
Halstead‟s time estimator: time to 

write program 

13 LOCode Halstead‟s line count 

14 LOComment 
Halstead‟s count of lines of 
comments 

15 LOBlank Halstead‟s count of blank line 

16 LOCodeAndComment 
Halstead‟s count of lines which 

contain both code and comments 

17 uniq_Op Unique operators 

18 uniq_Opnd Unique operands 

19 total_Op Total operators 

20 total_Opnd Total operands 

21 branchCount Of the flow graph 

22 defects 
Module has/has not one or more 

reported defects 

Many researchers, such as [3] and others [4]; [5] have 
suggested many factors to detect software defects. However, 
to date, there is no formal study to determine the critical 
factors to help software companies detect software defects 
with a reasonable degree of accuracy. Most researchers such 
as [6] and others also used scientific methods and models to 
detect software defects, but these models were weak in 
accuracy and results. Thus, software companies need a formal 
study to determine the critical factors to build a statistical 
model capable of detecting software defects with high results 
and accuracy. 

The paper is organized as follows. Section 2 presents the 
materials and methods, PRISMA, search questions, and search 
strategy. Section 3 presents the results with an analysis, and 
discussion, visualizing analysis and analysis per topic. 
Section 4 presents the methodology. Finally, in Section 5, we 
discuss the conclusion. 

II. MATERIALS AND METHODS 

The methodology is composed of three steps. First, 
PRISMA was used to find appropriate manuscripts in our 
research based on the manuscript title and the experimental 

results of the manuscripts. Second, bibliometric analysis was 
used to find the common terms that influence the revealing of 
software defects in terms of critical factors, performance 
metrics, and intelligent and statistical methods. Finally, the 
manuscripts were analyzed in detail to extract the most 
important factors and statistical methods used in detecting 
software defects and linking them to the results of the 
bibliometric analysis. 

The systematic literature survey presents an evaluation of 
the scientific community's contributions to the topic of 
revealing software defects by using a rigorous and auditable 
methodology based on the PRISMA approach. 

The PRISMA method is composed of five phases, as 
follows: 

 Identification of relevant manuscripts of the domain or 
domains. 

 Screening of titles, abstracts, papers without 
experiments, and position papers. 

 Eligibility analysis. 

 Full-text screening exclusion. 

 Final papers to be analyzed in detail. 

It was also adopted a bibliometric map; the bibliometric 
map is used to find the relationships between common 
software defects domain terms [8]. To this end, three phases 
were followed, evaluating the following quantities: 

 Words frequency. 

 Most common words. 

 Frequency of these common words in the final 
manuscripts of the study. 

By following PRISMA [9].this section is structured in the 
following way: (1) our research questions, (2) followed paper 
search strategy, (3) bibliometric map, (4) inclusion and 
exclusion criteria, and (5) final paper selection. 

A. Research Questions 

The study aims to provide a state-of-the-art review of 
current research efforts in revealing software projects. It was 
started by introducing the reader to specific topics concerning 
research objectives and employed methods. Particularly, the 
survey addresses the following research questions, aiming to 
identify the adoption techniques that have been applied in the 
overall domain of revealing software defects: 

RQ1: What kinds of metrics have been adopted in software 
defects (SD)? 

RQ2: Which statistical or intelligent techniques have been 
adopted for SD? 

RQ3: What performance metrics have been adopted in the 
literature in the prediction of SD? 

B. Search Strategy 

A literature survey, generally, recommends searching 
several available journal and conference paper repositories to 
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determine if similar work has already been performed, aiding 
in locating potentially relevant studies. The papers counted 
were searched in two electronic repositories, Scopus, and Web 
of Science. This study's covered topics were multidisciplinary, 
including, Software, Computer Science, Engineering, 
Mathematics, Environmental Science, Telecommunications, 
and Multidisciplinary Sciences. However, both repositories 
were used. The analysis showed that most of the publications 
from Web of Science were in Scopus as well. A repeated 
search process was performed to identify publications that 
have in their titles, abstracts, or keywords the following 
expressions: "software-defects" (or software defects, or defect 
or projects defects), and "machine learning" in Fig. 1. 

Phase 1, the search string was applied to all electronic 
repositories looking for papers published between 2015 to 
2021, which resulted in 627 publications. 

Phase 2 followed a 5-step approach. In step 1, we excluded 
manuscripts based on titles (e.g., software defects, regression, 
and machine learning), which narrowed the set to 211 
publications. In step 2, we excluded manuscripts based on 
abstracts screening, which resulted in 117 publications. In the 
following step 3, we excluded manuscripts reporting research 
without experiments, resulting in 83 publications. 

Subsequently, in step 4 of phase 2, we excluded position 
manuscripts which gave us the final figure of 29 publications, 
as shown in Fig. 2. 

 

Fig. 1. Search query for Scientific Manuscripts to Extract the Best Studies in 

Software Defects. 

 

Fig. 2. Scientific Steps for Analyzing the Proposed Manuscripts “PRISMA 

Flow Chart”. 

In phase 3, manuscripts underwent a full-text reading and 
review, which lead to no exclusions (the result of phase 4).  

As a result of our paper selection approach, the final list 
included 29 manuscripts (phase 5), analyzed in detail in this 
paper. These were further divided into the following four 
categories, as shown in Tables III and IV. 

 Regression analysis studies to reveal Software Defects. 

 Studies of Software Defects Prediction. 

TABLE III. REGRESSION ANALYSIS STUDIES TO REVEAL SOFTWARE 

DEFECTS 

No Ref Application Dimensions 

Method of 

Solution and 

Performance 

Metrics 

1 

S.N. 
Umar[10

] 

Software testing 
defect 

prediction 

model-a 
practical 

approach 

Total number of 

test cases executed, 
test team size, 

allocated 

development 
effort, test case 

execution effort, 

and the total 
number of 

components 

delivered 

Multiple linear 

regression. R 

square and 
standard error 

2 

(Dhiaudd
in & 

Ibrahim, 

2012)[11
] 

A Prediction 

Model for 

System Testing 
Defects using 

Regression 

Analysis 

Software 

complexity, test 

process, errors, the 
severity of the 

defect, and validity 

of defect  

Multiple linear 

regression. 
Adjusted R 

square  

3 

E. A. 

FELIX 

and et al 

[12] 

Integrated 

Approach to 
Software 

Defect 

Prediction 

Defect 
acceleration, 

namely, the defect 
density, defect 

velocity, and 

defect introduction 
time 

Statistical 
analysis. 

Adjusted R 

square and 

correlation 

coefficient 

4 

D. 

VERMA 
and et al 

[13] 

Prediction of 

defect density 

for open source 
software using 

repository 

metrics 

software size, 

number of 

developers, 
commits, and the 

total number of 

defects  

Multiple linear 

regression. R 

square 

5 

D. 

Sharma 
and et al 

[14] 

Identification of 

latent variables 

using factor 
analysis 

and multiple 

linear 
regression for 

software fault 

prediction 

Coupling between 
object classes, 

depth of 

inheritance tree, 
lack of cohesion of 

methods, and 

weighted methods 
per class 

Multiple linear 
regression. R 

square and 

Adjusted R 
square 

6 

O. Sari 

and et al 
[15] 

Use of Logistic 
Regression 

Analysis for 
Bug Prediction 

Weighted method 

count, depth of 

inheritance tree, 

lack of cohesion in 
methods, number 

of attributes, and 
number of methods 

Logistic 

regression. 
Standard error 

7 

G. 

MAUSA 
and et al 

[16] 

Software 

Metrics as 

Identifiers of 
Defect 

Occurrence 

Severity 

Software size, 

number of code 
lines, and the total 

number of defects. 

Correlation 
coefficients and 

logistic 

regression. 
Error rate 

(software-defects OR defect OR projects) AND (OR “data mining” 

OR forecasting OR “machine learning” OR “neural network" OR 
“clustering" OR “artificial intelligence” OR “prediction” OR “predictive” 
OR “statistical” OR analysis”) 
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8 

Peng H. 

and et al 

[17] 

presented a 

model for 
predicting 

defects in 

software 
projects 

Software size, 
number of code 

lines, and the total 

number of defects. 

Logistic 

regression. 

Standard error 

9 

M. 

Dhillon 
and et al 

[18] 

An empirical 

model for fault 

prediction on 
the basis 

of regression 

analysis 

Weighted method 

count, depth of 
inheritance tree, 

lack of cohesion in 

methods, number 
of attributes, and 

number of methods  

Logistic 
regression.  

Precision, 

recall, and f1 
measure 

10 

X. Chen 
and et al 

[19] 

Multi-Objective 

Effort-Aware 
Just-in-Time 

Software Defect 

Prediction 

diffusion [Number 
of modified 

subsystems], size 

[line of codes], 
history [The 

number of unique 

changes to the 
modified files], 

and finally, 

experience 
[Developer 

experience]. 

Logistic 
regression.  

Accuracy  

TABLE IV. STUDIES OF SOFTWARE DEFECTS PREDICTION 

No Ref Application Dimensions 

Method of 

Solution and 

Performance 

Metrics 

1 
A. H. 

Yousef [7] 

Extracting 

software static 

defect models 
using 

data mining  

McCabe and 

Halstead 
metrics 

Data mining 

techniques. 
Accuracy, 

Precision, 

Recall, and F1 
score 

2 

Karuna P 

and et al 

[20]  
 

 

Statistical 

analysis of 
metrics for 

software 

quality 
improvement 

Violation of 

programming 
standards, error 

in data 

representation, 
error in design 

logic, and 

assorted error 
type  

Statistical 
analysis. Mean 

and standard 

deviation 

3 

Sukanya. V 

and et al 

[21] 

An enhanced 
evolutionary 

model for 

software defect 
prediction  

McCabe and 

Halstead 

metrics 

Enhanced 

genetic 
algorithm, 

genetic 

algorithm, and 
neural network. 

Precision 

4 

Y. Koroglu 

and et al 

[22] 

Defect 

prediction on a 
legacy 

industrial 

software: a 

case 

study on 

software with 
few defects 

Product and 

process metrics  

Data mining 

techniques. 

AUC 

5 

L. KUMAR 
and et al 

[23] 

An effective 

fault prediction 
model 

developed 

using an 
extreme 

learning 

machine with 

Complexity, 

coupling, 
cohesion, and 

inheritance in 

the code 

Extreme 

learning 
machine with 

various kernel 

methods (e.g., 
Linear kernel, 

Polynomial 

kernel, and 

various kernel 

methods 

Sigmoid kernel). 

Accuracy 

6 

F. Zhang 

and et al 

[24] 

Towards 

building a 

universal 
defect 

prediction 

model 

The weighted 

method 

programming 
language, issue 

tracking, total 

lines of code, 
total number of 

files, the total 

number of 
commits, and 

the total number 

of developers  

K-mean 
clustering. AUC 

7 

A. Marandi 

and et al 
[25] 

An approach of 
statistical 

methods for 

improving 
software 

quality 

 

Post-delivery 
rework effort, 

actual effort, 
cost of the 

appraisal, cost 

of prevention, 
and cost of 

failure  

Statistical 

analysis. 
Standard error 

8 

G. 
RajBahadur 

and et al 

[26] 

The impact of 

using 
regression 

models to build 

defect 
classifiers 

Object-oriented 

metrics 

Linear 

regression, 
logistic 

regression, 

random forest, 
support vector 

machine, and 

neural network. 
AUC 

9 

S. Rathore 

and et al 

[27] 

Predicting the 

number of 
faults in a 

software 

system using 
genetic 

programming 

Total number of 

modules, 

number of lines 
of code, and 

number of 

faulty modules 

Genetic 

programming.  
Recall and error 

rate 

10 

M. Sirshar 

and et al 
[28]  

Comparative 

Analysis of 

Software 

Defect 
Prediction 

Techniques 

Product and 

process metrics 

Neural Network, 

Naive Bayes, 

Deep Forest 
technique. Error 

rate 

11 

M. Rawat 
and et al 

[29] 

Software 

defect 
prediction 

models for 

quality 
improvement: 

a literature 

study 

Object-oriented 

code, product, 

and process 
metrics 

Regression 
models. 

Accuracy 

12 
S. Feng and 

et al [30] 

Complexity-

based 

Oversampling 
Technique to 

alleviate the 

class 
imbalance 

problem in 

software defect 
prediction 

Line of code, 
number of 

children, and 

weighted 
method per 

class 

Complexity-

based 

Oversampling. 
Error rate 

13 
S. Patil and 

et al [31] 

Predicting 

software defect 

type using 
concept-based 

classification 

Interface, 
syntax, and 

standard [build-

config-install] 

Concept-based 

Classification. 
F1 score 

14 

J. 
Jiarpakdee 

and et al 

[32] 

The impact of 
automated 

feature 

selection 

inconsistent 

and correlated 

Automated 
Spearman 

correlation. 

Error rate 
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techniques 

on the 
interpretation 

of defect 

models 

15 

A. Bangash 

and et al 
[33] 

On the time-

based 

conclusion 
stability of 

cross-project 

defect 
prediction 

models 

Time, types of 

the projects, 

software 
development 

process 

Mathews 
Correlation 

Coefficient. F-

score 

16 

S. Morasca 
and et al 

[34] 

On the 
assessment of 

software defect 

prediction 
models via 

ROC curves 

Lines of code 

and complexity 

Receiver 

Operating 

Characteristic. 
Error rate 

III. RESULTS, ANALYSIS, AND DISCUSSION 

This section introduces two main parts, which are 
bibliometric analysis and analyzing previous works in detail. 
The first part shows the relationships between common terms 
in intelligence, statistical techniques, and performance metrics 
used in the previous study. The second part seeks to find the 
scientific gap between proposed manuscripts in this study to 
build a novel model to overcome the issues for revealing 
defects in software projects. 

A. Visualizing Analysis 

It was used VOS viewer ("VOS viewer," n.d.), a 
Visualizing bibliometric network, to find common 
terminology in two areas: software defects and statistical 
techniques, across the 29 manuscripts under analysis. This tool 
supported the study with visual information enabling us to 
explore the relations between the domains of software defects 
and statistical techniques. Moreover, it helped to find the most 
common dimensions, clustering, and variety techniques able 
to answer the research questions. 

Fig. 3 represents the visualization of a network map that 
displays the relations between the most popular terminology, 
how it is linked. The larger node represents the popular 
terminology in manuscripts, and the size of it represents the 
number of times these words appeared in manuscripts. VOS 
viewer splits the terminology into clusters according to the 
relevance concerning each other. 

It was performed the analysis on the title and abstract 
using a binary counting method of 759 examined keywords 
with a minimum threshold of 2 occurrences, resulting in 57 
terminologies, as shown in the figure. The largest nodes 
representing the important nodes of each cluster in the 
network map are determined as" Regression" (red), "cluster" 
(yellow), "software engineering" (green), "neural network" 
(blue), and finally "software defect prediction" (purple). 

 

Fig. 3. The Relationships between the Common Terms using the Bibliometric Map. 
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Looking closer at the network map in Fig. 1, we can see 
that the 5 clusters are connected between them; for instance, 
the "regression" term is connected to "fault prediction model" 
in the same red cluster, it connected to "cluster" and 
"accuracy" in the yellow cluster, it is also connected to 
"software engineering" and "recall" in the green cluster. 
Finally, it is also connected to "neural network" and "feature 
selection" in the blue cluster; it is also connected to "software 
defect prediction "and "defect density." Besides, the term 
"software engineering" in the green cluster is connected to 
"cluster" in the yellow cluster, "regression" in the red cluster, 
and "neural network" in the blue cluster. Moreover, the terms 
"random forest" and "feature selection" are connected to 
"neural network" in the blue cluster, "recall" and "software 
engineering" in the green cluster, "cluster" in yellow cluster, 
"regression" and "fault prediction model" in the red cluster 
and "software defect prediction" and "defect density" in the 
purple cluster. 

Finally, by analyzing the network map in Fig. 1 was 
possible to identify the important terms in each cluster, as 
follows: 

 In the red cluster: "regression" and "software prediction 
model." 

 In the yellow cluster: "cluster" and "accuracy." 

 In the green cluster: "recall" and "software 
engineering." 

 In the blue cluster: "random forest", "feature selection" 
and "neural network" 

 In the purple cluster: "software defect prediction" and 
"defect density." 

B. Analysis per Topic 

RQ1 drove to look for metrics, data sources, and critical 
factors able to reveal software defects. Our review of papers 
S1 to S26 allowed us to extract such critical factors. 
Dimensions such as software status [No. of defects], OOP 
[Depth of Inheritance Tree and No. of Methods], McCabe 
Metrics [Line Count of Code], and Halstead Metrics [Effort to 
Write Program and Time to Write Program] seem to be highly 
considered when studying the revealing of software defects in 
software companies. Table V shows the variety of metrics 
used in predicting defects in software projects. The studies of 
S1, S4, and S16 relied on team dimension (team size and the 
number of developers) to predict software defects in software 
projects. The studies of S2, S3, S4, S7, S8, S12, S15, and S26 
relied on software status dimensions (software complexity, 
number of defects, and software size) to detect defects in those 
projects. Moreover, the studies of S5, S6, S9, S15, S16, S18, 
and S21 relied on the OOP dimension (coupling between 
object classes, depth of inheritance tree, number of methods) 
also to reveal defects in those projects. Also, the studies of S7, 
S8, S10, S11, S13, S16, S19, S22, and S26 relied on McCabe 
metrics (line count of code, cyclomatic complexity, essential 
complexity, and design complexity) to find the optimal 
intelligent techniques to predict defects in software projects. 
Finally, the studies of S1, S3, S11, S13, S16, S17, S25 relied 
on Halstead Metrics (total operators + operands, effort to write 
the program, number of delivered bugs, count of lines of 
comments, and time to write a program) to forecast defects in 
various software projects. We observed that four factors are 
the most used in predicting defects in software projects. These 
are the number of defects, depth of inheritance tree, number of 
methods, and line count of code. 

TABLE V. MAJOR FACTORS IN SOFTWARE DEFECT PROJECTS 

Dimensions 

  
Team Software status OOP McCabe Metrics Halstead Metrics 

Other 

Factors 
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S
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. 
U

m
a

r
 

[1
0

] 
S

1
 

Software 

testing defect 
prediction 

model-a 

practical 

✓ - - - - - - - - - - - - ✓ ✓ - - ✓ 

M
.D

. 
S

u
ff

ia
n

 

a
n

d
 e

t 
a
l 

S
2
 

[1
1

] 

A Prediction 
Model for 

System 

Testing 
Defects using 

Regression 

Analysis 

- - ✓ ✓ - - - - - - - - - - - - - ✓ 
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E
. 

A
. 
F

E
L

IX
 

a
n

d
 e

t 
a
l.

 S
3

 

[1
2

] 

Integrated 

Approach to 
Software 

Defect 

Prediction 

- - - ✓ - - - - - - - - - - - - ✓ ✓ 

D
. 

V
E

R
M

A
 a

n
d

 

e
t 

a
l.

 S
4

 [
1

3
] 

Prediction of 
defect density 

for open 

source 
software 

using 

repository 
metrics 

- ✓ - ✓ ✓ - - - - - - - - - - - - - 

D
. 

S
h

a
rm

a
 a

n
d

 e
t 

a
l.

 S
5

 

[1
4

] 

Identification 

of latent 
variables 

using factor 

analysis and 
multiple 

linear 

regression for 

software fault 

prediction 

- - - - - ✓ ✓ ✓ - - - - - - - - - ✓ 

O
. 

S
a
r
i 

a
n

d
 

e
t 

a
l.

 S
6

 [
1

5
] Use of 

Logistic 

Regression 

Analysis for 
Bug 

Prediction 

- - - - - - ✓ ✓ - - - - - - - - - - 

G
. 

M
A

U
S

A
 

a
n

d
 e

t 
a
l.

 S
7

 

[1
6

] 

Software 

Metrics as 

Identifiers of 
Defect 

Occurrence 

Severity 

- - - ✓ ✓ - - - ✓ - - - - - - - - - 

P
e
n

g
 H

. 
a

n
d

 

e
t 

a
l.

 s
8

 [
1
7

] presented a 

model for 
predicting 

defects in 

software 
projects 

- - - ✓ ✓ - - - ✓ - - - - - - - - - 

M
. 

D
h
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n
 a

n
d

 

e
t 

a
l 

s9
 [

1
8

] 

An empirical 
model for 

fault 

prediction on 
the basis 

of regression 

analysis 

- - - - - - ✓ ✓ - - - - - - - - - ✓ 

X
. 

C
h

e
n
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n

d
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t 

a
l.

 s
1

0
 [

1
9

] 

An empirical 
model for 

fault 

prediction on 
the basis 

of regression 

analysis 

- - - - - - - - ✓ - - - - - - - - ✓ 

A
. 

H
. 

Y
o

u
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f 

s1
1
 [

7
] 

Extracting 

software 

static defect 

models using 

data mining 

- - - - - - - - ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ - 

K
a

r
u

n
a

 P
 

a
n

d
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t 
a
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1
2

 

[2
0

] 

Statistical 

analysis of 
metrics for 

software 

quality 
improvement 

- - - ✓ - - - - - - - - - - - - - ✓ 
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S
u

k
a

n
y
a
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a
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d
 e

t 
a
l 

s1
3
 

[2
1

] 

An enhanced 

evolutionary 
model for 

software 

defect 
prediction 

- - - - - - - - ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ - 

Y
. 

K
o
r
o
g
lu

 a
n

d
 e

t 

a
l 

s1
4

 [
2

2
] 

Defect 
prediction on 

a legacy 

industrial 
software: a 

case study on 

software with 
few defects 

- - - - - - - - - - - - - - - - - ✓ 

L
. 

K
U

M
A

R
 a

n
d

 e
t 

a
l.

 s
1
5

 

[2
3

] 

An effective 

fault 
prediction 

model 

developed 
using an 

extreme 

learning 

machine with 

various 

kernel 
methods 

- - ✓ - - ✓ ✓ - - - - - - - - - - - 

F
. 

Z
h

a
n

g
 

a
n

d
 e

t 
a
l.

 s
1
6

 

[2
4

] 

Towards 

building a 
universal 

defect 

prediction 
model 
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A
. 

M
a
r
a

n
d

i 

a
n

d
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t 
a
l 
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7
 

[2
5

] 

An approach 
of statistical 

methods for 

improving 
software 

quality 
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G
. 

R
a
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a

h
a

d
u

r 

a
n

d
 e

t 
a
l 

s1
8
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6

] 

The impact of 

using 

regression 
models to 

build defect 

classifiers 

- - - - - ✓ ✓ ✓ - - - - - - - - - - 

S
. 

R
a
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o
r
e 

a
n

d
 

e
t 

a
l.

 s
1
9

 [
2

7
] 

Predicting the 

number of 
faults in a 

software 

system using 
genetic 

programming 

- - - - - - - - ✓ - - - - - - - - - 

M
. 

S
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sh
a
r
 

a
n

d
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t 
a
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 s
2
0

 

[2
8

] 

Comparative 

Analysis of 
Software 

Defect 

Prediction 
Techniques 

- - - - - - - - - - - - - - - - - ✓ 

M
. 

R
a

w
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t 
a

n
d
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t 

a
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2

1
 [

2
9

] Software 

defect 

prediction 

models for 
quality 

improvement: 

a literature 
study 

- - - - - ✓ ✓ ✓ - - - - - - - - - ✓ 
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S
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3
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Software 

defect 
prediction 

models for 
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a literature 

study 
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S
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P
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a
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J
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a
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d
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4
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] 
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prediction 

models for 
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a literature 
study 
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A
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B
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2

5
 [

3
3

] 

Software 

defect 

prediction 
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a literature 

study 
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S
. 

M
o
r
a
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t 

a
l 
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6

 [
3

4
] 

Software 
defect 

prediction 

models for 
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improvement: 

a literature 
study 

- - ✓ - - - - - ✓ - - - - - - - - - 

While addressing RQ2, we examined the techniques 
applicable in predicting defects in software projects. With this 
goal, we analyzed manuscripts S1 to S26 and noticed that 
techniques such as multiple linear regression, logistic 
regression, and machine learning are the most adopted, as 
shown in Table VI. Moreover, multiple linear regression was 
adopted by 23% of the analyzed manuscripts, whereas 
statistical analysis and data mining were the choices in 27% of 
manuscripts. Logistic regression accounted for 27% of the 
revised manuscripts. Also, machine learning techniques 
accounted for 19% of the revised manuscripts. Finally, the 
remaining 4% corresponded to the other intelligent techniques. 
We noticed four points. 

 Firstly, the studies (S1, S2, S4, S5, and S21) relied on 
multiple linear regression where S1 presented a model to 
predict defects in software projects to enhance the quality of 
software testing. This study seeks to find a suitable model to 
predict software defects to save effort, costs, and software 
companies' time. The results of this study show that R square 
and standard errors are 0.91 and 5.90%, respectively. S2 
presented a model for predicting defects in software projects 
to improve the testing process in those projects. Besides, the 
adjusted R square in multiple linear regression is 90%. S4 
presented a framework to predict defect density in open-
source software projects. The results of this study show that 

the R square in multiple linear regression is 0.86. S5 presented 
a model to predict faults in software projects. Furthermore, the 
results of this study show that R square and adjusted R square 
are 83% and 80%, respectively. S21 presented a review study 
to detect defects in a software project. It also seeks to find an 
optimal model to detect defects efficiently to save costs and 
time. Also, this study confirmed that regression models have 
achieved high results in terms of accuracy in detecting defects 
of software projects. 

Secondly, the studies (S6, S7, S8, S9, and S10) relied on 
logistic regression, where S6 presented an approach to 
improve the quality of software projects by detecting bugs in 
software projects efficiently. Also, the standard error in the 
proposed statistical technique is 0.24. S7 presented a study to 
detect defects in software projects in the early stage to save 
effort, money, and time. This study also depends on statistical 
techniques such as correlation coefficients and logistic 
regression. The results show that the accuracy in logistic 
regression is 91.2%, and the correlation coefficient is 0.95. S8 
presented a model for predicting defects in software projects. 
The result of this study shows that the standard error in 
logistic regression is 0.19. S9 presented an empirical model to 
predict fault in software projects. This study also depends on 
the binary logistic regression technique to predict defects in 
software projects. The results also show that the precision, 
recall, and f1 measures are 0.65, 0.9, and 0.79. S10 presented 
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a study to predict software defects by using logistic regression 
just in time. The results of this study show that the proposed 
technique is better than the state-of-the-art methods in terms 
of accuracy. The accuracy of the proposed technique is 0.73. 

TABLE VI. INTELLIGENT AND STATISTICAL TECHNIQUES IN SOFTWARE 

DEFECT PROJECT 

NO 

Multiple 

Linear 

Regression 

Logistic 

Regress

ion 

Statistica

l 

Analysis 

Data 

Minin

g 

Machine 

Learnin

g 

Othe

r 

S1 ✓ - - - - - 

S2 ✓ - - - - - 

S3 - - ✓ - - - 

S4 ✓ - - - - - 

S5 ✓ - - - - - 

S6 - ✓ - - - - 

S7 - ✓ - - - ✓ 

S8 - ✓ - - - - 

S9 - ✓ - - - - 

S10 - ✓ - - - - 

S11 - - - ✓ - - 

S12 - - ✓ - - - 

S13 - - - - ✓ ✓ 

S14 - - - ✓ - - 

S15 - - - - ✓ ✓ 

S16 - - - - ✓ - 

S17 - - ✓ - - - 

S18 ✓ ✓ - - ✓ - 

S19 - - - - - ✓ 

S20 - - - - ✓ - 

S21 ✓ ✓ - - - - 

S22 - - - - - ✓ 

S23 - - - - - ✓ 

S24 - - ✓ - - - 

S25 - - ✓ - - - 

S26 - - - - - ✓ 

Thirdly, the studies (S3, S11, S12, S14, S17, S24, S25) 
relied on statistical analysis and data mining techniques where 
S3 presented an approach to forecasting defects in software 
projects. It also depends on statistical regression such as 
multiple linear regression to predict defects in those projects. 
Besides, the adjusted R square in statistical regression is 
98.6%, and the correlation coefficient is 0.98. S11 presented a 
model to extract software static defects by using data mining 
techniques. The results of this study show that the accuracy in 
Association Rules, Decision Tree, Naive Bayes, and Neural 
Network is 77.2%, 76.6%, 73.2%, and 73.2%, respectively. 
Thus, Association Rules is better than Decision Tree, Naive 
Bayes, and Neural Network in terms of accuracy. S12 
presented a study to improve the quality of software projects 
using statistical analysis. The results of this study were 

evaluated in terms of projection of errors (total errors) and 
cumulative projection of severity errors (e.g., series, moderate 
and minor). It also shows that total errors in 2016 are more 
than in 2015 by 1.5%. 

Moreover, most severity errors are minor types. S14 
presented a study to predict defects in legacy industrial 
software using data mining techniques. The results of this 
study show that the area under the curve (AUC) in Random 
Forest, Logistic Regression, Decision Tree, Naive Bayes, and 
a combination of Random Forest + Logistic regression is 0.73, 
0.72, 0.66, 0.67, and 0.75. Thus, a combination of Random 
Forest + Logistic regression is better than Random Forest, 
Logistic Regression, Decision Tree, Naive Bayes. S17 
presented an approach to improve software quality and cost 
minimization using statistical analysis. The results of this 
study were evaluated in terms of standard error. The standard 
error in the statistical model is 0.13. S24 presented a study to 
evaluate the impact of automated feature selection techniques 
on the interpretation of defect models. This study investigated 
12 automated feature selection techniques in terms of 
consistency, correlation, performance, computational cost. By 
analyzing 14 publicly-available defect datasets, the results 
showed that the most important inconsistent metrics are highly 
correlated with the automated Spearman correlation of 0.85–1. 
S25 presented a study to predict defects in software models. 
This study applied the Mathews Correlation Coefficient-MCC 
to avoid defects in software models. MCC in F-score is less 
than 0.01. Therefore, the proposed technique is better than the 
state-of-the-art methods in terms of MCC. 

Fourthly, the studies (S13, S15, S16, S18, S20) relied on 
machine learning techniques where S13 presented a model to 
predict software defects by using an enhanced genetic 
algorithm. The results of this study were evaluated in terms of 
precision. It also confirmed that precision in enhanced genetic 
algorithm, genetic algorithm, and neural network is 0.93, 0.81, 
and 0.80, respectively. Thus, the enhanced genetic algorithm 
is better than the genetic algorithm and neural network. S15 
presented a model to predict effective faults in software 
projects using extreme learning machines with various kernel 
methods (e.g., Linear kernel, Polynomial kernel, and Sigmoid 
kernel). The results of this study were evaluated in terms of 
accuracy metrics. The accuracy in the linear kernel, 
Polynomial kernel, and Sigmoid kernel is 0.88, 0.93, and 0.91. 
Thus, an extreme learning machine using the Polynomial 
kernel is better than linear kernel and Sigmoid kernel. S16 
presented a model to predict universal defects in software 
projects using clustering techniques. The results of this study 
were evaluated in terms of AUC. The AUC in K-mean 
clustering is 0.76. S18 presented a model to detect defects in a 
software project. This study depends on object-oriented 
metrics. It also relies on many intelligent techniques such as 
linear regression (LR), logistic regression (LG), random forest 
(RF), support vector machine (SVM), and neural network 
(NN). The results of this study were evaluated in terms of 
AUC. The AUC in LR, LG, RF, SVM and NN is 0.86, 0.94, 
0.91, 0.90 and 0.90. Thus, LG is better than LR, RF, SVM, 
and NN. S20 presented a review analysis to predict defects in 
a software project. This study depends on many metrics, such 
as product and process metrics. It also introduced a 
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comparative analysis between Neural Network, Naive Bayes, 
Deep Forest technique. This study relies on previous works in 
the analysis of these techniques. Besides, this study confirmed 
that Deep Forest is better than Neural Network, Naive Bayes 
in terms of error rate. 

Fifthly, the studies (S19, S22, S23, and S26) relied on 
other intelligent and statistical techniques where S19 
presented an approach to predict many faults in a software 
system by using a genetic algorithm. The results of this study 
were evaluated in terms of error rate and recall. The error rate 
and recall in the genetic algorithm are 0.11, 0.91, respectively. 
S22 presented a new technique in software defect prediction 
by Complexity-based Oversampling. This paper relied on 
three main factors: a line of code, number of children, and 
weighted method per class. By analyzing the results, the 
proposed technique is better than the other oversampling 
techniques under the statistical Wilcoxon rank-sum test and 
Cliff's effect size. S23 presented a framework to predict 
software defect type using concept-based classification. This 
paper's main objective is to minimize the labeled training 
data's dependence for automation of the software defect type 
classification task. The results show that the proposed 
framework outperforms the state-of-the-art semi-supervised 
[LeDEx] in terms of the F1 score. F1 score in the proposed 
framework and LeDEx is 63.16% and 62.30%, respectively. 
S26 presented a study to assess the software prediction model 
by using Receiver Operating Characteristic. The results 
showed that the proposed technique is better than all other 
state-of-the-art methods in terms of recall and accuracy by 0.4 
and 0.8, respectively. 

The literature study also analyzed the performance 
evaluation metrics in the scope of our RQ3. Results are shown 
in Table VII and Table VIII. 21% of the selected manuscripts 
(S10,11,15, 9, 13, and 21) adopted accuracy and precision. 
21% of them (S9, 11, 19, 23, and 25) selected only recall and 
F1 score. The error rate was used by 30% of the analyzed 
manuscripts (S1, 6, 7, 8, 17, 19, 20, 22, 24, and 26). 15% of 
the manuscripts adopted the R Square measure (S1, 2, 3, 4, 
and 5). We also realized that 13% (S12 S14, S16, and S18) did 
not use any defined evaluation metric. 

Our research helped us to determine several research gaps. 
It was only possible to identified a few manuscripts (S11 and 
S13) tackling specific metrics impacting defects in software 
projects. For example, some studies (S5, S6, S9, S18, and 
S21) are concentrated on the OOP metric in general, with no 
mention of the line count of code and the number of 
developers. There are only simple manuscripts (S14, S20, S23, 
and S24) regarding finding defects in all types of software 
projects (small, medium, and large projects). However, 
stakeholders in software companies seem to find this topic 
pertinent and are willing not only to enhance software 
efficiency in those projects but interested to predict early 
defects in software projects to save costs and money. The 
results of this survey also showed a significant gap in the field 
of "intelligent and statistical models," particularly relating to 
the automatic prediction of defects in software projects. Some 
of the most promising algorithms are not yet being utilized. 

Only a few studies (S18 and S21) tackle the application of 
"hybrid statistical and intelligent techniques, for instance, 
logistic regression with multiple linear regression and 
regression analysis with deep learning," which is a promising 
technique for forecasting defects in software projects. 
Moreover, there is a lack of official studies to identify critical 
factors that influence defects in software projects. 

TABLE VII. SAMPLE OF PERFORMANCE METRICS RATE IN PREVIOUS 

WORK 

 Performance Metrics Rate 

1 Accuracy and precision 21% 

2 Recall and F1 Score 21% 

3 Error Rate 30% 

4 R Square Measure 15% 

5 Other 13% 

TABLE VIII. MAJORITY OF PERFORMANCE METRICS USED IN SOFTWARE 

DEFECT PROJECTS 

NO 
Accura

cy 

Precisio

n 

Recal

l 

F1 

scor

e 

Erro

r 

Rate 

R- 

Squar

e 

Othe

r 

S1 - - - - ✓ ✓ - 

S2 - - - - - ✓ - 

S3 - - - - - ✓ - 

S4 - - - - - ✓ - 

S5 - - - - - ✓ - 

S6 - - - - ✓ - - 

S7 - - - - ✓ - - 

S8 - - - - ✓ - - 

S9 - ✓ ✓ ✓ - - - 

S10 ✓ - - - - - - 

S11 ✓ ✓ ✓ ✓ - - - 

S12 - - - - - - ✓ 

S13 - ✓ - - - - - 

S14 - - - - - - ✓ 

S15 ✓ - - - - -  

S16 - - - - - - ✓ 

S17 - - - - ✓ -  

S18 - - - - - - ✓ 

S19 - - ✓ - ✓ - - 

S20 - - - - ✓ - - 

S21 ✓ - - - - - - 

S22 - - - - ✓ - - 

S23 - - - ✓ - - - 

S24 - - - - ✓ - - 

S25 - - - ✓ - - - 

S26 - - - - ✓ - - 
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IV. PROPOSED MODEL 

Proposal of a new proposed model based on a statistical 
model able to predict defects in software projects. This section 
presents an approach for a statistical model able to predict 
defects in software projects. The proposed model has been 
used in several scientific data science researches like is the 
case of [7]. As shown in Fig. 4, the detailed the proposed 
model will cover the following phases: 

 State-of-the-art analysis: Review the literature to 
extract important metrics, data sources, mathematical 
and computational approaches used for predicting 
defects of software projects. 

 Data collection: data is collected from the NASA data 
sets online. We have two reasons to select the NASA 
Data set. The first reason is it is too hard to collect 
huge data from software companies to reveal the 
defects in software projects. The second reason for 
selecting Nasa is based on its vast and high-quality 
data. It explains the static measures and other variables 
that are used to detect static defects in software 
projects. It also shows a binary variable indicating 
whether the module is defective or not. 

 Data Analysis and Pre-Processing: Analyze the data in 
detail and, if necessary, transform it to expose its 
information content better. Different mathematical 
techniques may be used, namely, outlier removal, 
discretization, reduction of the number of variables, 
and/or dimensionality (adopting regression models). 

 Feature selection: determine critical metrics and detect 
defects that will be adopted in the proposed IST study 
by using logistic regression and multiple linear 
regression. Create a mapping between logistic 
regression and multiple linear regression to determine 
the final list of critical metrics capable of predicting 
defects in software projects. 

 Build a model: present a statistical model capable of 
predicting defects in software projects using multiple 
linear regression and logistic regression. 

 Training and verification model: train the model with 
data set and verify its ability to predict defects in 
software projects. 

 Also, we will present a comparison between logistic 
regression and multiple linear regression by using the 
final list of critical metrics to determine which one is 
better than the other in terms of accuracy, precision, 
recall, F1 measure, and error rate. 

Following this holistic approach, we built a methodology 
composed of five phases, as shown in Fig. 4. 

 

Fig. 4. A Proposed Statistical Model for Software Defects Prediction. 

V. CONCLUSION 

This paper presented a systematic review on the topic of 
revealing defects in software projects, concentrating on 
finding replies to our research questions, a diplomatic map 
was used to find the most used terminology in the statistical 
technique‟s software projects domains. By following a Prisma 
approach in our systematic review, we started by determining 
627 papers and ended with VP analyses of 26 papers. The 
research questions covered three major points. Firstly, we 
identified the factors of our metrics that influence revealing 
defects in software projects. Secondly, we concentrated our 
research on identifying the production techniques used in the 
context. After, we determined the evaluation criteria used by 
those techniques. Thus, there is still a chance for enhancement 
regarding our topic to use statistical and intelligent techniques 
to reveal defects in software projects. 

Finally, a new methodology based on a statistical model 
able to predict defects in software projects was proposed. 

This study succeeded in identifying the critical factors that 
affect the detection of defects in the programs. Statistical 
analysis is executed by four methods, which are MLR-CDF, 
MLR-PLSDF, LR-CDF, and LR-PLSDF. LR-CDF 
outperforms on all the proposed methods in order to accuracy 
and standard error. In addition, LR-CDF outperforms on state-
of-the-art methods (Association rule, Decision tree, Naive 
Bayes, and neural network) related to the accuracy by 9.1%, 
10.3%, 13.1%, and 13.1%, respectively. 
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The study has some limitations. it was restricted by the 
search keywords selected and the time of the manuscripts (last 
six years). In addition, it utilized a fixed number of electronic 
sources. Furthermore, this study only handled English 
scientific papers, and we cannot warranty to have picked all 
the worthy substance for our review. 

It is recommended as future work to utilize other 
techniques in terms of improving the model accuracy and 
identifying critical factors for revealing defects in software 
projects. 
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Abstract—Internet of things (IOT) sensors, has received a lot 
of interest in recent years due to the rise of application demands 
in domains like ubiquitous and context-aware computing, activity 
surveillance, ambient assistive living and more specifically in 
Human activity recognition. The recent development in deep 
learning allows to extract high-level features automatically, and 
eliminates the reliance on traditional machine learning 
techniques, which depended heavily on hand crafted features. In 
this paper, we introduce a network that can identify a variety of 
everyday human actions that can be carried out in a smart home 
environment, by using raw signals generated from Internet of 
Thing’s motion sensors. We design our architecture basing on a 
combination of convolutional neural network (CNN) and Gated 
recurrent unit (GRU) layers. The CNN is first deployed to extract 
local and scale-invariance features, then the GRU layers are used 
to extract sequential temporal dependencies. We tested our 
model called (CNGRU) on three public datasets. It achieves an 
accuracy better or comparable to existing state of the art models. 

Keywords—IoT; deep learning; CNN; GRU; CNGRU; human 
activity recognition 

 INTRODUCTION I.
The Internet of Things (IoT) is a technology that has a lot 

of potential, it presents a platform where sensors and devices 
can communicate seamlessly within a smart environment. 
Each year, the number of IoT supporting devices increases; 
sectors such as transport, healthcare, security, smart cities, 
education, agriculture, and many others have already benefited 
from its development. This will result in a generation of 
applications capable of completing complex sensing and 
recognition tasks to support a new world of human-things 
interactions. The recognition of human activities is a field that 
presents an interaction between computers and humans which 
has been promoted recently by the expansion of artificial 
intelligence. This progress has reached a stage that has 
allowed it to integrate several fields, to the point that we find 
its applications in everyday life. In the field of security by 
making surveillance more intelligent [1]. In smart homes by 
improving the security and monitoring the health condition of 
the residents [2], and increasing the degree of independence 
and quality of life, especially for the elderly [3]. HAR is 
present as well in the field of healthcare, by the deploy of a 
combination of one or more techniques of recognition that 
notifies the medical staff once an intervention is necessary [4]. 

This widespread availability is owing to significant efforts 
to reduce the size of the electronic components and create 
sensors that can be included in smartphones, smart watches, 

and other wearable internet of things devices. 

Depending on the type of sensors used, we categorize 
activity recognition into vision-based or sensor-based 
recognition. The first category deploys cameras to obtain 
images and videos and use it to detect and classify activities, 
however it faces challenges as image variation, object 
deformation, mobility constraints imposed by visual sensors, 
besides other problems related to power consumption and 
privacy. On the other hand, sensor based recognition which is 
based on acceleration sensors, gyroscope sensors, 
geomagnetic sensors and others, are simple to use and 
generate relatively accurate and reliable data. The classic 
approaches require a lot of data pre-processing and domain 
knowledge for feature engineering, which will be necessary at 
every change of dataset, and limit the generalization of the 
model. 

Recently, Deep learning has achieved good performances 
and it has accumulated successes in image, speech, and natural 
language processing, and today it is introduced in human 
activity recognition, to profit from its capacity to learn 
complex movements, by abstracting features automatically 
from raw data without being handcrafted. Deep learning's 
layer-by-layer structure enables it to progressively learn 
features from simple to complex, which is effective in the 
analyse of multimodal sensory data. The various architectures 
of deep learning are capable of encoding these features from 
diverse perspectives. For example, CNNs can capture local 
multimodal sensory connections, where RNNs can extract 
each temporal dependency and learn information 
incrementally across multiple time intervals. 

We achieve sensor-based HAR through four major steps, 
the first is data collection, followed by data segmentation, then 
feature selection or extracting features, and last the 
classification of the activity. Most of the previous works in 
HAR are based in their approaches on a manual feature 
engineering, which already requires an expert knowledge, the 
method proposed in this article does not require any design or 
creation of features, it exploits directly the data generated by 
the accelerometer and gyroscope. This is the key contributions 
of our work: 

We propose CNGRU, an end to end Network for HAR 
capable of automatically extracting and learning features from 
raw data without pre-processing. 

We deploy a combination of two types of neural networks: 
convolutional and gated recurrent units. 

*Corresponding Author. 
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The network permits to recognize various activities and 
gestures, recorded using different types and combinations of 
sensors. The experience on three most widely used open 
datasets, proves that we reach comparable, or better results 
than previous methods, which demonstrates the generalization 
capability of the model. 

We organize our paper as follows: Section II reviews 
related works of human activity recognition. In Section III, we 
propose our model for HAR. Section IV presents and 
examines the experimental results. And last in Section V, we 
draw out our conclusion. 

 REVIEW OF LITERATURE II.
Prior studies on human activity recognition have been 

conducted utilizing open-access datasets available on the 
internet. Mainly the UCI HAR dataset was exploited alone or 
with other datasets like Opportunity[5], WISDM V1.1 [6], 
PAMAP2[7]. Consequently, this availability of data facilitated 
the design and evaluation of the activity recognition 
approaches based on motion sensors. Whereas some works are 
based on the investigation of feature selection in order to 
achieve higher accuracies, others attempted to avoid this 
design and engineering task by utilizing the capacity of deep 
learning models. Convolution neural network is the most 
common model in the approaches proposed in the literature, 
researchers exploit its ability to capture local connections, as 
well as the recurrent neural network and its variants capable of 
capturing temporal dependencies between signal readings. 
And in other works those two networks are fused or cascaded 
to learn the most important features. 

The authors in [8] have proposed a hybrid architecture, 
which combines LSTM and CNN. After preprocessing data, 
they fed it to two LSTM layers for temporal feature extraction, 
while the spatial features were extracted by two other 
convolution layers. 

Deep et al [8] used the UCI HAR dataset to test their 
model composed of CNN followed by an LSTM network. 
They have achieved better recognition scores compared to 
simple LSTM architecture. On the same dataset, Hernández et 
al [9] presented the idea of using bidirectional LSTM 
networks, to recognize the six activities of this dataset. They 
attain a high recognition performance, except for static 
activities: laying and standing. Ahmad et al [10] introduced a 
new approach based on an architecture called multi-head CNN 
to recognize human activities, The fundamental idea is to 
employ three CNNs, each supplied by three streams: overall 
acceleration, body acceleration, and body gyroscope. The 
results of these parallel CNNs are then integrated and 
transmitted to another LSTM layer, resulting in a high 
recognition accuracy. Sikder et al [11] used frequency’s and 
power’s features of raw activity signals, and they feed each 
stream of them to a CNN channel, the result is concatenated 
for classification, finally an accuracy of 95.25% is obtained on 
UCI HAR. 

Other works have explored the effect of deepness on 
recognition, the authors in [12] proposed an HDL: 
Hierarchical Deep Learning Model capable of recognizing 
activities with an accuracy of 97.95 % on the UCI HAR 

dataset, their model is composed of several BLSTM layers, 
which are used to capture information from the original data, 
CNN layers came afterwards to learn features from the output 
of the last BLSTM layer, and classification is obtained in the 
end using a Softmax layer. Xu et al [13] have proposed 
InnoHAR, a network which, takes advantage of Inception-like 
modules to make feature extraction, combined with GRU for 
sequential temporal dependencies extraction, Gao et al [14] 
proposed a method called DanHAR designed for challenging 
scenarios where there are multi-modal sensors. Their model 
uses a hybrid approach that fuses information using a dual-
attention mechanism with CNN, which improved the ability to 
capture temporal and spatial patterns, resulting in a better 
performance while keeping the number of parameters small. 

Teng et al [15] proposed a network based on convolutional 
neurons with a local loss after each CNN module, they 
compared a baseline model containing three CNN layers and 
one Fully Connected layer, with the same model having the 
first time similarity matching loss, a second time cross-
entropy loss and the third time a combination between the two 
previous losses. Sena et al [16] divided the data into several 
inputs according to the type of sensor, then for each of them 
they built a deep CNN to extract temporal scales and features. 
Their method employs a DCNN, which is made up of two 
convolutional layers followed by a Maxpooling layer. In the 
end all the DCNN ensemble are merged using late fusion 
method. A different approach used by Bokhari et al [17], who 
exploited Channel State Information (CSI) to estimate and 
classify activities performed in an indoor environment using a 
deep Gated Recurrent network (DGRU). 

 MATERIALS AND METHODS III.
Even if the conventional HAR methods have reached good 

scores, their reliance on handcrafted and their need to heavy 
data preprocessing methods limits their scalability to other 
datasets. Convolutional Neural Networks, Recurrent Neural 
Networks, and their combinations enabled for the creation of 
shallow and deep models in an end-to-end technique, resulting 
in high recognition scores in complicated task solving. 

A. Convolutional Neural Network 
This architecture is based on the convolutional layer, 

which performs the convolution operation on the input by 
multiplying it by the weights of a filter and then summing it to 
find the value corresponding to that position. The output of 
this linear operation is injected into a nonlinear activation 
function g and can be expressed as: 

 ai,j = g(∑ ∑ Wm,n.k
n=1

L
m=1 xi+m,j+n + b           (1) 

Where, 𝑥𝑖+𝑚,𝑗+𝑛  is the activation of the higher neurons 
linked to the neuron (i, j), 𝑊𝑚,𝑛 is a matrix with a size of L.K 
and containing the weights of the convolution filter, and b is 
the bias [18]. 

the convolutional network is a type of neural network 
which is mainly constituted of convolutional layer, but other 
layers like Maxpooling and Fully connected layers can also be 
present and stacked one after another to add depth and build 
an hierarchical network [19]. For feature extraction the 
convolutional layer and the Maxpooling layer can be deployed 
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together as a single part, whereas the second part which has 
the role of classifying the resulting feature vectors is dedicated 
to the Fully connected layer, and it typically contains a 
number of nodes equal to the number of classes [20]. 

B. Gated Recurrent Unit 
Conventional Recurrent Neural Network suffers from the 

issue of vanishing gradient when the network cannot transmit 
convenient gradient information back to the input layers, 
making the optimization difficult and prohibiting them from 
learning long term dependencies [21]. Short-term memory 
units [22] (LSTMs) and recently gated recurrent units (GRUs) 
[23] are two modifications of RNN designed to solve this 
problem. Where LSTM have the state of the art performance, 
it needs more inference time and processing. In our work we 
studied using GRUs, which are simpler than LSTM, have 
fewer parameters, and give a good trade-off between speed 
and performance [24]. The recurrent transition of GRU are 
obtained by: 

𝑧𝑡 = 𝜎(𝑊𝑧[ℎ𝑡−1, 𝑥𝑡])             (2) 

𝑟𝑡 = 𝜎(𝑊𝑟[ℎ𝑡−1, 𝑥𝑡])              (3) 

ℎ𝑡� = 𝑡𝑎𝑛ℎ(𝑊[𝑟𝑡 ⊙ ℎ𝑡−1, 𝑥𝑡])             (4) 

ℎ𝑡 = (1 − 𝑧𝑡) ⊙ℎ𝑡−1 + 𝑧𝑡 ⊙ ℎ𝑡�              (5) 

Where {𝑊𝑧,𝑊𝑟,𝑊} designate the recurrent weights. ℎ𝒕, ℎ𝒕�  
are hidden states. 𝜎  denotes sigmoid function. And ⊙ 
component-wise or Hadamard multiplication. 𝑧𝑡 is the update 
gate and 𝑟𝑡 is the reset gate. 

The update gate 𝑧𝑡  determines the degree of similarity 
between the hidden state ℎ𝒕 and the new hidden state ℎ𝑡�  and if 
the update is performed. The reset gate 𝑟𝑡 is used to regulate 
how much of the prior state we wish to retain. if 𝑟𝑡, is equal to 
1 it means that we keep information from the previous state, 
otherwise, this latter state is neglected. 

C. Overview 
Activity recognition is considered a classification problem, 

the signals extracted from motion sensors are time series data, 
in our approach Convolutional neural networks are used on 
these raw signals to avoid the requirement for feature 
engineering and to take advantage of local dependency and 
correlation between signal measurements [25]. The extraction 
of temporal features is the next stage. Because Simple RNN 

has a vanishing gradient problem, we opted to run signals 
through three consecutive GRU layers. We chose GRU 
because of its ability to deal with extended sequences and its 
time efficiency [26]. 

D. Proposed Architecture 
Our architecture is inspired by LeNet 5 [27], it benefits 

from its simplicity and straightforwardness, the original 
network uses a pair of convolutional and average pooling 
layers, followed by a flattening layer, two fully-connected 
layers and last a Softmax classifier. It was initially designed 
for handwriting and printed characters’ recognition. We made 
the following change: we divided the layers into two groups: 
convolution layers and dense layers. We reduced the number 
of units in the last layer, replaced two-dimensional 
convolution and two-dimensional average pooling with one-
dimensional convolution and one-dimensional average 
pooling, and finally injected what we called a GRU block in 
between. 

Different GRU block configurations were tested and 
evaluated in order to select the one with the highest accuracy. 
TABLE I contains the configuration of each injected block. 

 The first GRU block contains only one layer with 100 
units, then a dropout layer of 20%, this architecture has the 
advantage of being simple, and light, its training was fast, but 
unfortunately it cannot recognize well all the activities. To 
solve this problem, we added another layer to the first one, 
and we kept the number of nodes for each of them at 100 
nodes, then we preserved the 20% dropout after each layer, the 
results showed an increase in accuracy of more than 2%. In 
the third architecture, we wanted to test the effect of deepness 
on the initial network, in fact in GRU block 3 we increased the 
number of nodes in the first two layers to 128 nodes, then we 
added a third one with 64 nodes, while using Batch 
Normalization instead of the dropout after each layer, the 
experimental results for each network (CNN + GRU bloc) is 
presented in TABLE II. We find that the third network has the 
best accuracy, it means that adding three GRU layers, gives 
the model the capability to better extract the sequential 
temporal dependencies, while batch normalization layers 
served better in reducing Overfitting than dropout. This 
improvement in accuracy is also accompanied by a reduction 
in the number of parameters from 455,566 to 427,950. Fig. 1 
illustrates the final architecture, Fig. 2 presents the diagram of 
the proposed solution in this paper. 

 
Fig. 1. The Proposed Network.
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TABLE I. DEFINITION OF GRU BLOCKS 

 GRU block Layers 

Architecture 1 1 GRU layer (100 units) + 20% dropout. 

Architecture 2 2 GRU layer (100 units) +20% dropout after each layer. 

Architecture 3 2 GRU layers (128 units) +1 GRU layer (64 units) +batch 
Normalization after each layer. 

 
Fig. 2. Steps to Recognize Activities from Raw Data. 

Several recent studies have demonstrated that a one-
dimensional convolutional neural network is well suited for 
the analysis and extraction of discriminative features from 
data time series generated by sensors such as accelerometers 
and gyroscopes, and that it has the ability to learn an internal 
representation of data sequences [28]. Average pooling is 
often used instead of Maxpooling since it can extract features 
more smoothly. As mentioned earlier the 128-128-64 
combination of GRU layers nodes, proved to outperform the 
100-100 and 100 node combinations used in the other two 
architectures. We used the Adam optimizer with a learning 
rate fixed at 0.001, tested batch sizes of 32, 64, and 128, and 
finally chose 64 since it produced the best results. We trained 
the model for 1000 epochs and we used early stopping. 
TABLE III contains a definition of each layer and the 
parameters used in this our network. 

TABLE II. TEST ACCURACY, TIME PER EPOCH, AND THE NUMBER OF 
PARAMETERS FOR UCI-HAR 

Network Accuracy Time Parameters 

cnn + architecture 1 94.87 % 1s 68,866 

cnn + architecture 2 96.20 % 7s 455,566 

cnn+ architecture 3 96.77 % 17s 427,950 

TABLE III. DEFINITION OF EACH LAYER AND THE PARAMETERS USED IN 
THIS OUR NETWORK 

Layer Parameters 

 convolution_1 Kernel=5, stride=1, filters=6, activation= tanh  

average pooling_1 - 

convolution_2 Kernel=5, stride=1, filters=16, activation= tanh  

average pooling 2 - 

gru_1 128 units + batch normalization_1 

gru_2 128 units + batch normalization_2 

gru_3 64 units + batch normalization_3 

Flatten layer - 

dense layer_1 120 units , activation= tanh 

dense layer_2 84 units, activation = tanh 

dense layer_3 6 units, activation = softmax 

 RESULTS AND DISCUSSION IV.

A. Evaluation Methodology 
We ran tests on three publicly available datasets. Here is a 

short description of each one: 

UCI HAR [29]: This dataset was gathered by 30 users 
aged 19-48 who wore smartphones around their waists while 
performing a series of activities. The information gathered is 
classified into five activity classes, three of which are static 
activities (standing, sitting, and lying) and the others are 
dynamic (walking, going upstairs, and going downstairs). The 
accelerometer and gyroscope embedded in the phone 
(Samsung Galaxy SII) enabled the measurement of three-axial 
linear acceleration as well as three-axial angular velocity. 

WISDM V1.1 [6]: is a dataset collected by using only one 
IMU (accelerometer), the chosen activities were selected 
carefully, depending on their performance regularity in daily 
life. Those activities are Walking, Jogging, Upstairs, 
Downstairs, Sitting, Standing. This dataset has approximately 
the same activities as UCI, Fig. 3 contains a description of its 
activities. 

SKODA [30]: this dataset has been recorded using only 
one type of IMU, in a manufacturing scenario and covers the 
problem of recognizing the activities of assembly-line workers 
in a car production environment. A worker carried a number 
of sensors while performing manual quality checks for the 
correct assembly of parts in newly built cars. 10 resulting hand 
movements are considered. TABLE IV contains various 
recording information about all the datasets used in this work. 

  
Fig. 3. Activity Description of UCI in the Left and WISDM v1.1 in the 

Right. 

TABLE IV. DEFINITION OF THE CHARACTERISTICS OF THE DATASETS 

dataset activities subject place sampling rate samples 

WISDM  6 36 thigh 20 hz 1.098.207 

UCI HAR 6 30 waist 50 hz 10.298 

SKODA 10 1 arms 98 hz ~701.440 

B. Performance Measure 
When we were evaluating our model, we noticed the lack 

of an evaluation standard. Various evaluation metrics are used 
to measure and compare the human activity recognition 
performance. The main ones are accuracy, recall, F-measure, 
Area under the Curve (AUC). Where some works use F-
measure, other authors prefer accuracy. This diversity tends to 
make finding the state of the art model difficult. The diversity 
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of validation protocol should also be taken into consideration 
when dividing data into training/test/validation since it 
impacts the recognition results and comparison. The 
parameters we used to compare the model’s performance are 
defined as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  TP+TN
TP+TN+FP+FN

            (6) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  TP
TP+FP

             (7) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  TP
TP+FN

              (8) 

𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×  Precision× Recall
Precision+Recall

           (9) 

(Where, T: True, P: Positives, F: False, N: Negatives). We 
use also Confusion Matrix, to have a summarized view about 
the performance of the classification, and to see the errors 
being made its type, and where the confusion occurs. 

C. Results 
We ran several tests on two other datasets to evaluate the 

performance and validate the efficiency of the proposed 
method. We used WISDM V1.1 and SKODA, the first one 
contains activities similar to UCI, while the second one 
contains a different type of gesture. We present the detailed 
results for UCI which was exploited in the design and tuning 
of our model, then we compare the results obtained with 
WISDM V1.1 at the level of each activity, and last we 
evaluate our approach on SKODA. 

UCI HAR’s signals were pre-processed by filtering noise 
then sampling in a fixed-width sliding windows of 2.56 sec 
and 50% overlap, again we chose to take 21 subjects for 
training and 9 for testing. We fed our network with data in a 
specific shape. Accuracy and loss over each epoch are used 
for evaluation. We trained the model through 1000 epochs, 
then we used early stopping technique to end training when 
the validation accuracy stops increasing. All the datasets were 
uploaded to Google drive, and we used for the experiment 
Google Colaboratory. Our model achieved an accuracy of 
96.77 %. As shown in TABLE V, this value is comparable to 
the state of the art, and other works that use handcrafted 
features, classical machine learning algorithms, unsupervised 
machine learning algorithms or models composed of a 
combination of previous methods. 

To show the correspondence between the predicted labels 
and the true ones, we used the confusion matrix illustrated in 
Fig. 4. It shows that we achieve good recognition for all 
activities. We see that the static action LAYING is easily 
identified, with an accuracy of 100% and it’s unconfused with 
any other activity. The dynamic activities WALKING_UP and 
WALKING are also well recognized, but for STANDING and 
SITTING their accuracies are relatively smaller and 
consequently the total score of the model is reduced, 
furthermore we remark that they are often confused with each 
other’s, this could be explained by the similarity of the signals 
of those two classes. 

The second experiment was on WISDM V1.1 using raw 
data again, this time we evaluated our results, using K-fold 
cross-validation, to allow for a reasonable comparison with 

preceding works. The model can predict all activities with 
great accuracy. The overall accuracy is (98.21%), this result is 
close to previous works on the same dataset done by Alsheikh 
et al [39] with a hybrid model using deep learning and hidden 
Markov models DL-HMM (98.23%). It improves accuracy 
over ensemble learning method [40], and slightly above the 
model proposed by Ravi et al [41] on the basis of shallow 
CNN architecture. 

TABLE V. COMPARISON WITH OTHER WORKS ON UCI-HAR 

Approach Accuracy (%) 

Ensemble method of HMM[31] 83.51 

Two stage continuous HMM[32] 91.76 

Hierarchical continuous HMM[33] 93.18 

Our model 96.776 

Multichannel Dilated CNN[34] 95.49 

Deep Res Bidir-LSTM [35] 93.6 

Handcrafted features +SVM [36] 89 

FFT+1D-CNN[37] 95.75 

1D CNN [37] 94.79 

Stacked auto encoder +SVM [38] 92.16 

 
Fig. 4. Confusion Matrix for UCI HAR. 

 
Fig. 5. Comparison between Accuracies of Previous Works on WISDM 

v1.1. 

94.30% 

98.20% 98.20% 98.21% 
98.60% 

Catal et
al[40]

Ravi et al[41] Alsheikh et
al[39]

Our model Ravi et al
[42]
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Fig. 6. Confusion Matrix for WISDM V1.1. 

Fig. 5 contains a comparison with works on the same 
dataset. We mention that all results reported in this table are 
evaluated using 10-fold the cross-validation technique. 

The confusion Matrix of WISDM V1.1 dataset is 
presented in Fig. 6 we can see that Walking and Sitting 
achieved a recognition close to 100%. We also note that the 
relative lack of sample for the two Sitting and Standing classes 
did not affect their recognition, which means that the change 
in orientation of the sensor on the thigh is easily detectable 
and learned, helping in result to better identify each class. 
Jogging is an activity that requires the movement of the whole 
body from point A to point B, is well identified. Where 
Walking Upstairs and Downstairs are often confused with 
each other, this indicates that the model has difficulty 
distinguishing between these types of movements. 

In this part we will compare the ability of our model to 
detect each activity belonging to UCI HAR and WISDM V1.1, 
and compare it to other models. We chose these activities 
because they are the most regularly performed in daily life, 
and they are recorded differently in both datasets. This 
comparison should help us to understand the relevance of our 
approach. 

UCI HAR and WISDM V1.1, datasets both contain 6 
activities, 5 are the same, and two are different (jogging and 
laying). Dividing activities into two categories: static and 
dynamic, can lead to understand the behavior of the model. 
We will compare and evaluate each activity according to its 
F1 score, since we have an imbalance between classes. 

We observe that the static activities sitting standing and 
laying, are differentiable by the model among the others even 
if we change the dataset, this indicates its aptitude to detect 
those movements despite using only an accelerometer instead 
of its combination with a gyroscope. We deduct also that the 
location of sensors does not affect the detection of those 
activities. the other remaining activities "walking downstairs", 
“Jogging”, “walking Upstairs”, and” Walking” are dynamic 
and they present the vast majority of the data in WISDM V1.1, 
and almost half of UCI HAR dataset. Jogging and Walking are 
well identified 99% of the time in WISDM V1.1, and 96% in 
UCI HAR (Walking). The lowest score achieved is 93% in 
WISDM V1.1, it indicates that the model does not manage to 
detect with ease the Downstairs class. 

TABLE VI. PER ACTIVITY COMPARISON 

Activity 

F1 score 

WISDM V1.1  UCI HAR 

Our 
method 

Ravi et 
al [42] 

Ronao et 
al [37] 

Lin et 
al [34] 

Zhao et 
al [35] 

Our 
method 

Downstairs 92.99 95.14 99.49 97.16 93.7 95.37 

Jogging 99 99.50 - - - - 

Sitting 98.50 98.14 87.68 91.14 89.15 94.50 

Standing 98.50 97.64 91.37 93.47 90.87 95 

Upstairs 94.50 95.30 99.50 96.65 93.96 98.50 

Walking 99 99.30 99.44 95.09 94.53 96.96 

Laying - - 90.55 99.26 99.75 1 

Considering the number of sensors, we remark that the use 
of a single accelerometer alone did not provide the necessary 
information to identify the dynamic actions which are related 
to climbing or descending, specifically moving downstairs or 
upstairs because they obtain the lowest score among classes 
and even for the other works presented in TABLE VI. On the 
other hand, we note that the recording in UCI HAR realized 
with both a gyroscope and an accelerometer allowed a good 
detection despite the small number of samples, as indicated in 
TABLE IV. 

In WISDM V1.1 dataset the most recognized classes are 
jogging and walking, followed by walking upstairs in UCI 
HAR dataset, and the lowest score is for walking downstairs 
which reaches 93%. 

Comparing our results with other approaches, we see that 
our network can classify activities in a similar way or better 
than other works using feature engineering, like the 
spectrogram domain of the time series signal, or hierarchical 
continuous hidden Markov model or using complex end to end 
deep learning networks. 

In this part we want to test our model on a dataset that 
does not contain the same characteristics of the two previous 
ones. As previously mentioned Skoda contains gestures made 
with the hand in an assembly environment. Performed by a 
single subject and one type of sensors, it contains 10 gesture 
classes, to evaluate our work and compare it with others we 
used the 10-fold cross-validation process. The accuracy of our 
network is 96%. Fig. 7 shows that it outperforms other works 
previously done on the same dataset. The classification results 
are shown in Fig. 8 as a form of a confusion matrix. In this 
matrix we visualize that the model recognizes all the activities 
with a high score, except for the activity “close both left Front 
door” which is confused with “opening left front door” and 
“closing left front door”. We see also that the NULL class 
causes the largest confusion. 

Class names: 0:'Null Class',1:'Write on Notepad',2:'Open 
Hood', 3:'Close Hood', 4:'Check Gaps on the Front Door', 
5:'Open Left Front Door',6:'Close Left Front Door',7:'Close 
Both Left Front Door',8:'Check Trunk Gaps',9:'Open and 
Close Trunk', 10:'Check Steering Wheel'. 
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Fig. 7. Comparison between Accuracies of other Works on Skoda. 

 
Fig. 8. Confusion Matrix for Skoda. 

 CONCLUSION V.
In this paper we aimed to integrate Internet of Things (IoT) 

technology and deep learning to recognize human activities. 
We presented CNGRU, a new structure that combines 
convolution layers with GRU. This architecture is able to learn 
features automatically from raw data, unlike previous works 
based on handcrafted features. The effectiveness of this 
architecture is proved by experimenting on three datasets 
containing a variety of activity classes and recorded using 
different sensors. We achieved 96.77% on UCI-HAR, 98.21% 
on WISDM V1.1, and 96.70% on SKODA. This final result is 
superior than or close to existing state-of-the-art approaches 
that use shallow or deep designs or classical methods. 

Future works will investigate a resource efficient 
implementation of this network for IoT devices, and explore 
other datasets that contains more complex activities. 
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Abstract—The present study utilizes coastal and 

environmental engineering to investigate the histopathological 

effects of Synanceia verrucosa venom on Albino BALB/c mice. S. 

verrucosa is the most hazardous venomous marine fish that 

belong to the family Synanceiidae, generally known as the "Reef 

Stonefish". Crude venom was collected from venom glands of the 

dorsal spines of stonefish samples taken from the Jordanian 

coastline of the Gulf of Aqaba, Red Sea. The mice were given 

intramuscular injections of the venom. Consequently, the 

research evaluated the acute toxicity and influence on selected 

serum biomarker enzymes, as well as possible histological 

alterations of the soleus skeletal muscles. The mice 24 h LD50 was 

0.107 µg toxin/kg mouse body weight. After the treatment using 

venom sublethal dose, the serum biomarkers, including Lactate 

dehydrogenase (LDH) and Alanine aminotransferase (ALT), 

were significantly improved (P≤0.05). In addition, Lipid 

Peroxidation (LPO) contents were significantly increased 

(P≤0.05) after venom treatment. Moreover, we combined routine 

medical procedures and artificial intelligence-assisted image 

analysis for a rapid qualitative and quantitative diagnosis of 

stonefish injury, based on the histophotography of mice tissue 

samples during the observation period (1, 2, and 3 hours 

respectively). The novelty of our method is that we could detect 

severe and mild damage with an accuracy of 93% and 91%, 

respectively. The most histological abnormalities in muscles were 

the great variety in diameters, content, and widespread among 

randomly distributed muscle fibres. In addition, loss of the 

tissue's striated appearance was noticed in toxin-treated groups 

compared with the control group. Consequently, our findings 

indicate the Stonefish's harmful influences that may endanger 

human life and highlight the need for appropriate measures to be 

considered. This, in turn, can ensure beach safety in the Gulf of 

Aqaba. 

Keywords—Synanceia verrucosa; Gulf of Aqaba; artificial 

intelligence; marine biotoxins 

I. INTRODUCTION 

Injuries by stingrays from dangerous marine organisms are 
common in coastal and lakesides regions worldwide [1]. 
These injuries can threaten life and affect body organs and 
systems [2]. According to several reports, there is a potential 
for more severe injuries, particularly with stonefish and 

stingray envenomation [3]. Stonefish belong to the genus 
Synanceia, considered one of the most venomous fish in the 
world. It can be found in tropical waters (Pacific Ocean, 
Indian Ocean, and the Red Sea) [3, 4]. The stonefish defense 
system comprises 17 spines covered with thick skin supported 
by venom glands [5, 6]. It is found in the shallow water near 
the bottom [7]. Using its pectoral fins, Stonefish can rapidly 
dredge in the mud or the seabed sand in which it settles down 
and lays motionless [8]. It has a solid ability to camouflage 
and blend in so perfectly with its surroundings, enhancing its 
hiding ability [6, 7]. Their ability to hide under the sand or 
between coral makes them challenging to detect and avoid, 
which increases the chances of injury by their stings [4]. [9] 
reported two cases of injuries from Stonefish in the north of 
Australia; one of these cases occurred with a 16 years old girl 
who presented hysterical screaming from pain severity. She 
impaled her big toe on the spine of a fish in the water. There 
was a puncture wound on the tip of the toe. The whole toe was 
cyanosed and swollen. Large doses of pethidine failed to 
control her pain. A ring block was inserted in the toe, and the 
Stonefish antivenom was administered with good effect. She 
was discharged the next day and did not suffer a sequel.  

In general, injuries from the venom of the stonefish sting 
diversify considerably. It can vary from intense pain, which 
may persist for several hours or even days, redness and 
swelling in the sting site followed by shock, pulmonary 
edema, hypotension, bradycardia, arrhythmia, cardiovascular 
collapse, muscles weakness, paralysis, convulsions, to 
occasional death in severe cases [5, 10]. Damage to cells can 
occur as a result of stresses such as toxins and venoms [8]. 
Most observable cellular changes and cell deaths occur due to 
biochemical changes within the cell [11]. Releasing the 
intracellular enzymes has been a marker of cell damage in 
various injury cases [12]. Increasing ALT activity level has 
been associated with organ toxicities [13]. LDH is a 
cytoplasmic enzyme that catalyzes lactate oxidation into 
pyruvate and reverses, predominantly in muscle tissues [11]. 
Histology is also crucial in pathology; it characterizes changes 
or disease phenotypes and diagnoses their causes [14]. 
Limited studies estimate the effect of piscine venoms on 
muscle. For example, [15] study the impact of Scatophagus 
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Argus (family: Scatophagidae) venom on gastrocnemius 
muscle, were the venom-induced significant local tissue 
damage characterized by pain, edema, and necrosis and 
induced a rapid increment in serum creatine kinase and lactate 
dehydrogenase (LDH) showing the myotoxicity of venom. 

Therefore, in this study, we aimed to evaluate the toxicity 
of stonefish venom on mice muscles using biochemical, 
histological, and image processing analysis. 

II. MATERIAL AND METHODS 

A. Chemicals and Fish Sample 

All chemicals and reagents were of analytical grade and 
purchased from Sigma–Aldrich unless otherwise indicated. At 
least ten stonefish samples were collected by SCUBA diving 
from the northern side of the Gulf of Aqaba. Collected fish 
were identified as Synanceia verrucosa based on [7]. Fish 
were kept alive under the control condition in an oxygenated 
seawater aquarium at the Aquaculture unit of the Marine 
Science Station (MSS) located along the Jordanian Gulf of 
Aqaba. 

B. Experimental Animal 

Male Balb c/mice 6-7 weeks old (average body weight 
25gm) were used. Mice were obtained from the animal house 
at Yarmouk University located on the northern side of Jordan. 
They were maintained on a standard laboratory diet and tap 
water during the experiment period. The sampling activities 
on animals (fish and mice) were conducted after taking the 
required permissions from relevant public authorities and 
agreeing with the animal care and use legislations at the MSS.  

C. Isolation of Fish Crude Venom 

Crude venom was collected by inserting the rubber caps of 
test tubes into the dorsal spine of the sampled fish, considering 
reaching a suitable distance in the spine to extrude the 
required high viscous venom. A volume of 0.3-0.4 ml of 
venom was dissolved in 1ml phosphate buffer saline to get 
milky diluted venom. The concentration of the venom was 
calculated using the Bradford method as recommended by [4]. 
The extracted soluble crude venom was immediately stored in 
a dark container at -20 

o
C for further biochemical and 

histological analysis. The concentration of the extracted 
venom was determined following [8]. 

 

D. LD50 Determination 

A modified up and down method was used to evaluate the 
intramuscular injection (i.m) LD50 value of the extracted 
venom using Balb/c mice in laboratory conditions [4]. A stock 
solution of crude stonefish venom was diluted several times 
(up to 30 times V/V). The experiment was set into triplicate 
groups of healthy mice (n=3). Mice were observed for 24h and 
symptoms of toxicity such as modifications for regular 
activities and the death time of injected mice were recorded.  

E. Mice Bioassay and Experimental Model 

Sixty male Balb/c mice were divided into two main 
groups: The first group (C) was the control group, 
intramuscular injected (i.m) with phosphate buffer saline 

without venom administration (15 mice). The second group 
(T) was the toxin-treated groups (45 mice); mice were 
administered by intramuscular injection (i.m) with 107 µg 
stonefish venom/kg mouse body weight (according to LD50 
value) and divided into three sub-groups: (a) Fifteen mice 
were killed after 1hr (T1). (b) Fifteen mice were killed after 
2hrs. (T2) and (c) Fifteen mice were killed after 3hrs. (T3). 

Blood samples were collected into a vial without 
anticoagulant from each mouse via cardiac puncture. The 
serum was separated by centrifugation at 3000X g for 30 min 
and kept at -4°C for the enzyme activity assays. The levels of 
serum lactate dehydrogenase (LDH) and Alanine 
aminotransferase (ALT) were measured at Sukaina 
Specialized Medical Labs in Amman, Jordan, using Sigma-
Aldrich activity assay kits. 

Moreover, soleus muscles were removed immediately after 
decapitation. They were divided into two groups: The first 
group was perfused with normal saline containing heparin and 
homogenized with phosphate buffer saline (pH 7.2). The 
perfused samples were kept in dark plastic bottles and stored 
at -20ºC for the LPO assay. The lipid peroxidation levels of 
the skeletal tissues were analyzed based on [16]. The second 
group was served for the microscope study and analysis. Small 
pieces of the heart were treated with formalin for fixation from 
all groups. Heart portions were dehydrated and embedded 
according to the procedures described by [17]. Tissue sections 
(7µm) were stained using Hematoxylin and Eosin (H&E) and 
analyzed under the light microscope, according to [17, 18]. 

 

F. Histopathological Image Analysis using Image-Processing 

Techniques 

Consequently, our obtained digitized sections of muscle 
tissue histopathology were amenable to the application of 
computerized image analysis and machine learning 
techniques. Besides, Artificial intelligence for image analysis 
has been utilized to distinguish possible muscle tissue injury 
after exposure to stonefish venom.  

The model framework was designed on the assumption 
that its outputs were based on the following indices: 

 Collect dataset of histopathological and benign images. 

 Extract Features. 

 Evaluate the artificial intelligence model using 
prediction quality metrics. 

 
At least one hundred histological photographs have been 

used to build the model dataset; since then, this dataset has 
been computerized based on three-class labels; Mild, 
Moderate, and Severe. Artificial intelligence applies an image 
filter to extract image features such as corners, edges, colors, 
histograms, regions of interest points, and ridges [19]. 
Furthermore, the Support Vector Machine (SVM) algorithm 
was applied to build a model that analyses our 
histophotograph and classifies them into the three main classes 
(Mild, Moderate, and Severe). Prediction quality metrics were 
also applied to evaluate the performance of the SVM model, 
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which includes: True Positive (TP), True Negative (TN), False 
Positive (FP), False Negative (FN), Precision, Recall, and F-
Measure (F-M) [20, 21]. The following formulas present the 
main metrics: 

FNTNFPTP

TNTP
Accuracyi






           (1) 

FNTP

TP
Recalli




             (2) 

FPTP

TP
Precisioni




            (3) 
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2

2

           (4) 

G. Statistical Analysis 

Statistical analysis was based on ANOVA and is presented 
as means ± S.D. Statistical significance was considered at a p-
value of 0.05 or less. The data were analyzed statistically 
using Sigma Stat statistical software version 3.5. 

III. RESULTS 

The stonefish crude venom concentration was calculated 
using the standard curve to be 4.47µg/ml. The approximate 
LD50 of the extracted toxin was 107 µg venom/kg mouse body 
weight. The behavior of the venomous treated mice could be 
clearly distinguished by losing their energetic activity, nausea 
and vomiting, diarrhea, vertigo, fainting, convulsions, and 
spastic paralysis in the late stage. 

A. Effect of the Stonefish Venom on the Enzymatic Profile 

The changes in serum biochemical markers LDH and ALT 
levels are presented in Fig. 1 and 2, respectively. In treated 
mice with the venom, the serum LDH and ALT levels showed 
significant (P≤0.05) increased after 1 hour of venom 
administration and continued to rise until three hours. 
Moreover, it was notable that the effect of stonefish venom on 
mice's skeletal muscles was time-dependent. As shown in 
Fig. 1: the treated groups produced nearly one-fold after 1 
hour, 12 and 21-fold after 2 and 3 hours after venom exposure, 
respectively. 

Fig. 1 presents the LDH activity in mice muscle tissue. C: 
Control group, T1: Toxin group after 1hr, T2: Toxin group 
after 2hrs and T3: Toxin group after 3hrs, for mice tissues 
from muscle. Presented data are mean values (units per liter) 
for each group of mice ± S.D. 

Correspondingly, the mice muscles that received stonefish 
venom revealed an increase in ALT value by a fold of almost 
9 in the case of T1 and T2 when compared to the control 
group (Fig. 2). A further increase was shown as 13-fold in 
toxin group T3 compared with the controls (P≤0.05). 

Fig. 1 presents the trend of change in ALT activity in 
tissues of mice muscle. C: Control, T1: Toxin group after 1hr, 
T2: Toxin group after 2hrs and T3: Toxin group after 3hrs. 

Presented data are mean values (units per liter) for each group 
of mice ± S.D. 

On the other hand, Malondialdehyde (MDA) produced 
oxidative damage to lipids. MDA concentration in tissue 
homogenate is mainly used as a biomarker for tissue damage. 
Control mice (group C) exhibited normal lipid peroxidation 
(MDA) levels, 7.3 μM/g in muscles homogenate. However, 
after that venom administration, a dramatic irregular trend of 
MDA production was observed due to rapid and severe tissue 
damage (Fig. 3). 

Fig. 3 shows the trend of change in MDA mean 
concentration (µMg

-1
) for mice muscles. C: Control mice 

group, T1: Toxin group after 1hr, T2: Toxin group after 2hrs 
and T3: Toxin group after 3hrs, presented value are mean 
value ± S.D. (n= 7). 

 

Fig. 1. The Treated Groups after Venom Exposure, respectively. 

 

Fig. 2. The Trend of Change in ALT Activity in Tissues of Mice Muscle. 

 

Fig. 3. The Trend of Change in MDA means Concentration (µMg-1) for 

Mice Muscles. 
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B. Histopathological Observations 

We have revealed that the histo-structure of the skeletal 
muscle is highly disturbed under the influence of the stonefish 
venom. The most apparent histological abnormalities in 
muscles were the great variety of diameters, content, and 
widespread among randomly distributed muscle fibres. In 
addition, loss of the fibers' striated appearance can appear in 
venom-treated groups compared with the control group 
(Fig. 4). Muscle fibers of the control group show higher 
content and widespread fibres compared with the treatment 
groups. (H&E, 10X). C: Control group, T1: Toxin group at 
1hr, T2: Toxin group at 2hrs, T3: Toxin group at 3hrs. *: 
Inflammation. 

 

Fig. 4. The Histopathological Changes in Muscles of Venom Injected (LD50) 

Mice Compared with the Control Mice. 

Moreover, Fig. 5 illustrated the histopathological changes 
in muscles of venom-treated mice compared with the control 
group. 

 

Fig. 5. The Histopathological Changes in Muscles of Venom-Treated (LD50) 

Mice Compared with the Control Mice. 

Control mice muscle reveals a widespread in muscle 
fibres. Venom treated muscles showing inflammation, 
degradations, and loss of the striated appearance of the protein 
fibers. (H&E, 40X). C: Control group, T1: Toxin group at 1hr, 
T2: Toxin group at 2hrs, T3: Toxin group at 3hrs. *: 
Inflammation. 

C. Histopathological Image Analysis 

Previous sections demonstrated the experimentally routine 
procedures for evaluating the possible harmful effects of 
stonefish venom on male BALB/c mice's skeletal muscles. 
Although the histopathological photographs' investigation was 
performed manually, this technique is time-consuming and 
depends on the investigator's experience. Therefore, artificial 
intelligence-assisted image analysis was suggested for 
qualitative and quantitative diagnosis of skeletal muscle 
tissues in order to overcome the time challenge. Consequently, 
our results showed that the SVM model accuracy could detect 
severe and mild damage with 93% and 91%, respectively, 
according to the used dataset with promising accuracy results. 
Table I shows the SVM model's detailed prediction metrics. 

TABLE I.  DETAILED RESULTS OF THE SVM MODEL 

Class TP FP Precision Recall F-M 

Mild 0.80 0.077 0.80 0.80 0.80 

Moderate 0.909 0.040 0.909 0.909 0.909 

Severe 0.933 0.48 0.933 0.933 0.933 

Weighted 

Average 
0.889 0.053 0.889 0.889 0.889 

TP: True Positive, FP: False Positive, and F-M: F-Measure 

True Positive classifies images correctly to their original 
class labels, while False Positive incorrectly classifies images. 
Precision reflects the ratio of relevant images through the 
retrieved. Recall means the percentage of the relevant images 
that the model retrieved. The F-Measure is the harmonious 
average of precision and recall. It is a composed metric that 
penalizes extreme values and provides a single measurement 
for a system that illustrates optimization. The SVM results 
showed that artificial intelligence offers accurate models to be 
applied in the natural environment. Therefore, it can support 
researchers and medicals in recognizing the appearance of 
particular health issues after stonefish envenomation and assist 
in the production of fast, reliable, and economical 
technologies. 

IV. DISCUSSION 

This study investigates the adverse effect of stonefish 
crude venom using biochemical and histological approaches 
on mice muscles. Serum LDH values showed a significant 
increase (P≤0.05) by 12 and 21-fold in the T2 and T3 groups, 
respectively, compared with the control group. These results 
are reasonable in which a suitable explanation could be 
rendered by the regulatory mechanism of LDH in the muscles. 
LDH is regulated by the relative concentrations of its 
substrates [11, 22]. LDH becomes more active under periods 
of extreme muscular output due to the increase in substrates 
for the LDH reaction [4, 22]. When skeletal muscles are 
forced to produce high levels of energy, the demand for 
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Adenosine Triphosphate (ATP) in regards to aerobic ATP 
supply leads to an accumulation of free Adenosine 
Diphosphate (ADP), Adenosine Monophosphate (AMP), and 
inorganic phosphate (Pi) [22]. The subsequent glycolytic flux, 
specifically the production of Nicotinamide adenine 
dinucleotide (NADH) and pyruvate, exceeds the capacity for 
pyruvate dehydrogenase and other shuttle enzymes to 
metabolize pyruvate. The flux through LDH increases in 
response to increased pyruvate and NADH to metabolize 
pyruvate into lactate [22-24]. 

Furthermore, the results show a significant increase in 
ALT activity after stonefish venom injection, proving muscle 
toxicity and cell-damaging, which agreed with [12] and [13]. 
Moreover, the results showed an increase in MDA level in the 
homogenate tissue of the toxin groups, as highly reactive 
molecules are responsible for the development of several and 
different diseases [23, 25]. Our finding proves that there are 
cytotoxicity and cellular damage, in agreement with [26, 27]. 

The most apparent histological abnormalities in muscle 
tissue are reflected by losing their striated appearance. In 
addition, there was a variation in the diameters, content, 
widespread among randomly distributed muscle fibres and 
inflammation in fibres. Thus, our histological studies 
confirmed that the stonefish venom produced marked 
pathological changes consistent with extensive damage to the 
muscle fibers of the mice. The latter finding agrees with a 
similar study by [5], where it was reported that the protease-
related activities of stonefish crude venoms are probably 
responsible for tissue necrosis and the spread of venom 
toxicity. It usually consists of depolarising action (stress-
inducing imbalance) of cell membrane on both nerve and 
muscle tissues, and that their effects differ only quantitatively 
[25, 28, 29]. Based on our findings, we hypothesized the role 
of stonefish venom in cell signaling (ROS dependent) that 
might interact with the biological consequences processes. 

As presented previously, histological photomicrographs 
can be procured by using technoscientific digital cameras 
connected with a microscope to identify tissue formation and 
structure abnormalities under the microscope. Recently, 
automated artificial intelligence algorithms can be utilized to 
distinguish abnormal characteristics based on a specific 
symptom. In agreement with other related studies [30, 31, 32], 
artificial intelligence has shown dramatic growth in 
environmental monitoring and medical health applications, 
mainly in enhancing histopathology imagery, which can 
provide a breeding ground for developing bioinformatics 
applications in various fields. 

V. CONCLUSION 

Our observations on rapid skeletal muscle damage and 
inflammation induced by stonefish venom permit us to 
highlight the need to maintain adequate antivenom stocks in 
the hospitals in Aqaba. Moreover, we illustrated the benefits 
of using digital image processing techniques for stonefish 
histology image analysis by developing a predictive set of 
tools to aid researchers and medicals in identifying the 
appearance of specific health problems after stonefish 
envenomation and provide fast, reliable, and economical 
technologies. Further coastal and environmental engineering 

investigations on dangerous marine organisms: their 
distribution, habitat, and ecotoxicity along the Jordanian coast 
of the Gulf of Aqaba, can prove to be promising towards 
ensuring beach safety in the Gulf of Aqaba. 
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Abstract—This contribution proposes an approach to enhance 

the capability of robotic agents to join the Internet of Things 

(IoT) and act autonomously in extreme and hostile environment. 

This capability will help in the development in environments 

where the connectivity, availability, and responsivity of the 

devices are subject to variations and noises. A real time 

distributed and decentralized Peer-to-Peer protocol was designed 

to allow Autonomous Unmanned Surface Vessels (AUSV) extend 

their context awareness. The developed Middleware allows a real 

time communication and is designed to run on top of a Real Time 

Operating System (RTOS). Furthermore, the proposed 

Middleware will give researchers access to a large amount of 

data collected by sensors, and thus solve one of the major 

problems encountered while training artificial intelligence 

models which is the lack of sufficient data. 

Keywords—Autonomous robots; smart objects; peer-to-peer; 
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I. INTRODUCTION 

In the past, static robots, such as industrial arms, were used 
to perform repetitive tasks in a production line where the 
environment is well controlled and known in advance, at that 
time, collaboration between robots was not a priority. 
However, we are increasingly seeing the emergence of 
applications involving a swarm robot that share a common 
ultimate goal, e.g., The Autonomous Unmanned Surface 
Vessels (AUSV) or Unmanned Ground and Aerial Robots that 
must achieve missions like first responders, coast guards, area 
search, target detection and tracking, formations, rendezvous 
[1-3]. 

From these facts, the research on collaborative robots has 
increased considerably, and many researchers have started to 
make their focus on the internal design of the robot‟s context 
awareness [4-5], and the trend is to use Mobile Robots in 
hostile environments where the stability of the surrounding 
conditions and the connectivity is limited. 

Mobile Robots require collaborative capabilities to achieve 
complex missions on hostile environment, e.g., AUSV may 
need to collaborate to build a mesh network where each 
AUSV serves as a network node. However, most of proposed 
AUSV was designed to operate in an already known 
environment and are not designed to adapt themselves to the 
new changes in the context. 

We propose middleware for collaboration, communication, 
device hardening for deployments in extreme environments. 
We explore Multi Agent Systems (MAS) as a solution to 

enhance the collaboration by increasing autonomy, flexibility, 
and composability of robotic agents with the IoT devices 
available on their surrounding environment to promote the 
self-awareness of those agents. Not only the sensing and 
actuation are considered, but we also look at the distribution 
of decision-making in term of collaboration between the 
components of the application. 

Our proposed Middleware named Collaborative Open 
Platform for Distributed Artificial Intelligence (COPDAI) 
allows a real time communication between a community of 
robots while supporting link and component degradation. The 
community takes distributed decisions that position agents on 
strategic locations to mitigate the risk of disconnection. 
Position depends also on the capabilities such as sensing and 
actuating. Agents are interconnected and they maintain this 
interconnection as principal vehicle of communication among 
them in a peer-to-peer mode. 

Another problem that COPDAI will try to solve is the 
difficulty of having access to sufficient data to train artificial 
intelligence models, COPDAI will promote the sharing of 
sensor data and the trained models within the scientific 
community, as well as within the mobile robots. 

II. RELATED WORK 

In recent study [6] authors presented multiple node 
communication mechanisms: Simple message, Ports, Topics, 
Events and services, and based on pre-established criteria, 
they compared several Robotics Software Framework (RSF) 
to evaluate the coverage of each of them to defined criteria. It 
is worth mentioning that robotic systems are often designed 
over an Ethernet. Field Buses, such as CANBus, I2C, 
EtherCAT, Serial lines, FireWire, PROFIBUS, and even PCI 
are often used. Unfortunately, most RSFs and MASs use only 
the IP protocol. 

Generally, the MAS was used for its great flexibility and 
the ability to reuse components in different projects. Several 
patterns have been proposed for its implementation in Multi-
Robot Systems, proving a gain in development time [7], in this 
Work Jade Middleware was used to ensure communication. 

Agents distribution can be categorized into three forms [8]: 
Embedded agents at the robot level, agents located at a server 
level or hybrid distribution: Intelligence and computational 
agents are external to the robot, and acquisition and control 
agents are embedded. 
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In [9], the authors worked on the control of soccer robots, 
three schemes based on the multi-agent system paradigm were 
established: the first scheme is based on the control of the 
robots from a remote computer, in this configuration the 
robots had no embedded intelligence, the second scheme is 
based on a distributed architecture where the vision and the 
decision are done on a central computer and the control of the 
motors is delegated to embedded systems attached to the 
robots, the third scheme allows a greater autonomy of the 
robots where the acquisition of the sensor data, the decision as 
well as the control of the motors are done at the level of the 
robot, in addition to an eventual communication between 
robots. 

In [10] the authors have proposed a distributed knowledge 
base, this base is shared between them. The agents are 
organized in a hierarchical way and in case of errors that occur 
in an agent belonging to the lower level, the agents of the 
higher level replan the trajectory of the robot. 

In [11], the authors based their middleware on the Real-
time CORBA specification [12] which extends the basic 
CORBA model to support real-time constructs. A client/server 
model was adopted, and the predictability improvement was 
based on Real-time CORBA mechanisms such as: thread-
pooling and priority assignment. 

In [13], the authors focused on the support of networking 
and middleware of mobile embedded systems, a 
communication protocol named TDMA allowed the 
transmission of data and manage the uncertainty related to the 
communication, in addition a shared memory named RTDB 
was defined to allow the agents to share data. 

The authors in [14] developed a Humanoid Robot using 
XBotCore middleware, for real time communication, the 
middleware use EtherCAT protocol, and the software was 
built on the top of Xenomai RTOS, the middleware was 
designed to satisfy 1 kHz control frequency and implement 
four tasks in real time behavior among other: robot kinematic 
chain, robot joints, robot Force/Torque sensors. In [15], a 
middleware based on the concept of control kernel has been 
developed. Different types of nodes have been designed on top 
of two protocols namely: CAN bus and Ethernet, the nodes 
have different capabilities and can provide different types of 
services depending on their computing power. Lightweight 
nodes communicate on top of CAN bus and powerful nodes 
on top of Ethernet. 

Also, in [16] we studied 14 Middlewares which are either 
oriented to robotics applications or smart objects applications, 
we concluded that most of the Middlewares do not meet the 
real time constraint like: UBIWARE [17], LMAARS [18], 
ACOSO [19], Voyager [20], JCAF [21], Aura [22], 
UBIWARE [23], LMAARS [24] and SOCRADES [25], while 
others suffer from a centralized architecture like ROS [26], 
ICARS [27], COROS [28]. 

III. COPDAI COMMUNICATION ARCHITECTURE 

This Each sensor, actuator or decision module can be 
attached to the robot body or located in its external 
environment; we will represent each of these components by a 
node. 

Due to the constraint of the hostile environment, our 
architecture must be robust to the instability of the physical 
communication links, thus each node can appear and 
disappear at any time, the Middleware must allow each node 
to detect the presence of the other nodes and must implement 
a recovery mechanism in case of communication failure. 

In addition to that, our architecture must not have a Single 
Point of Failure (SPOF): the degradation of a node must not 
compromise the whole robot‟s mission, or at least we must be 
able to switch to a safe position, for that the architecture must 
be decentralized, we propose a Peer-to-Peer communication 
between the nodes. 

Also, we need to allow distributed computing between 
nodes: thus, a node that is located on a computer/server with 
more resources (CPU, RAM…) can contribute to the 
computations that a node located on an embedded board with 
limited resources cannot do by itself. 

In addition to that, the constraint of real time requires us to 
define a priority between the transmitted messages, and thus 
allow the node to process these messages with a minimum 
level of guarantee and a predictable behavior. 

Finally, the middleware must promote collaboration within 
the scientific community through the sharing of content and 
collected data during experiments (sensor data, actuators 
data…) and optionally results or the trained model. 

We distinguish four families of possible communication 
between these nodes among others (Fig. 1): 

 Inter-robot communication: 

o Communication between nodes located in the 
same embedded card / computer. 

o Communication between nodes located in separate 
embedded cards / computers. 

 Communication between robots. 

 Communication between robots and smart objects. 

 Content sharing (images, videos…) between 
researchers / robots. 

During the design of the communication layer of COPDAI 
Middleware, we had to provide answers to the following 
functional requirements: 

 Discovery: How can the nodes recognize each other, 
knowing that they can be located on the same 
embedded board or on remote embedded boards? 

 Presence: How do we track the appearance and 
disappearance of nodes? Are we going to use a central 
component as advocated by multi-agent systems or are 
we going to use a distributed mechanism with partial 
knowledge of the topology? 

 Connectivity: How do we connect one node to another? 
Are we going to use ethernet communication (on the 
same segment or on different network segments) or are 
we going to use inter-process communication (IPC)? 
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 Point-to-Point messaging: How to send a message from 
one node to another? Using a central system such as a 
message broker, or direct communication? 

 Group messaging: How we can do group messaging? 
Use push/pull pattern or use publish/subscribe pattern? 

 Real Time communication: How to prioritize critical 
messages and ensure that they are processed in real 
time? 

 Content distribution: How to send the data collected by 
the robot embedded system (sensor data, execution 
data or engine logs...)? Are we going to use a 
decentralized protocol like (FileMQ [29], IPFS [30] 
...)? Or are we going to use server-centric protocols 
like (FTP, HTTP...)? 

 Bridging: How we can do wide area bridging? 

 Security: How nodes protect the information they 
carry? And how to secure messages and content during 
the exchange operation? 

 Test & Simulation: How do we simulate large numbers 
of nodes? Are we going use real embedded systems? 
Or are we going provide a way to do a software 
simulation? 

 Distributed logging: What strategy to adopt to trace 
communications and collect logs from the nodes in 
order to detect possible failures or to debug? 

A. Transport Layer 

We choose the concurrency framework ZeroMQ [31] as 
transport layer, it gives us sockets that carry atomic messages 
across various transports, among others: IPC and TCP, 
researchers evaluate the performance of OpenDDS, ORTE and 
ZeroMQ middleware in terms of latency and scalability, they 
choose the publish/subscribe pattern to study those 
middleware performances and results show that ZeroMQ has 
the best performance with minimal latency [32]. Also, 
researchers here [33-34] have found that ZeroMQ scales much 
better and can smoothly handle high data loads and even 
bursts of requests, which was not the case in their old 
middleware version based on CORBA. 

 

Fig. 1. Communication Families between COPDAI Nodes.
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B. Transport Mechanisms 

COPDAI will support in its first version the following 
transport mechanisms: TCP/IP, UDP/IP, and IPC, other 
mechanisms will be supported in the future releases such as 
Bluetooth, Serial wire and Acoustic communications. 

Nodes within the same embedded card/computer will use 
IPC to communicate with each other and nodes located on 
different embedded boards/computers will communicate using 
IP protocols. 

We were inspired by the ZeroMQ Realtime Exchange 
Protocol (ZRE) which governs how a group of peers on a 
network discover each other, organize into groups, and send 
each other events [35]. ZRE runs over the ZeroMQ Message 
Transfer Protocol (ZMTP). ZRE has been designed to run in 
smart home and can accept a limited number of nodes: each 
node establishes a connection to the other ones, which means 

if we have N nodes we are going to have 
    (   )

 
 

connections, which can cause the saturation of a network 
quickly. Another problem is that ZRE support only IP 
communication which represents an unjustifiable overhead in 
our case for the nodes that must communicate within the same 
embedded card / computer. And finally, ZRE has not 
implemented any notion of service. 

COPDAI supports 4 Messaging types: 

 Node to Node messaging: Nodes that belong to the 
same hierarchical group, and that are located on the 
same physical medium (embedded card / network 
segment) can communicate directly in Peer-to-Peer. 

 Topic messaging: it is the case where some nodes want 
share message about the same topic. 

 Hierarchical messaging: Nodes are organized in groups 
that accept a maximum number k of members, each 
group contains a leader, communication between 

members of the same group is direct, but 
communication between two nodes belonging to 
different groups must go through the respective leaders 
of each group, 

 Bridging messaging: Communication between nodes 
belonging to two physical boundaries (two embedded 
cards or two Network segments) passes through a 
dedicated node, this node is elected among the group 
leaders. 

Fig. 2 shows a use case of communication types with k=3, 
if we compare ZRE with COPDAI in this use case, in Network 
Segment 1 we have only 3 IP connections instead of 171 using 
ZRE, also ZRE does not allow communication between nodes 
in segment 1 and 2: 

C. Discovery on the Same Machine 

In a specific folder location, within the user home 
directory, each node creates a file with its UUID as file name. 
Each       the node modifies its file timestamp. 

Each    nodes list the files whose last modification date is 
less than   , and so, they will be able to know the new nodes 
that have just appeared or those that have disappeared (Fig. 3). 

D. Discovery over IP 

We want to keep back compatibility with the ZRE protocol 
for discovery over IP Protocol, so we are going to use the 
same mechanism: ZRE uses UDP IPv4 beacon broadcasts to 
discover nodes. Each ZRE node shall listen to the ZRE 
discovery service which is UDP port 5670. Each ZRE node 
SHALL broadcast, at regular intervals, on UDP port 5670 a 
beacon that identifies itself to any listening nodes on the 
network [35]. 

The header shall consist of the letters „Z‟, „R‟, and „E‟, 
followed by the beacon version number, which shall be %x01. 

 

Fig. 2. COPDAI Communication Types with Groups that Accept at Maximum 3 Members. 
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Fig. 3. IPC Discovery Files. 

The body shall consist of the sender‟s 16-octet UUID, 

followed by a two-byte mailbox port number in network order. 

If the port is non-zero this signals that the peer will accept 

ZeroMQ TCP connections on that port number. If the port is 

zero, this signals that the peer is disconnecting from the 

network. The body contains also another two-byte mailbox 

port number for real time communication channel, and since 

in our case the Bridge node hides behind it several nodes 

which should be discoverable to the outside world, we will 

extend the ZRE beacon so that the body contains UUIDs of 

these nodes (Fig. 4). 

 

Fig. 4. COPDAI Beacon Message. 

Node that receives a valid beacon with a non-zero port 
number will be considered as a new peer. 

 

Fig. 5. Use Case where we can receive a Message before Receiving Beacon 

from Peer. 

UDP messages are limited to 1500 bytes on LANs and 512 
bytes on Internet, so the bridge node cannot handle more than 
92 nodes in LANs and 30 nodes in Internet, if the bridge node 
reaches its limit, a new one is elected and handle the rest of 
the nodes. 

Another problem is that bridge node can get the first 
beacon from a peer after it starts to receive messages from it, 
so in this situation we got a message from a node that we 
don‟t know its IP address and port (Fig. 5). 

So, we must consider discovery over TCP: Our first 
command to any new peer to which we connect is an “Hello” 
command with our IP address and ports. Bellow the steps we 
will follow: 

 If we receive a UDP beacon from a new peer, we 
connect to the peer through a TCP socket. 

 Each message must contain the UUID of the sender. 

 If it‟s a Hello message, we connect back to that peer if 
not already connected to it. 

 If it‟s any other message, we must already be 
connected to the peer, if it is not the case, we raise an 
assertion. 

 We send messages to each peer using the per-peer 
socket, which must be connected. 

 When we connect to a peer, we also tell our Node that 
the peer exists. 

 Every time we get a message from a peer, we treat that 
as a heartbeat. 

Fig. 6 shows the message format for the "Hello" command 
throw IP. 

 

Fig. 6. COPDAI Hello Message throw IP. 

Bellow we explain the signification of each part of the 
“Hello” Message: 

1) Part 1: It is an Event Type (4 bytes), it is equal to %d1, 

2) Part 2: It is the signature which let us control the 

received message is a COPDAI Message, must always equal 

to %xAAA2, 

3) Part 3: It is the protocol version. 

4) Part 4: It is a sequence number which will allow our 

node to check if there were any lost messages between the 

current received message and the last received one, for each 

peer. 

5) Part 5: It is a string that concatenates the IP address of 

the peer and its port, the endpoint is specified as 

“tcp://ipaddress:mailbox”. 
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6) Part 6: It is a string that concatenates the IP address of 

the peer and its real time port, the rtendpoint is specified as 

“tcp://ipaddress:rt-mailbox”. 

7) Part 7: list of UUIDs nodes under the responsibility of 

the sender and for each UUID list of proposed services. 

8) Part 8: List of groups to which the peer belongs. 

9) Part 9: The “group status sequence” is a one-octet 

number that is incremented each time the peer joins or leaves 

a group. Each peer may use this to assert the accuracy of its 

own group management information. 

10) Part 10: List of services offered by the sender. 

11) Part 11: A Human friendly peer‟s name. 

12) Part 12: Headers is a hash table (Key/Value HashMap) 

of additional information that the peer can eventually send. 

E. Detecting Disappearances over IP 

Several reasons can come into play and distort the decision 
that a peer has really disappeared: due to high TCP traffic the 
UDP packets can be dropped (which causes a high latency 
before getting the beacon) or a high latency before getting a 
message on top of the TCP and which is also considered as 
heartbeat. 

To overcome this problem, if we don‟t get a beacon from 
the peer after a while, we switch to TCP heartbeats which 
consist of sending a PING command and receiving a 
PING_OK response, the PING command is described in ZRE 
protocol as follow (Fig. 7). 

 

Fig. 7. PING Command Sent to a Peer if it Disappears [35]. 

Bellow we explain the signification of the new part of the 
“PING” Message: 

 Part 1: It is an Event Type (4 bytes), t is equal to %d6. 

If the Peer is still alive it must respond with a PING_OK 
as described in Fig. 8: 

 

Fig. 8. PING OK Message that a Peer Send to Confirm it is Still Alive [35]. 

Bellow we explain the signification of the new part of the 
“PING OK” Message: 

 Part 1: It is an Event Type (4 bytes), it is equal to %d7 

F. Greeting Message over IPC 

The following (Fig. 9) illustrates the Hello message in case 
of IPC Communication: 

 

Fig. 9. COPDAI Hello Message over IPC. 

Bellow we explain the signification of the new part of the 
“Hello” Message over IPC: 

 Part 1: It is an Event Type (4 bytes), it is equal to %d8. 

G. Topology Heartbeating 

Fig. 10 shows a typical example of the links between 
nodes in the COPDAI Middleware, nodes of the same 
hierarchical group communicate with each other and with their 
leader, leaders communicate with each other and with the 
Bridge Node, and finally Bridge Nodes communicate with 
each other. 

 

Fig. 10. Typical Communication Topology between COPDAI Nodes. 
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Each time the leader detects that there is a change in the 
nodes under its responsibility, e.g., a node in the group has 
disappeared, a new node has joined its group, it will notify the 
other leaders by sending the following message (Fig. 11): 

 

Fig. 11. COPDAI Topology Heartbeating Message. 

Bellow we explain the signification of new part of the 
“Topology Heartbeating” Message: 

 Part 1: It is an Event Type (4 bytes), it is equal to %d9 

Bridge Node being itself a Leader, it is responsible for 
notifying the other Leaders in the same machine by any 
change in its group. 

A Bridge Node is elected among the Leaders, so it is 
responsible for the propagation of the topology to others 
Bridge Nodes once a change has happened at the level of its 
group, or at the level of a group of another leader, the message 
(Fig. 11) is sent to others Bridge Nodes, with the difference 
that it concatenates all the nodes present on the machine with 
their respective services and not only the nodes that belong to 
its group. 

In the opposite direction, once a Bridge Node receives a 
topology message from another one, it notifies the Leaders on 
its machine using the following message format (Fig. 12), in 
the same way the leaders propagate this message to each 
member of their group: 

 

Fig. 12. Remote Bridge Node Topology Heartbeating Message. 

Bellow we explain the signification of new parts of the 
“Remote Bridge Node Topology Heartbeating” Message: 

 Part 1: It is an Event Type (4 bytes), it is equal to 
%d10. 

 Part 5: Remote Bridge Node UUID 

 Part 6: List of UUIDs nodes under the responsibility of 
the Remote Bridge Node and for each UUID list of 
proposed services. 

 Part 7: List of groups to which the Remote Bridge 
Node belongs. 

 Part 9: List of services offered by the Remote Bridge 
Node. 

H. Communication between Two Peers 

One of the problems we have encountered in trying to have 
true Peer-to-Peer communication is that ZeroMQ socket is not 
symmetric, to overcome this problem, we have adopted the 
harmony pattern: For the outgoing messages, we are going to 
use a DEALER socket per peer so we can safely send 
messages. 

For the ingoing messages, we choose the ROUTER socket, 
and so, the Harmony pattern comes down to these components 
(Fig. 13 and 14): 

 One UDP socket where we listen to the broadcasted 
beacons (In case of Bridge Node). 

 One ROUTER socket that we bind to an ephemeral 
port, and where we receive incoming messages from 
peers. 

 One DEALER socket per peer that we connect to the 
peer‟s ROUTER socket. 

 One ROUTER socket (named RT-ROUTER) that we 
bind to an ephemeral port, and where we receive 
incoming messages from peers which must be 
processed in real time (we suppose here that the Node 
is a type of RTCyclicNode and the listener is decorated 
properly to behave in real time (more details in our 
recent contribution [36]). 

 One DEALER socket (named RT-DEALER) per peer 
that we connect to the peer‟s RT-ROUTER socket. 

 Reading from our ROUTER/RT-ROUTER socket. 

 Writing to the peer‟s DEALER/RT-DEALER socket. 

 

Fig. 13. Sockets used in each COPDAI Bridge Node (IP Communication). 

 

Fig. 14. Sockets used in each COPDAI Local Node (IPC Communication). 
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If the peer disappears and comes back with a different IP 
address and/or port, we have to disconnect our DEALER 
sockets and reconnect to the new ports. 

In the case of IPC communication, a folder hierarchy was 
adopted as shown in (Fig. 15), a file is created in a folder 
named "dealer" which will be used as a medium for the 
DEALER socket, another file will be created in the folder 
"dealer/rt" for real time communication, the same tree 
structure is adopted for the ROUTER and RT-ROUTER 
sockets. 

 

Fig. 15. IPC Sockets Folder Hierarchy. 

The exchanged message between peers in the same 
hierarchical group is in this format (Fig. 16). 

 

Fig. 16. Format of a Message Exchanged between two Nodes in Same 

Hierarchical Group. 

Bellow we explain the signification of new parts of the 
Message exchanged between two nodes: 

 Part 1: It is an Event Type (4 bytes); it is equal to %d2. 

 Part 3: the service name to invoke. 

 Part 6: the content message which is serialized using 
Protocol buffer [37] (it is the serialized object we are 
going pass to the service as a parameter). 

I. COPDAI Node Topology Knowledge Management 

Each node according to its position in the COPDAI 
hierarchy (Normal Node, Leader or Bridge), maintains some 
knowledge about the current topology: 

 All Nodes maintains at least: 

o Peers UUIDs. 

o For each Peer UUID list of services offered by it. 

o For each Peer the list of groups to which it 
belongs. 

o For each Peer its Manager UUID (can be the 
UUID of a Leader or a Bridge Node). 

o For each Peer the time when it starts running (used 
in election). 

o List of Services. 

o For each Service list of Peers offering it. 

o For each Peer the outgoing message sequence (for 
assertion and Quality of Service (QoS)). 

o For each Peer the incoming message sequence (for 
assertion and QoS). 

o For each Peer group status sequence (for assertion 
and QoS). 

o Timestamp when this node start running (used in 
election). 

o The last time the node signaled its presence to the 
outside world (used in election). 

 The Normal Node maintains also: 

o The UUID of the Leader Node that is responsible 
for it. 

 The Leader Node maintains also: 

o Same Machine Leaders UUIDs. 

o The UUID of the Bridge Node that is responsible 
for it. 

 Bridge Node maintains also: 

o Same Machine Leaders UUIDs. 

o Bridges Nodes UUIDs. 

o For each Bridge Node: The Endpoint, port, rt-port. 

J. Message Routing 

When a node wants to send a message to another node 
which does not belong to its hierarchical group, it constructs 
the message (Fig. 17) and sends it to the leader, if the leader 
finds that this node is managed by another leader on the same 
machine it sends the message to it, this last one transmits the 
message to the target node, if not, it transmits the message to 
the Bridge Node on the local Machine, this one will send the 
message to the Bridge Node which manages the target node, 
and thus the message is routed until it reaches its destination, 
an example is illustrated in Fig. 18: 

 

Fig. 17. COPDAI Routing Message Format. 

Bellow we explain the signification of new parts of the 
routing message: 

 Part 1: It is an Event Type (4 bytes), it is equal to 
%d11. 

 Part 3: The target peer. 
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Fig. 18. Example of Routing Message between Nodes that doesn‟t belong to 

the same Hierarchical Group. 

K. Group Messaging 

For group messaging we want to be able to join and leave 
groups, discover the existing of nodes in other groups and 
send a message at once to several nodes belonging to the same 
group. This gives us some new protocol commands: 

JOIN - we send this to all peers when we join a group 
(Fig. 19): 

 

Fig. 19. Group Join Message Format [35]. 

 Bellow we explain the signification of new parts of the 
join message: 

 Part 1: It is an Event Type (4 bytes), it is equal to %d4.  

 Part 4: the group the node wants to join. 

LEAVE - we send this to all peers when we leave a group 
(Fig. 20). 

 

Fig. 20. Leaving Group Message Format [35]. 

Bellow we explain the signification of new parts of the 
leave message: 

 Part 1: It is an Event Type (4 bytes), it is equal to %d5, 

 Part 4: the group the node wants to leave. 

The following Fig. 21 illustrates the format of a message 
that will be sent to a group. 

 

Fig. 21. Multi-part Message Format for Group Messaging 

Bellow we explain the signification of new parts of the 
multi-part message format: 

 Part 1: It is an Event Type (4 bytes), if it is equal to 
%d3. 

 Part 4: the group the node wants to send to it the 
message. 

 Part 5: the service name to invoke. 

 Part 6: Message content. 

When a Leader receive a JOIN or LEAVE or a multi-part 
message it propagates it to other Leaders, the same for a 
Bridge Node if it receives a JOIN or LEAVE or multi-part 
message it propagates it to others Bridge Nodes. 

Leaders and Bridge Nodes also are responsible for 
propagating this message to the Nodes they manage. 

L. Election and Membership 

1) When a node starts the first time, it sends a request to 

find a free group to all nodes in the same machine (Fig. 22). 

2) If a leader receives a group search request, and if there 

is free space in its group, it reserves a space for the requester 

and sends an invitation (Fig. 23). 

3) Once an invitation is received, the node sends a request 

to join the leader group (it must return the same invitation 

code received in the previous step) (Fig. 24). 

4) Then the leader sends a confirmation with the name of 

the group that the node has just become one of its members 

(Fig. 25). 

 

Fig. 22. Search Free Group Message Format. 

 

Fig. 23. Leader Invitation Message Format. 
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Fig. 24. Membership Request Format. 

 

Fig. 25. Membership Confirmation Message Format 

5) Once this is done the node sends a "JOIN" message to 

notify everyone that it has just joined the group (Fig. 19), and 

after that it creates the necessary IPC sockets with other 

group‟s members. 

Note: All these operations are time-stamped, if it takes 
times to receive a response, the operation is cancelled, and the 
process is resumed. 

6) If the node doesn‟t receive any response from leaders, 

or if it has failed to become a member of a group after a 

configurable amount of time, the node creates a new group, 

joins it, and sends JOIN command to outside world, after that 

it becomes the leader of this new group it notifies peers with 

the following message (Fig. 26). 

7) If Leaders receive a “LEADERSHIP” message, they 

send back a congratulation message, and specify which one of 

them is the Bridge Node (Fig. 27). 

8) Once the Leader receives a congratulation message, it 

creates the necessary IPC sockets with the other Leader. 

9) If after a while, the Leader doesn‟t receive any 

congratulation message, it considers itself as a Bridge Node, 

creates the necessary TCP sockets and starts listening on the 

UDP port to detect other Bridge Nodes over IP. 

10) If a leader disappears, the rest of the nodes in the group 

start elections by exchanging between them the following 

message containing their start date (Fig. 28): the node that 

started first becomes the new leader and continues the process 

explained in step 6. 

11) Each node saves/updates the last time it signalled its 

presence to the outside world, if it was a while since it notifies 

peers about its presence (a pre-parameterized value in 

COPDAI Middleware), and if it was a Leader, it concludes 

that he is no longer the leader and considers itself as a normal 

node and starts the process again from step 1. 

12) If a Bridge Node disappears, the rest of the Leaders 

start elections by exchanging between them the message 

shown in (Fig. 28): The Leader that started first becomes the 

new Bridge Node and continues the process from step 9. The 

new Bridge Node is responsible of propagating the new 

topology to the outside world (Fig. 11). 

 

Fig. 26. Leadership Announcement Message. 

 

Fig. 27. Leaders Congratulation Message Format. 

 

Fig. 28. Election Message Format. 

M. Content Sharing 

We used the InterPlanetary File System (IPFS) [38] which 
is a peer-to-peer distributed file system that stores and 
retrieves files in a BitTorrent-like way. 

So, to allow sharing of data captured by sensors (images, 
videos…) or artificial intelligence models between researchers 
/ robots, we installed in each machine the ipfs daemon which 
connects it to the global distributed network by running the 
following commands: 

$> ipfs init              (1) 

$> ipfs daemon              (2) 

IPFS requires 512MiB of memory and the installation 
takes only 12MB, if the machine doesn‟t have the necessary 
resources, we just ignore the IPFS installation. 

The first time a node starts, it verifies if it has the ipfs 
capability by running the following command: 

$> ipfs version              (3) 

If a node wants to add any file to the distributed file 
system, it just run: 

$> ipfs add filename             (4) 

To allow nodes located on machines that do not have 
sufficient resources to share files, we run a dedicated COPDAI 
nodes (named IPFS Nodes) in servers that have enough 
resources, these nodes offer the “ipfs” service, and each node 
can send files to them using the “SEND MESSAGE” 
command (Fig. 16). The IPFS nodes persist the message 
content in file and after that, add it to the distributed file 
system (command 4). 
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After adding a file to ipfs, the command 4, returns a hash 
code, IPFS already offers the possibility to retrieve files via 
browser or command line interface (CLI) but it requires that 
we know already the hash code, to overcome this limitation, 
an event is fired associating each hash code with the UUID of 
the node that generated it and the file creation time, the event 
is sent to the distributed tracing system. In the future we plan 
to add an interface to brows the files by agents UUIDs / 
Names. 

Researchers can share their content by just sharing the 
hash code. 

N. Distributed Logging 

In such a complex distributed system, tracing message 
between nodes is paramount, we have chosen Jeager [39] for 
distributed transaction and monitoring. The tracing is based on 
the OpenTracing Semantic Specification [40]. 

IV. TESTS AND IMPLEMENTATION 

A first version of COPDAI Middleware is already 
developed in python [41], as well as in java [42], also an 
Android version of the COPDAI agent has been developed 
[43] to allow any robot to benefit from the existing sensors on 
a smartphone (Accelerometer, GPS, GYROSCOPE, 
Magnetometer…) and this allowed us to validate our 
communication architecture as well as to extend the 
capabilities of the robot used in our contribution [44] (Fig. 29) 
after attaching the smartphone to its body. 

To challenge our middleware, we compared its 
performance with ROS2 [45] which is the upgrade of ROS1 
by utilizing the Data Distribution Service, the main goal of 
ROS2 is to provide the real time capability, it is under heavy 
development, it supports communication over IP, ROS2 
doesn‟t support ARM board even though most mobile robots 
use embedded cards based on ARM architecture like (Jetson 
TX2, Raspberry Pi, BeagleBone, Orange Pi, …), because they 
are energy efficient. 

For each type of communication: COPDAI communication 
over IPC, COPDAI Real Time communication over IPC, Real 
Time communication over IP and communication using 
ROS2, we measured the latency that a message takes to pass 
from one node to another, we studied the following three 
scenarios: a node communicates only with one other node, a 
node communicates with 10 nodes and a node communicates 
with 100 nodes at the same time, for each scenario we sent 
10k messages, to limit network noise, all nodes were deployed 
on the same machine (Asus Zephyrus ROG, CPU Pentium i7 
2. 3GHz, RAM 16 GB) the RTOS used: Ubuntu 20.04 
Patched to PREMPT_RT. 

Table I illustrates the average latencies in each scenario, 
we notice that for the scenario of the real time communication 
using the COPDAI middleware on top of IPC the average 
latency did not change greatly by increasing from 10 nodes to 
100 nodes, which shows a great stability of the system, on the 
other hand we notice that the average latency climbed in an 
exponential way in the case of ROS2, same for the case of the 
communication using COPDAI RT over IP or COPDAI over 
IPC the average latency is stable and robust to the scaling up. 

Table II illustrates the maximum latencies obtained in each 
scenario, the highest latency was obtained when 
communicating between 100 nodes using ROS2 with more 
than 6 minutes of delay between sending and receiving the 
message, while we notice that the maximum latency in the 
case of using COPDAI RT over IP did not exceed 9 seconds 
and 7 seconds over IPC. 

Table III illustrates the minimum latencies obtained in 
each scenario, communication between two nodes using 
COPDAI RT over IPC give the best result we also notice that 
in the case of 100 nodes for the same protocol we obtain a 
good result. 

 

Fig. 29. COPDAI Android Agent which Enhance Robot‟s Capabilities by 

Sharing Sensors Data. 

TABLE I. AVERAGE LATENCIES IN (MS) 

 One Node 10 Nodes 100 Nodes 

COPDAI RT Over IPC 164.853 182.592 183.27 

COPDAI RT Over IP 180.98 169.352 179.751 

COPDAI Over IPC 200.878 201.494 198.819 

ROS 2 306.636 415.334 1381.091 

TABLE II. MAXIMUM LATENCIES IN (MS) 

 One Node 10 Nodes 100 Nodes 

COPDAI RT Over IPC 305.277 840.438 6865.242 

COPDAI RT Over IP 389.717 1120.752 8817.04 

COPDAI Over IPC 379.308 562.39 2322.554 

ROS 2 51170.058 90730.255 412285.491 

TABLE III. MINIMUM LATENCIES IN (MS) 

 One Node 10 Nodes 100 Nodes 

COPDAI RT Over IPC 58.415 93.261 77.486 

COPDAI RT Over IP 58.754 80.507 78.305 

COPDAI Over IPC 103.863 109.328 111.111 

ROS 2 181.098 163.54 273.133 
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Fig. 30. Average Latency in Proportion with the Number of Nodes and the 

Communication Mechanism used. 

As shown in Fig. 30, our middleware shows a very good 
performance, it scales efficiently, the real-time communication 
on IPC is the most optimized, which justifies our choice of 
such a mechanism for a communication within the same 
machine, and in general the real-time communication shows a 
great stability. 

V. CONCLUSION 

In this paper, a distributed, decentralized, real-time Peer-
to-Peer protocol has been designed to allow robots and smart 
objects to act autonomously and improve their capabilities, 
COPDAI Middleware allows so, the Autonomous Unmanned 
Surface Vessels share their knowledge in extreme and hostile 
environments where links and components are subject to 
degradation. The designed protocol allows COPDAI nodes to 
build a mesh network and be aware of their environment. In 
addition, COPDAI solves the problem of the difficulty to have 
access to enough data and effectively train artificial 
intelligence models, by easily enabling the sharing of 
collected sensor data among the members of the scientific 
community. A first version of this Middleware has been 
developed in python, java and Android. We were also able to 
increase the perception capabilities of a mobile robot by 
attaching to its body an Android smartphone where COPDAI 
nodes are deployed, nodes collect mobile sensor data 
(Accelerometer, GPS, GYROSCOPE, Magnetometer...) and 
push them to the node deployed on the robot's embedded card. 
We compared the performance of COPDAI and the ROS2 
Middleware. we found that COPDAI has a lower latency and 
better response time, in addition to a more stable 
communication when scaling the number of deployed nodes. 

In our next work, we will look at the security of 
communication between nodes, and we will detail discovery 
and communication for nodes that are behind Firewalls or 
Routers. 
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Abstract—Due to the high cost of acquiring new customers, 

accurate customer churn classification is critical in any company. 

The telecommunications industry has employed single classifiers 

to classify customer churn; however, the classification accuracy 

remains low. Nevertheless, combining several classifiers' 

decisions improves classification accuracy. This article attempts 

to enhance ensemble integration via stack generalisation. This 

paper proposed a stacking ensemble based on six different 

learning algorithms as the base-classifiers and tested on five 

different meta-model classifiers. We compared the performance 

of the proposed stacking ensemble model with single classifiers, 

bagging and boosting ensemble. The performances of the models 

were evaluated with accuracy, precision, recall and ROC criteria. 

The findings of the experiments demonstrated that the proposed 

stacking ensemble model resulted in the improvement of the 

customer churn classification. Based on the results of the 

experiments, it indicates that the prediction accuracy, precision, 

recall and ROC of the proposed stacking ensemble with MLP 

meta-model outperformed other single classifiers and ensemble 

methods for the customer churn dataset. 

Keywords—Stacking ensemble; customer churn prediction; 

bagging; boosting 

I. INTRODUCTION 

The rapid development of wireless telecommunications 
has altered the course of Malaysia's telecommunications 
industry [1]. Customers may choose and switch between the 
packages of various service providers. Churn is a term used to 
describe the behaviour of customers who switch service 
providers, and it has become a significant issue for Malaysian 
network providers. 

Numerous researchers have attempted to develop various 
classifiers to predict customer churn, including the decision 
tree [2], genetic algorithm [3], and regression analysis [4]. 
However, the conventional approach of using single classifiers 
for churn prediction is ineffective. It should be improved, as 
various uncertainty factors such as customer service, network 
coverage, product quality, packaging prices, and reception 
quality can all contribute to customer churn [5]. 

Furthermore, a set of classifier methods referred to as the 
ensemble method may be used to improve prediction 
accuracy. The ensemble approach performs better than 
individual classifiers because of their divergence or 
independent character. The ensemble technique combines the 
choices of many classifiers to enhance classification 
performance [6]. 

Multi-classifier ensemble techniques, also known as many 
classifiers, are machine learning algorithms that include 
training many base classifiers and then aggregating their 
output to get the highest possible prediction accuracy [7]. 
Combining the predictions of several classifiers, such as 
bagging [8], boosting [9], stacking [10] and ensemble 
selection [11], maybe a practical approach for improving 
classification performance. 

The rest of this article is structured as follows: Section 2 
discusses the review of related literature, including ensemble 
methods such as bagging, boosting, and stacking. Section 3 
covers the research methodology, including the data set and 
the proposed ensemble stacking. Section 4 presents the 
experimental setup and results from the discussion. The 
conclusion of this research is discussed in Section 5. 

II. LITERATURE REVIEW 

A. Predictive Analytics 

Predictive analytics is the most often used technique of 
predicting customer turnover in the business world. When it 
comes to predictive modelling, it is a model that can be used 
to forecast or estimate the target values of future instances 
[12]. In the context of this research, it is described as the 
process of forecasting or identifying consumers who are likely 
to abandon their current purchases in the near future [13]. 

Predictive analytics is made up of a variety of techniques 
such as statistical prediction modelling, machine learning 
modelling, and data mining that analyse previous information 
and make predictions about future events or something 
completely new and unknown [14]. Predictive modelling is a 
technique in which a classifier is usually built based on certain 
information in order to anticipate the result of a given 
situation. In accordance with [15], predictive modelling may 
be divided into four subcategories, as follows: 

1) Classification is used when the predicted result is 

categorical in nature. 

2) A regression analysis is used when the prediction 

results in a numerical value as the result of the analysis. 

3) Clustering is the term used to describe the process of 

grouping a certain collection of items based on their 

characteristics as a result of the analysis. 

4) When the result is the discovery of intriguing 

connections between data, this is referred to as association 

rules. 
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Predictive models are frequently employed in business 
because they may detect threats and opportunities by 
identifying trends in historical and transactional data that are 
inherent in the database. When used correctly, predictive 
models may discover connections between numerous 
variables, allowing for risk assessment or possibly linked with 
a set of particular circumstances, and therefore assist in the 
decision-making process for a transaction, among other things 
[16]. Predictive models are capable of overcoming some of the 
challenges associated with conventional data analysis, such as 
dealing with large amounts of data and characteristics with a 
high degree of dimensionality. Making an effective prediction 
model requires a number of steps that must be completed in 
order for it to be successful. These steps include data 
preparation, data quality checking, feature selection, 
modelling, prediction, and data analysis. It is sometimes called 
data mining or knowledge discovery to refer to the whole 
process [12]. 

B. Data Mining 

According to [16], data mining is a logical process used to 
mine a vast quantity of information to discover a significant 
piece of information. In order to get information that is usable, 
quicker, and more productive [17], data mining methods must 
be used due to the availability of vast quantities of data and 
the difficulty of the information retrieval process being 
prohibitively complex. Apart from that, when compared to 
statistical techniques, this strategy has emerged as one of the 
most effective options for forecasting future trends [18]. This 
data mining method has been successfully used in a variety of 
important sectors. For example, the need for physicians to 
enhance their prediction models for specific patients 
necessitates the use of data mining methods to build and 
improve risk models [18]. There are a variety of data mining 
methods accessible, each with a different level of 
appropriateness based on the domain application. Business 
data mining applications, such as customer churn forecasts, 
have great promise and are already in widespread usage and 
application [19]. A potential client who wishes to terminate 
the service is identified and detected automatically using this 
tool. Classification, regression, grouping, and association are 
just a few of the tasks that are involved in data mining [16]. 

Classification is one of the most important tasks in the 
field of data mining. Because the output of the predictive 
model falls into one of two categories (churn or non-churn), 
the categorisation activity is regarded in this research as 
customer churn classification. The goal of customer churn 
classification is to explain the relationships between a variety 
of variables, such as the customer profile, call history, and 
payment information. Essentially, there are twenty (20) 
characteristics that identify the most significant variables that 
lead to client turnover [20]. When predicting the behaviour of 
a new unknown consumer, the relationships between 
characteristics are taken into consideration. 

C. Classification in Data Mining 

Classification is described as a component of functional 
learning that assigns a new object to one of many predefined 
classes. Classification is a two-step process that begins with 
the creation and training of a classifier model using any 

classification method. Then, in the second phase, the model is 
evaluated using a set of test data to determine the classifier's 
performance and accuracy. Classification is a general term 
that refers to the process of defining class labels for a data set 
whose class labels are unknown. Classification techniques are 
employed in knowledge discovery applications for a variety of 
purposes, including categorising financial market movements 
and automatically identifying interesting items in big picture 
collections [16]. 

D. Classification Algorithms in Data Mining 

When doing data analysis or data mining, classification is 
a fundamental activity that involves the development of a 
classifier [12]. It is possible to create a classifier by using a 
collection of characteristics to describe instances and then 
assigning them a class label. Classifier induction from data 
sets including previously classified cases is a fundamental 
issue in machine learning. Various functional representations, 
such as decision trees, decision lists, neural networks, decision 
graphs and rules, are used in a variety of methods to solve this 
issue. 

E. Ensemble Methods 

A key concept of the ensemble technique is that it seeks to 
combine ideas from many individual classifiers in order to get 
superior results that complement one another [21]. The 
majority of prior research agrees that accuracy increases when 
employing an ensemble approach rather than a single 
classifier, with the condition that the mixers in the 
combinations must be accurate and varied in order for the 
accuracy to improve [17], [22]. The idea of this ensemble 
technique is comparable to the concept of the decision-making 
process, in which individuals are urged to have a conversation 
with their colleagues before making any decisions about 
anything. Before making any major choices, it is common for 
people to seek second or third views. In general, before a 
decision is made, individual opinions that may be slightly 
different from each other will be considered, and then their 
opinions will be combined to reach the final decision [23]–
[25]. 

The results of ensemble techniques are a set of 
complementary hypotheses whose predictions are consistent 
with the evidence that has been seen. When multiple 
classifiers are fitted to the training data, or when a single 
classifier is fitted under different training circumstances, these 
hypotheses are generated. For example, the ensemble 
approach may be implemented by including randomisation 
methods into the learning algorithm or by using a variety of 
heuristics for the estimate of the classifier parameters. In the 
next step, the ensemble prediction is calculated using 
averaging or voting procedures to combine the choices of the 
various components in the ensemble to produce a single 
prediction [26], [27]. In a discrete variable environment, 
voting rules are nothing more than simple averages. 

F. The Fundamental of Ensemble Methods Data 

The ensemble approach for classification problems is 
shown in Fig. 1, which shows a typical structure. Each phase 
of the framework is split into four sections, which are as 
follows: 
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1) Training set. 

2) Base inducer. 

3) Diversity generator. 

4) Combiner or composer. 

 

Fig. 1. Ensemble Framework. 

The selection of the data set for the training set was the 
first step in the ensemble's development. Following the 
selection of the training data set, the subsequent phase 
involves the generation of the base inducer or ensemble 
creation, during which the classification algorithms are chosen 
and trained using the training data set. The diversity generator 
will guarantee that the basic classifiers have a diverse set of 
characteristics. At the end of the process, the several 
classifiers are merged to create the final ensemble. 

A study by [28] identifies three kinds of motivations for 
why ensemble techniques may be better than a single classifier 
in certain situations. Fig. 2 depicts the problems that need to 
be addressed. 

 

Fig. 2. Three Fundamental Reasons why an Ensemble may Work Better than 

a Single Classifier. 

Statistical issue: When the hypothesis space is too vast to 
investigate and the available training data is restricted, 
statistical problems emerge, and there may be many 
hypotheses that provide the same accuracy on the training 
data. The issue arises when the learning algorithm selects one 
of these hypotheses, and there is a chance that the selected 
hypothesis is incorrect, and therefore the system will be 
unable to accurately predict future data. Ensemble techniques, 
on the other hand, suggested combining various ideas, as 
illustrated in Fig. 2. Combining the hypotheses may minimise 
or eliminate the statistical issue, as well as the danger of 
selecting the incorrect hypothesis [29]. 

Computational issue: A machine learning algorithm, such 
as a neural network or decision tree, may become trapped in 
local optima because of the way the search progresses. 
Finding the optimal hypothesis is always challenging, even if 
there are ample training data. Instead of searching sequentially 
from a single location, we use an ensemble approach where 
we begin at several remote sources. The resulting 
approximation is thus likely to be closer to the true unknown 
hypothesis. According to the findings presented in Fig. 2, 
selecting the incorrect local minimum's risk may be reduced 
[30]. 

Representational issue: Even for the vast majority of 
machine learning problems, no hypothesis can accurately 
represent the unknown hypothesis in the hypothesis space. 
When using the ensemble technique, the results presented in 
Fig. 2 may be feasible to represent even more functions. Since 
the learning algorithm may be able to formulate a more 
accurate approximation to the unknown hypothesis, it may be 
able to get a more accurate solution [28]. 

Generally, conventional learning methods fail to address 
difficulties pertaining to the three issues of statistical, 
constitutional, and representational in nature [29]. In the 
statistical domain, "high variance" issues are defined as 
situations in which traditional learning methods fail to address 
statistical problems. In contrast, the failure of conventional 
learning methods in computing problems is referred to as a 
"high variance calculation." A further distinction may be made 
between classifiers and learning algorithms that suffer from 
representational problems and those that suffer from a very 
"high bias." Because of this, ensemble techniques have the 
potential to mitigate or eliminate the three major shortcomings 
of conventional learning algorithms. 

It is possible to divide the ensemble methods into two 
main phases: the construction phase and the merging phase. 
There are at least two main phases in each of the ensemble 
methods, according to [5]. The creation of ensemble 
categories should be the first step in the ensemble's growth. It 
is associated with the combination of the predictions of each 
classification in an ensemble that the second phase, known as 
ensemble integration or combination, is performed. However, 
some researchers recommend ensemble methods that are 
divided into three phases [5]. Ensemble construction, 
ensemble trimming, and ensemble combination are the three 
phases. 
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1) When the ensemble building phases are completed, 

they create a collection of heterogeneous base learner 

classifiers that are used to predict the final output using a 

given learning technique. 

2) As part of the ensemble pruning phase, some 

fundamental classifiers are eliminated using a variety of 

mathematical techniques in order to improve the overall 

accuracy of the ensemble. 

3) The third step is the selection and combining of 

ensembles. During the ensemble selection and combination 

phase, the filtered learner models are combined to form a 

single or subset of classifiers, which may provide results that 

are more accurate than the average of all the individuals' basic 

classifiers. The template is used to format your paper and style 

the text. All margins, column widths, line spaces, and text 

fonts are prescribed; please do not alter them. You may note 

peculiarities. 

G. Homogeneous Ensemble 

The term homogeneous refers to the employment of the 
same learning technique. Various variables are utilised in the 
same learning process to create different homogeneous models 
that are generated from different executions [5], and boosting 
are two popular methods for creating homogeneous models. 
The approaches for constructing a homogenous ensemble are 
as follows: 

1) Manipulation of the learning algorithm's parameters. 

2) Injection of randomness into the learning process; or  

3) Manipulation of the training cases; or 

4) Manipulation of the input characteristics and classifier 

outputs. 

Bagging 

"Bootstrap" is implied by the term "bagging" [31]. 
Bagging is based on two basic principles: bootstrap and 
aggregate. Because the use of several independent base 
classifiers generally results in a substantial decrease in error, 
the basis classifiers must be as self-contained as possible. 
Bagging encourages diversity and variety of classifications by 
randomly using a part of training data sets to train each 
classifier in the ensemble. There must be no overlap between 
the data sets used. The random forest approach, for example, 
combines this methodology with random decision-making 
trees to get very high classification accuracy. 

Boosting 

The boosting algorithm's strength rests in its ability to turn 
weak categories into strong classifiers. The weak classifier is 
somewhat better than random predictions, whereas the strong 
classifier is intuitively close to the optimum performance. The 
method's origins may be traced back to a basic question: can 
weak and strong classifiers be combined to achieve a perfect 
result? Because the number of poor classifiers usually exceeds 
the high criterion, this idea is very important. According to the 
boost, every bad classification may be upgraded to strong 
classification. Getting a bad learner is very easy, while getting 
a strong learner is more challenging [32]. 

H. Stacking Ensemble 

On two aspects, stacking differs from bagging and 
boosting. First, stacking often takes into account 
heterogeneous weak learners, while bagging and boosting 
mostly take into account, homogeneous weak learners. 
Second, stacking uses a meta-model to combine the basic 
models, while bagging and boosting use stochastic methods to 
combine weak learners. 

The heterogeneous ensemble model is created when the 
classifier uses multiple learning methods on the same data set 
[33]. Because of the many learning methods, the classifier has 
a variety of perspectives and predictions. This technique is one 
way to create many ensembles while guaranteeing excellent 
ensemble merging outcomes. Each algorithm has its own set 
of benefits and drawbacks. For example, as compared to the 
nearest k-neighbor method, neural networks are stronger for 
noise. The use of a combination of categories may improve 
categorisation performance. The boosting algorithm's strength 
rests in its ability to turn weak categories into strong 
classifiers. The weak classifier is somewhat better than 
random predictions, whereas the strong classifier is intuitively 
close to the optimum performance. 

I. Literature Review on Customer Churn 

Future customer behaviour prediction is one of the most 
important tasks in company operations, as it serves as the 
foundation for all strategic choices and planning. According to 
[34], customer retention leads to higher revenues while 
simultaneously lowering marketing expenses when compared 
to selling to new clients. Rather than seeking additional clients 
who would raise expenses, the long-term profitability is 
determined by maintaining the appropriate customer base. 
With growing rivalry from strong rivals in the 
telecommunications sector, client retention and loyalty 
management problems are becoming essential. Predicting 
client behaviour is very difficult due to the fact that they are 
human and that their happiness is dependent on the quality of 
customer service and goods provided to them. In order to 
forecast customer turnover, several academics have attempted 
to develop different classifiers. These include the decision 
tree, support vector machine (SVM), neural network, and 
logistic regression, among others. In the present state of 
prediction models, most methods are based on single 
classifiers, which have poor accuracy. The use of numerous 
classifiers is introduced in some recent studies; however, the 
methods used are based on various combinations that make 
use of all the basic classifiers in order to create the final 
outcome. The common algorithms of the single classifier and 
the multiple classifiers method in customer churn models are 
discussed in detail in the following sub-section of this 
document. 

J. Single Classifiers Approach in Customer Churn Prediction 

The models of customer attrition prediction that are most 
often used by researchers are presented in this subsection. 
Single classifiers such as logistic regression models, decision 
tree models, support vector machine models, Bayesian 
models, and artificial neural network models are among the 
most often used. 
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Churners were predicted using decision trees and logistic 
regression, according to a study conducted by [35]. The 
researchers concluded that logistics regression is an 
appropriate choice of classifier for incorporating domain 
knowledge into the model because, in the analysis of the two 
sets of data, model performance remains relatively stable even 
after the introduction of domain restrictions when the AUC 
measure is taken into consideration. 

Based on a dataset collected from the 2009 KDD Cup, [36] 
presented a J48 decision tree and logistic regression. 
Customers of a French telecoms firm are studied to determine 
their marketing preferences. They discovered that the accuracy 
achieved with the decision tree method was much greater than 
that obtained with the logistic regression technique, indicating 
that the decision tree technique is superior. 

According to [37] study, linear models, such as logistic 
regression, are a good choice for modelling customer churn 
prediction, while decision trees are unstable and should not be 
used. A linear model, according to the study, has a higher 
level of stability than decision trees, which tend to age quickly 
and see their performance deteriorate because of this. 

Comparison between logistic regression with other 
algorithms was performed by [38], who sought to discover the 
most accurate predictors of churn and to assess the accuracy of 
various data mining methods; their findings were also 
confirmed. When compared to decision trees and neural 
networks models, logistic regression demonstrated better 
performance in their research. 

Unlike the decision tree, logistic regression, and other 
classification algorithms, the neural network, which replicates 
our human thinking, is a new kind of classification method. It 
is possible to forecast customer turnover using the neural 
network learning algorithm in several different ways. Using a 
Feed Forward Back Propagation (FFBP) Neural Network, [39] 
developed a classification model for classification problems. 
The highest level of precision was reached with a 92.35 
percent rate of success. There are three neurons in the hidden 
layer of the prediction model and two neurons in the output 
layer for churners, and no neurons for non-churners. In order 
to achieve a balance between churn and non-churn customers, 
no data pre-processing or sampling technique was used in the 
proposed model, which includes all characteristics. 

The study by [40] asserted that a neural network could 
achieve maximum output accuracy and demonstrate that it is 
superior to decision trees and logistic regression. They also 
claimed that a neural network could achieve maximum output 
accuracy and demonstrate that it is superior to decision trees 
and logistic regression. The efficiency of the algorithm, on the 
other hand, is not only determined by the accuracy of the 
output but also by other variables such as the time required to 
make a prediction and the amount of memory resources 
required to accomplish the job. Although the neural network 
algorithm was successful in generating high accuracy in this 
research, the time required and the amount of memory used by 
the neural network method were both excessive. 

The authors of a research [41] developed the particle 
classification optimisation-based Back Propagation neural 

network for telecoms customer churn prediction (PBCCP) 
method, which was published in Nature Communications. 
They conducted extensive tests with large amounts of 
telecommunications data and concluded that the PBCCP 
algorithm provides a significant increase in accuracy when 
predicting customer turnover when compared to existing 
classification methods. The author in [42] conducted research 
in which they used decision trees, artificial neural networks, 
and support vector machines (SVM) to reduce customer 
turnover for an Iranian mobile business. Specifically, they 
discovered that the neural network model outperformed 
alternative categorisation methods. However, according to 
[38], logistic regression outperforms the neural network 
method in terms of accuracy. However, a study conducted by 
[41] found that decision trees outperformed neural network 
models on a churn data set for a Taiwanese telecom firm and 
that this was the case even after controlling for other factors. 

The support vector machine (SVM), which has full 
theoretical underpinnings, is extensively utilised in a broad 
range of applications. The author in [42] developed a 
hierarchical reference model for SVM-based classification in 
customer churn prediction, which is based on a hierarchical 
reference model. Their experimental design comprised a 
variety of different classifiers, including logistic regression, 
classification, and regression trees, among other things. SVM 
outperformed all other classifiers, according to the 
researchers, in terms of predictive performance. This result on 
SVM has also been supported by other research, such as the 
one conducted by which examined the performance of neural 
networks, support vector machines, and Bayesian networks. 
The data set includes all 21 characteristics, and no data pre-
processing or sampling methods were employed in the 
collection of the data. The results of the tests indicate that 
SVM outperforms all other algorithms used in the 
experiments. Customer churn prediction accuracy is also 
influenced by feature factors. One of the model's drawbacks is 
that it did not make use of any feature selection methods, and 
it is probable that the accuracy of predictions will be improved 
if the variable selection is carried out. 

K. Ensemble Method Approach in Customer Churn 

Customers churn prediction models have been improved 
by using ensemble methods, which have been suggested by 
academics to enhance their predictive ability. [43] published 
one of the first ensemble methods used in a customer churn 
prediction model, which was one of the first to be used. Back-
propagation artificial neural networks and self-organising 
maps were suggested by the authors as hybrid artificial neural 
network models, which are a combination of both. It was 
discovered via the experiments that ensemble models beat the 
basic model of a single neural network when it came to the 
accuracy of predictions, the total number of predictions, the 
total number of errors, and the total number of predictions per 
second. In particular, the artificial neural network hybrid 
models perform to their highest potential. 

Enhancing is an ensemble technique that tries to create a 
strong classifier from a collection of weak classifiers in a 
given situation. Based on these findings, [44] investigated the 
effects of boosting customer churn prediction models by 
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utilising logistic regression as a base learner and building 
separate customer churn prediction models for each cluster of 
customers. It is compared against a single logistic regression 
model to see how well it works. Following the results of the 
experimental assessment, it was discovered that boosting 
outperformed any single logistics regression model. 

A hybrid model based on clustering and ensemble 
classifiers has been proposed, which was used in several 
studies [45]. In particular, the self-organising map clustering 
method, as well as four additional classifier techniques, such 
as the support vector machine, the decision tree, artificial 
neural networks, and K-nearest neighbours, were utilised in 
this study. The authors created 14 models, and the ensemble 
classifier incorporates all of the basic classifiers. They then 
examined the accuracy, sensitivity, and specification 
performance of the various models they created. Compared to 
other single classification models, the findings indicated that 
combining the self-organising map with heterogeneous 
boosting produced the highest performance. 

Customers churn prediction was made possible by [46], 
who developed an intelligent hybrid model based on Particle 
Swarm Optimization and a Feedforward neural network. If the 
suggested ensemble model is used in conjunction with other 
states of the art classification methods, the assessment 
outcomes of churn consumers are shown to be substantially 
improved. Another significant result from the proposed model 
is that the weights of the input characteristics were 
automatically allocated and optimised by the algorithm. 
Despite this, it gave weight to each of the input characteristics, 
and no feature selection was performed prior to the ensemble 
building process. The second disadvantage of the model is that 
it makes use of all the basic classifiers in the ensemble 
combination. An ensemble may be composed of models that 
are both homogeneous and heterogeneous in nature. This 
section will go into more depth on each of these major 
categories, which are homogeneous and heterogeneous, 
respectively. 

III. METHODOLOGY 

This study is based on a customer dataset obtained from 
one of the local telecoms providers. There are a total of 272 
entries in the datasets, which were subsequently split into two 
groups: training and testing. Table I includes the specifics of 
the dataset's input characteristics as well as the label for the 
dataset's output. The output indicates if the client is a churner 
or not. 

A. Proposed Stacking Ensemble 

As shown in Fig. 3, stacking utilises the meta-classifier 
idea (level-2 classifier) to aggregate the output of the basic 
classifiers (level-1 classifiers). 

Cross-validation is used to prevent overfitting. The 
following is a broad explanation of the suggested stacking 
model: 

1) Split the customer dataset into training and testing 

datasets. 

2) For the training dataset and split them into k-folds. (test 

for k=5, k=10, and k=20) 

3) For each of the 1
st
 level models (Base classifiers model, 

test for model 1 to model 6) 

a) Train a base model on the k-1 parts 

b) Prediction is made on the k
th

 part. 

4) Training data set predictions are employed as features 

for the 2
nd

 level model (meta-model). 

5) Then the predictions are made on the test dataset. 

TABLE I. THE CUSTOMER CHURN DATASET 

Input Features 

input X1= The State Code 

input X2= The Account length 

input X3= The Area code 

input X4= The Customer Phone number 

input X5= Choice of International Plan 

input X6= Choice of Voice Mail Plan 

input X7= The Number of voice mail messages 

input X8= The Total day minutes 

input X9= The Number of day calls 

input X10= The Total day charge 

input X11=The Total evening minutes 

input X12= The Number of evening calls 

input X13=The Total evening charge 

input X14= The Total night minutes 

input X15= The Number of night calls 

input X16= The Total night charge 

input X17= The Total international minutes 

input X18=The number of international calls 

input X19= The Total international charge 

input X20=The number of calls to customer service 

Output Feature  

Y1=actual result 

 

Fig. 3. The Proposed Ensemble Stacking Model for Customer Churn. 
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B. Level-1 Base Classifiers Construction 

The study began with the creation of a level1 model, 
which is the base classifiers. The first step in creating a 
successful ensemble technique is to create a varied set of base 
classifiers in the repository. Different learning algorithms are 
often used to generate base models, which in turn form the 
basis of ensembles. Therefore, these ensembles included 
several kinds of models, all of which provide a desirable 
degree of variety when it comes to predictions. The pool of 
classifiers in this study is made up of heterogeneous classifiers 
created using six different classification learning methods. The 
selected learning algorithms are as follows: 

1) Model-1 = KNeighborsClassifier() 

2) Model-2 = DecisionTreeClassifier() 

3) Model-3 = SVC() 

4) Model-4 = GaussianNB() 

5) Model-5 = AdaBoostClassifier() 

6) Model-6 = BaggingClassifier 

The outputs of the level-1 base classifiers are then used to 
train a level-2 meta-classifier. 

C. Level-2 Meta Classifier Construction 

Normally, the meta-model is constructed based on a basic 
linear model, such as linear regression or logistic regression 
for regression issues or classification problems. However, any 
machine learning model or algorithm may act as the meta 
learner. In this research, various learning algorithms have been 
employed to evaluate their classification performance and 
aims to find the best meta-learner model. The selected meta-
learners are listed as follows: 

1) Meta-Model-1 = KNeighborsClassifier() 

2) Meta-Model-2 = MLPClassifier () 

3) Meta-Model-3 = SVC() 

4) Meta-Model-4 = GaussianNB() 

5) Meta-Model-5 = LogisticRegression() 

D. Performance Measurements 

The performance of classifiers is an essential part of data 
mining activities. Generally, the most common performance 
measure in classification tasks is the percentage of accuracy, 
which describes the ratio of a total number of correct 
classifications over the total number of cases. Accuracy is 
considered an excellent statistic, but only when we have 
symmetrical datasets with near-identical values for false 
positives and false negatives. Therefore, we should consider 
additional factors while evaluating our model's performance. 
In this experiment, we will consider four types of performance 
measurements which are as follows: 

1) Accuracy 

2) Precision 

3) Recall 

4) ROC 

Accuracy equals TP+TN/TP+FP+FN+TN 

Precision - Precision is defined as the ratio of properly 
predicted positive observations to anticipated positive 

observations in total. This statistic answers the query, "Of all 
customers classified as churned, how many really churned?" 
Precision refers to the low incidence of false positives. 

Precision is equal to TP/TP+FP. 

Recall (Sensitivity) - Recall is defined as the ratio of 
properly predicted positive observations to all observed 
positive observations in the actual class - yes. The recall 
question is: How many customers who really churned did we 
label? 

Recall equals to TP/TP+FN. 

ROC - The receiver operating characteristic curve (ROC 
curve) is a performance metric for classifying issues at 
different threshold levels. The receiver operating characteristic 
(ROC) curve indicates the degree or measure of separability, 
whereas the area under the curve (AUC) represents the degree 
or measure of separability. It indicates the degree to which the 
model can discriminate between classes. The larger the AUC, 
the more accurately the model predicts 0 classes as 0 and 1 
classes as 1. For example, the higher the AUC, the more 
accurate the model is at differentiating churners from non-
churners. The ROC curve is created by plotting the true 
positive rate (TPR) against the false positive rate (FPR) at 
various threshold settings. 

IV. RESULT AND DISCUSSION  

To examine the performance of the classification 
algorithms, we utilised a variety of performance measures. 
Accuracy, precision, recall, sensitivity, and the ROC curve are 
the measures in question. The accuracy metric indicates the 
proportion of properly classified instances; however, it is 
insufficient for evaluating the classifier's performance. 
Table II and Fig. 4 show the overall performance of the base 
model, while Table III presents the performance of different 
meta-models. 

Based on Table II and Fig. 4, we could notice that the best 
base model is DecisionTreeClassifier with an accuracy of 93.5 
percent, precision of 95.1 percent, recall of 93.6 percent and 
ROC of 94.0 percent. The BaggingClassifier, on the other 
hand, has an amazing ROC performance of 95.1 percent, but 
its accuracy of 90.4 percent is somewhat lower than that of the 
DecisionTreeClassifier.  

TABLE II. THE OVERALL PERFORMANCE OF BASE-MODEL CLASSIFIERS 

Level 1 – Base-model Classifier 

Performance Measurement 

A
cc

u
ra

cy
 

P
re

ci
si

o
n
 

R
ec

al
l 

R
O

C
 

KNeighborsClassifier 66.3 69.8 73.3 81.6 

DecisionTreeClassifier 93.6 95.1 93.6 94.0 

SupportVectorMachine 57.4 57.4 1.0 0.5 

GaussianNB 65.7 67.2 79.9 72.9 

AdaBoostClassifier 86.7 88.5 88.7 92.8 

BaggingClassifier 90.4 92.3 89.5 95.1 
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Fig. 4. The Performance of Stacking Ensemble. 

Another finding in Table II is that there are few single 
classifiers with low accuracies, such as the 
SupportVectorMachine (with a 57.4 percent accuracy), 
perform poorly compared to other classifiers. The same low 
performance is also revealed by KNeighborsClassifier and 
GaussianNB classifiers. Therefore, these ensembles included 
several kinds of models, all of which provide a desirable 
degree of variety when it comes to predictions. Consequently, 
we may suppose that our base-model pool is made up of both 
excellent and bad classifiers and that the rule of meta-model at 
the next level is to merge them in order to create a superior 
model.  

TABLE III. THE OVERALL PERFORMANCE OF LEVEL2, META-MODEL 

CLASSIFIERS 

Level 2 – Meta-model Classifier 

Performance Measurement 

A
cc

u
ra

cy
 

P
re

ci
si

o
n
 

R
ec

al
l 

R
O

C
 

Stacking Ensemble 

(KNeighborsClassifier) 
94.3 94.7 94.3 95.5 

Stacking Ensemble 

(MultiLayerPerceptron) 
95.4 95.9 94.9 97.8 

Stacking Ensemble 

(SupportVectorMachine) 
93.9 94.9 95.7 97.2 

Stacking Ensemble (GaussianNB) 94.5 95.5 95.1 96.4 

Stacking Ensemble 

(LogisticRegression) 
95.3 95.9 95.1 96.8 

Based on Table III, we have developed, tested and 
compared with the six base-model classifiers, 
KNeighborsClassifier, DecisionTreeClassifier, 
SupportVectorMachine, GaussianNB, bagging, and boosting, 
our proposed stacking ensemble classifier has achieved 
excellent classification results. All meta-models of stacking 
ensemble classifiers gained significantly better performance 
than individual classifiers, bagging and boosting. 

The Stacking Ensemble (SupportVectorMachine) is the 
weakest meta-model, with an accuracy of 93.9 percent, 
although it performs better than the best model in the base-
model (DecisionTreeClassifier). According to Table III, the 

Stacking Ensemble (MultiLayerPerceptron) meta-model 
classifier surpassed all other models with a classification 
accuracy of 95.4 percent. In addition, it had the highest ROC 
of 97.8 percent. Stacking Ensemble (LogisticRegression) 
performance might also be considered since it attained almost 
the same accuracy (95.3 percent) as the top meta-model. 

The proposed stacking ensemble method to classify 
customer churn has a high performance since the base 
classifiers are stacked, combining their predictive power. 
Different classifiers in this model compensate for the 
shortcomings of other classifiers, resulting in an overall 
improvement in performance. The suggested stacking 
ensemble is a one-of-a-kind combination of heterogeneous 
base classifiers and meta classifiers that perform best at 
classification. 

V. CONCLUSION 

In this study, we employed six different learning 
algorithms as the base classifiers, and we tested several 
different meta-model classifiers. It was discovered that the 
MultiLayerPerceptron meta-model classifier performed the 
best among the other classifiers. A large number of research 
studies are being conducted in the area of ensembles of 
classifiers, and many of them are proposing various kinds of 
classifiers at the base level and at the meta-level, depending 
on the type of application being investigated. This study 
contributes to the area of data mining research by suggesting 
an effective combination of base and meta-level classifiers for 
a customer churn classification. Thus, this study strongly 
indicates that the proposed ensemble stacking model 
outperformed any single classifiers, bagging and boosting 
ensemble, which is also in accordance with the previous 
research findings in other application areas. 

When compared to single and ensemble techniques for 
predicting customer churn, our proposed ensemble stacking 
model has proven to be superior. However, we have only 
tested our proposed model on the selected customer churn 
dataset, and we intend to validate it on additional datasets in 
the future, both in terms of customer churn datasets and other 
types of datasets, in order to determine whether our approach 
can be applied to different kinds of problems. 
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Abstract—Muslims are required to conduct Takhrij to 

validate the truth of Hadith text, especially when it is obtained 

from online media. Typically, the traditional Takhrij processes 

are conducted by experts and apply to Arabic Hadith text. This 

study introduces a contextual similarity model based on BERT 

Embedding to handle Takhrij on Indonesian Hadith Text. This 

study examines the effectiveness of BERT Fine-Tuning on the six 

pre-trained models to produce embedding models. The result 

shows that BERT Fine-Tuning improves the embedding model 

average accuracy by 47.67%, with a mean of 0.956845. The most 

high-grade accuracy was the BERT embedding built based on 

the indobenchmark/indobert-large-p2 pre-trained model on 1.00. 

In addition, the manual evaluation achieved 91.67% accuracy. 

Keywords—Hadith text; Takhrij; natural language processing; 

text-similarity; word embedding; BERT fine-tuning 

I. INTRODUCTION 

With the growth of information on the Internet, nowadays, 
most people, including Muslims, use online media as a primary 
source of information or knowledge. Most Muslims have 
adopted online media as a direct reference for exploring 
religious content, including those seeking verses of Qurán or 
Hadith. The problem is, not all information or knowledge on 
the Internet are verified for its correctness and authenticity [1]. 

The primary sources of Islamic law are the Qurán and 
Hadith [2][3]. Qurán is God's significantly trustworthy and 
unchanged Holy Book, which has been used as Islamic main 
reference for more than 14 eras since its revelation [4]. Hadith 
is an Islamic rule derived from the accumulation of the Prophet 
Muhammad PBUH's expressions, behaviors, judgments, or 
character [5][6]. Unlike the Holy Qurán, the Hadith distributed 
among Muslims are not all trustworthy [7]. Thus, Muslims 
need to authenticate the correctness of the Hadith, especially 
when it is from online media. 

The approach in validating the correctness of the Hadith is 
referred as criticism of Hadith [8]. Three Hadith studies 
support Hadith's criticism: (1) Musthalah Hadith's study; 
(2) Study of Takhrij and Dirasah Sanad; and (3) Study of 
Thurud Fahmil Hadith. To recognize a Hadith's authenticity 
status, a Muslim must perform a Takhrij. Takhrij refers to the 
examination of the existence of the Hadith in the Hadith Books 
(its initial sources) such as Kutub al-Sittah, the Six Canonical 
Books of Hadith, Muwatta Imam Malik, and others. There is 
some prior research that describes and employs Takhrij al-
Hadith to define the status of Hadith. According to [9], Takhrij 
is performed to meet several objectives as follows: (1) Origin 

text (Masdar al-Hadith), (2) Authority of Hadith, (3) Narrators 
Bonds (Sanad), (4) Hadith Manuscript (Matn), (5) Hadith 
status in other references (specifying Shawahid or witnesses 
and Mutaba'at or follow-up), (6) Narrator's profile (al-Jarh wa 
Ta'dil), (7) Levels of Hadith according to the Sanad, (8) Levels 
of Hadith according to the Matn and (9) juristic ruling of 
Hadith (Hukm al-Hadith). [10][11] describes several methods 
of Takhrij based on the book written by Mahmud al-Thahhan 
entitled Usul al-Takhrij Dirasah wa al-Asânid: 

1) Matn's first-word method. 

2) The Word indexing method. 

3) The Companion name index method. 

4) The Hadith theme method. 

5) The search method is based on Hadith status. 

6) The search method is based on multiple Matn or Sanad 

conditions. 

7) Digital searching via computer CDs or the Internet. 

The Takhrij methods numbered 1-6 above are classical 
methods. In tune with digitalization growth, method number 7 
has arisen [12]. 

Table I summarized the methods, and it can be formed that 
the Takhrij is a process for obtaining the original Hadith Text 
through numerous techniques. Table I also shows that 
traditional Takhrij requires human expertise in the process. 
Fig. 1 shows the illustration of the Takhrij process. 

From the expert's point of view, Takhrij must be based on 
Arabic Hadith texts to avoid distortion on the Hadith 
translation. As such, performing Takhrij for other language, 
such as Indonesian, presents additional challenges. 

For illustration, Table II shows two examples of Matn 
Hadith (highlighted in grey) that are different in sentence but 
have identical context. As we analyzed deeper; there are 
several different uses of the word that bring same meaning 
(bold in Table II), as manifested in Table III. These present a 
challenge in the Takhrij process to confirm the Hadith 
authenticity, where the translations are textually diverse though 
contextually identical. 

 

Fig. 1. Takhrij Process Illustration. 

Takhrij / Search 
Keywords 

Searching 
Process 

(Takhrij) 

Searching 
Result 

(Original 
Hadith) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

287 | P a g e  

www.ijacsa.thesai.org 

TABLE I. TRADITIONAL TAKHRIJ METHODS 

1. Hadith Matn's first-word method. 

 

Takhrij References: (1) Al-Jami' Al-Shagir Min Hadis Al-Basyir Al-Nadzir, (2) Faydh Al-Qadir Bi Syarh Al-Jami' Al-Shaghir, (3) Al-Fathu Al-Kabir Fi 

Dhammi Al-Ziya'dah Ila Al-Jami' Al-Shaghir, (4) Jam'u Al-Jawami' or Al-Jam'i Al-Kabir 

Strength: The intended Hadith will likely be discovered right away. 

Weakness: An inaccuracy in the pronunciations of the first word employed becomes an obstacle to obtaining the Hadith. 

2. The Word indexing method. 

 

Takhrij References: Al-Mu'jam Al-Mufahras Li Al-Faadz Al-Hadis An-Nabawy 

Strengths: (1) Speed up Hadith exploration; (2) Limit searchable Hadith to specific master books by specifying the name of the book, juz, and pages; and 

(3) Allow Hadith to search through any words in the index. 

Weakness: (1) Must be able to speak Arabic and have sufficient scientific knowledge; (2) Does not mention the narrators from among the Companions; 

and (3) On occasion, a Hadith cannot be reached with a single word and must be found using other words. 

3. The Companion name index method. 

 

Takhrij References:  

A. The Books of Al-Athr'af: (1) Tuhfatu Al-Asyra'f Bi Ma'rifati Al-Athr'af, (2) Al-Nukat Al Zhiraaf 'Ala Al-Athraaf 
B. The Books of Al-Musnad: (1) Musnad Al-Imam Ahmad Bin Hanbal 

Strength: (1) Shorten Takhrij by introducing Hadith Scholars who narrated their books; (2) Allow Takhrij on all Sanads. 

Weakness: Less effective without prior knowledge of the Hadith's narrators. 

4. The Hadith theme method. 

 
Takhrij References: (1) Kanzu al-'Ummaal, (2) Miftah Kunuz al-Sunnah, (3) Al-Mughny 'An Hamli al-Asfar, (4) Nashbu al-Rayah, (5) Al-Dirayah, (6) 

Muntaqaa al-Akhbar, (7) Al-Durr al-Mantsur, etc 

 Strength: Knowledge of the Hadith's content is required. 

 Weakness: Occasionally, the theme of Hadith cannot be defined, or the theme defined by researchers and book compilers is different. 

5. The search method is based on Hadith status. 

 

Takhrij References: A. Mutawatir Hadith: (1) Al-Azhar Al-Mutanatsirah fi Al-Akhbar Al-Mutawatirah, B. Qudsi Hadith: (1) Al-Ittihafat al-Saniyyah fi 

al-Ahadis al-Qudsiyyah, C. Popular Hadith: (1) Al-Maqasid al-Hasanah, (2) Kasyful Khofa' Wa Muzilul Ilbas, D. Mursal Hadith: (1) Al-Marasil, E. 

Maudhu' Hadith: (1) Tanzih asy-Syari'ah al-Marfu'ah 'an al-Ahadis asy-Syani'ah al-Maudhu'ah, (2) Al-Masnu fi Al-Hadis Maudhu 

Strength: Probably would facilitate the Takhrij since most of the Hadith contained in a paper based on its characteristics are very few, so it does not 

require more complicated reasoning. 

Weakness: Due to the small number of hadiths included, the scope is minimal. 

6. The search method is based on multiple Matn or Sanad conditions. 

 Takhrij References: Rijalul Hadith Book 

TABLE II. AN EXAMPLE OF TAKHRIJ HADITH 

The Hadith of an-Nawawi Takhrij References 

Dari Amirul Mukminin Abu Hafsh, Umar bin Khaththab, ia berkata 

bahwa dirinya pernah mendengar Rasulullah bersabda, 

"Sesungguhnya, amal itu bergantung pada niatnya. Dan 
sesungguhnya seseorang hanya akan mendapatkan sesuatu sesuai 

dengan yang diniatkannya itu. Siapa yang hijrahnya karena Allah 

dan Rasul-Nya maka ia akan mendapat Allah dan Rasul-Nya. Dan 

siapa yang hijrahnya karena dunia yang ingin didapatkannya atau 

wanita yang ingin dinikahinya maka ia akan mendapatkan sesuai 

dengan yang ditujunya itu." 

Telah menceritakan kepada kami [Al Humaidi Abdullah bin Az Zubair] dia berkata, Telah 

menceritakan kepada kami [Sufyan] yang berkata, bahwa Telah menceritakan kepada kami 

[Yahya bin Sa'id Al Anshari] berkata, telah mengabarkan kepada kami [Muhammad bin 
Ibrahim At Taimi], bahwa dia pernah mendengar [Alqamah bin Waqash Al Laitsi] berkata; 

saya pernah mendengar [Umar bin Al Khaththab] diatas mimbar berkata; saya mendengar 

Rasulullah shallallahu 'alaihi wasallam bersabda: "Semua perbuatan tergantung niatnya, 
dan (balasan) bagi tiap-tiap orang (tergantung) apa yang diniatkan; Barangsiapa niat 

hijrahnya karena dunia yang ingin digapainya atau karena seorang perempuan yang ingin 

dinikahinya, maka hijrahnya adalah kepada apa dia diniatkan" (Shahih Bukhari 1) 

TABLE III. AN EXAMPLE OF HOW WORDS ARE USED IN HADITH 

The Hadith of an-Nawawi Takhrij References 

amal perbuatan 

mendapatkan sesuatu balasan 

dan siapa barangsiapa 

didapatkannya digapainya 

ditujunya diniatkan 
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This paper employs semi-supervised BERT (Bidirectional 
Encoder Representations from Transformers) word embedding 
with a feed-forward neural network classifier to produce a 
Hadith text representation and determine its contextual 
similarity level. This work focuses on Hadith in the Indonesian 
language. The rest of the paper is structured as follows: 
Section II presents the previous work related to the contextual 
similarities. Section III about the theoretical definition of the 
text similarities, BERT, and the evaluation parameters used. 
Then Section IV describes the proposed model in this study. 
The results of this research examination are then discussed in 
Section V. Finally, Section VI explains the conclusion and 
directions for future research. 

II. RELATED WORK 

Review on existing works shows that there are several 
work on word embedding techniques. Authors in [13] 
established a model that employs word2vec word embeddings, 
i.e., CBOW and Skrip-gram, innovated with SVM, for 
classifying the sentiment of social media tweets according to 
the context. This study shows that skip-gram 100-dimension 
achieved best classification performance with the values of 
precision, recall, f-score sequentially 64.4%, 58%, 61.1%. 

Several other studies have applied BERT word embedding. 
The study by [14] utilized BERT sentence embedding for 
building automatic essay scoring. The outcome indicates that 
the BERT sentence embedding reaches an F1-score of 82.9%. 
Similarly, authors in [15] proposes a neural network with a pre-
trained language model, M-BERT, that acts as an embedding 
layer to detect clickbait headlines. Evaluated with 5-fold cross-
validation, it has an accuracy score of 91.4%, f1-score of 
91.4%, a precision score of 91.6%, and ROC-AUC of 92%. 
Another study in [16] employs Latent Dirichlet Allocation and 
BERT embeddings to conduct topic modeling for graduate 
students' articles collected from the internet. The proposed 
model reached an average of 92.6% success rate for classifying 
the appropriate subject documents. 

The study in [17] proposed INDOBERT, a novel 
Indonesian pre-trained language model, to evaluate and 
benchmark it across INDOLEM. The INDOLEM dataset 
covers several Indonesian language tasks, including word-
forming and sentence-forming, word-meaning, and 
conversation. The results show that INDOBERT produces 
novel achievements in most of the tasks in INDOLEM. 
Authors in [18] introduces a novel model to recognize hate 
speech in Indonesian Twitter texts. The SVM and RFDT have 
been applied as machine learning approaches while BiGRU 
and pre-trained IndoBERT with BiGRU operate as deep 
learning strategies. The result shows that BiGRU and 
IndoBERT plus without stop word deletion obtained the most 
excellent accuracy of 84.77%. 

Although several studies have successfully demonstrated 
the use of BERT word embedding, there is lack of studies on 
the contextual similarity between conducting Takhrij al-Hadith 
with Indonesian Hadith text. 

III. FUNDAMENTAL THEORY 

A. Text Similarities 

Text similarity is an extensively applied method for 
obtaining relatedness between two texts [19]. A mechanism for 
representing text is required to measure the text-similarity of 
the natural language. Machines are incapable of understanding 
the notions of words. The usual technique for representing text 
is term vectors, in which terms or phrases are converted into 
vectors of real numbers [20]. 

Fig. 2 illustrates the variety of text representation forms. 
Work in [21] presents the weakness of traditional word 
embeddings, i.e., they carry no contextual representation of 
'comparable' words. Furthermore, it raises a 'sparse' matrix 
problem on an extensive vocabulary. On the contrary, 
Word2Vec in Skip-Gram or CBOW can attract the semantic 
(contextual) representation. However, the 'sparse' matrix is still 
an obstacle to an extensive vocabulary. 

B. BERT 

BERT (Bidirectional Encoder Representations from 
Transformers) is a pre-trained transformer form that can be 
fine-tuned with a single supplementary output layer. BERT 
fine-tuned the ability to generate various NLP tasks with new 
state-of-the-art outcomes for a broad range of assignments, 
including question answering, sentence classification, and 
sentence-pair regression, without significant task-particular 
architecture modification [22][23]. Fig. 3 shows the BERT 
architecture. 

 

Fig. 2. Word Vectors Text Representation. 
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Fig. 3. BERT Architecture. 

A feature-based or fine-tuning approach can assign pre-
trained language representations for downstream assignments 
[22]. Fine-tuning is simple as the transformer self-attention 
mechanism provides BERT with the ability to perform various 
downstream assignments on a single text or text pair by 
exchanging suitable inputs and outputs. Every assignment only 
requires providing the assignment-particular inputs and outputs 
inside BERT also fine-tune entire parameters end-to-end. 

C. Evaluation Parameters 

The evaluation of performances plays a crucial role in the 
development of classification models [24]. BERT Fine-Tuning 
employs Categorical Cross-Entropy Loss, also called Softmax 
Loss, as a loss function to calculate the distance within the 
current output of the algorithm and the expected output. It is a 
Softmax activation plus a Cross-Entropy loss, as shown in 
Fig. 4 [25]. 

Softmax output activation function: 

 ( )   
   

∑  
   

 

              (1) 

Cross-Entropy Loss: 

    ∑      ( ( ) )
 
               

 

Fig. 4. Categorical Cross-Entropy Loss Illustration. 

Accuracy metrics operate to measure the number of 
accurate predictions to the total number of input specimens. 
The accuracy metric defined as [26]: 

    
                           

            
            

IV. PROPOSED MODEL 

A. Methodology 

The methodological approach practiced in this study is 
compiled in Fig. 5. The first step is gathering and preparing 
Hadith text as a dataset for training and testing the model. This 
study focuses on Hadith text that correlated to the Forty Hadith 
of al-Imam an-Nawawi. Ten unprocessed Hadith texts were 
gathered from [27] as Hadith texts to be tracked (Takhrij). 
Furthermore, fifty raw Hadith texts were gathered from 
https://carihadis.com as Takhrij references. The datasets are 
distributed as 70% training and 30% testing data. Table IV 
shows the specimens of raw Hadith text. 

The second step is data pre-processing. Here are three sub-
steps that are (a) text standardization, (b) eliminating 
undesirable items from Hadith text, and (c) data labeling. Fig. 6 
shows the flow of the data pre-processing process in detail. 

Table V shows the specimen of Hadith text resulting from 
pre-processing sub-step point a and point b. 

 

Fig. 5. Proposed Methodology. 
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TABLE IV. AN EXAMPLE OF RAW HADITH TEXT 

The Hadith of 

an-Nawawi 
Takhrij References 

Dari Amirul Mukminin 

Abu Hafsh, Umar bin 
Khaththab, ia berkata 

bahwa dirinya pernah 

mendengar Rasulullah 
bersabda, 

"Sesungguhnya, amal itu 

bergantung pada niatnya. 
Dan sesungguhnya 

seseorang hanya akan 

mendapatkan sesuatu 
sesuai dengan yang 

diniatkannya itu. Siapa 

yang hijrahnya karena 
Allah dan Rasul-Nya 

maka ia akan mendapat 

Allah dan Rasul-Nya. Dan 
siapa yang hijrahnya 

karena dunia yang ingin 

didapatkannya atau 
wanita yang ingin 

dinikahinya maka ia akan 

mendapatkan sesuai 
dengan yang ditujunya 

itu." 

Telah menceritakan kepada kami [Al Humaidi 
Abdullah bin Az Zubair] dia berkata, Telah 

menceritakan kepada kami [Sufyan] yang 

berkata, bahwa Telah menceritakan kepada kami 
[Yahya bin Sa'id Al Anshari] berkata, telah 

mengabarkan kepada kami [Muhammad bin 

Ibrahim At Taimi], bahwa dia pernah mendengar 
[Alqamah bin Waqash Al Laitsi] berkata; saya 

pernah mendengar [Umar bin Al Khaththab] 

diatas mimbar berkata; saya mendengar 
Rasulullah shallallahu 'alaihi wasallam 

bersabda: "Semua perbuatan tergantung niatnya, 

dan (balasan) bagi tiap-tiap orang (tergantung) 
apa yang diniatkan; Barangsiapa niat hijrahnya 

karena dunia yang ingin digapainya atau karena 

seorang perempuan yang ingin dinikahinya, 
maka hijrahnya adalah kepada apa dia 

diniatkan" (Shahih Bukhari 1) 

Telah menceritakan kepada kami [Abdullah bin 

Maslamah] berkata, telah mengabarkan kepada 

kami [Malik] dari [Yahya bin Sa'id] dari 
[Muhammad bin Ibrahim] dari [Alqamah bin 

Waqash] dari [Umar], bahwa Rasulullah 

shallallahu 'alaihi wasallam bersabda: "Semua 
perbuatan tergantung niatnya, dan (balasan) 

bagi tiap-tiap orang (tergantung) apa yang 

diniatkan; barangsiapa niat hijrahnya karena 
Allah dan Rasul-Nya, maka hijrahnya adalah 

kepada Allah dan Rasul-Nya. Barangsiapa niat 

hijrahnya karena dunia yang ingin digapainya 
atau karena seorang perempuan yang ingin 

dinikahinya, maka hijrahnya adalah kepada apa 
dia diniatkan.". (Shahih Bukhari 53) 

Telah menceritakan kepada kami [Muhammad 

bin Katsir], telah mengabarkan kepada kami 
[Sufyan], telah menceritakan kepadaku [Yahya 

bin Sa'id] dari [Muhammad bin Ibrahim At 

Taimi] dari ['Alqamah bin Waqqash Al Laitsi], 
ia berkata; aku mendengar [Umar bin Al 

Khathab] berkata; Rasulullah shallallahu 'alaihi 

wasallam bersabda: "Sesungguhnya amalan itu 
tergantung kepada niatnya, dan bagi setiap 

orang akan mendapatkan sesuai apa yang telah 

ia niatkan. Barangsiapa yang hijrahnya kepada 
Allah dan RasulNya, maka hijrahnya adalah 

kepada Allah dan RasulullahNya, dan 

barangsiapa yang hijrahnya untuk dunia yang 
hendak ia dapatkan atau karena seorang wanita 

yang akan ia nikahi, maka hijrahnya akan 
mendapatkan sesuai apa yang ia maksudkan." 

(Sunan Abu Daud 1882) 

 

Fig. 6. Data Pre-Processing Flow. 
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The third step is to build the BERT Embedding for 
contextual similarities model. The model is built with the 
exercises on top of some semi-supervised BERT models that 
employ BERT Fine-Tuning. A precise fine-tuning approach is 
needed to fit the BERT to NLP tasks in contextual similarities 
(Takhrij). 

This study investigates the fine-tuning of five different 
BERT pre-trained models. The target model is a single label 
classification model and trained with several parameters, which 
are: 

 Maximum length: None  

 Batch Size: 32 

 Epochs: 100 

 Classification labels: Equal and Distinct 

 Dense Layer: 2 Layers 

 Dense Activation: SoftMax 

 Loss function: Categorical Crossentropy 

 Loss metrics: Accuracy 

Fig. 7 illustrates the built model. 

 

Fig. 7. BERT Model Illustration. 

V. RESULT 

The BERT embedding model fine-tuning process is 
reported in Fig. 8, optimizing loss and accuracy values on each 
training and testing process iteration. 

Table VI shows the accuracy result of the model built on 
the top of five different BERT pre-trained models. The BERT 
pre-trained model has choices that support the Indonesian 
language. The outcomes indicate that the BERT embedding 
model for contextual similarities gained average accuracy of 
0.480060 and 0.956845 after fine-tuning, increasing by 
0.4767886. The BERT pre-trained model 
indobenchmark/indobert-large-p2 achieved the best accuracy. 

The fine-tune BERT embedding built on 
indobenchmark/indobert-large-p2 was then evaluated by 
manually comparing two texts of The Hadith of an-Nawawi 
with the Hadith text from the original books of Hadith. The 
result indicates an accuracy of 91.67%, as seen in Table VII. 

  
(a) Cahya/Bert-base-Indonesian-522M. 

  
(b) Cahya/Bert-base-Indonesian-1.5G. 

  
(c) Indobenchmark/Indobert-base-p1. 

  
(d) Indobenchmark/Indobert-base-p2. 

  
(e) Indobenchmark/Indobert-Large-p2. 

Fig. 8. BERT Model Accuracy of Train and Test Process. 
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cahya/bert-base-
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bert-base-p1  
0.391369 0.997024 0.605655 

indobenchmark/indo
bert-base-p2  

0.373512 0.998512 0.625000 

indobenchmark/indo

bert-large-p2 
0.377976 1.000000 0.622024 

 Average 0.480060 0.956845 0.476786 

Input 

(Features) 

Output 

(Prediction) 

BERT 

Classifier 

(Feed-forward 
neural network + 

Softmax)  

Search 

Hadith 

X% Equal 
 

Y% Distinct 
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TABLE VII. MANUAL EVALUATION 

Takhrij 

Hadith Text 
Sources Hadith Text Results Status 

The Hadith of 

an-Nawawi 1 

Shahih Bukhari 1 Equal 1.00 ˅ 

Shahih Bukhari 53 Equal 1.00 ˅ 

Shahih Muslim 3530 Equal 1.00 ˅ 

Sunan Abu Daud 1882 Equal 1.00 ˅ 

Sunan Ibnu Majah 4217 Equal 1.00 ˅ 

Sunan Nasai 74 Equal 1.00 ˅ 

Sunan Daruquthni 128 Equal 1.00 ˅ 

Shahih Ibnu Hibban 388 Equal 1.00 ˅ 

Shahih Muslim 10 Distinct 1.00 ˅ 

Shahih Muslim 11 Equal 0.58 × 

Sunan Nasai 4904 Equal: 0.54 × 

Sunan Nasai 4905 Distinct 0.99 ˅ 

The Hadith of 

an-Nawawi 2 

Shahih Bukhari 1 Distinct 1.00 ˅ 

Shahih Bukhari 53 Distinct 1.00 ˅ 

Shahih Muslim 3530 Distinct 1.00 ˅ 

Sunan Abu Daud 1882 Distinct 1.00 ˅ 

Sunan Ibnu Majah 4217 Distinct 1.00 ˅ 

Sunan Nasai 74 Distinct 1.00 ˅ 

Sunan Daruquthni 128 Distinct 0.99 ˅ 

Shahih Ibnu Hibban 388 Distinct 0.99 ˅ 

Shahih Muslim 10 Equal 0.91 ˅ 

Shahih Muslim 11 Equal 0.97 ˅ 

Sunan Nasai 4904 Equal 0.95 ˅ 

Sunan Nasai 4905 Equal 0.93 ˅ 

VI. CONCLUSION AND FUTURE WORK 

In this paper, a semi-supervised BERT word embedding 
with a feed-forward neural network classifier is proposed and 
implemented to produce a Hadith text representation and 
determine its contextual similarity level. This work focuses 
mainly for Hadith in the Indonesian text. The BERT fine-
tuning raised average accuracy by 47.67%, with a 0.956845 
mean accuracy in the training process. The pre-trained model 
Indobenchmark/indobert-large-p2 achieved the highest 
accuracy with training 1.00. The final manual evaluation 
achieved 91.67% accuracy on the Hadith contextual similarity 
identification. It means the proposed model in this study 
reaches the highest performance when used to conduct Hadith 
Takhrij (searching) for Indonesia Hadith text. As a future 
development of this experiment, there are some directions to be 
studied. The first direction is to extend the number of Hadith 
texts as an experiment dataset. That is needed because Hadith 
text is known to have some different Sanad and Matn 
structures. Another direction is in the order of automatic 
recognition of parts of the Hadith text. Identify its Sanad or 
Matn and then classify the Hadith text based on its structure. 
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Abstract—Many studies are focusing on deaf children mobile 

learning. However, they are not concentrating on user experience 

(UX) testing. Current UX testing is based on existing UX 

evaluation models that are hard to apply due to the 

comprehensive measurements and lack of description on how to 

conduct evaluation for a more specific mobile learning process. 

Moreover, the existing UX evaluation models are not highlighted 

to be applied in testing UX for deaf children’s mobile learning. 

Hence, this paper proposed questions for UX testing for deaf 

children’s mobile learning to explore UX issues in offering an 

enjoyable learning application. Smileyometer is used to capture 

the data from deaf children after using a selected mobile learning 

application, KoTBaM and Learning Fakih. This study involves 

deaf children aged 7 – 12 years old familiar with the mobile 

application. The survey is divided into two sections: 

i) demographic information and ii) 24 questions that the 

respondent must answer using a smileyometer. The survey 

included 38 deaf children from Malaysian Deaf School. The 

participating deaf children completed the questionnaires with the 

assistance of their teachers after using the mobile learning 

application in the classroom. Yet, various issues needed to be 

addressed in order to improve the deaf children's user 

experience. Special exercises should be developed for deaf 

children connected to their school syllabus to consolidate their 

knowledge and self-learn everywhere. Furthermore, games 

elements should be adapted so the deaf children are able to learn 

while playing. 

Keywords—User experience; UX testing; UX dimension; UX 

metrics; mobile learning application; deaf children; smileyometer 

I. INTRODUCTION 

UX testing is a method to measure how easy an application 
is. It is also performed by actual users for a selected 
application [1]. In determining the experience that occurs 
when a user interacts with a system [2], the result from this 
test can be employed in a system's design [3]. As Moran 
(2019) indicated, UX testing can determine if there are any 
problems in the design of an application, any parts that do not 
cover users' meet and learning about user behaviour [1]. 
Through the UX testing's result, the mobile learning 
application can be constructed appropriately focusing on end-
user [2]. In addition, most mobile learning applications 
developed specifically for deaf children are less used than 
common applications for general users [4]. Deaf children 
require less effort to complete tasks and spend less time 
understanding the flow of mobile learning, which directly 
contributes to determining their UX. 

Furthermore, there is a lack of UX testing for deaf 
children's mobile applications [5]. Thus, in order to perform 
UX testing that focuses on deaf children's mobile learning, 
appropriate questions that focus on the subject are essential 
[6]. It enhances UX questionnaires such as UEQ [7] and 
meCUE [8], which are developed for general UX testing. It is 
one of the efforts to provide equal rights and opportunities to 
this community. Thus, disabled children should not be left 
behind in adapting self-learning to ensure equal opportunities 
like ordinary children. 

In Malaysia, disabilities are classified into few categories, 
such as mute, deaf, blind, mental disability, and physical 
disability [9]. Likewise, this study focuses on deaf children 
since the number of deaf people is increasing yearly [10] and 
is expected to grow to 700 million in 2050 [11]. On the other 
hand, [12] reported that in 2025, the number of smartphone 
users will increase to 30.74 million in Malaysia. The deaf 
community may contribute to growing these statistics. Thus, 
UX of the deaf should be a highlight in developing an 
excellent mobile learning application. 

Mobile learning application has proven to increase 
learning interest and motivate deaf children [10]. Moreover, in 
the Covid-19 pandemic, deaf children have to self-learn to 
ensure they are not left behind in their education even though 
the pandemic situation. Hence, mobile learning applications 
become a vital aid for them to learn and do revision. 
Consequently, UX testing has to be done to ensure the deaf 
mobile learning applications are entirely designed and give a 
good experience for them. Indirectly, it will overcome the 
less-used issues of existing deaf children mobile learning [4]. 

The UX testing can be conducted efficiently if the 
assessment is focused on mobile learning applications for deaf 
children [6]. Therefore, some questions are adopted from UEQ 
[7] and meCUE [8], where both of these instruments contain 
general UX questionnaires.[13] in their work have proposed 
usability questionnaires for deaf mobile application interfaces. 
All the questions are modified to make them related to deaf 
children's mobile learning. These questions are applied during 
the UX testing where children will answer them using 
Smileyometer after they have used the selected mobile 
learning applications. Smileyometer is a familiar method used 
for study among children [14] [15]. The deaf children are 
assisted by their teachers to complete the smileyometer since 
the researchers are not allowed to communicate directly with 
the deaf children in the classroom. The deaf children are more 
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comfortable with their teachers than outsiders [16] [17]. Thus, 
the questionnaires are distributed through their teachers, who 
briefed them about the UX testing process. 

There are many previous UX studies among children but 
very few of them concentrated on disabled children, especially 
deaf children. Thus, this study is needed to measure the UX 
among deaf children using mobile applications designed 
specifically for them. However, this study is limited to testing 
on children who are deaf only since there are many types of 
deafness in Malaysia. According to the Social Welfare 
Department of Malaysia (2018), deafness can be classified 
into three, which are deaf only, deaf and dumb, and deaf with 
other disabilities [9]. Thus, the participants for this study will 
be selected among the deaf-only children by their teacher. 

This paper is aim to test the UX of mobile learning 
application for deaf children. Hence, it was organized as 
follows: introduction, background, material and method, 
results and discussions, and conclusion. 

II. BACKGROUND 

This section covers past studies regarding UX of mobile 
learning for children since UX among disabled children is 
very few [5] and selection questions related to UX dimensions 
suggested in previous studies. The background of 
smileyometer as an instrument in collecting data is also 
explained in this section. It is also supported by some previous 
studies that applied this fun toolkit [18]. 

There are many studies involved in UX testing among 
children, such as [15][17][19]. Those studies are used selected 
mobile learning applications during UX testing sessions. [15] 
were studied about ascertaining the UX of Word Mania 
among kids at UUM International School, Sintok Malaysia. 
Nevertheless, this study has not applied any questionnaires 
even though they use a smileyometer to capture the data. 
Based on their finding, the kids need more time to answer the 
questions in Word Mania. Thus, the simplest task should be 
involved in children's mobile learning applications. 

 While [17] had test UX among 64 children aged 7-12 
years old using Fantasy Land. The children are required to 
answer UEQ questionnaires. However, some questions are 
difficult to understand since advanced terms are involved, so 
[17] have to explain the terms using simple sentences that suit 
the children’s age. Thus, the UEQ questionnaires should be 
improvised to suit the capabilities of the children. For the 
same purpose of study, [19] also studied UX among children 
using mobile technology. They are motivated to learn it since 
there is a lack of UX studies regarding educational 
applications such as science and mathematics. So, this study is 
to explore the hedonic factors such as enjoyable, exciting, 
upsetting, and confusing experiences. [19] found that gender, 
culture, and religion are important matters that affect the 
children’s experience. 

On the other hand, there are minimal UX testing among 
deaf children. [20] studied UX testing among attention deficit 
hyperactivity disorder (ADHD) children. The UX testing was 
involved ADHD children from Mexico. Due to the covid-19 
pandemic, the children had very limited face-to-face activities 

in school. Thus, [20] design a learning application using 
virtual reality (VR) technology. The children feel like in a 
face-to-face class when they are using this application. [20] 
obtained satisfactory experience among ADHD children who 
are using the VR educational application. While [21] were 
studied UX testing among autistic children in comparing three 
prototypes of learning applications. Smileyometer, fun sorter, 
and again-again table are used to collect data in this study. 
Smileyometer has been applied before and after the study. The 
children are given around 5-10 minutes to play with the 
application before completing the instrument. Based on this 
study, [21] concludes that very few different experiences 
among the three prototypes and few usability issues to the 
specific prototype. 

Many research cover UX of mobile learning among 
children, which recommended some dimensions such as 
emotion [21][22][23][24][26], satisfaction [22][23][24][25], 
efficiency [17][22][23][25], and effectiveness [22][23][26]. 
Likewise, deaf accessibility is also considered as a dimension 
in developing the questions for this study since it is 
highlighted on the deaf itself [13]. As mentioned earlier, 
studies regarding the UX testing of mobile learning among 
disabled children are minimal [2]. Thus, the mentioned studies 
were taken based on targeting children. 

Most of the studies related to children use smileyometer in 
capturing the data [26]. Smileyometer is being chosen, and it 
was believed in capturing data from children [27]. 
Smileyometer is one of the fun toolkits besides fun sorter and 
again-again table. It was introduced by Janet C. Read [18] in 
2006. 

There are five emojis, as shown in Fig. 1. These emojis 
represent scores chosen by the participant. The smileyometer 
scale has five primary emotional states to choose from as 
portrayed in Fig. 1: From the left: (a) Awful; (b) Not Very 
Good; (c) Okay; (d) Really Good; (e) Fantastic. Every 
question is provided with smileyometer. For example, if a 
participant chooses an awful emoji, the participant strongly 
disagrees with the question. In contrast, if a fantastic emoji is 
remarked, the participant strongly agrees with the question. 

Several studies applied smileyometer, such as evaluating 
the user experience of playful interactive learning interfaces 
with children [14], ascertaining the UX of the word mania 
mobile app for children using fun toolkit v3 [15], and 
understanding the fidelity effect when evaluating games with 
children [21]. Moreover, smileyometer is used in highlighting 
the children's momentum feeling [25]. Hence, smileyometer is 
chosen for this study in evaluating the UX of mobile learning 
for deaf children. Based on previous research that using 
smileyometer proved that this is the interactive scale in 
obtaining data from children [25]. 

 

Fig. 1. Smileyometer Tating Scale. 
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Two mobile learning applications for deaf children, which 
are KoTBaM and Learning Fakih, were chosen. KoTBaM is a 
learning application developed based on Bahasa Isyarat 
Komunikasi for deaf children in Malaysian Deaf School [28]. 
The participants might feel easy to understand content of 
KoTBaM since they have learned about the content in school. 
Besides, some videos on constructing sentences using sign 
languages were provided too, giving participants more 
attention to learning [29]. While Learning Fakih is a learning 
game application for deaf children developed based on the 
Fakih method [30]. The Fakih method is a technique applied 
by the teachers in Malaysian Deaf School in teaching 
Hijahiyyah letters using sign languages. It has quizzes 
elements to make the lesson fun as claimed by González

 
et al. 

that enjoyment should be provided to avoid boredom and 
improve effective state among the children [31]. The quizzes 
are divided into three levels which are easy, medium, and 
hard. These two applications are chosen since the content of 
the application are related to lesson in school. Besides that, 
there are also recommended by the teachers of deaf children. 

Besides that, as stated earlier, the UX dimensions can be a 
reference for this study in developing UX metrics for UX 
testing of deaf children's mobile learning. Since smileyometer 
was very familiar in previous UX studies among children, it 
also measured the UX among deaf children. Hence, a set of 
questionnaires have been developed based on the dimensions 
applied in previous studies. It was discussed thoroughly in the 
next section. 

III. MATERIAL AND METHOD 

This study aims to evaluate the UX of deaf children's 
mobile learning by the actual user, and it was briefly 
explained in this section. The process of identifying the 
selected questions is out of the scope of this paper. This study 
was performed to measure UX for two learning applications 
which are KoTBaM and Learning Fakih using smileyometer 
and adheres to [24] UX testing approach on how to conduct 
UX test in a classroom environment which is used by many 
past researchers [14][17][25] and finds an approachable 
method. There are three steps involved in evaluating UX of 
deaf children's mobile learning applications for this study. 

A. Identifying the Participants 

A total of 38 deaf children aged between 7 to 12 years old 
has been recruited from Malaysian Deaf School. The pupils 
are screened based on their experience of working on mobile 
and mobile applications. According to Lazar et al., 10 
participants are substantial for this study since they are deaf 
and considered disabled people [32]. Purposive sampling is 
used in this study which common approach in identifying a 
user in UX [33]. Purposive sampling means that participants 
are selected based on the needs of the study. This approach 
was applied in a previous study that involved a deaf sample, 
such as [7][17][18]. Teachers select the deaf participants 
based on their familiarity in using mobile learning 
applications. 

B. Instrument's Development 

A set of questionnaires are adapted from UEQ [7], meCUE 
[8], and questionnaires from [13] that are supported to five 

dimensions, as shown in Table I. The arrangement of words 
and understandability of the questionnaires for the participants 
are checked by an expert who is an author of textbook Bahasa 
Isyarat [28] in Malaysian Deaf School. The questionnaires use 
smileyometer scale to tick by the participants after interacting 
with the KoTBaM and Learning Fakih. 

Twenty-four survey questions are designed for this study. 
The questions are based on existing UX questionnaires, as 
mentioned earlier in the previous section. The metrics depend 
on five dimensions: emotion, satisfaction, efficiency, 
effectiveness, and deaf accessibility. The distribution number 
of questions is stated in Table I. 

TABLE I. QUESTIONNAIRE CONTENT ON UX DIMENSIONS OF DEAF 

CHILDREN MOBILE LEARNING 

Dimension No. of question 

Satisfaction 4  

Deaf accessibility 4 

Efficiency 7 

Effectiveness 4 

Emotion 5 

According to Table I, five questions regarding emotion 
dimension, four questions about satisfaction, deaf 
accessibility, and effectiveness dimensions, while seven focus 
on the efficiency dimension. All the questions are going for a 
reliability test to know how reliable the questions are. The test 
uses SPSS to get the Cronbach alpha value. According to 
Sekaran, a reliability coefficient of 0.70 or higher is 
considered acceptable, while 0.90 to 1.00 consider having 
excellent coefficient reliability among the items in the 
questionnaire. Reliable coefficient survey questions for this 
study is 0.967 as shown in Table II. Thus, it was considered 
acceptable to use in this study [34]. 

C. Test Administration 

Participants have been given a brief description of the UX 
testing conducted. Since the participants are deaf, Malaysian 
Deaf School teachers become translators throughout the 
evaluation process. All the participating documents have been 
passed to the teachers during the briefing session. It is because 
the researchers are not permitted to meet the participants 
directly due to the covid-19 pandemic. The Malaysia Ministry 
of Education limits physical activities to curb the transmission 
of the virus. Therefore, translators are given space in 
translating the instructions into sign language for the 
participants. Two mobile learning applications, KoTBaM and 
Learning Fakih are involved during the session. The 
participants are given 5 to 10 minutes to use every learning 
application. They are allowed to end the session early if they 
are feeling bored while using the application. Once 

participants understand and agree, testing is conducted. The 

participants are required to answer the survey and assist by 
their teacher. 

D. Data Collection and Data Analysis Method 

Every dimension has been tested through the 
questionnaires during the UX testing session. The feedback 
has been analyzed using the mean value for each dimension 
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involved, as suggested by [8] to compare the two learning 
applications. The mean value can be determined which 
applications are giving good UX based on the dimensions 
analyzed. Thus, the analyzed result can be used as guidance to 
improve the design of the learning application in the future. 

TABLE II. UX QUESTIONNAIRE OF DEAF CHILDREN MOBILE LEARNING 

Dimension Items Mean 
Standard 

Deviation 

Cronbach’s 

alpha 

Satisfaction 

Suitability of the 
content for deaf 

children learning 

3.867 1.157 

0.967 

Following the 
syllabus of deaf 

children learning 

3.800 1.246 

Repetition to use the 

apps  
3.933 1.118 

Feel to use the apps 
daily  

4.033 1.134 

Deaf 

Accessibility 

Vibration/flash helps 

as alerting 
4.100 1.189 

The alerting used is 
very useful 

3.600 1.108 

Help video is very 

helpful 
3.750 1.144 

Text translation is 

very convenient in 
assisting 

understanding 

3.900 1.203 

Efficiency 

Easy to achieve the 
learning goals 

3.867 1.228 

Less time needed to 

understand the usage 

of menu/button 

3.817 1.214 

Less effort to 

complete the task 
4.083 1.046 

Novelties of content 4.033 1.089 

Innovativeness of the 

task provided by the 
apps 

4.000 1.042 

Readability of the 

content 
3.933 1.039 

Easy to learn the 

content 
3.867 1.096 

Effectiveness 

Clearness of the 

content 
3.817 1.066 

Able to perform all 

tasks given by the 
learning apps 

3.900 1.175 

Correctness of apps 

flow 
3.733 1.103 

Easy apps handling 3.733 1.118 

Emotion 

To what extend the 
colour and font used 

are pleasing in  

appearance 

4.100 1.189 

The stylish of the apps 3.600 1.108 

The apps creatively 
design 

3.750 1.144 

Feel happy and 

knowledgeable with 

apps experience  

3.900 1.203 

Enjoy with the 

presentation of the 

learning apps. 

4.100 1.189 

IV. RESULT AND DISCUSSION 

This section reports the result of UX testing. They are 
classified into two (2) sub-sections, which are 1) demographic 
information and 2) data results. The data was examined 
through SPSS to report on the results. The data analysis yields 
a comparison of which learning application gives better UX 
for deaf children. 

A. Demographic Information 

This part aims to assess the demographic analysis of the 
users involved in the UX testing in terms of gender and age. 

 

Fig. 2. Demographic Information on Age. 

For the UX testing, 38 aged ranged between 7 and 12 years 
old participants were chosen due to the availability of the 
selected schools. Most participants are age 11 years old, 
stating 37% followed by 30% for participants aged 12 years 
old. At the same time, participants aged ten and nine years old 
have shown 20 % and 13% of the participants involved 
(Fig. 2). 

 

Fig. 3. Demographic Information on Gender. 

The participants are from three Malaysian Deaf Schools 
(MDS): MDS Johor Bahru, MDS Perlis, and MDS 
Temenggong, Segamat. As shown in Fig. 3, 50% were boys 
while the rest were girls. Among them, MDS Perlis 
participants were the highest, consisting of 43%, MDS Johor 
Bahru were 40% of a total participant, and finally, MDS 
Temenggong, Segamat comprised 17% of overall participants 
(refer Fig. 4). 

 

Fig. 4. Overall Participants. 
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B. Data Analysis Result 

The data was collected through survey questions (refer to 
Table II) that were rated by the participants using 
smileyometer. The data have been analyzed by each 
dimension involved in this model through their mean value. It 
is also presented in a graphical bar chart to show the 
comparison between criteria in the dimension. Meanwhile, the 
results are also presented in comparison between two learning 
applications: Learning Fakih and KoTBAM. Learning Fakih is 
a prototype for a mobile learning application, while KoTBAM 
is a learning application that has been published and can be 
downloaded from the play store. 

As presented in Fig. 5, two mobile learning applications 
have been evaluated for UX testing among deaf children. The 
mean value is shown based on the dimension involved. The 
effectiveness dimension for KoTBAM has stated the highest 
mean value, which is 4.4, compared to the highest mean value 
for Learning Fakih, which is 3.75 that stated in the emotion 
dimension. The satisfaction dimension stated the lowest mean 
value for both applications, 3.69 for KoTBaM and 3.4 for 
Learning Fakih. However, all mean values for KoTBaM are 
higher than Learning Fakih, as reported in Fig. 5. In this case, 
it can be summarized that majority of the deaf children will 
choose KoTBAM compared to Learning Fakih since all the 
mean values on all dimensions for KoTBAM are higher. 

 

Fig. 5. Result of UX Testing by Dimensions. 

Based on personal communication between the teachers 
who conduct the UX testing session, the deaf children are 
quite slow to answer quizzes at the hard level provided in 
Learning Fakih. It may be difficult for them to remember [35] 
the sequence of Hijahiyyah letters and baris orderly. It may 
make the questions quite difficult for them to answer since 
they cannot remember new things quickly. Likewise, they 
were pretty enjoyed the learning since they are able to play it 
while learning. Hence, repetition is significant to remember 
and memorize the thing that they had learned. 

Furthermore, KoTBaM is more accessible for deaf 
children compared to Learning Fakih. Deaf children need 
guidance, and it was provided in KoTBaM but not in Learning 
Fakih. KoTBaM provides a user manual to guide deaf children 

on how to use the learning application. On the other hand, the 
user manual also can be a reference for the normal user such 
as teachers or parents of deaf children in using the deaf 
learning application. These features may make deaf children 
feel more confident to use it. It may contribute to the mean 
value of deaf accessibility for KoTBaM being higher than 
Learning Fakih. 

Moreover, the contents in KoTBaM are based on the 
syllabus that deaf children have learned in their schools. It 
looks like the deaf children do revision for the subject through 
KoTBaM. Every word in the contents of KoTBaM is provided 
with videos of sign language compared to Learning Fakih, 
which only provides images of the hand gestures of the sign 
language. The contents do not focus only on the topic, but 
other lessons included like alphabets, numbers, and name of 
animals. The sign languages are provided only for hijahiyyah 
letters but not for others. The deaf children might be confused 
about the content since it involves many subjects. Therefore, 
the Learning Fakih is not practical for deaf children, affecting 
the mean value of the effectiveness dimension rated by the 
participants. 

However, there are no quizzes or exercises provided by 
KoTBaM, but there were some quizzes in Learning Fakih. 
Quizzes and exercises may need to test the understandability 
of the deaf children about their learning. The deaf children do 
not perform the quizzes in Learning Fakih since they feel that 
it is so hard for them to choose the correct answer. As claimed 
by Marschark & Spencer, the deaf children are slower four 
times than normal children [35]. Thus, the exercise provided 
should be easier and simpler for them. 

V. CONCLUSION 

In conclusion, the survey questions of this study can be a 
guideline to measure for a more pleasant and practical deaf 
children's mobile learning besides can be improved the basis 
of learning for this special education children. Besides that, 
the result also can be a reference for UX practitioners and 
mobile application developers in designing a practical and 
enjoyable mobile learning application for deaf children. 
However, the results are evaluated among deaf children only 
and to be applied on another two variants of the deaf, which 
are deaf and dumb, and deaf with other disabilities. 

In addition, these survey questions can also be applied for 
UX testing for other mobile learning applications for deaf 
children. The proposed dimensions in this work are 
customized and highlighted on deaf accessibility. Hence, other 
disabilities are not recommended to utilize this survey. The 
result may not be accurate if these dimension are tested for 
other disabilities since different disabilities may need different 
accessibility features to support learning using mobile 
applications. In the future, the authors may extend this study 
to investigate how these dimensions are associated to one 
another in measuring a UX for mobile learning application for 
deaf children. 
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Abstract—Face recognition is of pronounced significance to 

real-world applications such as video surveillance systems, 

human computing interaction, and security systems. This 

biometric authenticating system encompasses rich real human 

face characteristics. As such, it has been one of the important 

research topics in computer vision. Face recognition systems 

based on deep learning approaches suffer from internal covariate 

shift problems that cause gradients to explode or gradient 

disappearance, which leads to improper network training. 

Improper network training causes network overfitting and 

computational load. This reduces recognition accuracy and slows 

down network speed. This paper proposes a modified pre-

activation batch normalization convolutional neural network by 

adding a batch normalization layer after each convolutional layer 

within each of the four convolutional units of the proposed 

model. The performance of the proposed model is validated with 

a new dataset, AS-Darmaset, which is built out of two publicly 

available databases. This paper compared the convergence 

behavior of four different CNN models: the Pre-activation Batch 

Normalization CNN model, the Traditional CNN without Batch 

Normalization, the Post-Activation Batch Normalization CNN 

model, and the Sparse Batch Normalization CNN Architecture. 

The evaluation results show that the recognition performance of 

Pre-activation BN CNN has training and validation accuracies of 

100.00% and 99.87%, the Post activation Batch normalization 

has 100.00% and 99.81%, and the traditional CNN without BN 

has 96.50% and 98.93%. The sparse batch normalization CNN 

has 96.25% and 97.60% success rate, respectively. The result 

shows that the Pre-activation BN CNN model is more effective 

than the other three deep learning models. 

Keywords—Face recognition; pre-active batch normalization; 

convolutional neural network 

I. INTRODUCTION 

Face recognition systems have witnessed a lot of recent 
advancements in terms of selective human-machine interfaces, 
such as the future ATM authentication and authorization 
system, driving licenses identification and verification, and so 
on [1]. Although face biometric authentication systems have 
made significant progress and are now widely used in a variety 
of applications such as criminal investigation, lie detection 
systems, clinical medicine, distance education, security 
systems, access control, video surveillance, commercial areas, 

and even use in social networks such as Facebook [2, 3]. The 
standard tradition machine learning for face recognition are 
still plagued by a slew of issues and are only effective in a 
limited number of scenarios. In terms of major intrapersonal 
changes in illumination, facial expressions, posture, occlusions, 
views, and other factors, that lead their performance begins to 
deteriorate [4]. Furthermore, light intensity, the number of light 
sources, light direction, and camera angle are all unpredictable. 
However, these methods extract a small number of image 
features in lower recognition accuracy, which cannot satisfy 
human face recognition in complex conditions [5]. With deep 
learning-based approaches for image feature extraction, 
superior performance has been achieved. Convolutional Neural 
Network has become a popular method for face recognition 
system. The CNN, which automatically extracts a variety of 
features of the image and classify, has good robustness to 
complex environments [2]. The architecture of CNN is inspired 
by biological processes and loosely based on the responses of 
the neurons in the receptive field of the human brain visual 
context [7]. Convolutional Neural Networks (CNN) are usually 
composed of convolutional layer, normalization layer, 
activation layer, max-pooling layer, and fully connected layers 
[8]. The driving factor for their successes has been the 
abundance of available data via the internet and the huge 
efforts of the research community to create large hand label 
dataset such as ImageNet [9]. A recent improvement called 
batch normalization [8], accelerate the learning process by 
computing batch statistic, it makes normalization an internal 
part of the model architecture. These changes allow for much 
faster convergences, diminishes the impact of model 
initialization, and act as a regularization method [10]. 

In this paper, we explore the impact of key architectural 
elements of a convolutional neural network. These are the 
batch normalization and dropout layers in the context of pre-
active batch normalization architecture of convolutional neural 
networks [11]. 

II. MAJOR CONTRIBUTION 

The main contribution of this paper is to enhance the 
performance of Convolutional neural network architecture for 
face recognition with a higher recognition rate. In this research, 
we built an improved Pre-active Batch Normalization CNN 
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algorithm by applying a batch normalization layer immediately 
after each convolutional layer before the non-linear (ReLu) 
activation function to perform the normalization operation 
thereby reducing the internal covariate shift. We again added a 
dropout layer in between the two fully connected layers to help 
improve the network performance. The general structure of the 
proposed model is made up of four (4) convolutional units, one 
dropout layer, two fully connected layers, one softmax layer, 
and one classification layer.  First, confirm that you have the 
correct template for your paper size. 

The rest of this paper is organized as follows: Section 
discusses various works of literature. The proposed research 
methodology is highlighted in Section IV. Sections V and VI 
present the research experiments. Finally, Section VII consists 
of the research paper conclusions. 

III. RELATED WORK OF LITERATURES 

Compare to previous literature work, our main contribution 
is the application of four batch normalization layers to the four 
convolutional units of a simple convolutional neural network 
for face recognition application. A dropout layer is also added 
in between the two fully connected layers. This is done to 
prevent gradient exploding or gradient disappearance, prevent 
network overfitting and increase performance with higher 
recognition accuracy. Convolution Neural Network was first 
proposed by LeCun and it was firstly applied in handwriting 
recognition [12]. Literature [3] proposed a modified CNN 
architecture for face recognition application by adding two 
normalization layers for the output of the first and last 
convolutional layers to accelerate the network. The result 
showed a satisfying recognition rate of 98.8%. Literature [2]. 
Explored the efficiency of a new sparse batch normalization 
CNN to overcome the problem of gradient disappearance and 
gradient exploration faced by the facial expression recognition 
model. There proposed model uses continuer convolution at the 
begging of the network to enhance the integrity of the facial 
regional features. Batch Normalization is sparely added to 
facilitate network training. The experiment shows that the 
model has a sufficient performance of 96.87% recognition rate 
to satisfy the 7 classes of the express. Literature [13] proposed 
a CNN model for a real-time face recognition system. Model 
architecture has no batch normalization layer, but it has a 
dropout layer. The performance of the model architecture is 
evaluated by turning various parameters of the model to 
enhance the recognition rate. Maximum accuracy of 98.75% 
and 98.00% is obtained. Literature [14] proposed an end-to-end 

face recognition system based on 3D face texture. Combining 
the geometric invariants, histogram of orientated gradient, and 
the fine-tuned Residual Neural Network. Batch Normalization 
is added to each convolutional layer to affine transformation on 
the input of each layer. The experimental results show that the 
best top 1 accuracy is up to 98.26% and the top 2 accuracy is 
99.40% respectively. Literature [15] tested the performance of 
their proposed CNN for face recognition with three well-
known image recognition methods PCA, LBPH, and KNN. 
Batch normalization and dropout are not employed in the 
model architecture. The experimental result shows that the 
proposed CNN has obtained the best recognition rate of 98.3%. 
The proposed method based on CNN outperforms the state-of-
the-art methods. Literature [16] proposed to used and integrate 
deep learning CNN for human face Analytic and recognition 
for diversified applications. In their study the profound 
learning-based methodology of CNN with fuzzy logic is 
introduced, so the higher level of exactness in the face grin 
should be possible. With this method, the predictive feature of 
the human face can be used for a criminal investigation of the 
social analytics-based application. This model was training 
without a batch normalization layer. The model achieves a 
recognition accuracy of 98.12%. Literature [17] Evaluates the 
robustness of three well-known approaches by combining 
CNN as a powerful feature extraction algorithm followed by 
SVM as a high classifier and PCA for feature dimensional 
reduction technique. The result of the combined models 
provides a significant performance improvement and enhances 
recognition rate up to 95.2%. 

IV. METHODOLOGY 

A. Pre-Activation-BN-Convolution Neural Network 

(PABNCNN) Approach for Training and Features 

Classification 

In this research, we aim to enhance the performance of the 
face recognition system, based on Deep Learning 
Convolutional Neural Network (CNN). The study proposed to 
reduce covariate shift, gradient disappearance and gradient 
explosion for better network convergence. Therefore, to 
achieving these aims the study proposed a new method called 
Pre-Activation Batch Normalization Algorithm. The method is 
powerful in preventing vanishing gradient and overfitting of 
the model. The proposed model is trained with Mini-Batch 
Stochastic Gradient Descent training algorithm. The block 
scheme of the proposed algorithm is shown in Fig. 1. 

 

Fig. 1. The Structure of the Proposed Pre-Activation BN-CNN. 
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 Convolutional Neural Network (CNN) 

A CNN is made up of numerous layers with image 
processing activities that are built into its structure. This deep 
learning model was built using three structural representations: 
shared weights, local receptive field, and subsampling. The 
convolution kernel shapes shared weights to reduce the number 
of free parameters. For the feature maps at each layer, the 
convolution kernels are subjectively changed to build a noise 
filter as well as an edge detector. Both the convolution and 
subsampling kernels benefit from the local receptive field since 
it enchants a set of nearby pixels for further processing before 
transferring the result of a coarser resolution to the next 
convolutional layers. While reducing the feature map scope at 
the corresponding layer, the subsampling process involves 
local averaging [6]. A new trend in CNN comes with a batch 
normalization algorithm integrated into the architecture, 
thereby enhancing the network performance and training 
speed. 

 Batch Normalization 

The goal of batch normalization is to achieve a stable 
distribution of activation values through training. Batch 
normalization has been established as a component in deep 
learning, largely helping to push the frontiers of computer 
vision [18]. BN normalized the means and variance computed 
within a mini-batch. This contributes tremendously to 
simplifying the optimization and enabling the network to 
converge [19]. Therefore, in batch normalization, the data 
distribution has the attribute that the mean of the data 
distribution is 0 and the variance is 1 [8]. The batch 
normalization performs well at medium and large batch sizes 
and has good generalization to multiple vision tasks [20]. Step 
of batch normalization operation can be presented as seen in 
Fig. 2. 
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Fig. 2. Figurative Representation of Batch Normalization Operation. 

These can be represented in the formula below: 
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Where   is the mean value of the output layer     and     is 

the variance value, while       ̂ is the normalization output 
obtained after subtracting the mean and dividing it by standard 

deviation
    

√   ∑
  , while     set the mean and variance to the 

new value.       +  are learnable parameters. 

With this operation by BN, after processing the problem of 
multiple layers, mutual coupling in network training weight 
updating can be solved, and the possibility of gradient 
disappearance or gradient explosion can be reduced. 

B. The Design Principle of the Proposed Pre-activation BN-

CNN Approach 

The proposed Pre-activation BN-CNN consists of one input 
layer, four convolution units, one dropout layer, two fully 
connected layers, one Soft-Max layer, and one classification 
layer. The first convolution unit involves the first convolution 
layer labelled as C1 in Fig. 1. This layer is followed by the 
batch normalization layer, which is labelled as BN1, then the 
Rectifier linear unit (ReLu) activation function, which is 
labelled as R1, and the Max pooling (down sampling) layer, 
which is labelled as Mp1. The second convolution unit, the 
third, and the fourth all follow the same design format as the 
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first convolutional unit, having the batch normalization layer 
after each convolutional layer before the activation function. 

In this paper, the relevant parameters of the proposed Pre-
Activation Batch Normalization CNN Architecture are selected 
according to the proposed face images. The size of the input 
images is 64x64x3. The four convolutional kernels' sizes are 
set to 3x3, K1 = 3, K2 = 3, K4 = 3. All the convolutional 
strides, S1, S2, S3, and S4 are set to 1. In all the four 
convolutional units, we set the size of the convolutional layers 
as C1 = 64, C2 = 32, C3 = 16, C4 = 8. Each convolution layer 
is followed by a batch normalization layer before the activation 
function. Rectifier linear Unit (ReLu) is the activation function 
in all the four convolutional units, followed by a max-pooling 
layer for the down sampling operation. The operation has k = 
2, with a stride of 2. This gives us the max-pooling result as C1 
= 64, C2 = 32, C3 = 16, C4 = 8. All the feature maps F1 = 8, 
F2 = 16, F3 = 32, F4 = 64, and all the C4 = 8x8 max pool to 
4x4x64, which were expanded into a one-dimensional vector 
and then connected to the first fully connected layer that is 
composed of 1024 neurons, a dropout is added between the 
first and second fully connected layers. And then 6 neurons are 
connected as the category of the six classes of different 
variations. 

C. Data 

This research paper proposed using two publicly available 
databases, namely the Label Faces in the Wild database and the 
Caltech 101_Object_Category database. These two databases 
are used to build a suitable database of 5280 face images, 
which we named AS_Darma. The 5280 face images were 
selected from the above two databases. The Label Faces in the 
Wild has 13,233 target face images of 5749 different 
individuals. In this database, there are 1680 individuals with 
two or more images. The remaining 4069 people have just 
single images. In the database, the image size in this database 
is 250x250 pixels and is in JPEG image format. Many of the 
images are in the r.g.b. color scheme. In this research, we 
selected 4,200 face images of 105 individuals. All of the 
selected images are in the same r.g.b. color scheme, resized to 
64x64 pixel size in the same jpeg format, Fig. 3. 

While the Caltech 101_Object_Category database has 450 
face images of 27 unique subjects, The images are 325x495 
pixels in jpeg format with a different expression, background, 
and light, but this research proposed cropping and resizing 
each face image to 64x64 pixels. 

 
(a)    (b) 

Fig. 3. (a) A Sample of Face Images from the Caltech 101_Object Category 

Database. (b) Label Face in the Wild Face Images. 

In this research, we proposed using 5,280 human face 
images of 132 individuals. Each individual has 40 face images. 
To achieve this, we used dynamic data augmentation and 
preprocessing techniques to produce several synthetic images 
for each face image of an individual. 

We produced 1,080 face images for 27 individuals from the 
Caltech 101_objects_categories database and 4,200 images for 
105 individuals from the LFW. This gives us a total number of 
5280. The 5280 images were split into 5280/100 x 70 = 3,696, 
which is 70%, and 5280/100 x 30 = 1,584, which is a 30% 
ratio. For both training and testing, 70% is for the training and 
the other 30% is for the testing. The 5280 images are used to 
form the proposed dataset called AS_Darmaset for the training 
and testing of the proposed deep learning architectures. 

V. EXPERIMENT 

This section provides an overview of the experimental 
setup that is used to verify the effect of our proposed Pre-
Activation-Batch-normalization-CNN-Architecture [21]. The 
experiments were conducted using the newly built 
AS_Darmaset of 5280 face images. To understand the benefits 
of adopting a powerful deep learning batch normalization 
algorithm for enhancing the performance of the face 
recognition system. In this research, we compared the accuracy 
and loss errors produced by the four deep learning architectures 
of different batch normalization approaches. To help in 
determining the best and most robust batch normalization 
algorithm between the four models in terms of performance 
and recognition accuracy rate, the experiment will look at how 
these regularization techniques can improve network stability 
and performance. 

MATLAB R2018b is used to develop and implement the 
four deep learning batch normalization CNN architectures. It is 
used for conducting the experiments as well. The Matlab 
software is used because it is the best programing tool for 
engineering and artificial intelligence systems. The architecture 
of our models is meant to run on the HP Elite Book 854w, 
Mobile Workstation. The CPU is an Intel Core i7 M620 @ 
2.67GHz processor with internal physical memory of 8.00GB. 
Four experiments were conducted. 

A. Experiment with Pre-activation Batch Normalization CNN 

Architecture 

We first conducted the experiments using a Pre-activation 
Batch Normalization CNN architecture. With this batch 
normalization algorithm, the batch normalization layers are 
placed immediately after the convolutional layer in each 
convolutional unit of the network. This means that the batch 
norm layer is applied before each of the Rectifier Linear Unit 
(ReLu) activation functions. The performance of this 
architecture is evaluated using the proposed AS_Darmaset. In 
this research, the dataset is categorized into six classes of 
different face image variations. The six classes of variations 
include Facial Expiration, Facial Makeup, Occlusion, Old Age, 
Pose variation, and Younger Age variation. In each class, there 
are 880 face images of 22 individuals, and each person has 40 
face images of size 64x64 pixels. 

 Design Principle of Pre-activation Batch Normalization 
CNN Architecture. 
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Compute the input         Batch Norm         Applied Activation 

Compute Next layer input        Batch Nor          Applied 

Activation 

The performance of this model for face recognition is 
evaluated across six different classes of human face variation. 
Facial Expression, Makeup, i.e., cosmetic effects, occlusion, 
faces of older age, pose variation, and faces of younger age. 
There are 880 images in each of the different classes. Each 
class has 22 individuals, and each of the individuals has 40 face 
images of 64x64 pixel size. 

Table I shows the information obtained from the training 
plot of the experiment, which shows the training accuracy, 
validation accuracy, training loss, and validation loss as 
illustrated in Fig. 4. 

In the above figure, the first graph at the top shows the 
training accuracy (i.e., classification accuracy). The X-axis has 
90 epochs and 810 iterations, while the Y-axis shows the 
accuracy values in percentages. The second graph at the 
bottom shows the loss function (cross-entropy loss). The 
training plot is for monitoring the status of the network. It 
shows how the network's accuracy is increasing. The upper 
side of the graph shows the performance accuracy, while the 
lower side of the graph shows the loss function. The graph 
shows the training matrices at each. 

TABLE I. TRAINING PLOT DETAILS FOR PRE-ACTIVATION BATCH 

NORMALIZATION CNN TRAINING FROM THE SCRATCH 

Parameters  Values 

Training Accuracy  100.00% 

Validation Accuracy  99.87% 

Training Status  Completed 

Elapsed Time  39 min 20 sec 

Number of Epoch per Iteration 9 

Mux. Number  of Iteration  810 

Validation Frequency 80 iteration 

 

Fig. 4. Training Progress Plot Graph for Pre-Activation BN CNN 

Architecture. 

Iteration: That is the estimation of the gradient [22]. The 
classification accuracy is represented by a light blue line, while 
the dark blue line represents the accuracy obtained by applying 
a smoothing algorithm to the training accuracy. While an 
interrupted black dotted line is defined as the classification 
accuracy of the whole validation dataset. At epoch 10 and 
iteration 90, the network started to converge with 100% 
training accuracy and validation accuracy of 99.87%. At epoch 
80 and iteration 720, the training accuracy decreases to 
99.75%, while the testing (validation) continues to maintain its 
accuracy value of 99.87%. Then, at epoch 84, iteration 750, the 
training accuracy improved to its normal 100% accuracy. 
Finally, the training and testing accuracies are 100% and 
99.87%, respectively, at last epoch 90 and iteration 810 [21]. 
The Pre-Activation-CNN Architecture has yielded a better 
classification performance of 100% training accuracy and 
99.87% validation accuracy. Without network overfitting, 
network convergence is successful. The loss function is shown 
on the second graph at the lower end. The light orange line is 
training loss, the smooth training loss is a dark dotted line, and 
the validation loss is a disrupted line, meaning the loss on each 
mini-batch and the validation dataset [23]. The figure shows 
that both the training and validation loss functions have 
converged to the minimum as the learning rate reached 1.600e-
05. While the number of iterations reached 810 at 39 min 20 
sec of training time. 

B. Experiment with Traditional CNN Model without BN 

Algorithm 

The traditional CNN model has a simple architecture of 
four convolutional units. In each of the units, there is one 
convolutional layer followed by a Rectifier linear unit (ReLu) 
activation function, then a max-pooling layer and a down 
sampling layer. This shows that there is no batch normalization 
algorithm in any of the four convolutional units. The 
architecture of this CNN is comprised of four (4) convolution 
layers, four (4) max-pooling layers, and two (2) fully 
connected layers. There is no batch normalization layer in the 
design principle of this model. The model was implanted in 
MATLAB R2018b and all the trainable parameters (i.e., layer 
weights and biases) were initialized with the Rectifier Linear 
Unit (ReLu) activation function at each convolutional process. 
Fig. 5, shows the training progress plot graph and the details 
regarding the training phase are listed in Table II below. 

Table II shows the training details with training and 
validation accuracies of 96.50% and 98.93%, respectively as 
shown in the training graph below. 

TABLE II. TRAINING PLOT DETAILS FOR PRE-ACTIVATION BATCH 

NORMALIZATION CNN TRAINING FROM THE SCRATCH 

Parameters  Values 

Training Accuracy  96.50% 

Validation Accuracy  98.93% 

Training Status  Completed 

Elapsed Time  32 min 50 sec 

Number of Epoch  9 

Mux. Number  of Iteration  810 

Validation Frequency 80 iteration 
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Fig. 5. Training Progress Plot Graph for Traditional CNN without BN 

Architecture. 

In the above graph, the training and testing accuracies at 
epoch 1 and iteration 1 are initialised to 17.25% and 16.67%, 
respectively. The accuracy sharply increases at epoch 27 and 
iteration 240 to 62.00% and 69.00%, respectively. After epoch 
50 and iteration 450, the accuracy reaches 93.50% and 97.66%. 
Similarly, at epoch 63, iteration 560, both the training and 
validation accuracies continue to increase to 96.50% and 
98.04%. At epoch 78, iteration 700, the training accuracy 
decreased to 95.75%, while the testing accuracy of 98.04% was 
maintained. Finally, at the last epoch, 90 and iteration 810, the 
training and testing accuracies increased to 96.50% and 
98.93%, respectively. The result is shown in the graph, which 
shows that the training data accuracy is higher than the testing 
dataset accuracy throughout the training process. This implies 
that there is large overfitting that occurred, particularly at the 
beginning of the training because the batch normalisation has 
not been implemented. While in the second graph, The training 
and testing losses, which represent the degree of differences 
between the model prediction and the real classes, decrease 
with increasing epoch number [23]. At epoch 1 and iteration 1, 
the training and testing losses were 1.7917 and 1.7918, 
respectively. While the number of epochs reaches the final 
stage, which is 90 epochs and 810 iterations, the training and 
testing losses were 0.1094 and 0.0628. This indicates that the 
model has overfitting and gradient disappearance caused by 
covariate shift. 

C. Experiment with Post-activation Batch Normalization 

CNN Architecture 

The Post-activation Batch Normalization CNN architecture 
has the following setup in the model design principle: Four (4) 
convolution layers, four (4) batch normalization layers, four (4) 
max-pooling layers, and two fully connected layers. In this 
architecture, the batch normalization layer is applied after each 
of the rectifier linear unit (Relu) activation functions within all 
four convolutional units. Table III shows the training details 
and Fig. 6: The Post-Activation Batch Normalization CNN 
Algorithm Training Progress Plot Graph. 

TABLE III. TRAINING PLOT DETAILS FOR PRE-ACTIVATION BATCH 

NORMALIZATION CNN TRAINING FROM THE SCRATCH 

Parameters  Values 

Training Accuracy  100.00% 

Validation Accuracy  99.81% 

Training Status  Complete 

Elapsed Time  39 min 8 sec 

Number of Epoch per iteration  9 

Mux. Number  of Iteration  810 

Validation Frequency 80 

 

Fig. 6. Training Progress Plot Graph for Post-Activation-Batch-

Normalization-CNN Model. 

In the above training graph, it can be seen that the training 
and testing values at the initial epoch of 9 and iteration 80 have 
an accuracy value of 99.75% and 99.75%, respectively. Both 
the training and testing accuracies start to converge at epoch 18 
and iteration 160 with the accuracy values of 100.00% and 
99.68%. At epoch 27 and iteration 240, the training accuracy 
decreases to 99.75%, while the testing accuracy increases to 
99.81%. At epoch 39 and iteration 350, the training accuracy 
reached 100.00% and the testing accuracy still maintained its 
accuracy value of 99.81. At the final epoch of 90 and iteration 
of 810, the training and testing accuracies continued to be 
100.00% and 99.81%, respectively. The result shows that the 
testing dataset accuracy is close to that of the training dataset 
throughout the training process. This implies that no overfitting 
occurred and that the implementation of the batch 
normalization operation is working very well [24]. While in the 
lower part of the graph, which is the loss error curve, the 
training and testing losses, which represent the degree of 
differences between the model prediction and the real classes, 
decrease with increasing epoch number [23]. At epoch 1 and 
iteration 1, the training and loss errors were initialized as 
1.7920 and 1.7915, respectively. While the number of epochs 
reaches its final stage, of epoch 90 and iteration 810, the 
training loss decreases to 0.0026 and the testing loss decreases 
to 0.0052. These show that both the training and validation loss 
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functions have convergence at the learning rate that reaches 
1.600e-05. So the network has no overfitting concerning its 
testing dataset since the training and testing loss values are 
closed. 

D. Experiment with Sparse Batch Normalization CNN 

Architecture 

The fourth model is a deep learning model with a sparse 
batch normalization architecture. This model was developed 
and used by [2]. The design principle of this deep learning 
model is characterized by the following: 

An input layer convolutional layer 1; Convolutional layer 2, 
max-pooling layer, batch normalization layer; Convolutional 
layer 3, max pooling layer; Convolutional layer 4, max-pooling 
layer. It could be seen that the first convolutional layer unit has 
only the first convolutional layer, which has no operational 
layer attached to it. The batch normalization operation only 
takes place at the second convolution unit after the max-
pooling operation. The third and fourth convolutional units 
have only convolutional layers with max-pooling layers each. 
It can be noticed that the architecture of this network does not 
utilize any activation function using the convolutional 
operation units. It only uses the soft-max function as an output 
function after the two fully connected layers within the output 
units of the network. 

Table IV shows the training details and Fig. 7 shows the 
Sparse Batch Normalization CNN Architecture Training 
Progress Plot Graph. 

The sparse Batch normalization model In Fig. 6, was 
implemented using MATLAB R2018b for the training and 
validation. This model runs around 270 epochs with 3 
iterations per epoch and a batch size of 400. This is done to 
train this model with our proposed dataset very well [25]. 
Stochastic gradient descent and momentum term are the 
optimizers used for this model. The training graph in Fig. 6 
above illustrates performance and classification accuracy and 
losses between both the training and validation phases with the 
number of epochs and iterations. At an initial learning rate of 
0.0100, Epoch 1, and iteration 1, the training and validation 
accuracy values are initialized. The training and validation 
accuracy values reach 96.00% and 97.54%, respectively, at 
Epoch 107 and iteration 320.650increases %. Finally, at the 
last epoch of 270 and last iteration 810, the values of both the 
training and validation accuracies increase to 96.25% and 
97.60%, respectively. 

TABLE IV. TRAINING PLOT DETAILS FOR SPARSE BATCH 

NORMALIZATION CNN ARCHITECTURE TRAINING FROM THE SCRATCH 

Parameters  Values 

Training Accuracy  96.25% 

Validation Accuracy  97.60% 

Training Status  Complete 

Elapsed Time  132 min 32sec 

Number of Epoch per iteration  3 

Mux. Number  of Iteration  810 

Validation Frequency 80 

 

Fig. 7. Training Progress Plot Graph for Sparse Batch Normalization-CNN 

Architecture. 

In the above training graph, the training and validation 
losses that represent the degree of differences between the 
model prediction and the real classes decrease with increasing 
epoch numbers [44]. At epoch1 and iteration 1, the training and 
validation losses were 1.7918 and 1.7913, respectively. At 
epoch 107 and iteration 320, the training and validation losses 
decrease to 0.1747 and 0.1335, respectively. While the number 
of epochs reaches its final stage, of epochs 270 and iteration 
810, the training loss value increases to 0.1768, and the testing 
loss decreases to 0.1294. This result shows that the network 
has over fitted concerning its training and testing datasets since 
there are many differences between the loss values of the 
training and loss values of the testing dataset. 

VI. COMPARISON OF THE TRAINING AND VALIDATION 

ACCURACIES AND LOSS ERRORS FOR DIFFERENT DEEP 

LEARNING CNN ARCHITECTURES 

To find suitable deep learning CNN architectures for the 
proposed face recognition system, it is vital to recall the 
alleged effects of batch normalization, which can be broadly 
categorized as convergence speed and generalization 
performance improvement. In this paper, we trained and tested 
four different deep learning convNets with different model 
architectures. By comparing the experimental results of the 
four Fig. 9, comparison of Validation Accuracies of the deep 
learning ConvNet architectures, we will be able to rule out the 
robust ConvNet model that leads to higher classification 
performance and it will also rule out the type of model that 
leads to insignificant results. This section focuses on 
comparing the experimental results of the four deep learning 
models by observing the training and validation behavior of the 
different architectures [10]. Here we aim to isolate the effect of 
batch normalization in general, concerning our proposed Pre-
Activation-Batch Normalization CNN Architecture. In this 
experiment, the Pre-Activation-BN-CNN-Architecture is 
abbreviated as PRACBNCNN, the Post-Activation-BN-CNN is 
presented as PSTACBNCNN, the Traditional-CNN-without-
BN is denoted as TRCNNWITHOUTBN, and lastly, the 
Sparse-BN-CNN is represented as SPSBNCNN. 
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Fig. 8. Comparison of Training Accuracies of the Four CNN Architectures. 

 
Fig. 9. Comparison of Validation Accuracies for the Four CNN 

Architectures. 

Fig. 8 and Fig. 9 above show the training and validation 
accuracies overtime for all the four deep learning models. In 
terms of the training and validation accuracies, we can observe 
that both the Pre-activation-BN-CNN and Post-Activation-BN-
CNN models have to reach overall accuracies in all cases by 
simply adding batch normalization before and after the rectifier 
linear unit activation function. The training and validation 
accuracies (solid blue lines) of the proposed Pre-active-BN-
CNN follow by the Post-Activation-BN-CNN Training and 
validation accuracies (dotted red lines) consistently achieve 
higher accuracies and gained immediate convergence speed 
improvement on both the training and validation accuracy. 
While the Training and validation accuracies (zigzag dashed 
mustard lines) of the Traditional CNN without batch 
normalization architecture and that of Sparse Batch 
Normalization CNN (Fluctuated dotted purple line) are not 
ideal this is because there is a lot of overfitting. The results 
show that the training dataset of both TRCNNWTHOUTBN 
and SPSBNCNN are harder than validation datasets of the 
model. In the two figures the Pre-activation-BN-CNN model 
started to converge at epoch 10 with training and validation 

accuracies of 100.00% and 99.87 respectively, the Post-
Activation-BN-CNN started its convergence at epoch 18 with 
training and validation accuracies of 100.00% and 99.68%. On 
the other hand, the training and validation accuracies of 
Traditional-CNN-without-BN start to improve at 62 with 
96.50% and 97.73%, respectively. The Accuracies of Sparse 
increases at epoch 23 with 95.50% and 97.47%. The training 
and validation results in the two figures tried to show that the 
performance of Post-Activation-BN-CNN is about the same as 
the Pre-Activation-BN-CNN, but the Pre-Activation-BN-CNN 
outperforms all the three deep learning CNN architectures. 
This is supported by the higher accuracy of each data. The 
training data has a curacy value of 100.00% and 99.87% on the 
Testing data [26]. 

 

Fig. 10. Comparison of Training Losses for the Four CNN Architectures. 

 

Fig. 11. Comparison for Validation Losses of the Four CNN Architectures. 
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The curve in Fig. 10 is the comparison of training loss error 
curve for the four CNN architectures, and the other graph in 
Fig. 11, is the validation loss error curve. Each with a different 
number of epochs ranging from 0 to 90. The two curves show 
the comparison results of the cross-entropy loss errors of the 
four deep learning models. By observing the losses over time 
of both the Pre-activation-BN-CNN- model and that of the 
Post-Activation-BN-CNN model we can see how the losses 
repeatedly fall to the lower level. In the figures, a noteworthy 
observation can be made at the begging of the training on the 
Traditional CNN without BN and Sparse BN CNN Networks. 
During the first phase of the training epochs training and 
validation losses of two models plateaus for the higher amount 
loss errors, until the gradient update escapes the unfavorable 
local minimum at epoch 72, iteration 640 with training and 
validation loss of 0.1059 and 0.653 for the Traditional CNN 
without BN. 

While for the Sparse BN CNN model at epoch 84, 750 
iterations with training and validation loss of 0.1565 and 
0.1305 prospectively. The results show that the two models 
suffer from large covariate shifts, which lead to the network 
gradient disappearance and higher overfitting. In both the 
training and validation losses of the four models in the two 
graphs, we can see that there is separation between the models 
the Pre-activation BN-CNN training and validation loss errors 
(the solid blue lines) start to converge to the minimal error at 
epoch 10 with training and validation losses of 0.0067 and 
0.0065. Finally, at the last epoch 90, the training and validation 
loss decreases to 0.0013 and 0.0048. While The Post-
Activation-BN-CNN started to converges at epoch 18 and its 
last epoch 90 the training and validation loss decreases to 
0.0026 and 0.0052 respectively. Fig. 9 and 10 illustrates the 
training and testing error rate of the proposed Pre-Activation 
Batch Normalization CNN Architecture, over 90 training 
Epochs, and 810 iterations. The training Errors are always 
lower than that produce by post Batch Normalization CNN and 
there is a higher split between the Pre-Activation-BN-CNN and 
the Traditional CNN without BN Architecture. In terms of the 
training and validation performance, Post-Activation Batch 
Normalization CNN architecture is about the same as Pre-
Activation Batch Normalization Architecture, but Pre-
Activation BN CNN Architecture has outperformed all of the 
other deep learning models. This can be seen in the two 
figures. The resulting training and validation loss values 
obtained from the Pre-Activation-BN-CNN are 0.0013 and 
0.0048 when compare with the training and validation loss 
values of the other three models are very small. So that these 
values can be said to be quite low. This implies that the 
resulting model can be said to be able to classify well because 
it has lower loss error values and high accuracies values. This 
can be illustrated in Table V. 

In the table, the Training and Testing of Different Deep 
Learning Models after 810 iterations, as in, the experiment 
results of the four deep learning CNN models are given. Some 
of the models have batch normalization layers and some 
without. 

TABLE V. PERFORMANCE COMPARISON OF THE (FOUR) DIFFERENT DEEP 

LEARNING MODELS WITH AND WITHOUT BATCH NORMALIZATION LAYERS 

Deep Learning 

Models  

Face Recognition Accuracies Rate 

Model Type  
Training 

Accuracy 

Validation 

Accuracy  

Model 1 PRACBNCNN 100.00% 99.87% 

Model 2 PSTACBNCNN 100.00% 99.81% 

Model 3 TRCNNWITHUTBN 96.50% 98.93% 

Model 4 SPSBNCNN 96.25% 97.60% 

The batch normalization techniques give a classification 
improvement. The Pre-Activation-BN-CNN model performed 
better than the other three models, with training and validation 
accuracies of 100.00% and 99.87 as shown in the table. This is 
because the model architecture encompasses a batch 
normalization layer in each of the four convolutional units, 
which is placed before the Rectifier linear unit (ReLu) 
activation function. According to the training and validation 
results in the table, the Post-Activation is the next model with 
better training and validation accuracies of 100.00% and 
99.81%. This model has a batch normalization layer in each of 
its four convolutional units after the rectified linear unit (ReLu) 
activation function. On the other hand, the table result shows 
that the traditional CNN has training and validation accuracies 
of 96.50% and 98.93%. This model has no batch normalization 
techniques in any of its four convolutional units, but it has the 
rectified linear unit in each of the convolution units. That is 
why its accuracy results outperformed those of the Sparse BN 
CNN model, which has the training and validation accuracies 
of 96.25% and 97.60% as shown in the table. This model has 
only one batch normalization layer at the second convolutional 
unit. The model has no rectifier linear unit (ReLu) activation 
function. 

VII. PERFORMANCE EVALUATION MATRICS 

It is critical to define performance measures that are 
appropriate for the job at hand when evaluating the 
performance of deep learning models. In this study, we 
proposed the most critical performance indicators for accuracy, 
precision, f-score, and recall, as given in the equations below, 
to analyze our results and to demonstrate that the above results 
explained in the preceding section are correct [26]. 

Precision =   
  

     
              (1) 

Recall =       
  

     
                (2) 

Accuracy = 
     

           
              (3) 

F1-Score = 
                     

                
             (4) 
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TABLE VI. COMPARISON OF THE RESULTS FROM THE PERFORMANCE 

EVALUATION MATRICS 

Deep 

Learnin

g 

Models  

 Performance Evaluation    

Model Type  
Accurac

y 

Precisio

n 
Recall 

F1-

Score 

Model 1 PRACBNCNN 0.99873 0.9987 1.00 
0.999

3 

Model 2 PSTACBNCNN 0.9981 0.9867 1.00 
0.999
0 

Model 3 
TRCNNWITHUT
B 

0.98926 0.9892 0.994 
0.993
2 

Model 4 SPSBNCNN 0.97601 0.97595 
0.989

9 

0.983

1 

 

Fig. 12. Performance Evaluation Results. 

As we mentioned in the above sections, this research aim to 
enhance the performance of the face recognition system, using 
a deep learning approach that involves a convolutional neural 
network (CNN). In order to evaluate the robustness of our 
proposed model we compared it result with the results of three 
other deep learning models. In this section in Table VI, we 
again compare the results in terms of Accuracy, Precision, 
Recall and F1-Score to show the correctness of the previous 
explanations of our study results. These results were obtained 
after we evaluated the result obtained from the confusion 
matrices produce by each of the four models. 

When observing the results in the table it can be seen that 
the PRACBNCNN model 1 is having the high accuracy of 
0.99873 and precision of 0.9987. This goes along with the 
previous result in Table V, where the model has 99.87% 
validation accuracy. These results are represented in Fig. 12. 

VIII. SUMMARY AND CONCLUSION 

This research paper presented four deep convolutional 
neural network models. The architectural styles of the models 
were divided into two categories: The first architectures were 
deep learning CNN architectures with batch normalization 
techniques in each of the model convolutional units, and the 

second deep learning architecture was deep learning models 
without batch normalization techniques. In this research, the 
best deep learning CNN architecture for recognizing human 
face images was obtained from the Pre-Activation-BN-CNN 
Architecture. This model is powered by a batch normalization 
layer at each of its four convolutional units. The batch 
normalization layers are all placed before the rectified linear 
units (Relu) activation function. The result of this research 
shows that placing the Batch Normalization layer before the 
ReLu activation function improved network classification 
power, as the model training and validation results showed 
100.00% and 99.87%, respectively. This shows the 
regularization effect of the Pre-Activation-BN-CNN model 
over the other three CNN architectures for face recognition 
systems. In this research work, the application of the Pre-
Activation-BN-CNN Architecture has enhanced the 
performance of the face recognition system. Therefore, 
reducing covariate shift prevents gradient disappearance and 
gradient exploration. This leads to better network convergence. 
The experiment results also show that having the rectified 
linear unit (Relu) activation function in a model architecture 
stabilizes network training and improves model classification. 
This is justified by comparing the results of the 
TRCNNWITHOUTBN, which has no batch normalization 
layer but has rectifier linear units, and the results of the 
SPSBNCNN, which has only one batch normalization layer at 
the second convolutional unit but has no rectifier linear 
activation unit. The training and validation accuracy of 
TRCNNWITHOUTBN are 96.50% and 98.93%, while that of 
SPSBNCNN is 96.25% and 97.60%, respectively. 
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Abstract—Digital learning environments are increasingly 

becoming popular in recent years. The rising usage of cell phones 

has invited researchers to design and develop learning 

applications and games for mobile phones. Specifically, game-

based language learning is being promoted by researchers in 

many parts of the world. “Language Learning Serious Game 

(LLSG)” is based on a theoretical model constructed by the 

researcher that supports children learning English as a second 

language in a cultural context. The usability of such games is 

evaluated based on well-defined heuristics and other standard 

methods. This research aims to appraise the usability of LLSG 

through heuristics and think-aloud approaches while involving 

all essential stakeholders, including language experts, students, 

teachers, and game developers. The researcher proposed the 

heuristics in a cultural context, whereas the think-aloud review is 

compiled from the rigorous discussion session involving these 

stakeholders to evaluate the LLSG. The findings obtained from 

the heuristics evaluation reveal that the usability of LLSG is 

acceptable. On the other hand, various interesting suggestions 

and reviews were gathered from the discussion between experts 

and students. This evaluation will further improve the future 

versions of the game. 

Keywords—Engagement; game-based; heuristic evaluation; 

language learning; motivation; think aloud; usability 

I. INTRODUCTION 

Digital learning provides the ability to incorporate skills 
and knowledge into a wide variety of academic scenarios. 
Several options are available for digital learning, which 
involves game-based learning that employs interactive video 
games with content. Learning through gamification has 
recently been established in collaboration with technical 
developments to improve gameplay, modern equipment, and 
new methods of motivating people to engage and 
communicate together. Video and mobile phone games are 
perceived to be the perfect venue for education nowadays. 
Games help learners achieve a more robust understanding by 
getting more fun, becoming more appealing, and placing 
learners in roles that enable them to reflect on their 
performance [1][2]. 

Game-based learning is a creative instructing tool that may 
benefit children specifically, even those left behind in their 
studies. These games are an entertainment tool with 
educational objectives, in which the players gain awareness 
and develop their abilities when playing [3]. Game-based 
learning in business, science, heritage, education, math, and 
languages has thrived [4][5][6][7]. Besides, a game-based 

approach is used for assessments, learning, collaborations, 
individual learning, and creativity. A survey was conducted in 
which educational area was prominent to determine the 
significant gamified zones. It was also discovered that game-
based learning encouraged the users [8][9]. 

A lot of games for language learning according to the 
cultural context have been developed and implemented 
successfully, i.e., Arab [10][11] Iran [12], Sudan [13], 
Singapore [14], China [15][16], Taiwan [17], Denmark [18], 
Italy [19][20], Greece [21], Korea [22], Romania [23], Spain 
[24][25]. Similarly, a mobile application, „Literacy and 
Numeracy Drive,‟ was developed and implemented in the 
public sector schools of Punjab, Pakistan [26], but it was less 
effective in obtaining the intended learning outcomes [9] [27]. 
Thus, the researcher constructed a theoretical model for 
language learning in a cultural context [28]. Then to validate 
and evaluate the usability of the model, a game-based 
language learning application, „LLSG,‟ was designed and 
developed according to the cultural context of public sector 
schools. The content and requirements for the game 
development were gathered from the extensive literature 
review and the stakeholders [9][27][93][95]. There are 
different methods to evaluate a game developed for language 
learning [29], but the usability testing method is commonly 
used for its evaluation [30] [31]. 

The usability assessment introduced by [30] [31] makes it 
easier for programmers to consider and enhance the usability 
and efficiency of the user interface for software applications. 
Improving the system's usability will strengthen the system's 
utilization. Additionally, a usability classical testing method is 
think-aloud, where one user works separately by expressing 
their decisions, expectations, thoughts, and feelings during 
application interaction. The evaluators can understand the 
reasons behind the action performed by the user with the 
system [32]. For usability assessment, researchers have used a 
heuristic assessment method devised by [30]. This assessment 
method is suitable for software evaluation since it is low-cost 
and realistic. Usability problems can be perceived better from 
the viewpoint of users and professionals as both assessment 
approaches are used. A variety of research has used both 
assessment approaches to measure the usability of game-based 
and e-learning systems. The findings suggested positively that 
the two methods were used concurrently [33-37]. This 
research aims to analyze the use of a game-based language 
learning application to understand its interface's positive and 
negative aspects to increase the quality and performance of its 
usage. The researcher followed both the usability evaluation 
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methods: Experts‟ heuristics and think-aloud from teachers 
and students to identify the game's usability issues. The 
stakeholders appraised the game-based language learning 
application in the cultural context, suggesting minor changes 
to improve its quality for more effective usage. Incorporating 
Nielsen‟s‟ ten indices with proposed heuristics [94] is another 
significant contribution of the study [38]. 

The rest of the article has been structured in the following 
manner: the related research work has been discussed in 
Section 2, whereas the evaluation process, including data 
collection for a language learning game, has been presented in 
Section 3. Results for the evaluation process have been 
discussed in Section 4, while the article concluded with its 
future work in Section 5. 

II. LITERATURE REVIEW 

The game-based learning and heuristic evaluation has been 
addressed in this section, as it is the main dominant element of 
this paper. 

A. Game-based Learning 

The study of [39] demonstrated that games could stimulate 
learners‟ interest and significantly improve one‟s learning. 
When gamification is applied to a game, it tends to make the 
game more affectionate, interactive, and progress 
[40][41][42]. Through modern technologies, immersive 
learning is enhanced with vivid interactive learning displays, 
which help to improve academic achievement [43]. If various 
gaming elements were integrated into digital instruction, 
students would pay attention to the multimedia material and 
experiences for a more extended period [44]. The study by 
[45] demonstrated that when multimedia games were 
integrated with gamification in a learning system, students 
understood the content, enhancing their willingness to take on 
the learning material. Other studies have shown that game-
based learning with gamification could promote learners' 
motivation, participation, and success in the process [46-50]. 
There is compelling proof that a game-based learning 
experience may be helpful to learning acquisition. 

The author in [51] developed a gamified e-learning system 
for blackboard, and an experiment was conducted to measure 
the learning outcome and performance of the experimental and 
control group, resulting in outperformed by the experimental 
group. Games are becoming increasingly popular in this 
modern age and are called “Education-al Games” or "Game-
based learning." Game-based learning is a creative method of 
educating, improving learning, and excitement to cater to the 
requirements of numerous children, particularly those who are 
left behind. According to [52-56], the game-based application 
has been designated an instructional entertainment tool to 
encourage players to learn the skills during the play. 

B. Game-based Language Learning 

Electronic devices, such as smartphones, laptops, tablets, 
iPods, can serve as an effective and productive teaching 
resource for learners and lecturers in academia, especially 
when it comes to language learning through digital games 
[57]. Various studies have shown that gaming-based learning 
is valuable and revolutionary in the context of learning and 

teaching. Thus, participants can help them increase their 
efficiency for language learning, improve their collaboration 
and maintain their effective outcomes. The findings showed 
that game-based learning had generated a highly efficient 
interactive learning environment, promoting student language 
skills [58]. Even though digital language learning games are 
generally represented by excitement, creativity, interest, 
surprise, domination, and immersive elements, they can boost 
students' attention, achievement, motivation, learning, and 
commitment [2] [58]. 

The author in [59] explored the effectiveness of the digital 
language learning game and found it more effective than the 
conventional teaching method in learning English. Similarly, 
[60] found that MMORPGs improved the dialogue ability in 
the English language. Teamwork, mutual understanding, and 
support were the elements in the dialogue. The study of [61] 
explored digital game-based language learning among learners 
and found its positive impact on language learning. The author 
in [62] used digital games in the Chinese context for the 
English language in the university. It was found that game-
based learning reduced anxiety, reservedness and improved 
academic engagement. An experimental study was conducted 
to see the effectiveness of games used in English language 
class and got significant improvement output for the 
experimental group [63]. 

C. Theory of Usability 

The author in [64] defined usability as a user who operates 
a particular object efficiently, quickly, and enjoys its 
operation. It has five features: satisfaction, memorability, error 
rate, performance, and learnability [30]. Moreover, usability 
was classified into satisfaction, effectiveness, and performance 
by International Organization for Standardization (ISO), but 
there was a lack of emphasis on user interface design, 
particularly for educational applications [65-66]. Furthermore, 
usability is divided into effectiveness, fastness, and safety 
[67]. Safety in this research was similar to the error rate 
recommended in the study of Nielsen. In contrast, fastness in 
the same analysis was identical to the effectiveness 
recommended by ISO and Nielsen. In addition to operating 
features, Preece and ISO concentrated on effectiveness, but 
the characteristics were not adequate. The effectiveness 
mentioned above in the Technology Acceptance Model 
(TAM) by [68] shows the functionality of a system and the 
possible impact accomplishment. 

1) Think‑aloud theory: The think-aloud technique 

involves the researchers speaking out their ideas to grasp 

further how the system functions. "Doing, thinking, and 

speaking" is another term to relate to the strategy as this 

method gives assessors the ability to offer their input by using 

the application. This data can yield essential knowledge to 

enhance the system's effectiveness because this technique has 

been one of the popular usability assessment approaches often 

used [69]. The benefits are that evaluators may efficiently 

conduct a thinking-aloud method, document intrinsically 

uncontrollable cognitive tasks, clearly grasp the direct reasons 

for utilizing challenges, and interact specifically with system 
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operations [70]. A diversity of experiments that used the 

think-aloud method in usability was successful [71-75]. 

2) Heuristic evaluation: A heuristic analysis [76] was 

performed on developing a user experience for an application 

and assessed usability based on previously learned skills. This 

assessment approach requires a limited sample of specialists to 

evaluate an interface to decide if the interface satisfies a series 

of standard operating indices and assess the product's 

technological suitability. The apparent benefit of this approach 

is that it does not require objective decisions, while 

assumptions and discussions are produced based on verified 

experience indices. With time constraints, making experts 

conduct the analysis would have doubled the impact, but half 

the time. This assessment is cost-effective and realistic, which 

eliminates the cognitive burdens of the evaluator, as well as 

heuristic assessment, which has proved to be a fruitful method 

for designing guidance architecture. During an assessment 

test, evaluators criticize and give recommendations for making 

the interface easy to use. 

Similarly, this approach concentrates on usability 
problems and provides suggestions for the change of a system. 
Moreover, for the early stage of the usability life cycle, 
heuristic assessment by experts was suitable [76] since their 
more significant organizational expertise and advanced skills 
are required to conduct such evaluations. In the assessment 
process, experts recognize the experience of new participants 
to provide them with encounters that can arise between 
general users. For heuristic assessment, [94] proposed 
heuristics for LLSG given in Appendix A. 

D. Current Studies for Heuristic Evaluation 

In addition to the latest research findings on game-based 
learning, there are also usability tests for educational games. 
For usability review, three to five experts are more than 
appropriate for recognizing most usability issues. The general 
usability evaluation approach is ineffective because game 
design is separate from the application or system design. Some 
study has shown that computer video games require their 
heuristic structures. Therefore, several heuristics concerning 
video games were developed, who collected a series of 
heuristics for games from a case study and tested using 
Nielsen's heuristic and new guidance in the game industry 
[77][78][79]. Federoff's heuristics suffer from a lack of 
validation, clarity, and consistency. Additionally, these 
heuristics have minimal use throughout the design process 
[80][81]. 

A game-based application CAMEG was developed to 
teach students effectively and measure usability by taking a 
management information course. The researcher collected the 
data from a usability survey by taking student reviews and 
proposed an application suitable for learning [9]. A heuristic 
analysis was conducted with five human-computer interaction 
experts for the MOSAD application developed for the system, 
analysis, and development in a science subject. The findings 
revealed that MOSAD is a reliable and helpful application for 
revision purposes in higher education [5]. Similarly, a 
usability test was conducted for the primo discovery tool to 
detect user behavior patterns for library research. For this 

purpose, gestures, verbal, and display behavior were analyzed 
through diagnostics usability evaluation to identify problems 
faced by users [9]. 

Video games are analyzed by the Playability Heuristic 
(PLAY), which involves three constraints [82], and this 
heuristic is required for three kinds of interactive games: first-
person shooter, basic strategy, and action fantasy [78]. The 
heuristics are developed on a low generality case study by 
[82], but these heuristics are sometimes contradictory and 
vague [80]. The heuristics in PLAY are not appropriate for all 
game styles since each game style has its characteristics, 
structure, and usages [81]. The study of [83] analyzed the 
usability issues in interactive instructional games, giving 
particular attention to three aspects: the design (e.g., button, 
navigation), the process (e.g., ease of access, power, and 
learnability), and the gameplay (e.g., responsiveness). Their 
research utilized observation methods and interviews to 
examine usability issues from both users and non-users. The 
analysis of [84] measured the effectiveness of a virtual reality 
learning environment utilizing the widely recognized usability 
scale, and the findings revealed users' ratings of their 
perceptions and interests. 

An investigation was performed for the effectiveness of an 
interactive video game on teaching digital engineering 
concepts in [85]. Students found the interactive tool to be a 
valuable educational platform and of strong usability. In the 
study of [71], the author analyzed the usability of a virtual 
environment health game about their feelings, decisions taken 
in the game, and responses to questions about player 
experiences through user interviews utilizing think-aloud 
analysis. In [86], the author conducted usability research using 
qualitative assessment and quantitative methodology to 
acquire users' impressions of college nursing subjects. Still, 
none of the aforementioned analyses consider experts reviews. 

A review by [36] tested the usability of a writing pal 
application by utilizing various analysis approaches, including 
focus groups, vivo testing, module tests, and internal testing. 
The research contained student and teacher evaluations. 
Gamification instruction is a practical aspect in writing pal, 
which is meant to enhance students' proficiency in writing. 
The study [37] analyzed three interactive features: user 
interface acquaintance, navigation initiative, and VR 
environmental disturbances in instructional virtual reality 
technology games for geographical education. The experiment 
was performed on subjects like beginner players, advanced 
players, and professional players. The author of [33] 
conducted a usability analysis to test the usability of medical 
instructional games and simulations. A computer programmer 
built a specialist machine-dependent heuristic. A range of 
evaluation tools was used, such as examination, interviews, 
polls, and think-aloud. The study of [34] measured the 
usability of a web game-based learning application to teach 
users facial movements by heuristic testing utilizing the 
Nielson scale and user-think-aloud system to see user 
opinions, emotions, and viewpoints throughout the play. As 
outlined in this portion, various researchers have utilized 
different approaches and methods to test the usability of 
game-based educational resources. This study used both 
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heuristic evaluation and feedback through the think-aloud 
method for usability testing of LLSG. 

III. METHODOLOGY 

In this research, a heuristic evaluation and think-aloud 
method were used to decide which issues in the Graphical 
User Interface (GUI) of LLSG were inappropriate for 
language learners. The outcome allowed for developing a 
better-designed product, and the particular experts observed 
elements to recognize usability concerns. 

Instructors, students, and a game developer were involved 
in the evaluation of the game. The instructors have good 
knowledge of assessing game content, and the designer has a 
strong understanding of the ability to determine the correct 
game elements. They evaluated a system to decide if it 
correctly followed known usability standards named 
“heuristics.” The Heuristic evaluation process consisted of 
three stages (Fig. 1 and Fig. 2). The first step was an analysis 
phase in which evaluators separately tested the game's user 
interface by playing it on tablets. The second was a planning 
phase in which evaluators independently compile their list of 
identified issues for aggregation. In contrast, in the third 
phase, evaluators cooperate to produce a standard summary of 
usability problems. A prioritized list of usability issues was 
aggregated, compiled, and after review by the researcher, 
forwarded to the game developer for modification. 

A. Sample of Study 

According to [30] [87], approximately five to eight 
evaluators were required to conduct a heuristic evaluation. In 
this research, five professionals in the evaluation phase were 
involved with expertise and knowledge of English 
language teaching and game development. Moreover, twenty 
public sector school students were also part of this evaluation. 
The participants in the study were selected based on the 
convenience sampling technique. Table I describes the profile 
of experts. 

Evaluator 1 was a female of 38-year-old with a Master in 
Education degree. She was familiar with mobile technology 
usage, videos, multimedia, and design and had experience in 
teaching and administration of 12 years. Evaluator 2 was a 43-
year-old female with the degree of Bachelor in English 
language and known mobile technology and the experience of 
using it for 15 years at the school level. Evaluator 3 was a 33-
year-old female with the degree of Bachelor in English 
language and has an understanding of computer technology 
with vast experience of teaching at various grades for 16 
years. Evaluator 4 was a 31-year-old female with a Master in 
Education degree and attained a computer diploma from a 
professional institute. She had experience with computer and 
mobile technology teaching at grade ninth and tenth for 08 
years. Lastly, Evaluator 5 was a male 29-year-old Game 
developer with a Bachelor in Computer Science degree and an 
expert in game and mobile application development. He was 
the senior developer in a Software house and played the role 
of team leader for the last five years. Twenty students (fifteen 
female and five male) from grade three of Government Girls 
High School were selected randomly for usability evaluation. 

The mean age of the student evaluators was 11.6. Fig. 3a-3c 
shows the evaluation process of teachers and students. 

B. Research Instrument 

Usability is an important and emerging area in smartphone 
applications that cannot be avoided by proper software design. 
The researcher developed a language learning serious game in 
this study after constructing a theoretical model to measure its 
usability [5] [9]. For the usability perspective of a game-based 
application, a heuristic evaluation [30] was conducted from 
the stakeholders. The following instrument was used to 
conduct this research: 

1) Language learning serious game (LLSG): LLSG is a 

mobile-based and standalone game for English language 

learning consisted of Eight modules; “Sound,” 

“Singular/Plural,” “Uses (is/am/are),” “Action Words,” “Parts 

of Speech,” “Sentences,” “W Family,” and “Comprehension.” 

 

Fig. 1. Heuristic Evaluation Process-1. 

 

Fig. 2. Heuristic Evaluation Process-2. 

TABLE I. PROFILE OF EVALUATORS 

Sr. 

No. 

Professional 

Role 

User Experience (in Years) 

Administration 
Teaching at 

School 
Games 

1 
Senior 
Headmistress 

8 4 - 

2 Teacher 5 15 - 

3 Teacher - 16 - 

4 Teacher - 08 - 

5 
Game 

Developer 
- - 8 

6 Students - - - 
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(a) 

 
(b) 

 
(c) 

Fig. 3. (a). High-Fidelity Teacher Evaluation, (b). High-Fidelity Student 

Evaluation-1, (c). High-Fidelity Student Evaluation-2. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 
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(g) 

 
(h) 

Fig. 4. (a) Main Menu, (b) Vowels, (c) Singular/Plural, (d) Singular/Plural 

Assessment, (e) Parts of Speech, (f) Parts of Speech Assessment, (g) 

Instruction after Mistakes, (h) Reward. 

Fig. 4a shows the overview of the LLSG application 
containing all components offered in the game. For the 
learning, a user can click on any element, and the teacher will 
guide them to start with the first module, „sounds,‟ in which a 
student will learn vowels (Fig. 4b), diagraphs, two/three letter 
sounds, and so on. Students can learn pronunciation by 
pressing the word/picture in the learning phase. After its 
completion, students can pick the assessment based on the 
complexity (Easy, Medium, and Advanced) to evaluate its 
progress. Fig. 4c and 4d are related to learning singular/plural 
and its assessment. Fig. 4e and 4f show the screenshot of parts 
of speech in which users need to click on the desired sub-
module to learn noun, adjective, verb, pronoun, preposition, 
and assessments. As a user clicks on the assessment, they will 
proceed to their relevant exercises based on their complexity. 
Fig. 4g shows the instructions, as users make three mistakes 
while solving an exercise, will directly move back to its 
learning page to revise it. Finally, Fig. 4h shows the 
screenshot related to the assessment in which students can get 
correct or wrong attempts along with the remarks 
(Perfect/Good/Fair). 

2) Questionnaire: For usability evaluation of LLGS, a 

questionnaire was administered based on a list of heuristics 

principles for interface design proposed by [94]. The 

questionnaire was categorized into three sections: 

demographic information in the first, heuristic for LLSG [94] 

for interface design at second, and expert comments in the 

third section were asked. When the evaluations were 

complete, the researchers compiled, interpreted, and evaluated 

the assessment findings. The heuristics in Appendix A for 

LLSG is illustrated. 

3) Technical tools (hardware & software): A laptop and a 

mouse as hardware equipment, unity as the primary 

development kit to develop the android package (.apk) of the 

game application, was used. A heuristic evaluation was 

performed by offline tasks for the application launched on the 

tablet provided by the school. The assessment phase was 

composed of many steps: 

4) Permission: A departmental permission was required 

for the experiment and to collect data from a public sector 

school. The researcher wrote a letter to Chief Education 

Officer to get permission for the purpose under the 

supervision of the supervisor. After receiving approval from 

the stakeholders, the researcher set up a meeting with the 

professional evaluators and described the intention of the 

evaluation whereas, the researcher arranged a meeting with 

the game developer through a call to consult and clarify the 

evaluation objectives. 

5) Application demonstration:  The researcher explained 

how the applications work before presenting them to the 

experts then the questionnaire survey was handed over to the 

evaluators. 

6) Feedback: The expert analyzed the LLSG application 

depending on the questions asked in the questionnaire. The 

next step was to collect a questionnaire from experts then 

compile data. The expert advice to strengthen the application 

and also commented on the issues. When the assessment was 

concluded, the review of the data proceeded immediately. 

C. Evaluation Process 

The current research used a heuristic evaluation 
methodology and think-aloud method approach, which 
allowed for low cost and simplicity. It made it more effective 
than other usability studies and effectively guided the 
experts to evaluate the game. The questionnaire was 
completed by five experts and twenty school students who 
practiced LLSG during the evaluation process. The evaluation 
was implemented in a classroom for students and the 
principal‟s office for teachers. Students completed their 
questionnaires with the help of a teacher. 

The evaluation process took two hours for the teacher and 
three hours for students. Before the evaluation process, each 
game function was explained to them, and the researcher 
provided prompt responses to fix their issues. 

Each evaluator independently assessed the language 
learning game using [76] and [88] heuristic assessment 
processes. Since each expert finished their assessment, they 
were allowed to speak openly amongst themselves on their 
experiences. Similarly, every student evaluator used LLSG 
and accomplished the questionnaire separately. Following 
usability testing, the evaluators reviewed the application to 
verify its reliability. 
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TABLE II. STEPS OF THINK-ALOUD APPROACH 

Item # Steps Explanation 

1 Explanation 

The evaluators were briefed on the think-

aloud research process and the most relevant 
usability concepts. 

2 Practice 
The evaluators experienced "speaking while 
thinking" to become familiar with the 

behavior model. 

3 Execution 

Shared the thoughts and suggestions with the 

other evaluators while the language learning 

game was running. The procedures of the 
activities were captured on film, and their 

viewpoints were documented; and 

4 Protocol analysis The author transcribed the voice samples. 

The evaluators checked the application at least twice, the 
first time for thorough comprehension and the second time for 
ease of usage. The evaluators also used think-aloud methods 
to collect data when evaluating and using the game. Following 
the phases of the think-aloud method are defined in Table II. 

This triangulation method was employed to enhance the 
validity and credibility of findings [89]. Data was gathered in 
different ways, and results were analyzed independently, but 
they needed to be compared. The researcher and co-researcher 
coded and evaluated the document using heuristics proposed 
by [94]. The evaluator checked the coding in-depth and 
updated it, focusing on the triangulation method for internal 
and external validity. It was further reviewed by the evaluator 
and the co-researcher for the efficiency of data transcription. 
Eventually, the study findings were combined with the 
participant's questionnaire responses and observations. 

D. Validity and Reliability 

This research employed the questionnaire after verifying 
the reliability and validity [3] [38] [90]. As determined by 
Cronbach's alpha, the reliability factor of each construct was 
higher than 0.8 based on the findings of 20 students. It showed 
perfect truthfulness for every structure and a sufficient internal 
consistency between all elements inside the construct. 
Furthermore, the following four factors were considered to 
enhance the confidence of the think-aloud method: validity, 
reliability, transferability, and credibility [91]. 

Triangulation of analysts was utilized in this research to 
ensure its reliability [92]. Three researchers individually 
examined data and evaluated their results. Additionally, a 
qualitative research technique specialist was present 
throughout the data processing process. Transparency was 
guaranteed by providing transcripts of a participant's think-
aloud procedure and demonstrating how the data were coded 
and classified. Sampling techniques were also used in this 
research to increase transferability. Each think-aloud process 
was administered under identical circumstances to guarantee 
the reliability, and the researcher transcribed the data 
consistently. In addition, details have been provided on data 
collection and analysis methods. If required, the findings may 
be verified, as all the tape recordings, translations, and coding 
are preserved. As a result, truthfulness was achieved as well. 

IV. RESULTS AND DISCUSSION 

The results and discussion section were categorized into 
1) Heuristic Evaluation results; and 2) teacher evaluators' 
comments and feedback. 

TABLE III. HIGH-FIDELITY PROTOTYPE HEURISTIC EVALUATION 

RESULTS 

Component Item 

Teacher Experts Students 

Yes No 
Not 

Sure 
Yes No 

Not 

Sure 

I 

 

LHI1 100   100   

LHI2 100   90  10 

LHI3 100   90  10 

LHI4 100   100   

LHI5 100   100   

LHI6 100   100   

LHI7 100   100   

LHI8 100   100   

LHI9 100   100   

LHI10 100   100   

LHI11 100   100   

LHI12 100   100   

GP 

LHGP1 100   90  10 

LHGP2 100   100   

LHGP3 100   100   

LHGP4 100   100   

LHGP5 100   100   

GM 
LHGM1 100   100   

LHGM2 100   100   

C 

LHC1 100   90  10 

LHC2 100   100   

LHC3 100   100   

LHC4 100   100   

LHC5 80  20 100   

LHC6 100   100   

LHC7 100   100   

LHC8 100   100   

F 

LHF1 100   100   

LHF2 100   90  10 

LHF3 100   100   

LL 

LHLL1 100   100   

LHLL2 100   100   

LHLL3 100   100   

LHLL4 100   100   

LHLL5 100   100   

LHLL6 100   100   

CC 

LHCC1 100   90  10 

LHCC2 100   100   

LHCC3 100   100   

LHCC4 100   100   

LHCC5 100   80   

LHCC6 100   100   

LHCC7 100   100   

LHCC8 100   100   

LHCC9 100   100   

LHCC10 100   100   

LHCC11 100   100   
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A. Heuristic Evaluation Result 

The questionnaire was distributed between teachers and 
students to evaluate the high-fidelity prototype of LLSG, 
which was consisted of seven components and 47 elements. A 
descriptive analysis method to analyze the results of the 
heuristic evaluation questionnaire was used through Microsoft 
Excel. The authors [64] [88] specified that a heuristic 
evaluation result was a table or a list of usability issues 
presented in Table III. The individual agreement for each 
element was evaluated in terms of „Yes,‟ „No,‟ or „Not sure,‟ 
and the frequency rates were calculated. The term „Not sure‟ 
referred to any possibility that the expert is unsure about the 
item's answer. 

The demographic information showed the teachers‟ and 
students‟ gender and age group, the study's respondents. Four 
(80%) female teachers and fifteen (75%) female students, 
whereas only one (20%) male (game developer) and five 
(25%) male students were the evaluators for the game. From 
the age perspective, one evaluator belonged to the age group 
of 25-30, two belonged to 30-35, and one was 35-40 and 
above 40 each. One student evaluator belonged to the age 
group of 7-8; the majority belonged to 9-10, and nine 
belonged to the age group of above 10. 

(Language Heuristics-LH) 

This section presented the results obtained from the 
heuristic evaluation and discussed with the feedback of the 

experts. Table III shows the percentage score results from the 
descriptive data analysis. The majority of the heuristic 
evaluation elements scored 100% on average, whereas one 
element scored 80% from teachers‟ experts, and five elements 
scored 90% with „not sure.‟ In the Interface (I) component, as 
shown in Table IV, all the elements by all the teachers‟ 
experts agreed 100%, and 90% of student evaluators were 
agreed with all the items except (LHI2, LHI3) as they were 
not sure about them. Therefore, the high-fidelity prototype 
interface design has no usability issues. 

In the term gameplay (GP), all the teacher experts agreed 
with all the elements, whereas 90% of student evaluators were 
agreed with all the items except (LHGP1) as two evaluators 
responded with „Not sure‟ comment. Regarding the game 
mechanics (GM), all the teachers and student evaluators were 
agreed 100% on all the elements. In content (C), all the 
elements were accepted by the evaluators except (LHC5) by 
one teacher‟s expert and (LHC1) by two student evaluators. 
The experts agreed that game design content was adapted 
from the book (English curriculum) approved by the 
concerned authority. Furthermore, the content in the game was 
suitable for learning vocabulary and enhancing English 
comprehension. All the elements in the feedback (F) 
component was agreed by all teachers and student experts, 
with 100% mentioning that game provided instant feedback 
after solving the exercises with correct and wrong answers 
status. 

TABLE IV. HIGH-FIDELITY PROTOTYPE HEURISTIC EVALUATION RESULTS BASED ON ITEMS 

Components 
Teachers’ Evaluators Student Evaluators 

No. of experts Items Marks No. of experts Items Marks 

I 5 

(LHI1, LHI2, LHI3, LHI4, LHI5, 

LHI6, LHI7, LHI8, LHI9, LHI10, 

LHI11, LHI12) 

Yes 

18 

(LHI1, LHI4, LHI5, LHI6, 

LHI7, LHI8, LHI9, LHI10, 

LHI11, LHI12) 

Yes 

2 LHI2, LHI3, Not Sure 

GP 5 
((LHGP1, LHGP2, LHGP3, 

LHGP4, LHGP5) 
Yes 

18 
(LHGP2, LHGP3, LHGP4, 

LHGP5) 
Yes 

2 (LHGP1) Not Sure 

GM 5 (LHGM1, LHGM2) Yes 20 (LHGM1, LHGM2) Yes 

C 
4 

(LHC1, LHC2, LHC3, LHC4, 

LHC6, LHC7, LHC8) 
Yes 18 

(LHC2, LHC3, LHC4, LHC5, 

LHC6, LHC7, LHC8) 
Yes 

1 (LHC5) Not Sure 2 (LHC1) Not Sure 

F 5 (LHF1, LHF2, LHF3) Yes 20 (LHF1, LHF2, LHF3) Yes 

LL 5 
(LHLL1, LHLL2, LHLL3, LHLL4, 

LHLL5, LHLL6) 
Yes 20 

(LHLL1, LHLL2, LHLL3, 

LHLL4, LHLL5, LHLL6) 
Yes 

CC 
4 

(LHCC1, LHCC2, LHCC3, 

LHCC4, LHCC5, LHCC6, LHCC7, 

LHCC8, LHCC9, LHCC10, 

LHCC11) 

Yes 18 

(LHCC2, LHCC3, LHCC4, 

LHCC5, LHCC6, LHCC7, 

LHCC8, LHCC9, LHCC10, 

LHCC11) 

Yes 

   2 LHCC1 Not Sure 
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In the language learning section (LL), all the elements 
were agreed upon by all the teachers and student experts with 
100% by expressing that English language learning becomes 
easy with the help of the game. It further helped students to 
improve their vocabulary and English comprehension in grade 
three. Lastly, in the cultural context (CC), all the elements by 
the teacher evaluators were agreed with 100%. In contrast, 
only one element (LHCC1) by two student experts were „not 
sure‟ by the student evaluators. All the elements are 
considered effective for the game in a cultural context by the 
teachers and student evaluators. The experts' responses and 
comments who responded with „Not sure‟ were considered, 
and the score of seven constructs of the LLSG (I, GP, GM, C, 
F, LL, and CC) was 90%. 

After analyzing all the data from the stakeholders, the 
finding from the above tables shows that the game-based 
learning application developed for grade three students of 
public sector schools is useful and usable. Overall, the results 
obtained from the heuristic evaluation were very positive, 
indicating that the high-fidelity prototype had most of the 
required language learning, educational, and cultural context 
elements. All the items provided in the sections of heuristics 
were acceptable by the teacher and student evaluators, but in 
one section, teachers and students were not sure about the 
component of LLSG. After compiling the identified issues, it 
was found that the color scheme in the game interfaces needed 
minor revision. Some shortcuts of common actions were not 
available in the game. So, it is necessary to follow a standard 
for the interface's color scheme by adding common touchpad 
button shortcuts in the game where necessary. 

B. Think-Aloud Method (Expert Review) 

In addition to studying the observable factors, evaluators 
have given their input and reflected on what they considered 
the games' positive and negative features. The comments and 
feedback are given in Table V. 

The comments of teacher evaluators and students focused 
on the game usability that makes sure it is efficient and useful 
for language learning. The modules provided in the LLSG 
were quite important and helpful for learning the English 
language in public sector schools. The sounds module helped 
to learn vowel, short vowel, and long vowel sounds along with 
its exercises. Singular/plural and uses of 

is/am/are/has/have/was/were the second and third modules 
that provide the pictorial presentations of the topic with 
pronunciation. Similarly, parts of speech, action words, 
sentences, w family, and comprehension are the further 
modules available in the LLSG enriched with easy and 
interesting learning material and with pronunciation that 
helped to learn these topics efficiently. After learning the 
desired topic, an assessment with its difficulty level could be 
made to evaluate the performance and progress with the 
defined reward. 

According to the feedback, there were minor corrections of 
the color scheme on various interfaces that needs to be 
changed as well as the „Home‟ and „Back‟ button needs 
alignment in the appropriate place of interfaces. The „Hint‟ 
button is to get help from the students while attempting 
medium and advanced level exercises in the game was also 
missing on some interfaces that need to be added. The font 
size of the text has a vital part in any game application, 
whereas font size on some interfaces of LLSG required some 
corrections. Furthermore, cultural pictures in the text for 
practicing a topic to learn a language are very helpful, but in 
LLSG, these pictures from the text were missing that will be 
added while pronunciation was also missing in language 
learning practicing some exercises that needed to be resolved. 
Similarly, in some exercises, right and wrong attempts and 
reward system that motivates students to learn a language 
effectively were not working properly and required some 
corrections. However, the game developers' remarks are meant 
to change the graphical user experience of the device to 
enhance functionality that renders the system complete. 

For effectiveness, the teacher evaluators and students 
reported that the LLSG is helpful, easy, and effective for 
learning English and achieving the desired learning outcome. 
The evaluators noted that the learning material (content) 
provided in the game is easy, understandable, and logical, 
especially the pictorial presentation which could help to 
understand the topic efficiently. Lastly, it was reported that 
LLSG is easy to use at home because it is a standalone 
application that does not require internet access, and it could 
be used at home with the help of parents with interest. The 
quick response after solving exercises helped and passionate 
to see the progress of the desired topic that causes motivation 
and more engagement with the game. 

TABLE V. FEEDBACK AND COMMENTS 

Construct/ 

Modules 

Evaluation Comments 
Action to be taken 

Expert Students 

Sounds 

The sound module allowed learning vowels, 

short vowels, and long vowels with 

pronunciation and colorful pictures. 

This section helped to learn the sounds of 

vowels with pronunciation. 
- 

Singular/Plural 
This module guided me to learn singular/plural 

with pictorial representation and assessment. 

This section helped me to learn 

singular/plural with pictures and 
pronunciation. 

- 

Uses 

The uses module helped to learn: is, am, are, has, 

have, had, was, were with pictures and 

pronunciations. 

This module guided to use is, am, are, etc., 
in the sentences with pronunciation. 

- 

Action Words 
Action words guided to identify the activity 

using pictures, pronunciations, and assessment. 

In this section, the sentence is represented in 

pictorial form and can be pronounced. 
- 
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Parts of Speech 

This module helped to learn nouns, pronouns, 

verbs, adjectives, and prepositions separately 
with its easy, medium, advanced assessment. 

This section helped to learn with 

pronunciation and pictures the noun, 
pronoun, verb, adjective, and preposition. 

- 

Sentences 
This section guided to write a proper sentence 

structure with its assessment. 

This section taught the sentence structure 

with capitalization and full stop. 
- 

W Family 
This module helped to learn W's family (Why 
What, Where, Who, Whom) with pronunciation 

and assessment. 

This section guided learning: why, what, 
where, who, whom with pronunciation and 

different assessment levels. 

- 

Comprehension 

This module guided to understand the English 

long sentences with pictorial representation and 
pronunciation for easy understanding. 

This section taught the understanding of long 

sentences with pictures and pronunciation. 
- 

Usability 

1. The „Home‟ and „Back‟ buttons were 

not aligned on all interfaces, which caused a 
delay in using them. 

2. The „Hint‟ button was missing in the 

medium level of exercise that supports the user. 
3. The font size was different in a few 

interfaces which is less readable. 

1. The „Home‟ button was different 

on one screen and another on other screens.   

2. „Hint‟ button that guided to solve 
a query was missing on some screens. 

3. The font size of the text was 

different on some screens. 

1. The home button will be 

aligned in the bottom right corner, and 
the Back button will be aligned in the 

bottom left corner. 

2. A hint button will be added 
to the appropriate screens (where 

missing). 

3. Font size in the game will 
be used according to a standard for the 

ease of users. 

Content 

1. Pictures were missing in the 
practicing topic. 

2. The alignment of questions in some 

exercises had disturbed, which was the cause of 
less efficient reading. 

3. Pronunciation was missing in some 

practicing exercises. 

1. Some pictures were not available 

while practicing. 
2. Some questions were not in-line 

that was creating difficulty during reading. 

3. On some screens, the 
pronunciation was missing 

1. Necessary pictures will be 
added to the missing places. 

2. The alignment will be made 

after making corrections in the code of 
the game. 

3. The pronunciation issue will 

sort out by reviewing the code. 

Assessment and 

Reward 

1. After solving the exercises, the 
correct and wrong attempt was missing, which 

could help a user's progress. 

2. Reward with appropriate remarks was 
also missing, which could passionate the user for 

solving the exercises efficiently. 

1. Correct and wrong attempts were not 

available to evaluate a topic. 
2. Stars were missing in some exercises that 

could create the interest of the user to learn 

efficiently. 

1. A screen of correct and 
wrong attempts will be added after 

solving all the questions. 

2. Stars will be rewarded with 
an appropriate comment after solving 

an exercise. 

Effectiveness 

1. This game-based language learning 

application helped to learn the language. 

2. This could help to achieve the 
learning outcomes effectively. 

1. The game was very easy, 
interesting, and helpful for learning the 

English language. 

- 

Learnability 

1. The material provided for learning 
was easy to understand and logical. 

2. The text and pictorial representation 

of topics made learning easy. 

1. The content was very easy and 
understandable. 

2. Pictures in the game were helpful to 

understand the topic clearly and easily. 

- 

Efficiency 

1. The color scheme used in the game is 

not following a standard, and it looks less 

attractive. 
2. The keypad was not functional to 

solve some exercises in the medium and 

advanced levels. 

1. The color scheme of some 

screens is different from each other. 
2. On some screens, there was a 

problem while solving questions. 

1. The color scheme for the 
game will follow a standard to be the 

same in all interfaces. 

2. The problem will be fixed 
after reviewing the code. 

Satisfaction 

1. Instant feedback after solving the 
exercises developed the interest to use the game 

more and more. 

2. Due to standalone, it is easy to use 
anytime at home on parents‟ mobile with 

interest. 

1. The quick response for solving 

the exercise helped to see the progress and 

passion for using the game for a long time. 

2. This game is easy to use at home 

with the help of parents and with interest. 

- 

Cultural Context 

The cultural context is very important for 
developing a language learning game and 

focusing on graphic symbols related to gender, 

age, sex, and religion. More cultural context 
pictures will engage the students for language 

learning with interest.  

The game has cultural context, including 
icons, symbols, and images that helped to 

use it without any hesitation. 

Few more pictures could be added 

where required to represent the culture. 
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V. CONCLUSION AND FUTURE WORK 

This study aimed to evaluate the usability of LLSG, a 
language learning serious game comprising eight modules 
developed for learning English as a secondary language. Each 
module was enriched with learning content, pronunciation of 
words & sentences, and evaluation. To this end, two 
prominent methods, namely, heuristic evaluation and the 
think-aloud methods, were used while engaging different 
stakeholders, including language experts, students, teachers, 
and the game developers. As far as the heuristic evaluation is 
concerned, the researcher proposed heuristics, used to assess 
LLSG. At the same time, the think-aloud method was based 
on thorough discussion sessions held by the stakeholders. 

The evaluation demonstrated that most of the domains 
were ranked above average and received positive scores, 
whereas two domains of the questionnaire were rated below 
average. The findings through both methods were very 
appreciative for LLSG. Teachers and students felt satisfied 
and accepted the effectiveness of game-based teaching and 
learning methods for language learning. Similarly, the 
findings from the think-aloud method were encouraging for 
LLSG, and feedback provided by the evaluators required 
slight changes to enhance game application according to the 
expectations and needs of the users. These minor concerns 
were about the look and feel, including the color scheme, font 
size, labels, and buttons. The teachers' remarks were primarily 
based on the subject material, and the improvement of gaming 
functionality was more significant. Apart from this, the 
primary assessment was covered in this game, where right and 
wrong attempts were recorded, but the detailed assessment 
might be recorded to see each student's progress level. 

Moreover, this game was a standalone application that 
worked only on a tablet and recorded results in the local 
database. LLSG might be moved to the network model to 
increase its scope and connect it with a centralized database to 
store each student's question bank and grades for each 
assessment activity. In future work, the enhancements of the 
game-based learning may be carried out, and the network 
model may also be adopted from the current practice. 
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APPENDIX 

Appendix A. Heuristics for LLSG 

Constructs ITEMS 

Interface (I) 

 

 

LHI1 Aesthetic and minimalist design 

LHI2 Maximize consistency and matches standards 

LHI3 Color, text, and space follow the principles of screen design. 

LHI4 Text, color, and font follow the readability principles. 

LHI5 The quality of text, images, and sound elements is acceptable. 

LHI6 The use of multimedia elements support meaningfully the text provided. 

LHI7 The integration of presentation means is well-coordinated. 

LHI8 The game speaks with words phrases and concepts. 

LHI9 The game helps me to navigate from one screen to another easily. 

LHI10 Pronunciation helps to understand the concept easily. 

LHI11 Consistent errors take back to learning screen. 

LHI12 Provide support (Hint) during assessment 

Game Play (GP) 

LHGP1 The control keys in game follow standard conventions.  

LHGP2 The game provides score after completion of stage. 

LHGP3 The game rewarded player after completion of stage. 

LHGP4 The game is interesting and engaging. 

LHGP5 The game is enjoyable to replay. 

Game Mechanics 

(GM) 

LHGM1 The game should behave in consistent, exciting and challenging way to players‟ action. 

LHGM2 The game controller actions have consistently mapped and learnable responses. 

Content (C) 

LHC1 The game has reliable and proven content with correct flow. 

LHC2 The game has clear goal, structure and learning objectives of content. 

LHC3 The content of game has main topic and subtopics. 

LHC4 Navigation is easy and accurate. 

LHC5 Supporting materials are sufficient and relevant (exercises). 

LHC6 Materials are interesting and engaging me. 

LHC7 The content helps to improve vocabulary. 

LHC8 The content helps to improve English comprehension. 

Feedback (F) 

LHF1 The game provides instant feedback on the progress. 

LHF2 The game notify me on the mistakes. 

LHF3 The game provide information on success or failure after completion of the stage. 

Language 

Learning (LL) 

LHLL1 The game helps to improve language learning. 

LHLL2 The game confident me after learning language. 

LHLL3 The game helps me to enhance my vocabulary. 

LHLL4 The game helps me to learn English comprehension easily. 

LHLL5 The game helps me to enhance English comprehension. 

LHLL6 The information is understandable conveyed to the users of game. 

Cultural Context 

(CC) 

LHCC1 The game should speak the language of the user with words, phrases and concepts. 

LHCC2 The game objects should be related to culture such as images, colors and familiar objects in order. 

LHCC3 The game should provide emergency exit to leave the state. 

LHCC4 The game should not the user think of similar actions, situations, or word mean the same. 

LHCC5 The game should minimize the memory burden with objects, actions and visible options.  

LHCC6 The game should provide interface without distracter elements. 

LHCC7 The game should provide the equal access to new user and expert. 

LHCC8 The error message in game should indicate to solve the problem. 

LHCC9 The game should provide help to user with less documentation. 

LHCC10 The game should provide diverse access to its provided options. 

LHCC11 The game should uses graphic symbols related to gender, age, sex, and religion where they have greater significance. 
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Abstract—User Experience (UX) provides insights into the 
users’ product perceptions while using or intending to use an 
application. Software products are known for complexity and 
changeability, starting from requirements engineering until the 
product operation. Users often evaluate software UX based on a 
prototype; however, UX is semantically embedded in the 
software requirements, a crucial indicator for project success. 
The problem of current UX evaluation methods is their 
dependence on the actual involvement of users or experts, a time-
consuming process. First, this paper builds a benchmark dataset 
of UX based on textual software requirements crowdsourcing 
several UX experts. Second, the paper develops a machine 
learning model to measure UX based on the dataset. This 
research describes the dataset characteristics and reports its 
statistical internal consistency and reliability. Results indicate a 
high Cronbach Alpha and a low root mean square error of the 
dataset. We conclude that the new benchmark dataset could be 
used to estimate UX instantly without the need for subjective UX 
evaluation. The dataset will serve as a foundation of UX features 
for machine learning models. 

Keywords—User experience; benchmark dataset; requirements 
engineering; UX evaluation; software engineering 

I. INTRODUCTION 
The User Experience (UX) is a term used to indicate 

personnel perceptions and resulting emotions from systems or 
services [1]. Some of the concepts related to UX are included 
in the definition of Quality in Use (QinU); the user 
perceptions could result from a system or software’s hedonic 
and pragmatic qualities. Very often, software UX is related to 
nonfunctional requirements and usability. Therefore, UX is a 
broader concept that includes usability, user satisfaction, 
emotions, and perceptions during the interaction [2]. On the 
other hand, the UI is considered a mechanism of functionality, 
usability, reliability, and satisfaction [3]. Consequently, 
usability is influenced by two orthogonal aspects, GUI and 
UX. However, the focus of this paper is evaluating the UX 
even if no UI is already built. Therefore, post evaluations of 
UX after product release (e.g., [4]) are not considered in this 
study. 

The UX evaluation depends on components or factors of 
UX models. Some of the most commonly cited factors are 
proposed by Morville [5], known as the honeycomb model. 
The honeycomb model is based on balancing context, content, 
and users. Morville’s honeycomb consists of seven factors: 
useful, usable, desirable, findable, accessible, credible, and 

valuable. However, Morville’s model is generic to any product 
and is not focusing on software products. Recently, 
questionnaire-based approaches [6][7], heuristics models [8] 
[9], and hybrid models [13] were proposed for UX modeling 
and evaluation. 

One of the frameworks that lay a foundation on software 
requirements and UX requirements is the UX-aware 
framework of Kashfi et al. [10]. The UX-aware framework 
shows that UX requirements are embedded quality 
requirements that describe the end user’s satisfaction or 
pleasure of using the software. However, UX is generally 
evaluated based on a prototype(or a release); therefore, 
productive UX evaluation models could be used early during 
the requirements development [11]. Regrettably, the 
unavailability of measurement metrics or a benchmark dataset 
breaks the early evaluation. The automation of UX 
measurement is widely disregarded due to its complexity. In 
this era, an agent was proposed to automate UX testing for 
specific predefined tasks of objects finding scenarios in a 
game application [11]. 

Machine learning has been extensively adopted in many 
domains to predict and estimate target variables; however, a 
useful machine learning model depends on robust and reliable 
datasets. To the best of our knowledge, there are no existing 
datasets specialized for UX based on software requirements. 

Therefore, the research gap is related to the unavailability 
of automated UX evaluation methods, which will result in that 
UX evaluators spending extensive efforts. Therefore, the UX 
evaluators are regretted using manual UX evaluation, 
including conducting surveys. Worst of all the evaluators must 
use an existing prototype to evaluate the UX (using existing 
evaluation methods). As a result, requirements engineers are 
not fully aware of any early UX software requirements before 
getting any prototype. Lacking large datasets of software 
requirements are still a major challenge for proper cost-
effective and rapid application development[12]. Moreover, 
the elimination of UX-compliant requirements results in UX 
neglection in the final product [13] or poor resource planning 
[14]. Therefore, the automation of UX evaluation lacks 
datasets and proper evaluation models. 

The main objective of this paper is to build a dataset that 
could be used for UX evaluation using machine learning 
techniques solely relying on textual requirements before an 
actual software gets developed. We employed four UX experts 
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to annotate user requirements to a widely accepted scale1, the 
User Experience Questionnaire (UEQ) [15][16][17]. The 
proposed benchmark dataset is a PROMISE-based dataset[18], 
one of the non-commercial requirements datasets. The 
research uses the latest expanded PROMISE dataset[19], part 
of the Open Science Tera-PROMISE repository upgraded 
earlier [18]. 

The contributions of this study are critical to software 
requirements engineering and user acceptance success. The 
prepared benchmark dataset eases the UX evaluation using 
machine learning models instead of traditional approaches 
such as questionnaires or heuristic models. This study is also 
important for software developers to track the software quality 
over the software life cycle. Therefore, the overall advantage 
of using an automated UX system is important for both 
software consumers and developers. Thereby, saving time and 
efforts of software developers and providing early feedback to 
software consumers. The main research question that 
addresses the UX measurement is as follows: 

How UX evaluation could be automated at the early stages 
of requirements engineering using machine learning? 

The paper structure is as follows. Section 2 discusses 
related works. Then, the methodology of building the 
benchmark dataset is illustrated in Section 3. Next, Section 4 
describes the benchmark dataset reliability and provides 
preliminary results of machine learning methods. After that, 
we show the implications of the proposed dataset and its 
limitations in Section 5. Finally, we conclude the paper in 
Section 6. 

II. RELATED WORK 
The UX has been evaluated in several models. Morville 

[5], one of the leaders in UX, proposed the honeycomb model, 
which consists of seven factors: useful, usable, desirable, 
findable, accessible, credible, and valuable. A system is 
considered usable if its needs are delivered in a simple way 
considering the user learning curve. If the system fulfills the 
user’s needs it is considered useful. However, a system is 
considered desirable based on its design and attractiveness. If 
further information is needed about the system it should be 
findable, easy to navigate. The system should be accessible 
even to a user with disabilities. Therefore, an application is 
considered credible if it is trustworthy. Integrating all of these 
factors provides a valuable system. However, Morville’s 
model is generic to any product and is not focusing on 
software products. 

Generally, UX evaluation models could be classified into 
three categories: questionnaire-based approaches, heuristics 
models, and hybrid frameworks. Questionnaire-based models 
[6], [7], [15], [20] are known for their simplicity in evaluation 
and aggregation. In such methods, the users are responsible 
for the system evaluation with a few questions based on their 
perceived use of products. For example, the benchmark of the 
User Experience Questionnaire (UEQ) [15] uses several 
question items to evaluate the UX. Each item of the UEQ 
consists of a pair of terms with opposite meanings (e.g., ‘not 

1Google Scholar shows 1,301 citations for UEQ paper (2008): 11/2021. 

understandable’ vs. ‘understandable’, ‘efficient’ vs. 
‘inefficient’) on a 7-point Likert scale that each ranges from -3 
to +3. With UEQ, several users would evaluate a system 
prototype to calculate key performance indicators(KPIs) for 
each software application under study (e.g., [6]). Such KPIs 
are based on UEQ scores and simple average and summation 
statistics. Recently a questionnaire survey was developed to 
measure usability, usefulness, and satisfaction of a chatbot UX 
[21]. However, the approach of 19] was customized for 
conversational agents. 

On the other hand, heuristics models depend on rules or 
checklist items prepared and evaluated by experts in the 
specific service domain. In this category, Yeratziotis and 
Zaphiris [9] proposed a set of rules (heuristics ) to support 
human-computer interaction experts to evaluate website 
accessibility. Similarly, online travel agency applications’ UX 
has been evaluated formally with 8 stages [2]; however, this 
model[2] is application-dependent. 

UX has been evaluated in the context of students’ 
applications. The UX has been seen from the angle of 
usefulness and effectiveness of students teaching systems [22] 
[23]. For example, Krouska et al. [23] proposed a set of rules 
for students’ misconception of HTML to understand the user 
(student) experience while using an e-learning system. Based 
on the student experience with the system the proposed model 
—based on the repair theory— was able to suggest a student 
learner path. Although heuristic models enable experts to key 
in needed knowledge to help in UX evaluation, they are 
generally applied to certain application domains where 
evaluation checklists exist. 

Hybrid models combine the previous methods to measure 
the UX such as measuring the physiological aspects of users 
during software usage [24]. The multimodal deep learning 
model UX framework of Hussain et al. [24] depends on 
sentiment analysis, user feedback, and visual analysis of user 
action using sensors that detect user’s objects on the screen. 
Koonsanit and Nishiuchi [25] proposed a framework to 
measure software UX based on facial expression recognition 
and machine learning; however, their focus is on product 
sentiment analysis rather than measurement of UX from 
software requirements [26]. A similar model was proposed by 
Li and Liu [27] to analyze user eye-movement tracking along 
with user testing methods to suggest actions for a better user 
experience. Furthermore, a UX framework for business 
intelligence (BI) systems interfaces was proposed by Eriksson 
and Ferwerda [28] to support users’ desires and data 
evaluation. The evaluation of their framework utilizes several 
KPIs: utility, usability, visual attractiveness, and hedonic 
quality that covers the whole system development lifecycle. 
Jang and Han [29] proposed a framework for UX 
understanding in blockchain services. The UX is defined 
based on the literature in UX generality and blockchain 
technological aspects. More specific UX frameworks were 
proposed for educational games. Leong et al. [21] considered 
the game flow, player context, usability, and learnability along 
with psychometrically to build an educational UX 
measurement model. 
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The literature shows that the gap is the current methods are 
time-consuming and subjective. UX measurement depends on 
persons with different expertise level questionnaires and 
product trustworthiness which are widely subjective [30]. To 
our knowledge, this could be the first paper that heights the 
importance of requirements UX evaluation before an 
application gets developed based on machine learning models. 

III. METHODOLOGY 
The proposed methodology is based on textual software 

requirements that are considered the initial source of software 
UX [31], [32]. The source dataset for software requirements is 
the expanded PROMISE dataset [19], as described in  
TABLE I. 

UEQ metrics are the foundation of the benchmark dataset 
because it is a widely used UX evaluation method for software 
products[6]. Specifically, we employed the short UEQ (UEQ-
S) model that has eight items [6]. The core UEQ primary 
constructs are as illustrated in TABLE II [6]. 

In addition, these constructs are represented using eight 
class labels in a score ranging from 1 (minimum) to 7 
(maximum) for each class label, as shown in TABLE III. For 
example, a requirement item with a score of 5 for ‘label 1’ is 
considered supportive, while an item of score 1 is considered 
obstructive. The neutral value is (3). Note that the same 
requirement item could have eight scores simultaneously. 

The annotation scheme methodology is depicted in Fig. 1. 
We selected four experts of UX who have more than five 
years of experience in UX design. First, they were interviewed 
online to know the robustness of their work. Then, we explain 
to them the objectives of the work and the UEQ measurement 
scales (Step 1). After the explanation, we draw a random 100 
requirements (approximately 10% of the dataset) from the 
PROMISE dataset with different applications (Step 2). The 
experts studied the complete set of requirements for each 
application. Next, they were allowed to discuss how to 
classify requirements to the eight UX scales. After that, they 
were left to do the annotation alone (Step 3). During the data 
reconciliation process (Step 4), we again choose another 
random 50 annotated requirements (not the previous ones), 
and experts were allowed to discuss discrepancies (if any). It 
was found that all 50 pairwise scores were acceptable having 
an absolute error value of 1 to 2. Finally, we got four Excel 
sheets for the exact requirements classified into eight labels, 
each with a scale in the range 1-7. 

TABLE I. ATTRIBUTES OF EXPANDED PROMISE DATASET [19]* 

Attribute Description Total 

Project-ID 
The project IDs range from 1 to 49. 
Projects are generic domains such as 
shopping and universities. 

49 

Requirement-
Text 

Project textual requirements at the 
analysis stage of analysis and design. 969 

Class 
Functional or non-functional. 
Requirements where nonfunctional 
requirements are a set of 13 subcategories. 

13 (F(1), 
NF(12)) 

*Functional (F), and Nonfunctional (NF) requirements are part of this dataset. 

TABLE II. CORE COMPONENTS OF THE UEQ SCALES (ALSO 
DESCRIBED IN AL-HUNAIYYAN ET AL. [37]) 

Construct Meaning 

Attractiveness The product should be pleasurable, user-friendly, and 
enjoyable 

Efficiency Perform tasks with the product in a fast manner and 
pragmatically 

Perspicuity The product plain to the understanding primarily 
because of clarity, and easiness to learn 

Dependability The product services that can be trusted within time and 
meets users’ expectations 

Stimulation Using the product encourages its use due to being 
exciting and motivating 

Novelty The product should be pioneering, inspired, and 
creatively designed 

TABLE III. UEQ-S LABELS[6] 

Label ID Quality Category Negative Word Positive Word 

Label 1 Pragmatic Quality obstructive supportive 

Label 2 Pragmatic Quality complicated easy 

Label 3 Pragmatic Quality inefficient efficient 

Label 4 Pragmatic Quality confusing clear 

Label 5 Hedonic Quality boring exciting 

Label 6 Hedonic Quality not interesting interesting 

Label 7 Hedonic Quality conventional inventive 

Label 8 Hedonic Quality usual leading-edge 

 
Fig. 1. Proposed Annotation Scheme Methodology. 
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The reliability and consistency of the collected dataset 
were tested with Cronbach Alpha and the root means square 
error (RMSE) to measure the differences between experts’ 
rating scores. Cronbach alpha is applicable since we have 
weighted items (1 to 7), which could be used to explain the 
proportion of variance between different experts [33]. On the 
other hand, the RMSE measures the average magnitude of 
errors in annotation scores between experts. It is a desirable 
measure as it gives relatively more weight to errors of large 
magnitude that need to be eliminated. 

IV. RESULTS AND DISCUSSIONS 
We illustrate the reliability of the proposed benchmark 

dataset and preliminary UX evaluation results on this dataset. 

A. Benchmark Dataset Reliability 
The user experience team previously hired for this 

experiment is playing the role of users to estimate the UX KPI 
for each application. The distribution of the labels averaged 
over the four experts (Fig. 2) shows a few outliers, but 
generally, according to the original dataset, the set of 
requirements has high UX scores with the first four UX labels: 
‘supportive,’ ‘easy,’ ‘efficient,’ and ‘clear. On the other hand, 
it shows that ‘interesting’ and ‘exciting’ labels have moderate 
scales. In contrast, the requirements in the benchmark dataset 
seem less ‘inventive’ and not up to the ‘leading-edge.’ The 
dataset can be downloaded from Kaggle2. 

The word cloud of this dataset is shown in Fig. 3. The 
word cloud was generated without considering any filtering or 
stop words removal. The figure shows that most requirements 
use the keywords “system”, and “product”, which indicates 
that such words are not discriminating the UX such as others 
(“allow”, “display”). However, we cannot generalize these 
findings unless features (especially contextual ones) are 
plugged-in a proper machine learning model. The nature of the 
requirements datasets complicate machine learning models 
and needs further analysis to provide proper utility models. 

Many authors use Fleiss’ kappa to calculate the inter-
annotator agreement; however, we opt not to calculate the 
inter-annotator agreement as it could provide inconsistency 
[34] for the following reasons: (1) each label has a scale 
between 1-7 for 969 records, (2) we have eight labels each 
with an ordered set of values, and (3) the order of values have 
a meaning, where for example, a class label of 2 is less than 
the same class label with 5. Therefore, Cronbach Alpha [35] 
was used to testify the internal consistency of each expert’s 
scores and the root-mean-square error (RMSE) to see the 
deviation of scores from the means as we have a large sample 
size [36]. 

The Cronbach Alpha scores are shown in TABLE IV. The 
table shows an acceptable average reliability statistic except 
for the fourth expert. Therefore, the scores of expert four were 
eliminated from the benchmark dataset. 

Moreover, we use the RMSE to compare paired scores 
(between any two experts), as shown in TABLE V. The table 
shows the averaged RMSE between paired experts averaged 

2https://bit.ly/3mLR9Cv 

over the whole dataset. First, the RMSE was calculated per 
individual requirement item, where actual values and observed 
values are those coming from the paired experts. Furthermore, 
RMSE was calculated between each expert and the average 
scores for the first three experts and the average score for the 
four experts. The avg3 (in TABLE V) is calculated by finding 
the average scores for the first three experts and then 
calculating the RMSE between each expert’s actual and 
average scores. Similarly, avg4 (in TABLE V) is calculated by 
averaging scores for the four experts and then finding the 
RMSE between the expert’s actual value and the average 
score. 

 
Fig. 2. Word Count of the Benchmark Dataset. 

 
Fig. 3. Box and Whisker of the Average Scores. 

TABLE IV. CRONBACH ALPHA RELIABILITY FOR EACH EXPERT 

 Average 

Expert 1 0.69 

Expert 2 0.70 

Expert 3 0.85 

Expert 4 (0.11) Omitted 

The results of RMSE show that the fourth expert’s scores 
deviate from the average scores (by a magnitude of 
approximately 2) between the other three experts; therefore, 
the score of the fourth expert was omitted from the benchmark 
dataset. According to TABLE V, the averaged RMSE is low 
and shows that results are consistent between experts, 
indicating that the dataset is acceptable for machine learning. 
The characteristics of the dataset are consistent with the 
literature that a suitable error estimation method is a method 
that reduces the dataset noise and scales out the absolute error 
to a minimum [38]. 
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TABLE V. ROOT MEAN SQUARE ERRORS BETWEEN EXPERTS 

 Exp1 Exp2 Exp3 Exp4 Av3* Av4* 

Exp1 0.00 2.90 4.68 4.38 0.80 1.03 

Exp2 2.90 0.00 5.52 5.35 0.97 2.06 

Exp3 4.68 5.52 0.00 3.01 0.77 1.06 

Exp4 4.38 5.35 3.01 0.00 2.83 1.34 

* av3: average(3) is calculated by finding the average scores for the first three 
experts and then calculating the RMSE between each expert and that score. 
Similarly, av4 (average 4) is calculated by averaging scores for the four 
experts and then finding the RMSE between the expert and the average score 

B. UX Evaluation 
Given the dataset, the machine learning developer could 

tackle the problem as a multilabel or multi-regression 
problem. If the four annotations are averaged, then it could be 
seen as a multi-regression problem. However, if the resultant 
annotations were rounded to the original UX-scale(1-7), one 
might consider the problem a classification problem. 

One approach to validating the benchmark dataset’s output 
is experimenting with the dataset with different machine 
learning models. We have done a simple experiment on the 
first expert dataset using support vector machine (SVM), 
eXtreme Gradient Boosting (XGBoost), Decision Trees, and 
Bagging Classifier (KNN). We tackle machine learning 
problems as multilabel (8 labels) and multiclass (7 classes) 
regression problems. Nevertheless, predicted label-class 
values were rounded to the nearest label scale (1 to 7), making 
the comparison meaningful over precision, recall, and F1-
score. First, stop words, and special characters were removed 
from the requirement text column, generating a sequence of 
words using the Tensorflow Tokenizer. Next, the default 
implementation of SVM and Decision Trees were used from 
the sklearn library and the latest python API for XGBoost. 

The results are shown in TABLE VI. The results show that 
the XGB algorithm provides a reasonably acceptable F1-score 
(0.864), indicating that the benchmark dataset is helpful and 
applicable in UX predictive models. Decision trees were next 
performing machine learning model with an F1-score of 
0.861. However, the SVM with one versus rest voting and the 
KNN Bagging (decreasing variance) was not performing well. 
Results could be due to the nature of SVM that would not 
work well with the multilabel problem, while the decision 
trees were giving an acceptable performance as it could build 
deep trees based on dataset instance and the 8 label values. 

TABLE VI. RESULTS OF CLASSIFICATION METHODS 

Method Recall Precision F1-score 

SVM 0.662 0.680 0.658 

XGBoost 0.864 0.863 0.864 

Decision Trees 0.861 0.861 0.861 

Bagging(KNN) 0.747 0.746 0.746 

In this experiment, the XGBoost classifier using the 
multiclass log loss function was a better choice for this 
dataset. Fig. 4 shows the ROC for the XGBoost model. The 
results show that class labels have a high area under the curve 

(except for label 3) where each score represents the average 
score of all eight labels. In other words, each average is 
calculated two times: the first time, averaging the prediction 
performance over a single label over the 7 class values (1 to 
7), and then another average over the eight labels. 

 
Fig. 4. ROC for XGBoost Model. 

V. IMPLICATIONS AND LIMITATIONS 
The new benchmark dataset allows the software engineers 

to predict the UX software value early in software 
development, and it allows the software engineers to generate 
UX-complaint software requirements. Moreover, the 
benchmark dataset extends the applicability of machine 
learning methods to measure a product UX instantly. The 
major advantage of the proposed machine learning models 
versus questionnaire-based approaches is automation, where 
UX could be evaluated on the fly at any point in time during 
software development. The UX evaluation could be used as a 
driving force for requirements analysis and validation [12]. 
Our study is consistent with the literature review conducted by 
Almeyda et al. [39] that showed that integrating the user 
experience and agile techniques are essential for requirements 
analysis. 

The current dataset might have these limitations. It was 
assumed that all applications are similar in terms of UX 
features classification. Further research could enhance the 
dataset to support a customized dataset for each application. 
Moreover, the dataset is considered a small dataset; therefore, 
some deep learning models might not be a good choice. 

VI. CONCLUSION 
 This paper annotated a dataset for UX based on textual 

requirements. The benchmark dataset helps software engineers 
predict the UX of an application before building a prototype or 
before releasing the software. Furthermore, the dataset could 
help software engineers generate UX-complaint requirements 
and as per the customer requirements. The dataset was tested 
with RMSE and some machine learning models. The results 
showed a low RMSE value between experts and a high F1-
score for the XGBoost classifier. As a result, the dataset is 
considered the first of its kind to automate the UX evaluation. 
The dataset will be further expanded with new requirements, 
and the number of UX experts will be increased in the future. 
Moreover, the current contribution of this paper allows the 
research community to tackle requirements engineering issues 
using the current dataset by integrating the UX evaluation 
with the requirements engineering process. 
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Abstract—BigData requires processing a huge data volume, 

which is an undeniable challenge for academia-industries. The 

classical sampling techniques are limited when addressing data-

imbalance, large data-heterogeneity, multi-dimensionality etc. To 

alleviate it, in this paper a novel machine learning driven feature 

sensitive progressive sampling (ML-FSPS) that in conjunction 

with an improved feature selection and classification 

environment achieves more than 95.7% of accuracy, even with 

10-14% of the original data size. The proposed ML-FSPS model 

was applied for IoT-device classification problem that possesses 

exceedingly high data-imbalance, multi-dimensionality and 

heterogeneity issues. Functionally, the FSPS-driven analytics 

model at first performed active period segmentation followed by 

multi-dimensional (descriptive) statistical feature extraction and 

Wilcoxon Rank Sum Test based feature selection. Subsequently, 

it executed K-Means clustering over a gigantically huge feature 

instances (               network traces) Here, K-means 

algorithm clustered each feature samples into five distinct 

clusters. With initial sample size of 10%, FSPS model selected 

same amount of data elements (0.5-5% iteratively) from each 

cluster for each feature to perform multi-class classification using 

homogenous ensemble learning (HEL) model. Here HEL 

encompassed AdaBoost, Random Forest and Extended Tree 

ensemble algorithms as base classifiers. The simulation results 

affirmed that the proposed model achieves accuracy of almost 

99% even with 10-16% of sample size. 

Keywords—Feature sensitive progressive sampling; BigData 

analytics; machine learning; ensemble learning; rank sum test; 

IoT-device classification 

I. INTRODUCTION 

The demand for low cost infrastructure in all the business 
domains has opened up a new horizon for industries to provide 
decentralized computing solution. Majority of this 
applications require processing significantly large volume of 
data to identify patterns and trends to make decisions.[1-3]. 

To cope up with the demands of the decentralized, data-
driven decision support systems, BigData analytics has 
emerged as one of the most sought technologies [4]. However, 
BigData which is often characterized in terms of ―Volume‖, 
Variety‖, ―Velocity‖, and ―Veracity‖ (say, 4V’s) requires 
computing the gigantically large data to yield decision centric 
data support [5]. Contrarily the inherent and undeniably 
unavoidable issues of ―Data Heterogeneity‖, ―Unstructured 
Data‖ ―Multi-dimensionality‖, and ―Unbalanced Data‖ make 
most of the existing Big Data analytics methods 
confined.Majority of the BigData analytics models apply the 
different machine learning methods [3] to learn over the 

gigantically large data to perform tasks such as clustering, 
regression, or classification. However, the efficacy of these 
methods primarily depends on how effectively they can learn 
over the large voluminous data in minimum possible time [1-
4]. 

To achieve it, in the last few years different efforts have 
been made, where the focus is made on improving the process 
of pre-processing, feature extraction, feature selection, and 
then classification. However, data being central of these 
efforts requires a (BigData) computing model to retain 
―sufficiently small‖ amount of data to perform analytics 
without undergoing exhaustive computation and time-
exhaustion [2][4][5]. To minimize data load and related 
computing exhaustion in BigData analytics, authors have 
found sampling [6] as one of the viable approach. Sampling 
can not only reduce computing exhaustion but can also retain 
the minimal data with uncompromising performance [7]Also 
in the last few years industries have started using or mining a 
fraction of sample rather than the entire data-warehouse [8]. It 
improves the scalability as well as timely decision support 
towards real-time applications [8]. However, the predominant 
challenge in developing sampling-based approaches originates 
from the undeniable fact that the occurrence or the frequency 
of a data element (say, itemset) in a sample might have the 
different frequency or severity across the complete data set, 
signifying data imbalance [9]. Under such condition, the 
classical random sampling approaches might undergo 
inaccurate performance. 

Therefore, alleviating such issue requires identifying 
optimal size of sample which could provide higher accuracy 
with minimum possible sample or data load [10]. To cope up 
with aforesaid demands, recently an approach called 
progressive sampling has attracted global academia-industries 
because of its ability to employ minimum data while 
achieving expected performance [11][12]. The progressive 
sampling method at first employs minimum data size to 
perform classification and continues increasing the data 
volume till it reaches expected level of performance. 

However, most of the existing progressive sampling 
approaches consider random sample selection approach. 
Random feature selection over exceedingly high data 
heterogeneity and unbalanced data condition might often 
results inaccurate performance. It can be because of 
insufficient or insignificant feature learning. Therefore, a 
robust computing environment with better pre-processing, 
feature sensitive feature selection and classification can be a 
potential analytics solution. 
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In this paper a futuristic and robust feature-sensitive 
progressive sampling (FSPS) driven BigData analytics model 
is proposed. Realizing at-hand analytics problems such as data 
heterogeneity and unbalanced nature the proposed model 
inculcates highly efficient pre-processing, feature extraction 
and selection mechanism, followed by FSPS and 
heterogeneous ensemble learning model for classification. 

II. RELATED WORK 

This section highlights some of the important literatures 
central to progressive sampling in BigData analytics. 

Mahafzah et al. [17] proposed a parameterized sampling 
algorithm for data mining.Authors applied three conditions 
including the transaction frequency, transaction length and 
transaction frequency-length to perform sample selection in 
association rule-based data mining. However, being a multi-
phased sampling approach its efficacy over the real-time 
application remained limited. To alleviate time-complexity in 
multi-phased sampling, Jia et al. [18] developed an adaptive 
sampling method that exploited association rule amongst the 
data elements to select sample size. To improve the 
performance, authors applied multi-resolution analysis with 
Shannon sampling theory. Chuang et al. [19] proposed 
sampling error estimation (SEE) based progressive sampling 
concept. Here, the key purpose of applying SSE was to 
estimate the suitable sample size for association rule-based 
mining. Though, SSE helped achieving sample size without 
performing association amongst the data elements; however, 
its efficacy remains suspicious over the realistic large-scale 
data with higher features and dimensionality. Li et al. [20] 
applied central limit theorem to estimate the sample size over 
the large datasets. Unlike other approaches depending on 
Chernoff bounds, they found their proposed model pragmatic 
in sync with the association rules mining tasks. Lin [21] 
examined the associations’ lattices on V with a sample V’ (a 
Small chunk or subset). It revealed that merely a very specific 
kinds of samples possess the ―same‖ association rules with the 
complete original data and conveys the same meaning. 
Though, authors intended to exploit homogenous features to 
retain sample; however, its efficacy due to iterative 
homogeneity estimation over real-time data traffic becomes 
suspicious [22]. To resolve this problem, authors in [22] 
performed association rule mining along with frequent itemset 
mining to estimate the sample size. Interestingly, this 
approach selected the sample whose size was independent of 
both the item-frequency as well as transaction counts. Zhao et 
al. [23] on the other hand applied hybrid theoretical bound 
model for frequent itemset estimation, which was later used 
for sample selection. Moreover, authors applied additive error 
bound along with the multiplicative error bound to perform 
sample selection. Exelixis et al. [24] proposed a two-phase 
sampling-based algorithm, FAST (Finding Associations from 
Sampled Transactions) for large-scale data mining. In this 
process, at first an initial sample was selected, which was then 
processed for support estimation for each selected item in the 
data to estimate the suitable set of samples. Once selecting the 
sample authors performed outlier detection by selecting the 
representative set of items. However, its computational 
exhaustion can’t be denied. 

Parthasarathy [25] applied the concept of equivalence with 
association rule mining to perform progressive sampling [25]. 
A similar work was done by Thakur et al. [26], who applied 
association rule approach to estimate the reduced sample size 
for data mining purpose. Though, unlike [25], authors [26] 
applied Apriori algorithm to estimate the frequent itemset, and 
thus exploiting the mid-point itemset it identified the support 
level across the other data elements. In case the support level 
of the midpoint itemset is higher in comparison to the user-
specific support, that it was selected as a part of sample and its 
size was increased progressively. Santos et al. [27] applied 
retrospective sampling over different phases to perform 
progressive sampling. Similarly, Bosch et al. [28] developed a 
wrapped progressive sampling concept for large data analysis. 
Their proposed progressive sampling method employed 
complete data as input and presented elements in the form of 
feature vector and labelled each element in one of the known 
output labels. Thus, it intended to optimise data set by 
estimating the possible combination of parameter setting by 
exploiting all possible combinations during training. Realizing 
data sensitivity in real-time applications Portet et al. [29] 
developed a multi-phased or multi-period sample selection 
concept, where authors found that their proposed approach 
could attain the same performance even with one-third of the 
original data size. Similar to the work in [26], authors [30] 
performed itemset partitioning, rather than midpoint itemset 
estimation. Xeng et al. [31] proposed Bayesian optimization 
based automatic sample selection method using machine 
learning. Authors [31] applied machine learning to estimate 
the hyper-parameters values to estimate the sample size. In 
fact, it served as a machine learning driven Bayesian 
optimization for feature selection to estimate sample size. 
Recently, ElRafey et al. [32] applied machine learning-based 
progressive sampling approach in which the batch model 
uncertainty sampling was performed (using semi-supervised 
machine learning algorithm). Here, the semi-supervised 
machine learning helped selecting the most significant data 
points to the sample to perform further learning or 
classification. However, it failed addressing the key problem 
of data imbalance and heterogeneity, which is common in 
BigData analytics. 

III. RESEARCH OBJECTIVE 

A large number of BigData analytics environment has the 
major problem of class imbalance which can lead to incorrect 
predictions and analysis. On the other hand, input data or real-
time stream from multiple channels often undergoes 
heterogeneity with diverse data elements with different or 
non-uniform significance (towards prediction or decision 
making). In such cases, merely applying random sampling 
can’t yield optimal performance. This is because a data in 
sample is not guaranteed to have uniform distribution or 
frequency across the complete dataset. Similarly, a data 
element with higher frequency outside the sample is not 
mandatory to have the same frequency inside the sample. 
Therefore, in device classification problem, merely applying 
the random sample would create data imbalance. Also 
sampling methods employing random sample selection might 
fail in delivering optimal feature learning and classification 
(because of data imbalance probability). 
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Selecting significant feature set from a huge datsaset and 
progressively sampling the dataset can achieve desired 
accuracy level and can also reduce the response time factor 
considering above facts as motivation for the research 
objective a futuristic, new and robust feature sensitive 
progressive sampling driven BigData analytics model is 
developed for IoT-device classification. This proposed model 
aims to reduce the time required for the analytics and also 
maintaining the desired level of accuracy. 

IV. PROPOSED SYSTEM MODEL  

A. System Model  

The overall proposed BigData analytics model as shown 
above in Fig. 1 encompasses the following processes: 

1. Network Traffic Sensitive Active Period Segmentation 

1) Multi-dimensional Descriptive Statistical Feature 

Extraction  

2) Wilcoxon Rank Sum Test based Feature Selection  

3) K-Means Driven Feature Sensitive Progressive 

Sampling  

4) HEL-assisted Multi-class Classification. 

 The detailed discussion of these key functions is given 
in the subsequent sections.  

B. Network Traffic behaviour Assessment and Data 

Acquisition 

 In this research, considering the typical cases of data 
imbalance, multi-dimensionality, data heterogeneity and large-
scale data instances, the overall proposed BigData analytics 
model was designed for IoT-device classification.  

 Typically, in IoT-ecosystems there can be a large 
number of independently operating devices connected through 
a wireless network. Once connected to the wireless-network, 
the IoT-devices starts generating network traffic called 
network traces which can of both incoming as well as out 
coming nature, depending on the type, role, configuration and 
target-services within the network. IoT-devices within the 
network perform routine communication with peers and the 
network gateway or servers. Thus, the communication 
between the device results network traces or traffic. Though, 
the different IoT-devices employ varied protocols; however, a 
majority of such device still use TCP/IP protocols. The overall 

communication is based on network traffic in which data is 
generated successively over a time interval comprising the 
devices, their behavior, operating patterns, etc. Such non-
linear network traffic patterns can be analyzed by means of the 
sophisticated tools such as Wireshark or TCP Dump that at 
first obtains the traffic packets and analyses the key details 
(say, traffic behavior or features). Moreover, the tools like 
packet analyzer operating onto the router can help seeing the 
incoming and outgoing network traffic, and can generate the 
traffic records. Here, each record comprises the information 
within the packet (from the MAC to the application layer of 
the open system interconnection). Though, in sync with 
realistic condition, where because of the security protocols 
such as Secure Sockets Layer (SSL), Transport Layer Security 
(TLS) and the privacy protection policies of governments, 
merely the packet header can be employed to perform device 
classification. However, the key accessible information such 
as Source ID, Destination ID, Protocol Used, MAC address, 
Packet size, Transmission Period etc. can be applied to 
perform more accurate and reliable device classification. 
These features characterizing device behavior over a definite 
period have been targeted in this research for device 
classification [14-16]. In reference to above depicted IoT-
network condition, for a large device driven network the 
corresponding traffic flow can be characterized as per (1).  

  *                   +            (1) 

In (1),    represents the traffic or the information recorder 

for the      packet. Here, every packet   comprises the 
traffic information and updates as (2).  

   *                                        +       (2) 

In (2), the parameter    states the approximate period when 
the packet is transmitted or received. The other parameter 

         states the transmission length, while         and 

          represent the source and the destination MAC ID 

of the devices. The parameter         states the other traffic 
feature recoded in the   th packet. Noticeably, the above 
discussed network traffic packets are recoded in the form 

time-series order, such as,             . Let a 
network comprising   devices representing 
               (     ) , the corresponding traffic 
can be presented as per (3).  

  {   
     

     
     

     
      

   }           (3) 
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Fig. 1. Proposed ML-FSPS Driven BigData Analytics. 
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In (3)    
  states the   th packet of the IOT-device   . 

Now, towards data pre-processing task, it is needed to extract 
specific traffic traces or sequences for each IoT-device. In 
fact, each device type can be classified based on its feature 
such as MAC address in   or similar, on the basis of the 
traffic direction. Thus, the device-sensitive packet(s) can be 
distinguished as per (4). 

    {   
     

     
   }             (4) 

Observing above discussion, it can be easily inferred that 
the numerous chunks of information can be logged from the 
communication traces including Device ID, source and 
destination ID, timestamp, packet length, protocol etc. 
Additionally, out of these features other supplementary 
features too can be derived [34]. Since, a typical IoT network 
can have a large number of devices having non-linear 
transmission patterns, identifying active period for each is 
vital. In other words, in real-time applications, the traffic 
intensity for the different devices can be different. For 
instance, a normal CCTV camera can generate almost 140 
packets per minutes, on the contrary a motion sensor can 
generate more than 1900 packets per minute. On the other 
hand, a CCTV camera can generate the packets     , while 
a smoke sensor can have significantly lower transmission. It 
indicates that there are the differences in the active period and 
their traffic intensity amongst the devices across IoT-
ecosystem. The use of average traffic over the observation 
period can force the model to undergo data-imbalance and 
hence a machine learning model can show inferior 
performance. Considering this fact, an active period 
segmentation is performed. 

To achieve active period segmentation, the traffic flow 
across the defined time-period is segmented into multiple sub-
traffics, where only active network traces are considered for 
the further computation. Though, traffic flow can also be 
segmented at the interval of time   using time-stamp 
information. For instance, the network traffic flow from the 
device    can be segmented after   period, iteratively, as 
given in (5). 

    {     
         

          
             

   (   )   }   (5) 

In (5),      
   (   ) 

 states the all-traffic traces of the 

device    during    to (   )  time period. Mathematically, 
it can be presented as per (6). 

     
   (   )  {   

     
       

        
     }          (6) 

In this paper, MATLAB unique function was applied to 
segment the network traffic over the time-series information. 

C. Multi-dimensional Descriptive Statistical Feature 

Extraction 

In the proposed work, a standard benchmark data named 
UNSW IoT-traffic traces [13] was considered. Noticeably, the 
data comprised the network traffic of      time-period for 20 
days. A total of 1,60,000,000 traces were there as the original 
data. Unlike, classical methods where the same network traffic 
is used for prediction or classification, 10-different features 
for each network trace for each device was obtained. To 

perform descriptive feature extraction, at first the network 

traffic over defined time period      
   (   ) 

 was split into 

two broad types; control packets and the use packets. Here, 
user packet encompassed user-data and device-to-server or 
gateway communication packets. In this work, a packet was 
classified for its device to have the protocol either TCP, UDP, 
HTTP, DNS, ARP, or others. Similarly, on the basis of the 
direction of packet the traffic can be classified as either 
transmitted packets or the received packets. Noticeably, 
features for the different traces characterizing the Device ID, 
MAC ID, Protocol used, Size of the Data communicated etc 
were obtained. A specific traffic pattern for example packet 
size, transmission period or the timestamp etc. can have 
certain dynamism over the operating periods. Considering this 
fact a multi-dimensional descriptive (statistical) assessment 
such as Maximum, Minimum Median, Mean, Variance, 
Upper-Quartile, Lower-Quartile, Kurtosis, Skewness was 
performed. 

In this manner, a total of ten features including Device 
Source ID (Packet ID), Source ID, Destination ID, source and 
destination MAC protocol, IP protocols for both source and 
destination, packet size, transmission period, etc. Thus, 
extracting above stated features, a humongous volume of 
features was obtained. Before proceeding for the sample 
selection the feature selection algorithm was executed. Here, 
the WRST algorithm was applied, which is briefed as follows. 

D. Wilcox on Rank Sum Test based Feature Selection 

The WRST method was used to process the retrieved 
features in the suggested study. The WRST method is notable 
for being a sort of non-parametric test with independent 
samples. This method evaluates the relationship between 
variables (in this case, network traffic features) and their 
likelihood of affecting a given device type. WRST was used to 
estimate the association between network or trace features and 
their relative inclination towards a given device type in the 
suggested work. Different extracted attributes were treated as 
independent variables, whereas device type probability was 
treated as a dependent variable. This method calculated a p-
value for each feature variable based on its importance in 
device prediction or classification. As a result, each feature 
factor was classified as significant or unimportant based on its 
p-value. WRST was applied to each feature element, yielding 
a collection of characteristics (say, a feature vector) that can 
be speculated to be the sole important features influencing 
device type categorization. After obtaining the feature vector 
the FSPS model was used to select the suitable samples. The 
proposed FSPS model is described in depth in the next 
section. 

E. K-Means Driven Feature Sensitive Progressive Sampling 

The key objective of progressive sampling is to retain the 
minimum possible nu samples while achieving the expected 
performance (i.e., accuracy, AUC, etc.). Unfortunately, in 
majority of the classical progressive sampling methods such as 
[10], the additional samples are selected randomly, and hence 
don’t consider data imbalance or non-linear nature of the 
features. Such approaches can greatly be limited due to high 
inaccuracy. Such random sample selection based progressive 
sampling methods might select the network traces containing 
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merely CCTV, or only motion sensor. On the contrary, 
minimum or possibly negligible frequency of fire sensor traces 
might skew the learning model towards majority class (i.e., the 
device(s) with higher packets or its frequency). To alleviate 
such problems, selecting feature-sensitive samples can be 
vital. In sync with the proposed IoT-device classification 
problem, where there is non-linearity in network traces of 
traffic from each device, random sampling based progressive 
sampling concept can’t be suitable. Considering this fact, in 
the proposed model, the entire network traces for each feature 
over the complete operating period (i.e.,           
       )             . In other words, over a total of 
16,000,000 network traces or packets characterizing the 
different features were clustered using K-Mean algorithm. K-
Mean algorithm over the aforesaid packets to cluster entire 
traces into five distinct clusters (for each feature) was applied. 
Once clustering the network traces over the aforesaid 
operating period (                  ) the proposed 
progressive sampling method selected data from each cluster 
for each feature. The overall process is illustrated in Fig. 2. As 
depicted in Fig. 2, the proposed FSPS model at first considers 
10% of the data (or the selected features) as initial sample, and 
executes progressive sampling that updates the sample by 0.5-
5%, iteratively, till it achieves the expected performance. The 
sample update takes place as per the model derived in (6). 

                       (6) 

Here,    represents the updated sample or data size, while 
  states the initial sample size, which was selected as 10% in 
this work. The other parameter     represents the progressive 
addition value, which is selected in between 0.5% to 5%. 
Here, the value of     is appended iteratively to   No, till it 
results the expected performance (here, accuracy). Noticeably, 
unlike random selection-based sampling approaches [10], in 
the proposed FSPS method, samples from each cluster, 
pertaining to the different features (Fig. 2) was selected. This 
as a result helped retaining maximum feature diversity to train 
the model and hence provide better accuracy. Moreover, since 
the equal samples were taken from each cluster (i.e., K1 to K5 

for each feature, as depicted in Fig. 2) to update the data, it 
tried to avoid data skewness or over-fitting. 

F. HEL-assisted Multi-class Classification 

A progressive sampling-based analytics model can only be 
effective if it maintains optimal performance in terms of both 
sample selection, as well as classification performance. 
Considering this fact, in this paper, unlike standalone 
classifiers such as SVM, ANN, decision tree, k-NN etc., a 
homogenous ensemble learning (HEL) environment was 
developed. As the name indicates multiple base classifiers of 
the same category was employed. More specifically, in the 
proposed HEL model, three different and well-known 
ensemble classifiers named AdaBoost, Random Forest and 
Extended Tree classifier, were applied as the base classifiers. 
Thus, executing these three base-classifiers independently, 
each device was classified and labelled. The labels obtained 
by each classifier was applied to estimate the maximum voting 
ensemble (MVE), and hence with the higher (here, minimum 
two out of three labels) labels, the MVE model predicted an 
IoT-device for a specific category. Here, the only motive was 
to exploit higher consensus for final prediction so as to 
increase reliability as well as accuracy of the analytics 
solution. 

  In the proposed multi-class device classification 
problem, the following algorithmic paradigm was followed: 

1) Let   *    +,   *     +. 

 S –Set of traffic instances. 

 N-Number of traces. 

 C-Labels for each device. 

2)   *      +   
    -Input dimensionality. 

3)   *      +    set of labels for N traces. 

4) let *   +  *(     )   (     )+  be the training set, 

comprising   samples. 
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Fig. 2. Proposed Feature Sensitive Progressive Sampling (FSPS) Model. 
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The motive is to assign label      to each network trace 
    on the basis of the vector   and provide a network trace 
to the class label   .Unlike classical standalone classifier-
based learning, three distinct ensemble learning models as the 
base classifiers was applied. These algorithms are: 

1) Random Forest. 

2) AdaBoost. 

3) Extra Tree Ensemble Classifier. 

Noticeably, all these algorithms represent an ensemble 
learning approach, and thus their use as the base classifier in 
MVE gives rise to the Homogenous Ensemble Learning 
(HEL) ability. A snippet of these base classifiers is given as 
follows. 

G. Random Forest Algorithm 

The RF algorithm is an ensemble machine learning method 
that uses numerous tree-structured classifiers. At each input, 
each tree in the composing tree-structures casts a unit vote 
(say, an individual vote to establish consensus) for the most 
likely or popular class. If the number of cases in the training 
dataset is N, a sample of N cases is randomly chosen from the 
original data. This sample is also used as a training set for 
building a tree. If there are M input variables, a number m<M 
is supplied so that m variables are randomly chosen from the 
M at each node, and the best split on these m is used to divide 
the node. During the growth of the forest, the value of m is 
kept constant .In comparison to the other machine learning 
models such as SVM, J48, ANN, C5.0, k-NN, etc., RF 
algorithm requires fewer parameter estimation during 
processing that makes it more computationally-efficient. In RF 
algorithm, a collection of distinct tree structured classifier can 
be defined as (7). 

* (    )          +             (7) 

In (7),   states the RF classifier, while *  +  refers the 
random vector distributed identical and each tree possesses a 
vote for the most probable class at certain input variable  . 
The nature and dimensionality of   relies on its use in the tree 
construction. In RF algorithm the most vital part is the forest 
of decision trees.. It applies a bootstrapped subset of training 
samples to train each tree across the constructed forest, which 
enables almost 70% of the training data usages, while the 
remaining dataset is stated to be the out-of-bag (OOB) 
samples, which are typically applied to perform inner cross-
validation to assess the classification performance. 

In this process during the classification process, the input 
sample   is classified by going through each tree till a leaf-
node is obtained. Here, the classification result (say, the 
decision function  ) is assigned to each leaf node. Thus, the 
final class label   is estimated by selecting the class with the 
major votes. Mathematically, 

                 * + ∑   
    ( )  

           (8) 

H. AdaBoost 

AdaBoost represents an adaptive boosting concept, also 
referred as a commonplace learning paradigm having the 
ability to improve the characterization potentiality, iteratively. 
In initialization the prerequisite tests are doled-out to a similar 

weight to retrieve some weak learners with some preparation 
emphases. After each cycle it estimates the error rate of the 
weak classifier and thus the weight of the accurately classified 
sample is expanded that reduces the weights of the 
inaccurately grouped samples. Finally, the weak learner 
becomes a strong learner to complete the classification. The 
details of the algorithm applied in this work are given in [33]. 

I. Extra Tree Classifier 

The Extra-Trees classifier constitutes a cluster of unpruned 
decision trees as per the classical top-down approach. Unlike 
Random Forest algorithm, it involves randomization of both 
attribute as well as cut-point selection while splitting a node of 
a tree. Though, it can also create complete randomized trees 
possessing structures independent of the output values of the 
training sample. Primarily, it is distinguishing itself from other 
tree-based ensemble methods due to two key factors. These 
are, it splits nodes by selecting cut-points completely at 
random, and employs the complete training sample (unlike 
Random Forest which applies bootstrap replica) to enable tree 
growth. Subsequently, the classified outputs or the predictions 
of all the trees are combined together to provide final 
prediction output, by applying MVE method. Summarily, the 
key concept behind the Extra Tree Classifier is that the 
complete randomization of the cut-point and attribute 
altogether with ensemble averaging reduces the variance 
better in comparison to the weaker randomization approaches 
used in other methods. Moreover, the use of the original 
training samples rather than the bootstrap replicas too 
decreases the likelihood of bias and hence achieved more 
accurate and efficient classification outputs. Thus, applying 
above stated classifiers as the base classifiers a MVE 
ensemble decision was performed where the consensus value 
was applied to perform device classification. To be noted, 
since the data considered in this study comprised a total of 26 
devices pertaining to six different device categories, the 
proposed classification model performed multi-class 
classification. Hence, with the higher number of labels per 
traffic traces, it labelled the device for the specific category. 
The simulation results and related inferences are discussed in 
the subsequent sections. 

V. RESULTS AND DISCUSSIONS 

Considering the high pace increase in Big Data analytics 
and its time-efficient computing demands have motivated us 
to design an optimistically designed computing environment 
which could achieve expected performance while reducing 
computational overheads and time-exhaustion. Though to 
achieve it, the foundation of overall contribution was built 
onto the improved progressive sampling concept; however, to 
support efficient computation efforts were made for better pre-
processing, feature extraction and selection, and classification 
as well. Realizing the fact that the use of progressive sampling 
can help retaining minimum sample volume while achieving 
higher accuracy, this research employed it as sample selection 
method. However, recalling the undeniable fact that the 
typical Big Data analytics models undergo exceedingly high 
data imbalance, heterogeneity and multi-dimensional features, 
the random selection based progressive sampling methods 
can’t yield accurate performance. Moreover, the likelihood of 
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over-fitting and skewed performance can’t be ignored. 
Considering all this facts a feature sensitive progressive 
sampling (FSPS) model was developed which comprised 
feature extraction and selection followed by FSPS sampling 
and homogenous ensemble learning to perform classification. 

To assess efficacy of the proposed BigData analytics 
model, a highly complex and undeniably suitable data 
pertaining to the IoT-device classification was taken into 
consideration. A snippet of the considered data is given in the 
subsequent section. The overall performance analysis was 
done in terms of classification accuracy, F-Measure and Area 
Under Curve (AUC). To develop the overall proposed model, 
MATLAB2020a and Python 3.7 were taken into 
consideration. Here, MATLAB helped extracting the 
descriptive statistical features, while rest of the computing 
algorithms were developed using Anaconda supported Python 
3.7 platform. The proposed model was simulated over 
Microsoft Windows armored with 8 GB RAM and 2.8 GHz 
processor. The details of the proposed model solution are 
given in the subsequent section. Before discussing the 
simulation outputs, a snippet of the data considered and 
feature distribution is given as follows: 

A. Dataset 

A benchmark data provided by the University of New 
South Wales (UNSW), Sydney, Australia [34] was considered. 
The database was obtained from an IoT-ecosystem created 
within the university with a total of 26 devices deployed 
randomly across the university. The network traffic traces 
were obtained for 20 days (23 Sep. 2016 to 12 Oct. 2016) over 
     operating period. Statistically, the collected data 
contained a total of 1,60,00,000 network traces or traffic 
instances carrying packets. The packets captured were parsed 
to the IP header and was composed to derive other features so 
as to further perform device category classification or 
identification. Noticeably, the considered data comprised 26 
devices of six different categories. The device and their 
categories are presented in Table I. 

TABLE I. DEVICE CATEGORY 

Device Categories with description No.of Devices Label/Class  

Smart Plugs 5 1 

IP Camera 5 2 

Motion Sensors 5 3 

Temperature Sensor 5 4 

Electronics 4 5 

Others 22 6 

The different devices and their corresponding categories 
and related labels are given in Table I. 

A confusion matrix was obtained in the form of true 
positive (TP), true negative (TN), false positive (FP) and false 
negative (FN) to measure the overall performance. 
Considering data imbalance nature, the classification 
accuracy, F-Measure and Recall was considered as the key 
performance parameters. The statistical definition of these 
performance parameters is given in Table II. 

TABLE II. PERFORMANCE PARAMETERS 

Parameter 
Mathematical 

Expression 
Definition 

Accuracy 
(     )

(           )
 

It is a measure of predicted 

devices from the overall 

devices 

F-Score 
  (                )
 (                ) 

It is harmonic mean of recall 

and precision numeric values 

AUC ------- 
It represents the area under 
curve performance. 

The overall performance characterization is made in two 
phases; intra-model assessment and the inter-model 
assessment. Here, intra-model assessment discusses the 
performance of the proposed model with the currently 
proposed configuration, while the inter-model assessment 
discusses the relative performance between the proposed 
FSPS based BigData analytics and other existing algorithms. 
The outcome of the comparison is elaborated as below. 

B. Intra-Model Assessment 

In this assessment processes, whether the inclusion of 
FSPS helps achieving better performance with lower data size 
was examined. Moreover, the performance with the different 
sample sizes was also assessed. Additionally, realizing the 
data unbalanced nature, and a complex multi-class 
classification problem the accuracy, F-score and AUC with 
the different base-classifiers was examined. Also, the 
performance patterns by the proposed model when the sample 
size is varied were examined. To assess whether the proposed 
FSPS model helps achieving better performance with 
minimum data size, the model was tested with 10% data size 
and subsequently increased sample rate with 0.5%. For the 
sake of easy presentation and understandability, the results 
were obtained for 10%, 12%, 14% and 16% of the sample or 
data size. The accuracy F-score and AUC obtained are given 
in Table III. Noticeably, here, for classification (over the FSPS 
samples) the proposed HEL ensemble learning model 
comprising three base classifiers, Random Tree, AdaBoost 
and Extra or Extended Tree classifiers were applied. 

TABLE III. PERFORMANCE WITH THE DIFFERENT SAMPLE SIZES 

Data Size (%) Accuracy (%) F-Measure AUC 

10 95.7 0.97 0.99 

12 96.4 0.98 0.99 

14 97.9 0.98 1.0 

16 98.9 0.99 1.0 

TABLE IV. PERFORMANCE COMPARISON WITH THE FSPS DRIVEN 

STANDALONE CLASSIFIERS 

Classifier Accuracy (%) F-Measure AUC 

Random Forest 97.9 0.98 0.99 

AdaBoost 93.6 0.94 0.93 

Extended Tree 98.6 0.99 0.99 

HEL Ensemble  98.9 0.99 1.0 
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The key purpose of above assessment (Table IV) was to 
examine whether the use of FSPS sampling can help a 
standalone classifier achieving better performance. The results 
(Table IV) depicts that amongst the different base-classifiers 
Extended Tree algorithm has exhibited the superior 
performance with the (multi-class classification) accuracy of 
98.6%, F-Measure and AUC of 0.99 and 0.99, respectively. 
On the other hand, Random Forest algorithm exhibited the 
accuracy of 97.9%, F-Measure of 0.98 and AUC of 0.99. 
Unlike Random Forest and Extended Tree algorithm, 
AdaBoost exhibited inferior with the accuracy of 93.6%, F-
Measure of 0.94 and AUC of 0.93. Amongst the three base 
classifiers AdaBoost algorithm performed inferior; however, 
recalling the fact that the performance obtained is with merely 
16% of the data size, it can be stated as a satisfactory solution. 

Noticeably, the proposed IoT-device classification 
problem was a multi-class classification problem, where the 
proposed model was supposed to classify each device (here, a 
total of 26 devices connected to the network and operating 
autonomously). Though the total number of traces were 
almost 1,60,000,000, where each trace represents one packet 
belonging to a specific device of a particular category 
(Table I). Considering this fact, where the proposed model 
classified devices into six different categories (it represents the 
devices of Class 1.0, Class 2.0, Class 3.0, Class 4.0, Class 5.0 
and Class 6.0), within micro-average as well as macro-average 
(between the class and within the class performance, 
respectively) performance was examined. The ROC 
performance for each category of the devices after 
classification was tested. The results obtained by the proposed 
FSPS-driven HEL ensemble classifier is given in Fig. 3. 

Observing the result (Fig. 3), it can observed that the 
proposed model has obtained the AUC near 0.98 for the 
complete classes, while the AUV observed for each class 
(macro-average ROC) is also 0.98. For multi-class 
classification as well, the average AUC obtained is 0.98. 

Typically, in progressive sampling based BigData 
analytics, in addition to the accuracy performance, time-
efficiency too remains the key motive to meet VELOCITY 
demands. In this reference, relative time-efficiency in between 
the original data (ORIG) and the FSPS based selected data 
(PSAM) was compared. The results obtained are given in 
Fig. 4 and Fig. 5 As depicted in Fig. 4, the proposed 
progressive sampling-based model (PSAM) performs 
significantly lower computation time (in seconds) in 
comparison to the original data-based analytics. Undeniably, 
such efficacy could be contributed due to significantly reduced 
data size (almost 86%). It indicates the robustness of the 
proposed model towards real-time BigData analytics, even 
under multi-class classification demands. 

C. Inter-Model Assessment 

In this section, the performance by the proposed model is 
compared with the other approaches. However, the survey 
indicates a few such as the work by ElRafey et al. [32] who 
developed a hybrid active learning based progressive sampling 
method. More specifically, authors developed a Progressive 
Batch Model Uncertainty Sampling (PBMUS) model to 
increase sample size proactively to cope up with 

(performance) demands. Authors simulated their model with 
the different datasets, including synthetic data as well as the 
real-time data. They applied Decision Tree C5.0 algorithm for 
classification. Authors examined their performance in terms of 
the classification accuracy and AUC considering 50% of the 
data size, while the increment boundary was decided as 1%. 

Venkatpathy et al. [30] too examined the efficacy of 
progressive sampling methods with real-time data. Though, 
the data considered in [30] were smaller in size and diversity 
as is expected from the Big Data analytics, to assess relative 
performance, we have considered it as a reference work, as 
well. Authors [30] had applied Apriori information to estimate 
the most frequent itemsets and resulting mid-point itemset for 
association rule-based mining. Authors have examined their 
performance with the datasets like Mushroom, Chess, 
Connect, Retail data, Traffic accident data, and synthetic data. 
To perform relative comparison, the average performance by 
[30].was calculated. Summarily, the performance comparison 
of both models and the proposed model is tabulated in 
Table V. 

 

Fig. 3. ROC Performance by the Proposed FSPS-driven HEL Ensemble 

Model. 

 

Fig. 4. Time Performance Analysis. 

 

Fig. 5. Time Comparison of Original Data and Progressive Sampled Data. 
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TABLE V. INTER-MODEL COMPARISON PERFORMANCE OF PROGRESSIVE 

SAMPLING METHOD 

Technique Accuracy (%) AUC 

[30] 78.0 - 

[32] 79.9 79.2 

Proposed 98.9 1.0 

The above results affirm that the proposed FSPS model 
achieves significantly better performance than the other state-
of-art (progressive sampling) approaches. 

Recalling the problem of IoT-device classification, the 
performance of the proposed model with other state-of-art 
methods such as [34] was examined. Bai et al. [34] applied the 
same dataset of UNSW to perform device classification. The 
authors merely applied the LSTM-CNN as classifier to 
perform classification over average features. The highest 
classification accuracy obtained by authors [34] could be 
merely 74.8%, which is significantly lower than the proposed 
model. To be noted, authors [34] had applied the complete 
data size (almost 2.7 GB) to perform classification. On the 
contrary, in the proposed model FSPS enabled applying 
merely 10%-16% of the original data to perform classification. 
Authors in [34] stated that their proposed LSTM-CNN based 
model could achieve the accuracy of near 99% with 75% of 
the data size, while with 25% of the training data they could 
achieve the maximum of 88.2%. However, these performances 
were merely for the two-class classification. For the multi-
class classification, which is expected from the IoT-device 
classification problem (Table I), the average performance over 
five repeated simulation was 74.8%, which is significantly 
lower than the proposed model. Noticeably, in [34] authors 
also examined the different machine learning classifiers for 
their respective efficacy for device classification, and hence 
have compared the performance of the proposed model with 
the existing approaches [34]. 

TABLE VI. INTER-MODEL PERFORMANCE COMPARISON FOR IOT- DEVICE 

CLASSIFICATION 

Reference Technique Accuracy (%) 

Existing 

work 

Support Vector Machine  58.5 

Random Forest  30.1 

KNN 27.6 

Decision Tree  46.4 

AdaBoost 48.5 

LDA 49.4 

QDA 52.4 

Multilayer perceptron 52.1 

Convolutional Neural Network (CNN) 56.3 

Long- and Short-Term Memory (LSTM) 65.4 

LSTM-CNN 74.8 

Proposed 

work 

Random Forest 97.9 

AdaBoost 93.6 

Extended Tree 98.6 

HEL Ensemble  98.9 

The results depicted in Table VI shows that in comparison 
to the existing IoT-device classification systems, the proposed 
(FSPS-driven HEL ensemble learning) model exhibits 
superior even at significantly lower sample or data size. 

VI. CONCLUSION 

This paper primarily focused on developing a feature 
sensitive progressive sampling (FSPS) approach which could 
retain optimal performance even with minimal data size. 
Moreover, the key emphasis was to inculcate FSPS while 
addressing the key problem of data imbalance, multi-
dimensionality and data heterogeneity in BigData analytics. 
Recalling the fact that in BigData analytics merely sampling 
can’t guarantee the optimality of the performance and hence 
improving both data as well as computing environment is 
must, this research improved each functional component of 
the analytics solution. Unlike random (sample) selection based 
progressive sampling methods, which can’t address the 
problem of data-imbalance, the proposed model employed 
machine learning driven FSPS to retain maximum possible 
feature diversity to perform better learning and hence 
classification performance.. The simulation results exhibited 
accuracy of 98.9%, F-score of 0.99 and AUC of more than 
one, affirming robustness of the proposed model towards 
lightweight, time-efficient and reliable BigData analytics 
solution. In future the focus can be made on further reducing 
data imbalance likelihood by applying certain re-sampling 
concepts. In addition, in future other machine learning models 
can also be assessed to have better performance for a 
generalized solution. 
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Abstract—3D Network-on-Chip NoC based systems have 

severe thermal problems due to the stacking of dies and 

disproportionate cooling efficiency of different layers. While 

adaptive routing can help with thermal issues, current routing 

algorithms are either thermally imbalanced or suffer from traffic 

congestion. In this work a novel thermal aware dynamic 

weighted adaptive routing algorithm has been proposed that 

takes traffic and temperature information into account and 

prevents packets being routed across congested and thermally 

aggravated areas. Dynamic weighted model will consider 

parameters related to congestion and thermal issues and provide 

a balanced suitable approach according to the current scenario at 

each node. The efficiency of the proposed algorithm is analyzed 

and evaluated with state-of-the-art thermal-aware routing 

algorithms using a simulation environment. Results obtained 

from the simulation shows that the proposed algorithm has 

performed better in terms of global average delay with 17-33 

percent improvement and better thermal profiling under various 

synthetic traffic conditions. 

Keywords—Routing algorithms; thermal-aware; dynamic 

weighted model; 3D Network-on-Chip 

I. INTRODUCTION 

3D-IC (Three Dimensional Integrated Circuit) is capable 
of providing small interconnections resulting in reducing 
delays due to die stacking. 3D NoC based chip 
multiprocessors (CMP) are estimated to have higher 
performance with less data transmission connection cost and 
power consumption [1]. Conventional NoC architectures 
consist of processing element (PE), network interface and 
router in every tile. Routers provide communication 
mechanisms for communication among tiles along 
communication paths. During high traffic situations, packets 
have to reside in the router’s buffers waiting for its turn, 
causing congestion in the network. Routers are a source of 
thermal hotspot due to high switching activity and congestion 
resulting in higher power density [2]. Power density of the 
router area is higher than power density in intellectual 
property IP [3]. It is also the fact, higher power consumption 
of the chip elements results in deteriorating heat. Routers are 
responsible for providing communication between IPs at the 
cost of high heat dissipation. 

Cooling mechanisms also known as heat sinks usually 
exist on only one side of the chip in multi-layer 3D NoC. 
Hence, layers further away from the heat sink have higher 
possibility of the thermal hotspots [4]. Due to these thermal 
hotspot difficulties and aggravation of failure mechanism puts 

an extra strain on cooling cost of the chip and reliability 
reduction in 3D NoC. It is essential for designers to maintain 
performance of the system while reducing thermal hotspots 
[5]. To balance temperature distribution, various methods of 
thermal-aware application mapping [6] [7], floor-plan 
optimization [8] and thermal-aware routing [9] [10] [11] were 
proposed. Thermal-aware routing algorithms are classified in 
temporal and spatial routing algorithms. Temporal DTM 
(Dynamic Thermal Management) can dynamically adjust 
frequencies, voltages or clock cycles to reduce on-chip 
temperatures[12]. Usually a fully throttling scheme such as 
clock gating is applied to control the temperature of the 
thermal aggressive nodes. Hence, the temporal DTM results in 
reducing overall system performance but it can regulate 
system temperatures within short cooling time. Spatial routing 
algorithms are reducing thermal hotspots by diffusing traffic 
away from the heated regions [13]. Spatial DTM can manage 
thermal situations without reducing the speed of the node in 
terms of frequencies, voltages and clock cycles, hence, a tiny 
impact on the performance of the system. 

Due to the lack of heat sink among the layers and poor 
traffic distribution, tackling the heat dissipation problem in 3D 
NoC is difficult. Since the center of the top layer in 3D NoC is 
more susceptible to thermal problems. One of the effective 
solutions is to divert traffic away from the center of the 
network or to the layers closer to the heat sink. Detoured 
traffic results in cooler routes yet increasing the path length. 
Heavy intermediate traffic results in more delays, causing 
congestion and induces thermal issues. Due to diverse thermal 
conductance between the intra layer and inter layer of the 3D 
NoC, the relationship between temperature and traffic 
behavior among NoC nodes is divergent.  It is difficult to 
solve thermal issues without considering traffic conditions in 
the network. Heavy traffic can cause congestion in the 
network with low outflows, leads to packets stuck at router 
buffers waiting for its turn, dissipating heat and causing 
thermal difficulties. Hence, design goal of this work is to 
blend temperature and traffic information along with other 
routing parameters during the thermal control period in order 
to make better routing decisions. Highlights of the 
contribution in this work are listed below. 

1) Proposed a novel thermal-aware dynamic weighted 

routing (TADWR) technique for dynamic distribution of 

traffic and heat in the 3D NoC. This technique allows packets 

to adaptively select their next neighbour by dynamically 

adjusting weights of the cost model. 

*Corresponding Author. 
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2) TADWR works on a dynamic weight management 

mechanism designed to regulate new weights among the 

parameters to work according to network situation and need of 

time. 

3) Extensive simulation is performed and compared the 

results with state-of-the-art techniques under various synthetic 

traffic scenarios. 

The rest of the paper is organized as follows. In Section II 
related work to thermal-aware routing algorithms has been 
discussed along with its limitations. In Section III detailed 
methodology of the proposed routing algorithm has been 
presented. In Section IV results of simulations have been 
presented and compared with other existing routing 
techniques. Finally, this work has been concluded in 
Section V. 

II. LITERATURE REVIEW 

Thermal-aware routing algorithms have gained attention 
among researchers all over the world due to high switching 
activity in routers. Traffic congestion, hotspot formations, and 
packet delays can be reduced by using an efficient and 
effective routing algorithm. Hence, thermal-aware routing has 
gained considerable attention among researchers in recent 
years. In order to reduce on-chip temperature, the routing 
strategies outlined in [14] aim to route packets through a layer 
closer to the heat sink. Thermal-aware Selective Detour (TSD) 
and Thermal-aware MILP-based Detour (TMD) are the two 
techniques presented. This routing technique is non-adaptive 
detour-based application-specific routing for 3D mesh NoC. 
Authors examine the impact of various detour decisions on the 
chip’s steady-state and transient-state temperature profiles, as 
well as the network’s average packet latency. However, being 
non-adaptive it is hard to maintain performance at higher 
packet injection rates with critical applications. 

Fast multi objective thermal-aware adaptive routing 
algorithm (FMoTAR) is introduced in [15] to optimize the 
thermal profile of 3D NoC. FMoTAR uses a bidirectional 
search to easily locate the shortest path. With a higher packet 
injection rate in FMoTAR, maintaining efficiency with 
sensitive applications is a challenge. The Q-learning 
mechanism [16] is used to create a proactive thermal 
management strategy for 3-D NoCs using a feedback-based 
technique. An agent learns its own behavior in an immersive 
environment during system activity. The reward values of the 
agent behavior are stored and updated in a table called Q-table 
in Q-learning. The average temperature of routers is 
assigned to packet traversing in the header of each ordinary 
packet (a packet that passes data between nodes). The routers’ 
Q-table stores and updates these values. As a result, no 
learning packets are needed to spread thermal information 
across the chip. Incoming packets are routed to cooler routes 
based on their Q-table values, and they are detoured from 
high-temperature areas. However, it can be observed that Q-
learning based routing is focusing on average temperatures 
which will be always less than the actual temperature of the 
router hence deprived decisions will be made during routing. 

QTTAR [17] is a Q-learning-based adaptive 3D routing 
algorithm that improves overall node utilization by balancing 

inter-layer traffic distribution and offering a more precise 
congestion analysis to prevent RTM-related performance 
degradations. By balancing the distribution of overheated 
regions in a layer, QTTAR reduces differences in inter-layer 
cooling performance. By learning dynamically evolving 
networks, QTTAR detects regional congestion and thermal 
hotspots. QTTAR produces an effective route and a routing 
decision based on the Q-table. It uses a Q function-based 
routable direction selection technique to achieve routable path 
diversity. According to 3D symmetrical buffered clock tree for 
thermal variation synthesis [18] initially, sinks with similar 
power consumption for selecting closest to median cost of the 
neighbor in a 3D abstract tree topology. Second, the layer 
assignment of the internal node is calculated for uniform TSV 
distribution. Finally, after completing the thermal profile 
centered on the grid, the buffer, wire and exact position of 
TSV insertion are completed. However, at low-power 3D 
abstract trees and clock tree synthesis needs to be further 
investigated. 

To balance the thermal distribution and meet the efficiency 
requirements, an energy- and buffer-aware fully adaptive 
routing algorithm is proposed [19]. To balance the flow of 
thermal energy and reduce network congestion, a network 
state feature model is built that takes into account both 
historical and current network states. Fully adaptive routing 
indicates improvement in thermal distribution without 
performance degradation to lower the temperature and meet 
the performance specifications of high priority packets. A 
collaborative thermal-aware adaptive routing (CTTAR) 
scheme [4] to synchronize network traffic and thermal 
information is presented. Since unnecessary packet switching 
causes hotspots, the CTTAR first employs dynamic buffer 
change, which can restrict the routing resource around 
overheated regions to slow the rate of temperature increase 
based on expected thermal details. Since the routers in the 
overheat area switch less packets, the dynamic buffer change 
will reduce heat production and diffusion. CTTAR converts 
overheated areas into congested areas. However, it is not 
suitable for complicated hotspot distribution. GTDAR [20] is 
a game theory-based thermal delay-aware adaptive routing 
system that transfers long-term thermal information into short-
term traffic information, allowing it to orchestrate traffic and 
thermal information more effectively and reduce the 
temperature problem into a traffic problem. The traffic load 
distribution in GTDAR’s network is unbalanced. 

In ATAR [21] packet is traversed in the network on the 
bases of its weighted cost model calculation. Highest 
weightage is given to temperature and decreasing weightage to 
the subsequent factors i.e. path length, neighbor queue length 
and its workload. Cost is calculated to find the potential best 
neighbor for forwarding the packet. At the source end, all best 
neighbors until destinations are computed to make a path list. 
Path list contains all the neighbors that will be used to deliver 
the packet. ATAR has taken all decisions at an individual 
node level. ATAR is lacking its view of congested and 
thermally active regions. If a particular neighbor has the least 
cost but if it is part of a congested or thermally hostile region. 
ATAR has little or no ability to identify congested regions due 
to an inflexible cost model. If such nodes are selected for 
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traversing packets, this leads to enhance congested areas hence 
higher heat dissipation and higher thermal issues. Centre of 
the network is naturally prone to become congested. Sending 
more packets to the congesting or throttling region can be 
fatal. 

There are multiple paths between source and destination. If 
a routing algorithm dynamically adjusts its cost model 
according to intermediate nodes current conditions then we 
can adaptively adjust and choose better paths to reach its 
destination. It is observed from literature; apart from thermal-
aware selection of algorithms, it is also necessary to include 
various other factors such as neighboring node temperatures, 
shortest path length, detection of congestion situation, and 
next router queue length. 

 

Fig. 1. Central node Neighbors of 3D NoC. 

III. METHODOLOGY 

 Nodes in NoC get heated up due to high power usage. 
Even a smallest of unwanted operations can play its role in 
increasing the temperature and that could lead to a disaster. 
Therefore, uncontrolled and excessive movement in the 
network should be avoided. Consider if the router is already 
busy in sending upstream packets to the desired output ports. 
New arriving packet has to wait for its turn in the packet 
queue at the input buffers. These excessive packets stall in the 
input buffers accelerate the heating process. In Fig. 1, it can be 
observed that if the central node of the network is 
experiencing heavy congestion then very quickly output 
buffers of neighboring nodes also start to observe congestion. 
Which means the congestion region will extend itself if it is 
not handled in time. As congestion is the primary cause of 
thermal aggravation and throttling. Congestion cannot only 
occur in the center of the network but it can occur anywhere 
within the chip. Therefore, packets cannot be allowed to just 

detour away from the center of the network to get thermal 
stability. Dynamic mechanism is required to handle and adjust 
according to the need and requirement of the situation within a 
chip. 

In this work a technique that can consider temperature, 
congestion and most importantly allow packets to adaptively 
select their next neighbor by dynamically adjusting weights of 
the cost model is proposed. Dynamically adjusting the cost 
model means, when NoC is thermally stable with no 
congestion proposed algorithm should consider shortest path 
on priority and allow packets to choose best possible paths 
with least workload to reach the destination. As soon as 
congestion starts occurring, the dynamic model should take 
actions adjusting it to choose paths with less congestion in 
reaching destination. Similarly, when thermal issue arises then 
priority will be given to the thermal issue to bypass the 
thermally active regions. In case of multiple issues, arising at 
the same time proposed dynamic weighted model will 
consider all parameters and provide a balanced approach 
suitable for the situation and need. 

A. Dynamic Weight Adjustment Model 

In this work, following parameters are considered as given 
below: 

1) Path Length is denoted by L, it is the number of hops a 

packet takes to reach its destination from source. Consider 

(x1, y1, z1) is the source and (x2, y2, z2) is its destination so 

path length will be calculated from the equation 1 below. 

   |     |   |     |   |     |           (1) 

According to equation (1) m is the number of rows in x 
dimension n is the number of columns in y dimension and o is 
the number of layers in z dimensions. 

2) Candidate node temperature is denoted by T and it is 

the current temperature of the immediate candidate node next 

is succession. 

3) Candidate node throughput is denoted by W and it is 

the current throughput of the immediate candidate node next is 

sequence. 

4) Candidate node Q length denoted by Q and it is the 

current Q length of the intermediate node next under 

consideration. 

This work is using the cost model presented in ATAR [21] 
equation (2). Where T is temperature, L is path length, Q is 
next router queue length and W is node throughput. T is 
responsible for temperature influence, L is responsible to 
cover path length till destination, Q is responsible for 
determining congestion in next buffer and W is responsible to 
reflect load on the link. 

                                   (2) 

Initially equal weights are assigned to i.e.           
  where            are respective weights of [T, L, Q, W] 

whereas  ∑     
 
  and                              . As 

traffic load increases and more and more packets start 
traversing to reach their destination, packets start occupying 
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buffers hence Q length will start to vary. Routers with the 
smallest Q length will be given priority as a next hop for the 
packet. Therefore, it will keep assigning new weights to the 
highest values of Q length. Similarly, with the passage of time 
throughput of the node will also reduce as traffic and 
congestion is increased. So, highest new weights will be 
assigned to nodes with highest throughput in order to choose 
the next hop node with highest throughput. As the traffic 
conditions are worsening especially under higher packet 
injection rates the congestion occurs and node temperature 
will begin to rise. If a node temperature exceeds its previous 
temperature then it will be known as new peak value and new 
weight will be calculated and assigned to the new peak value 
in a node. If a node experiences a temperature less than the 
new peak value a weight will be assigned accordingly. 

As all the parameters have their own intended weights. 
Technique cannot simply grant all parameters to use their 

intended weights and violate ∑     
 
 condition. Hence, 

weight management mechanism is required to regulate new 
intended weights among the parameters. For new weight 
formation first calculate the weight difference    given in 
equation (3).    is a difference between previous weight and 
new intended weight for any parameter. 

                                               (3) 

Where i= {1, 2, …C} and C is the number of all 
parameters under consideration. After calculating the 
difference between previous weights and new weights of all 
parameters, a weight bucket (WB) is formed. WB is a sum of 
all weight differences in all parameters equation (4). 

   ∑   
 
                     (4) 

Where i= {1, 2, …C} and C is the number of all 
parameters under consideration. After calculating the weight 
bucket, weight fraction is calculated. Weight faction WF is the 
equal share for all the parameters weight in the consideration 
equation (5). 

   
∑   

 
   

 
               (5) 

Where i= {1, 2, …C} and C is the number of all 
parameters under consideration. In the next step, weight 
fraction is added to the intended weight of the particular 
parameter and a new weight    is formed in equation (6) for 
calculation of the cost model given in equation (1). 

                                  (6) 

It can be observed that each node in the network will have 
its own weights and preferences according to the current state 
and condition of a particular node. Now if the routing 
algorithm has more than one possible neighbor to traverse, a 
better decision could be made according to the scenario a node 
is currently experiencing. 

Algorithm 1 TADWR 

Input: Source node, destination node, node temperature, workload, 

path length and queue length 

Output: path 

1: function TADWR( s_node , d_node, route_data) 

2:  if s_node= d_node then 

3:    directions ← direction_local 

4:  else 

5:     set i_node ← s_node 

6:     while i_node ≠ d_node  do 

7:        set dir ← getAvailableDirections(i_node) 

8:           for k Є dir do 

9:               set e ← i_node 

10:             Intended_weight1 ← getTempIntendedWeight(i_node,dir) 

11:             Intended_weight2 ← getPathlength(i_node, d_node) 

12:             Intended_weight3 ← getqueuelength(i_node, dir) 

13:             Intended_weight4 ← getWorkload(i_node,dir) 

                                                                  

                                ∑  

 

   

 

                                
∑   

 
   

 
 

                                                      

18:               set cost ← α1.e.T + α2.e. L + α3.e. Q + α4.e. W 

19:               if   V[s_node][i_node] +cost  <  V[s_node][e.next] then 

20:                    set V[s_node][e.next]← cost 

21:         end for 

22:         set i_node ← mincostNode(V, s_node, directions) 

23:     set directions ← direction_mincostnode(s_node, i_node) 

24:     end while 

25:   end else 

26: return directions 

B. Thermal-Aware Dynamic Weighted Routing (TADWR) 

Pseudo code for TADWR is presented in Algorithm 1. 
Algorithm takes arguments such as source node, destination 
node and route data (node parameters i.e. L, T, Q, W). Source 
node is denoted by s_node represents the node from which the 
packet has been initiated. Destination node is denoted by 
d_node, representing the node at which the packet will be 
terminated. In the beginning, the algorithm will check location 
of source node and destination node. If it is addressing itself, it 
will be terminated by returning direction Local in line 2-3. 
Checking for all possible directions available for the node in 
line 7-8.  Get parameter T, L, Q, W values from i_node. Find 
the intended weight for the intermediate candidate node all 
parameters line 10-13. Calculate change in weight (either 
weight loss or gain) in all parameters with respect to previous 
weights line 14. Calculate sum of all the weight changes and 
assigned to weight bucket WB line 15. Calculate weight 
fraction WF according to number of criteria and to be added in 
respective intended weights line 16-17.  The weighted cost 
sum is then calculated. In lines 19-20 the cost matrix is 
updated, if the calculated cost is less than the current cost.  
Now the minimum cost node will become the new i_node 
(intermediate node) and the minimum cost nodes direction is 
pushed in directions. In order to reduce the delay caused by 
the loop in the algorithm, parallel architecture is used to 
reduce the computation delay. 
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IV. SIMULATION RESULTS AND DISCUSSION 

TADWR routing algorithm has been simulated in Access 
Noxim [22]. Access Noxim simulator is a cycle accurate 
simulator integrated with HotSpot [23] and Noxim [24]. 
Noxim is designed by using the System C liberary. SystemC is 
an open-source hardware description language designed in 
C++. Noxim is portable and can run on any SystemC based 
infrastructure. NoC parameters can be defined and set using a 
command based interface, e.g. user  can set number of nodes 
in the network, traffic distribution system, buffer capacity, 
network size and dimensions, packet sizes, routing algorithm, 
traffic distribution time, packet injection rate, etc. Noxim can 
evaluate capability of NoC in terms of delay, throughput and 
power consumption. Noxim also possesses a transaction level 
mode where detailed analysis of even a single transaction can 
be made. HotSpot is responsible for providing architectural 
level thermal models. Overall Access Noxim is capable of 
providing thermal model, power model and network model of 
3D network-on-chip. 

A. Simulation Setup 

To evaluate the performance of the proposed routing 
algorithm, 8 x 8 x 4 3D NoC is considered. Parameters used in 
the simulation are listed in Table I. Different synthetic traffics 
are simulated to test the ability of TADWR as compared to its 
counterparts. TADWR is compared with state-of-the-art 
ATAR and fully adaptive routing algorithms. Each simulation 
is carried out for 200,000 cycles with different PIR (packet 
injection rate). PIR is varying from 0.02 to 0.22 with the 
interval of 0.02 (flits/cycle/node). A 0.02 PIR means each 
node sends 0.02 flits every clock cycle. The instance at which 
a packet is injected depends on the distribution of the time 
interval. 

TABLE I. SIMULATION PARAMETERS 

Parameters Value 

Network Dimension  8 x 8 x 4 

Simulation Time (Cycles) 200,000 

Warm-up Time (Cycles) 10,000 

Buffer Size (Flits) 16  

Packet size (Flits) 2~10 

Packet injection rate (flits/cycle/node) 0.02-0.22 

Packet injection interval 0.02 

Traffic Pattern 
Random, Shuffle, Hotspot, Bit-

Reversal 

B. Performance Evaluation 

The traffic patterns applied in this section are bit-reversal, 
random, shuffle and hotspot traffic. Global average delay 
(cycle) chart is presented for each simulation. ATAR uses 
fixed weighted cost model and TADWR uses dynamic 
weighted cost model whereas, fully adaptive does not use any 
cost model criteria for routing. The global average delay 
diagram of fully adaptive, ATAR and TADWR under bit-
reversal traffic is presented in Fig. 2(a). It can be observed that 
for the injection rate between 0.02 to 0.10 with the interval of 
0.02 both ATAR and TADWR have similar results but as 

injection rate increases it has begun to show diverse behaviors.  
Examining the graph reveals that the after 0.10 global average 
delay of TADWR with dynamic weight assignment has 
sustained as compared to ATAR, which has a fixed weighted 
cost model. As far as fully adaptive routing is concerned, it 
can be observed that it has rocketed up at PIR 0.10 due to 
unawareness of traffic congestion situation. 

The global average delay diagram of fully adaptive, ATAR 
and TADWR under random traffic is presented in Fig. 2(b). It 
can be observed that for injection rate between 0.02 to 0.10 
with the interval of 0.02 both ATAR and TADWR have 
similar results but as injection rate starts to grow the 
difference start to get more apparent. Analyzing the graph, it is 
obvious that after 0.10 global average delay of TADWR with 
dynamic weight assignment has sustained as compared to 
ATAR, which has a fixed weighted cost model. As far as fully 
adaptive routing is concerned, fully adaptive has sharply shot 
at PIR 0.10 due to unawareness of traffic congestion situation.  

The global average delay diagram of fully adaptive, ATAR 
and TADWR under shuffle traffic is presented in Fig. 2(c). It 
can be observed that for injection rate between 0.02 to 0.10 
with the interval of 0.02 both ATAR and TADWR have 
similar results but as injection rate starts to increase greater 
that PIR 0.10 the difference between ATAR and TADWR 
become clear. Analyzing the graph, it is obvious that after 
0.10 global average delay of TADWR with dynamic weight 
assignment is better than ATAR, which has a fixed weighted 
cost model. As far as fully adaptive routing is concerned, it 
can be seen that fully adaptive has skied sharply around PIR 
0.12 due to unawareness of traffic congestion situation. 

The global average delay diagram of fully adaptive ATAR 
and TADWR under hotspot traffic with 20 percent is 
presented in Fig. 2(d). It can be observed that for injection rate 
between 0.02 to 0.10 with the interval of 0.02 both ATAR and 
TADWR have identical results but as injection rate increases 
change in behavior is obvious.  Examining the graph tells that 
the after 0.10 global average delay of TADWR with dynamic 
weight assignment has sustained as compared to ATAR which 
has a fixed weighted cost model even in highly demanding 
traffic conditions. As far as fully adaptive routing is 
concerned, it can be observed that it has started to rise fairly 
early due to unawareness of traffic congestion situation and 
unable to cope with stressed traffic such as hotspot. 

 
(a) 
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Fig. 2. Comparison of Global Average Delay under Various Traffic Patterns 

(a) Bit-reversal Traffic (b) Random Traffic (c) Shuffle (d) Hotspot Traffic. 

C. Thermal Performance 

Simulations are conducted for steady state temperatures. 
The thermal results are shown in the Fig. 3 for random traffic 
pattern with packet injection rate (PIR) of 0.02 
(flits/cycle/node). The thermal image shows the drop in peak 
temperatures of the on-chip network of TADWR as compared 
to ATAR is around 6 K and massive 20K with respect to fully 
adaptive routing during extensive simulations and results 
comparison. 

 

Fig. 3. Thermal Profile Comparison under Random traffic (a) Fully 
Adaptive Routing (b) ATAR (c) TADWR. 

This indicates that TADWR achieves better thermal 
optimization with respect to other routing algorithms 
considered in this study. The simulations at each PIR have 
been repeated for a number of times to guarantee the accuracy 
of results. Fully adaptive shown in Fig. 3(a) has the highest 
thermal profile; this is due to the fact that fully adaptive 
routing does not consider thermal parameters during the 
routing process. In the case of ATAR, temperature imbalance 
occurs due to longer routes. Consequently, increases in 
congestion in the network leads to high thermal profile in the 
3D NoC shown in Fig. 3(b). TADWR provides a better 
thermal profile than other routing algorithms. Thermal profile 
for TADWR at PIR 0.02 is illustrated in Fig. 3(c). On higher 
PIR, the peak temperature of the top layer is increased up to 8 
K at PIR 0.10 and 10 K at PIR 0.22 with respect to thermal 
profile of TADWR at PIR 0.02. 

V. CONCLUSION 

This work proposes a thermal-aware dynamic weighted 
routing TADWR. TADWR can consider temperature, 
congestion and most importantly allow packets to adaptively 
select their next neighbor by dynamically adjusting weights of 
the cost model. Weight management mechanism is designed 
to regulate new intended weights among the parameters to 
work according to network situation and need of time. In 
contrast to previous work, proposed approach achieves better 
and balanced thermal distribution, improved network 
efficiency, and less hotspot in a chip. TADWR performs 
extremely better when in heavy packet injection rates in terms 
of global average delay having 17-33 percent improvement 
under different synthetic traffic scenarios. Thermal profiling 
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of TADWR is also clearly better than other routing 
algorithms. This work is limited to fully-connected 3D mesh 
topology. It can be further extended to become fault-aware in 
future. 
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Abstract—The Internet of Things (IoT) protocols have 

encountered great challenges as the growth of technology has led 

to many limitations of the performance of the IoT protocols. 

Message Queuing Telemetry Transport protocol (MQTT) is one 

of the most dominant protocols in most fields of smart 

applications, so it has been chosen in this research to be a use 

case for implementing and evaluating a new proposed Back-off 

algorithm that is designed to eliminate suspicious and fake 

messages by calculating an initial frequent rate for each 

publisher connected to the MQTT broker. The proposed Back-

off algorithm was designed to mitigate the traffic load of the 

uplink traffic by applying an exponential delay factor to 

suspicious publishers. Another priority scheduling algorithm was 

proposed to classify publishers as high priority or low priority 

depending on the new calculated frequent rate. The two 

algorithms were implemented on the Mosquitto broker and 

evaluated using a simulation environment by measuring specified 

performance metrics. The simulated results proved that the 

Back-off algorithm eliminated network load and introduced an 

acceptable range of CPU and RAM consumption. The results 

also concluded that the priority classification algorithm managed 

to reduce the latency of high-priority publishers. 

Keywords—Back-off algorithm; priority scheduling; MQTT 

protocol; average transmission frequency rate; IoT protocols 

I. INTRODUCTION 

Binding the whole world became an easy mission by using 
new technologies with the aid of the internet. One of the most 
important and modern technologies that conquer all the fields of 
human life is the IoT (Internet of Things) in which any group of 
devices can be connected and communicate together without the 
need for any interference or intervention of humans. Accessing 
and controlling remote applications and remote information has 
become easier and faster because of IoT. IoT extended the 
capabilities of the internet to cut across ordinary computers by 
allowing smart devices or actuators to send and receive 
information remotely from different environments and 
networks. 

The most important fields of human life that depend 
nowadays on IoT are Healthcare and wearable devices [1], 
where treatment and patient follow-up became easier for the 
medical board and for patients themselves without the need of 
the presence of doctors and patients in the same place, smart 
agriculture [2] depends on IoT as monitoring soil and factors 
affecting agriculture crops can help in increasing the quantity 
and quality of final products, smart homes[3] and smart cars 

where the dream of an automated life became true and modern 
houses are equipped with sensors which react with human to 
facilitate our life and help elderly [4] like door authentication 
scheme sensors [5], temperature sensors to adjust air 
conditioner [6] automatically, car sensors that allow car parking 
automatically [7] with only flipping a switch and other sensors 
that can be managed remotely with smartphones. 

Due to the diversity of IoT applications in different fields of 
life, various types of IoT protocols are employed depending on 
the required function of the protocol. These protocols can gather 
data from sensing nodes or send data and manage 
communication between sensing nodes and the processing 
nodes depending on the function required from the protocol at 
every point in the network, a suitable protocol was 
employed [8]. 

One of the most widespread protocols is the Message 
Queuing Telemetry Transport protocol (MQTT) which is a 
small and lightweight messaging protocol suitable for resource-
constrained and machine to machine (M2M) networks and 
relies on the TCP/IP protocol with a publish/subscribe model. 
The main function of the MQTT protocol is to gather data from 
sensing nodes, which are called publishers, and send them to a 
central intermediate device called a broker, which in turn sends 
this data to the required destination, which is called a 
subscriber. 

MQTT [9] is primarily used for low bandwidth and high 
latency networks as it has a small fixed header of 2 bytes and 
depending on the publish/subscribe model which guarantees 
flexibility and simplicity of communication [10], it also used in 
loosely coupled networks as publisher and subscribers are not 
connected and they do not need to be available at the same time. 
On the contrary, publishers and subscribers do not know the 
availability or identification of each other. MQTT is considered 
to be a many-to-many protocol as many subscribers and 
publishers can be connected to the broker at the same time. 
UTF-8 string topics like mynewhouse/myroom1/temperature 
are used for message addressing in a hierarchal structure form 
that can use single-level wildcards by using + character or 
multilevel wildcards by using # character besides using 
SSL/TLS for security. 

Publisher or subscriber can select one of three quality of 
service (QoS) levels defined in MQTT protocol depending on 
the employed system and network condition [11] so, message 
delivery assurance is performed depending on the selected level 
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of QoS. For QoS 0, the message is delivered at the best effort at 
most once without any message acknowledgment or reception 
assurance, so it is called "fire and forget". QoS 1 ensures 
message receiving at least one time. The sender keeps the 
message stored at its side until the reception of acknowledgment 
of the message from the receiver. Thus, if an acknowledgment 
was not received at a certain predefined time, the sender would 
send the same message again until receiving acknowledgment 
thus message could be sent several times to the receiver. QoS 2 
uses 4-way handshaking for sending a message, so it is called 
"exactly once" because this level ensures the message receiving 
only one time without any duplication. 

The main central device that is responsible for receiving and 
sending messages from publishers to subscribers is called the 
MQTT broker. The broker is responsible for message 
organization and distribution of messages among publishers and 
subscribers. It can handle thousands of connections 
simultaneously. It accepts messages from publishers then 
manages filters and distributes messages to the appropriate 
subscribers depending on the associated topics identified by 
subscribers. Many organizations have developed and 
implemented different brokers for the MQTT protocol that vary 
in features and programming language but all of them are made 
to operate with the MQTT protocol and to meet its 
specifications. The most famous brokers are Mosquitto which is 
an open-source written in C as a part of Eclipse Foundation and 
applicable for low powered devices because of being a very 
lightweight broker, RabbitMQ which is written in Erlang 
mainly to support AMQP protocol and MQTT protocol but it 
lakes some features of MQTT like QoS 2, HiveMQ is another 
famous MQTT broker written in Java with high and efficient 
performance and 100% compliance with MQTT protocol, and 
VerneMQ which is written in Erlang/OTP as a distributed 
MQTT message broker. 

MQTT is implemented in different widespread applications 
such as Health care monitoring devices and sensors that rely on 
IoT technology [12], social media like Instagram, a Facebook 
messenger [13], energy monitoring in industrial applications 
[14], surveillance [15], smart farming and soil states monitoring 
[16], android application and smart homes[17]. 

II. MQTT CHALLENGES 

Despite having many advantages, such as its lightweight, 
simplicity of implementation, deploying it in most of the life 
applications, and consuming lower power than other available 
protocols, MQTT has many open issues and faces some 
challenges that may affect its performance in critical 
applications. Some security issues that need to be solved to 
enhance the performance of MQTT as mentioned in [18], data 
transit attacks, scalable key management, and the overload 
resulting from TLS are the major security problems that some 
new researchers are concerned with. 

In [19], some security issues were discussed and some 
mechanisms were presented that can help to enhance data 
encryption, authentication, and confidentiality between clients 
and brokers. It also proposed a Value-to-HMAC that can be 
used to ensure message disclosure only by its specified client. 
High latency and high bandwidth consumption for constrained 
applications may be considered as a critical open issue of 

MQTT. As it relies on the TCP protocol, latency and bandwidth 
consumption are considered to be high because of the 
exchanged acknowledgments and using the triple handshake of 
TCP and QoS as mentioned in [20]. 

When comparing MQTT with Constrained Application 
Protocol (COAP), in the case of losses, the COAP protocol 
shows fewer delays than MQTT because of the TCP 
handshaking over heading that leads to more delays as results 
obtained in [21]. 

Another study to measure the performance of MQTT [22] 
was done using an NB-IoT system that provided simulation 
results that showed using TCP has a negative impact on the 
performance of the MQTT protocol when compared to the 
COAP protocol that uses UDP as a lightweight and cheap 
reliability confirmation process. This leads to the fact of adding 
TCP for reliability leads to less service availability than using 
UDP, especially when deployed with MQTT it affects the 
overall delay. 

Most IoT applications and protocols are exposed to 
malicious hacking where a hacker can abuse a client or any IoT 
device to send fake messages only to keep the network busy and 
degrade the performance of the connected devices. Besides that, 
any sensor can be exposed to uncontrolled external factors that 
can affect the performance of the sensor itself, like sending the 
same message several times or accelerating the response and 
sending rate of a sensor. All that mentioned problems affect the 
communicating protocol and misbehave its performance, 
leading to more limitations that affect its performance. 

MQTT-SN [23] is a new modified version of MQTT that 
mainly developed to operate with sensor networks was 
proposed to overcome the previously mentioned problem of 
TCP overhead work over UDP instead of TCP. 

This paper contributes to proposing a new algorithm to help 
overcome some of the presented problems and limitations of 
IoT protocols, especially MQTT protocol that affects the 
communication delay of the overall traffic of the network. By 
proposing a new Back-off algorithm that organizes the 
communication between the broker and publishers to prevent 
overloading and, hence, broker failure due to unnecessary or 
fake messages. Besides proposing a second algorithm that can 
coordinate the publishing of messages between publishers 
depending on specified priority parameters that help critical 
messages to be delivered in time and reducing the latency of 
these messages. 

III. RELATED WORK 

Because of the huge growth in the number of IoT devices 
and applications, the number of messages generated from IoT 
devices and sensors has increased. This increase leads to great 
congestion and packet loss in some cases, resulting in a great 
increase in latency, besides requiring high processing power and 
a high amount of consumed bandwidth. So, the whole world 
tends to solve these limitations by introducing new layers of 
computing like edge, fog, and cloud computing [24], where, 
cloud computing offers renting only the required amount of 
resources where gathered data that needs further processing can 
be transmitted to this layer. Transmitting data to this layer is 
suitable for data that needs high processing. However, it can 
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affect sensitive data, especially real time data, and increase its 
latency. 

The need for intermediate processing layer leads to the fog 
layer where it refers to moving computers with sufficient 
storage and processing capabilities near to the sources of data 
for further processing without the need of transferring data to 
the cloud layer that will reduce the latency caused by 
transferring data to the cloud layer. So, it decreased the amount 
of data needed to be transferred to the cloud layer. 

Due to the processing of data near to data sources, 
responsiveness and throughput of applications will be increased 
as processing data in this layer will be faster than processing it 
in the cloud layer. The need for edge computing will be raised 
as this layer will allow processing of data to be transferred near 
to the edge of the network, which suits the most sensitive and 
real time data, such as data generated from healthcare devices 
and sensors. Because of this advancement, not all IoT 
application layer protocols can operate in these modern 
processing layers [25]. Only special protocols have the 
capability of transferring data between these layers. One of 
them is the MQTT protocol, which can operate on constrained 
devices and even with cloud processing servers because of its 
simplicity and flexibility. To cope with these new layers of 
processing, it has become critical to modify MQTT and add 
new features to its broker. 

One of these MQTT enhancements was [26], where the 
authors proposed a new model for MQTT edge and fog 
communication. That model was called the multi-tier edge 
computing model, in which a broker was added in the fog layer 
besides the primary broker in the cloud layer, where users could 
communicate directly with the fog layer broker rather than 
communicate with the cloud broker. That led to reducing the 
overall latency. The simulation environment was created to test 
the proposed model as three levels of devices were created, 
which are IoT devices, fog instances with the introduced 
intermediate broker, and cloud components with the primary 
broker. The simulation results were compared with the original 
MQTT IoT-based broker and proved that the overall latency 
was decreased and performance outperformed the original 
model. 

MQTT has many new features, and modern research is 
concerned with enhancement of this protocol not only to 
upgrade its performance in IoT but also to serve the edge and 
fog layers. [27] Proposed a novel authentication mechanism for 
ensuring data privacy and integrity where the authors presented 
security threats to the IoT layer and MQTT attacks. When a 
broker is installed on all edge hubs to use the MQTT protocol in 
edge computing, the authority's complexity grows, and the 
challenge of dealing with a large number of brokers develops. 
Generally, IoT devices transmit a certain message to maintain 
availability with the broker, and this operation might generate a 
bottleneck due to several brokers installed on the edge hub. As a 
result, a system is required to supervise brokers installed on all 
edge hubs and to exchange data between many edge systems 
without further affiliation with brokers by using cryptography 
calculations of RSA and AES to encrypt the payload in order to 
make the correspondence more secure. 

Another new feature of MQTT was presented in [28], where 
integration between blockchain and IoT systems has been done 
and deployed in the edge layer to obtain the advantages of 
blockchain decentralization in securing the IoT systems using 
the MQTT protocol, which in turn will increase the overall 
performance and security of the MQTT protocol. To control the 
transmission of data, the authors utilized the MQTT protocol 
and a central edge server as a broker. The IoT network will send 
and receive data via a secure link provided by blockchain. 

In the field of machine learning, the MQTT protocol has 
attracted a great deal of attention. Some research has been 
concerned with attacking MQTT to overcome its security 
limitations by using a random forest algorithm for detecting 
attacks, as in [29], and other research has been concerned with 
generating new datasets like [30] that can help models in 
training to detect more attacks on the MQTT protocol. 

All of the mentioned new research and new features of 
MQTT were concerned with security and decreasing latency, 
with an overall increase in the performance of the MQTT 
protocol. This research, on the other hand, is concerned with 
reducing a network's overall traffic in the event of congestion, 
which can result in significant packet loss. The concept of the 
Back-off algorithm was introduced to the MQTT broker to 
decrease suspicious traffic and a new mechanism of assigning 
priority was proposed to filter and categorize received 
messages. 

A. Back-off Algorithm in IoT 

Exponential Back-off is a prominent algorithm mainly used 
in networks to efficiently separate the repeated retransmission 
of messages or data by a random delay time depending on the 
slot time to eliminate network congestion. This algorithm is the 
organizer of retransmitted packets in the CSMA/CD after a 
collision is detected as it identifies the waiting interval for 
collisional stations after collision depending on the number of 
collisions and the slot time. Each collide station picks a random 
integer that can be presented by k from the contention window 
to wait a period = k * slot time. If the collision occurs in for the 
same packet, the contention window will be doubled. For 
example, if the first collision occurs, a contention window will 
be between 0, 1 and each station choose a random integer of it 
and the probability of collision will be decreased to 50%. If a 
collision occurs again the contention window will be doubled 
and become {0, 1, 2, 3} and each station will choose a random 
integer then the probability of collision will be decreased to 
25% and so on. The contention window is doubled for each 
collision and the waiting time increases exponentially. 

Due to the great revolution in communication systems, 
wireless systems need new solutions that can control congestion 
and delay of messages. One of these new solutions was 
proposed in [31] as a new algorithm that is based on the 
concepts of the Back-off algorithm to help in improving the 
MAC-layer performance by queuing the packets based on their 
delay. This algorithm was evaluated in a dynamic wireless 
sensor network where the network consists of several mobile 
nodes by defining a new parameter called delay timer used for 
reducing the number of dropped packets. Based on this 
parameter, packets are queued and served with a minimum 
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delay timer first with a reduction in energy processing and a 
high delivery ratio of packets. 

The Back-off algorithm also has a vital role in Wireless 
Body Area Networks, where [32] proposed a channel switching 
procedure by a rescheduling algorithm based on optimal Back-
off time. By identifying the neighboring list, current channels 
can be switched to one of its neighboring lists in the case of 
performance degradation. 

B. Priority Scheduling in IoT 

Scheduling messages based on certain criteria is a severe 
issue in assigning tasks to CPUs, hence the IoT extended that 
concept to schedule tasks and received messages in a variety of 
IoT applications. Some applications use the ordinary contending 
priority algorithms such as Frist Come First Served, Round 
Robin or Shortest Job First or any of other primary scheduling 
algorithms. Other applications imposed a modified scheme of 
scheduling based on the procedure applied to that application or 
technology. 

In the transportation field [33], an application was designed 
to overcome the problem of traffic congestion using the IoT 
environment by proposing a traffic monitoring system that in 
turn controls the passing of vehicles depending on an assigned 
level of priority to each lane where high priority passing 
vehicles lane is assigned to the lanes with high traffic. 

Smart homes have gained great attention for achieving 
priority scheduling among their huge number of deployed 
sensors and applications. The author in [34] introduced a new 
technique for evaluating contextual priorities that is concerned 
with non-functional requirements based on the end user's 
preferences, and context awareness. According to the current 
context, a context-aware system can adapt itself with the aid of 
a developed web platform that asks users to classify their 
preferences then users validate the assigned priority scheduling. 
As a result, users were satisfied with the tested scenarios that 
coped with their choice of contextual factors. 

For healthcare, [35] has classified received data from 
healthcare sensors into two categories as emerging data that has 
a higher priority level or vital data that has a lower priority level 
to save the battery life of wearable devices as much as possible. 
An efficient routing protocol based on these two categories of 
priority classification was proposed to deliver high-priority data 
with direct communication. In contrast, low priority data will be 
delivered using multi-hop communication. 

Priority scheduling is one of the big open issues of the 
MQTT protocol because it does not have any priority algorithm 
of its common brokers. The author in [36] proposed a priority 
algorithm in which messages were classified into three 
categories. Based on the category, messages were classified into 
three queues as normal or critical or urgent queues inside the 
broker itself. Messages in the urgent queue have the highest 
priority to be served first, which causes the latency of these 
messages to become smaller and the message loss rate is 
decreased. However, this algorithm was concerned only with 
the latency and the loss rate of urgent messages and ignored the 
latency of the overall network and the consumed memory 
assigned to each queue. 

As mentioned before, MQTT has no priority algorithms for 
message scheduling. Even the proposed [36] algorithm is 
concerned only with the urgent messages, not the overall 
performance of the protocol. Besides, the priority level was 
assigned by the client itself that allows any message to be 
urgent without any constraints or predetermined specifications. 

IV. INTEGRATED BACK-OFF WITH PRIORITY SCHEDULING 

ALGORITHM 

A. Proposed Back-off Algorithm 

The proposed exponential Back-off algorithm aims to 
reduce network congestion by slowing down the transmission 
rate of suspicious devices. For each client connected to the 
broker, the broker will record the arrival time of the first 
message then repeat that for the next N messages. The time 
interval length between every two consecutive messages will be 
calculated to obtain an average frequent rate for each client. 
After a chosen N messages, the broker will have a saved 
average of the publishing frequent rate for each client. When the 
publisher asks the broker to send a new message, the broker 
compares the current publishing frequent rate with the initial 
average frequent rate of that publisher. If the current rate is 
higher than the initial rate, then that publisher may have a 
problem or be under attack. So the broker activates an 
exponential Back-off algorithm to hold on receiving from that 
client until a specified waiting time depending on a calculated 
delay factor based on the current frequent rate of that publisher. 
The exponential delay continues with a publisher whenever the 
current publishing rate became until the publisher reaches its 
original frequent publishing rate. That delay will reduce 
communication between these publishers and reduce network 
overload. Fig. 1 shows the flow chart of the proposed Back-off 
algorithm steps. 

 

Fig. 1. Flowchart of Proposed Back-off Algorithm Steps. 
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Fig. 2. The Proposed MQTT Back-off based Broker Structure. 

The proposed Back-off algorithm can be deployed into the 
Mosquitto broker for the MQTT protocol to test the 
performance of the network under the new Back-off algorithm. 
The Mosquitto broker, the most common broker for the MQTT 
protocol was chosen because of its simplicity and its lightweight 
as it is written in C language. Fig. 2 shows the proposed MQTT 
Back-off based broker structure as it is modified according to 
the proposed Back-off algorithm. The detailed steps of the 
proposed Back-off algorithm were presented sequentially in 
Algorithm1 under the name of enhanced Back-off algorithm as 
it differs from the original CSMA/CD Back-off algorithm in the 
deployed layer, function, and execution. 

Algorithm1: Proposed Back-off algorithm. 

INPUT: Messages received from publisher M1, M2, M3, .MK, 

Number of messages selected for calculating average frequent rate N. 

OUTPUT: Delay factor Df, Average frequent rate FRavg, New 

frequent rate FRnew  

00 For each publisher Pj 

01  For Mi =1 to Mi = N 

02  Save TMi 

03  Calculate Time interval I (Mi, Mi+1) + = TM (i+1) -TMi  

04  End for 

05 FRavg = 1/[ I (Mi, Mi+1) / (N-1)] 

06 Save FRavg in Array FRPj [ ] 

07 End for 

08 For each new message i = N +1 to i = k 

09 FRnew = (1/ I(Mi, Mi+1) 

10  If FRnew  <  FRavg 

11  Calculate Df for the current message Mi  

12  Set waiting time for Mi = Df  

13  Accept Backed off message for subscribing 

14  Else  

15  Accept message for subscribing 

16  process accepted messages  

17  End If 

18 Return Df, FRavg, FRnew 

B. Back-off Delay Factor Calculations 

The Back-off delay factor depends on the current frequent 
rate as it is an exponential function of the current frequent rate 
where DF represents the Back-off delay factor. Whenever the 
current frequent rate increases, DF for this publisher will 
increase until the publishing rate degrades to the original 
frequent rate. Hence, the Back-off delay factor reaches its 
threshold or its maximum value then terminates the Back-off 
algorithm and begins again if the new frequent rate exceeds the 
average frequent rate. 

Suppose a publisher P sends a number of messages K and M 
represents a sequence of published messages [M1, M2, 
M3,….MK]. Each message arrives at Time T where TMi is the 
arrival time saved for message Mi. For the first N messages, an 
interval of time I between every two consecutive messages was 
calculated in seconds to obtain the average frequent rate FRavg 
of publisher P where I can be calculated from (1). 

IMi,( Mi+1) = TM (i+1) -TMi              (1) 

Let N =4, where the number of messages selected by the 
user to calculate the average frequent rate for each publisher. 
Then three intervals of time I1, 2 , I2,3 , I3,4 will be calculated 
to get the average frequent rate in messages per one second 
from (2). 

FRavg = 1/ ( ∑              
          )            (2) 

After calculating the average frequent rate, new messages 
from P will be received. To calculate its current frequent rate, 
let FRnew is the new current rate that can be calculated from (3) 
where I MN, (MN+1) = T (M (i = N+1)) –T (M (i =N)) that represents the 
new time interval between the new message MN+1 and the 
previous message MN. 

FRnew = (1/ IMN, (MN+1))              (3) 

After calculating FRnew for the new message, it will be 
compared with FRavg. If FRnew exceeds FRavg then a delay 
factor Df can be calculated as an exponential function of FRnew 
in (4) will be added to that publisher's message. 

Df = e (FRnew)               (4) 

For example, if publisher P sends 5 messages per 30 
seconds at a regular rate, by using the mentioned equations 
FRavg will be 0.16 messages per second. If the publisher 
continued with the same rate or less than that rate, the Back-off 
algorithm will be inactive. If FRnew > FRavg, the Back-off 
delay factor will be calculated and applied to the message in 
turn. 

Table I shows the effect of changing frequent rate on the 
delay factor with different increased frequent rates for the same 
publisher until reaching the maximum value of delay. Fig. 3 
shows the exponential increase of delay factor based on the new 
calculated frequent rate until reaching the maximum allowed 
delay value. 

C. Proposed Priority Scheduling Algorithm 

Previously mentioned that MQTT protocol has no 
methodology for priority scheduling messages as any message 
received will be forward directly irrespective of its priority 
level. So, if 2 messages arrived at the same time which one will 
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be processed first, this decision never exists in the MQTT 
broker as there is no priority scheduling. 

Based on the calculated average frequent rate recorded 
previously in the broker of the MQTT protocol, K number of 
publishers can be classified into levels based on the average 
frequent rate as the higher frequent rate is assigned the lower 
priority level donated by PRL as mentioned in (5) and the lower 
frequent rate is assigned a higher priority level donated by PRH 
as mentioned in (6) where Pi FRavg is the average frequent rate 
for publisher Pj. 

PRL = MIN {P1FRavg, P2FRavg, P3FRavg,.…PK FRavg}            (5) 

PRH = MAX {P1FRavg, P2FRavg, P3FRavg,.…PK FRavg}            (6) 

For example, a sensor that sends one message every 24 
hours has a higher priority than a sensor that sends a message 
every one second. As in the case of congestion, the first sensor's 
data may be lost and cannot be retrieved or resent unless the 
next 24 hours be over. Depending on the factor of original 
publishing frequent rate, the arrived messages are arranged in a 
queue for processing based on the assigned priority level. 

This algorithm can be implemented with the Back-off 
algorithm to organize the overall network communication, 
where a network administrator can control the activation of this 
algorithm depending on the nature of connected devices, as the 
main goal of this algorithm is to assign priority to the connected 
devices from the broker's side, not from the client's side, where 
any hacker cannot assign himself a high priority. 

TABLE I. DELAY FACTOR VARIATION ACCORDING TO INCREASING IN 

NEW FREQUENT RATE 

Number of messages per 

seconds 
I Mi, ( Mi+1)  FRnew Df 

10 messages/30 seconds I1= 3 seconds 0.3 1.3 seconds 

20 messages/30 seconds I2= 1.5 seconds 0.6 1.82 seconds 

30 messages/30 seconds I3= 1 seconds 1 2.7 seconds 

40 messages/30 seconds I4 = 0.75 seconds 1.3 3.66 seconds 

50 messages/30 seconds I5 = 0.6 seconds 1.6 4.95 seconds 

60 messages/30 seconds I6 = 0.5 seconds 2 7.38 seconds 

 

Fig. 3. The Exponential Growth of Delay Factor According to Increased 

New Frequent Rate. 

Algorithm2: Priority scheduling algorithm based on 

frequent rate 

INPUT: Average frequent rate Array for publishers {P1, P2, 

P3…Px} FRPj [ ] 

OUTPUT: priority level of publishers PRpj 

00 Recall FRPj [ ] from Back-off algorithm 

01 For each publisher pj 

02 Get Max of FRPj [ ] 

03 Get Min of FRPj [ ] 

04 If Pj FRavg> Max of all items of Array FRPj [ ] 

05  Set priority level of Pj = PRL 

06  Set location of Pj FRavg = last item of Array FRPj [ ] 

07 Else if Pj FRavg < Min of all items of Array FRPj [ ] 

08  Set PRPj = PRH 

09  Set location of Pj FRavg = 1st item of Array FRPj [ ] 

10 Else  

11  Sort Array FRPj [ ] 

12  Set PRPj = location of Pj FRavg in Array FRPj [ ] 

13 End if 

14 Increment of j 

15 Return PRpj 

V. EVALUATION AND RESULTS 

The open source Mosquitto version 1.6.12 broker was 
chosen for evaluation and implementation of the new proposed 
algorithm as it offers free, simple, and open-source libraries 
written in C language that helped in modifying the broker 
source to deploy the new algorithm in it. The Mosquitto Broker 
was implemented on windows 10 pro, Intel® core ™ i7 
machine with 16 GB RAM and 64-bit operating system. With 
the aid of open-source libraries supported by the Eclipse Paho 
project, the publishers and subscribers were implemented on the 
same machine. 

Simulation experiments were done on a variable number of 
publishers and subscribers in each experiment. Starting from 
only 2 publishers reaching 100 publishers, the performance 
metrics were measured for each experiment respectively. The 
Wireshark which is a network tracer program was used to 
capture network traffic and consumed bandwidth. Consumed 
CPU and RAM were measured and captured on the same 
workstation using the jconsole application. 

A. Network Traffic Load 

The most important metric to be traced and measured was 
the network traffic, especially from the publisher's side, which 
is uplink traffic, because it is the main issue that this paper is 
concerned with to eliminate suspicious and undesired traffic 
from the publisher side that affects the performance of the 
MQTT broker. Fig. 4 illustrates the uplink traffic for discrete 
experiments using individual 2, 5, 10, 20, 30, 50, 100 
publishers. Each experiment was traced for 10 minutes resulting 
in the number of bytes transferred in this specified period. For 
the Back-off MQTT broker, publishers were set up to publish 
the first 4 messages regularly at constant frequent rates then 
random intervals of time between messages were inserted to 
create suspicious publishers and force the Back-off algorithm to 
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be activated. Compared with the original MQTT broker, the 
occupied traffic was decreased in the Back-off broker by 
filtering out the fast rate messages from suspicious publishers. 
As shown in Fig. 4 for the original MQTT broker, whenever the 
number of publishers becomes larger the load on the broker 
becomes heavier and the network becomes exposed to 
congestion. In contrast with Back-off MQTT, the network is not 
exposed to congestion and still can serve a larger number of 
publishers than the original MQTT broker. 

According to Fig. 4, as the load becomes heavier on the 
broker due to the increasing number of connected publishers, 
the Back-off broker can manage traffic and accept a higher 
number of publishers. However, the original MQTT broker 
suffers from congestion and a high load of unwanted messages 
that raise the network traffic. Taking 30 publishers as a use case 
experiment for evaluating the new algorithm, the MQTT broker 
consumed 29400 bytes in 10 minutes, whereas Back-off MQTT 
consumed 24700 bytes in 10 minutes. 

B. CPU Load 

The second metric to be measured is the used CPU during 
four whole minutes. It is expected that the processing power for 

calculating the Back-off algorithm will be increased because of 
the sophisticated calculation of temporal frequent rate for each 
new message. However, the simulation results in Fig. 4 show 
that a slight increase in processing power can be equal to less 
than 0.75 % percent, which emphasizes that the Back-off broker 
can be implemented in IoT applications and resource-
constrained devices. Fig. 5 shows that the maximum consumed 
processing power for the original MQTT broker was 2.53% 
whereas the Back-off MQTT broker consumed 3.53% where 
the difference is less than 1% that IoT devices can handle. 

C. Consumed RAM 

The third metric to be measured is the consumed RAM for 
the Back-off MQTT broker and the original MQTT broker. 
Fig. 6 compares the consumed RAM for 30 connected 
publishers in both cases with a table that shows the exact value 
of RAM consumption. The figure shows that the consumed 
RAM is approximately equal in both cases despite using the 
calculations of delay factors and saving the arrival time of N 
messages to calculate and save frequent rates. This proves that 
the Back-off broker utilizes small RAM like the original broker 
and can be applied to IoT devices easily. 

 

Fig. 4. Uplink Traffic for MQTT broker and Back-off MQTT Broker. 

 

Fig. 5. CPU Consumption for MQTT Broker and Back-off based Broker. 

2 5 10 15 20 30 50 100

MQTT broker 7225 9520 11980 15460 18260 29400 57300 100500
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Fig. 6. RAM Consumption for MQTT Broker and Back-off Broker. 

 

Fig. 7. The Latency Variation for High Priority Publisher in MQTT Broker and Back-off Broker. 

D. Latency 

The latency was the most important metric to evaluate the 
proposed priority scheduling mechanism as the high-priority 
publishers should have fewer latency measurements. The 
experiment was done to measure the latency of messages for 
one publisher with a high priority level in the MQTT broker and 
was repeated for the Back-off MQTT broker. Fig. 7 shows that 
the same publisher was exposed to less latency in Back-off 
Mosquitto with priority scheduling than the latency measured 
by the original MQTT broker. As shown, the maximum latency 
that was recorded for the Back-off broker was equal to the 
minimum latency recorded by the original broker. As a result, 
high-priority publishers can publish with less latency than other 
low-priority publishers, as they have the priority of publishing 
their message immediately. 

VI. CONCLUSION 

This research paper proposed a new Back-off algorithm that 
was designed to eliminate the effect of network and traffic 
congestion in IoT protocols. The problem was driven by 
suspicious clients or clients with undetected errors that affect 
the performance of the network. The MQTT protocol was 
chosen to be tested and evaluated under the new Back-off 

algorithm. Some performance metrics such as uplink traffic 
showed better traffic performance and less congestion than the 
original broker. Also, the CPU and RAM consumption were 
measured to record approximate results as the original broker 
that proved the ability to deploy that algorithm in resource-
constrained devices. Another algorithm for priority scheduling 
was designed specially to cope with the new Back-off algorithm 
and the MQTT broker as it does not possess any priority 
scheduling algorithms. The experimental results recorded less 
latency for the high-priority publisher in the Back-off broker 
than the original broker. 

Generally, the proposed Back-off and priority scheduling 
algorithms showed an acceptable result for RAM and CPU 
consumption with a minimum traffic load that leads to the 
ability to be employed in constrained resource devices. 

VII. FUTURE WORK 

The MQTT protocol was chosen to be a use case for 
evaluating the new algorithm because of its simplicity and its 
prevalence. However, the new proposed algorithm can be 
employed in another IoT protocol to increase its performance. 
AMQP has a similar structure to the MQTT protocol and it 
relies on distributing messages in queues that can help in 
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deploying the priority based on frequent rate algorithm for this 
protocol easily. Besides AMQP, the COAP protocol was 
designed for resource-constrained devices that can afford the 
implementation of the new proposed algorithm with higher 
performance metrics. 
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Abstract—This research investigates the user experience (UX) 

of the Moodle e-learning system employed at one university in 

Malaysia from students’ perspectives. Comprehensive user 

experience (UX) criteria were suggested, which was adopted from 

two reliable criteria, to evaluate the user experience (UX) of the 

e-learning system. The suggested comprehensive user experience 

(UX) criteria consist of 8 categories and 29 corresponding sub-

categories; these can be used to evaluate teaching and learning, 

usability, and hedonic aspects of an e-learning system. Semi-

structured interviews and questionnaires were employed based 

on the suggested user experience (UX) criteria to collect 

qualitative and quantitative data regarding users’ experience 

(UX) of the tested e-learning system. The results showed that the 

e-learning system had positive user experience (UX) in general 

from the students’ perspectives. The results also showed that the 

students were satisfied with most of the metrics related to 

teaching and learning, usability and hedonic. However, the 

students identified some challenges they faced while interacting 

with the e-learning system which could be improved in order to 

improve their user experience (UX) and gain more benefits from 

a good user experience (UX) e-learning system. 

Keywords—User Experience (UX); e-learning system; Moodle; 

usability; learning management system 

I. INTRODUCTION 

The importance of e-learning is well recognized globally 
due to the continuous advancement in information technology 
and the rise of Internet adoption worldwide. The COVID-19 
pandemic has increased the importance of e-learning as it has 
facilitated education in proceeding worldwide during the 
lockdown [1]. e-Learning is defined as: “Education that uses 
computerized communication systems as an environment for 
communication, exchange of information and interaction 
between students and instructors” [2]. The e-learning market 
is growing rapidly worldwide; it is expected that it will reach 
$336.98 billion by 2026 [3]. 

e-Learning is conducted based on learning management 
systems which are related to software systems that support the 
management of educational courses, either in the traditional 
face-to-face classroom courses or in blended or distance 
education [4, 5]. The use of learning management systems 
improves the quality of teaching, facilitates access to 
educational materials, and supports synchronous and 
asynchronous interactions between staff and students [6]. 

Learning management systems can be categorized in terms 
of their fees into: commercial software systems which have 
high license fees (such as Blackboard), or free, open-source 

software systems (such as Moodle) [7]. Moodle is one of the 
most common learning management systems that is employed 
worldwide in academic institutions due to its robustness, 
security and affordability [8]. The Moodle e-learning system 
provides various functions and tools that lecturers can employ 
to enrich and support the learning experience. These include: 
uploading instructional materials; displaying marks and 
feedback; conducting online quizzes and tests; supporting 
communications using messages; supporting group chats and 
online meetings; uploading advertisements and news; and 
sending alerts to students as a reminder to submit materials 
[9]. 

As the employment of e-learning management systems 
increases globally, and since most students depend on them in 
their learning processes, it is important to ensure that these 
systems are accepted, understood and used properly by the 
students. One of the ways to increase the acceptance and 
usage of these systems is to ensure that they are free from user 
experience (UX) and usability problems [6]. The success of e-
learning is highly dependent on the users‟ experience and 
perceptions towards such systems [10]. 

The user experience (UX) can be defined as: “A person's 
perceptions and responses resulting from the use and/or 
anticipated use of a product, system or service. It includes all 
the user‟s emotions, beliefs, preferences, perceptions, physical 
and psychological responses, behaviours and accomplishments 
that occur before, during and after use” [11]. However, 
usability is defined as related to “the extent to which a system, 
product or service can be used by specified users to achieve 
specified goals with effectiveness, efficiency and satisfaction 
in a specified context of use” [12]. Alternatively, Maslov et al. 
[10] provided a definition of the UX of e-learning system as: 
“inherently a fuzzy, multi-faceted, context-dependent and 
dynamic concept covering all aspects how end-users 
experience, behave, perceive, feel and think about an e-
learning system and how they reflect on the use, anticipation 
of the use and use it in order to attain hedonic and/or 
functional value of e-learning”. 

It is agreed that usability can be used to evaluate aspects of 
user experience [11]. According to Bevan [13], usability 
employs quantitative methods to evaluate the use of an 
interface objectively and pragmatically with the goal of 
optimizing users‟ performance. The UX, however, is more 
subjective and hedonic and has the goal of optimizing users‟ 
satisfaction by achieving both pragmatic and hedonic goals 
[13]. Hassenzahl et al. [14] also describes the two types of 
aspect which the UX considers. These are related to: 
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pragmatic aspects (e.g., traditional usability features); and 
hedonic aspects (e.g., emotional responses). 

UX and usability are critical quality factors in e-learning 
systems and the learning process [15]. A good UX e-learning 
system means that the system is usable, pleasurable, 
satisfactory, and attractive to the learners [14, 16]. It is 
important to ensure that the e-learning system provides 
positive UX to the learners as UX affects users‟ acceptance, 
understanding, efficiency and satisfaction while using the 
system [6]. This will therefore facilitate and enrich the 
learning process. 

The Moodle e-learning system is used and customized by 
its local experts for each academic institution based on the 
institution‟s local context due to a general lack of UX and 
usability experts. This often results in an instance of Moodle 
which has usability and UX problems [6]. The literature 
showed that there are many research studies which have 
evaluated the usability of Moodle learning management 
systems employed in various academic institutions and the 
results of these studies have shown several usability problems 
[for example, 7, 17-21]. However, user experience (UX) is 
still a novel research area; there is lack of a specific UX 
technique or UX criteria that could be used to evaluate the UX 
of e-learning systems and there is also a lack of research 
which investigates the user experience (UX) of Moodle e-
learning system from the perspectives of students [6]. 

The aim of this research is to examine the user experience 
(UX) of the Moodle e-learning system at the University of 
Technology Malaysia (UTM) from the perspectives of 
students. In order to examine the UX, comprehensive criteria 
were developed based on two reliable criteria [5, 22]. The 
results of this research uncover the current UX of the Moodle 
e-learning system used by the University of Technology 
Malaysia from the perspectives of the students and presents 
both the current challenges and suggested improvements to the 
e-learning system. The proposed approach (suggested criteria) 
employed in this research can be used to: evaluate 
comprehensively the user experience (UX) of an e-learning 
system, and increase the acceptance, satisfaction, efficiency 
and usage of e-learning systems from students‟ perspectives. 
Also, the results of this research could contribute towards 
increasing research and awareness on user experience (UX) of 
e-learning systems. 

This research is divided into six sections. Section 2 
presents earlier research which has evaluated the UX of e-
learning systems. The methodology is presented in Section 3. 
Section 4 presents the results while Section 5 presents the 
discussion. Finally, in Section 6, the conclusion is presented. 

II. LITERATURE REVIEW 

Researchers indicated that the concept of UX is subjective 
and holistic and therefore there are no specific UX metrics to 
evaluate UX of e-learning systems [6, 15, 23, 24]. Some 
researchers have suggested models including UX metrics to 
evaluate UX for e-learning systems, while others have used 
existing proposed metrics to evaluate such systems. For 
example, Topolewski et al. [22] proposed a UX model which 
describes user experience in terms of 21 properties related to 

five categories that influence users‟ intention to use e-
learning. The model was tested empirically by designing a 
survey which consisted of the identified UX properties. The 
survey was given to students who used a specific mobile 
application (Jaxber app) to evaluate their UX experience with 
this e-learning system. The results proved the reliability and 
validity of the proposed model; some properties were deleted 
so that the model finally consisted of 18 UX properties which 
can be used to evaluate the UX of e-learning systems. 

Maslov et al. [10] also explored user experience of the 
Moodle learning management system from the perspectives of 
students at one university using semi-structured interviews 
and a survey, which was designed based on the UX model of 
Topolewski et al. [22]. The results showed that Moodle was 
perceived as a useful and productive platform for learning 
because it provided all relevant information, such as course 
information and course materials, in the same place. It also 
supported the sending of assignments and managing the 
percentage of the course‟s completion. The results showed 
also that most of the students considered Moodle as an easy-
to-use platform. However, for other students, Moodle was 
perceived as a hard platform to navigate and use but one 
which became easier to use over time and experience. 
Furthermore, the results indicated that Moodle was 
meaningful and engaging, although this depended on the 
teacher, the course content and how simply it was structured. 
The challenges the students faced on Moodle during their 
interactions with it included: slow loading of documents in a 
browser window; lack of support for group work; it was not 
entertaining or novel, and the interface was not attractive; 
technical issues existed (for example, server downtime, 
website inaccessibility, login issues); courses were sometimes 
badly structured; weak communication; lack of customization 
of the front page; and the lack of a mobile application. 

Alternatively, Mtebe [6] identified the factors that 
influenced the UX of Moodle e-learning systems implemented 
in two universities in Tanzania using a questionnaire 
consisting of Nielsen heuristics which focused on usability; 
didactic metrics, which focused on teaching and learning; and 
hedonic metrics, consisting of three criteria (stimulation, 
identification, and evocation) adopted from three resources [5, 
25, 26]. Focus groups were then used for further discussions 
with the students. The results showed that the e-learning 
systems of both universities had a large number of usability 
and UX problems. Examples of usability problems included: 
lack of help and documentation features; and inconsistency in 
colors and layouts (the organization of instructional materials 
differed from one course to another). The results also showed 
also that the e-learning systems had several UX problems 
related to instructor skills and usage although these were not 
associated directly with the UX of the system being used. 
These included: the systems had outdated instructional 
materials while some courses did not have sufficient materials 
of this type; many instructors were unable to use the e-
learning system effectively and therefore ended up using only 
very few features of the systems. Finally, the results showed 
that the adoption and use of e-learning systems evoked, for 
students, positive feelings and memories of their learning 
activities; the students also perceived the use of the e-learning 
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systems communicated advantageous identities to other 
students and their instructors. However, the students were 
neutral as to whether the use of e-learning systems was 
interesting or had exciting functionalities, content, 
presentation and interaction style. 

Furthermore, Nakamura et al. [16] used two UX evaluation 
techniques (UEQ and IEAM) to evaluate the Edmodo learning 
management system from the perspective of 34 students at the 
Federal University of Amazonas. The results from the UX 
evaluation of Edmodo showed that, despite the fact that 
students faced some difficulties during the use of the Edmodo, 
its UX was perceived as positive. The students found the e-
learning system easy to use, useful and attractive. Examples of 
the challenges faced by the students included: too much time 
spent searching for the learning materials and a lack of 
understanding regarding how to perform the matching quiz 
correctly. The results also showed that the e-learning system 
did not motivate them. Adding more interesting features was 
suggested to increase students‟ engagement with learning. 
However, around 41% of the students reported that they were 
not able to fully evaluate their UX using the techniques (UEQ 
and IEAM), indicating a need for improvement. 

III. METHODOLOGY 

Earlier research indicated that no specific UX evaluation 
technique has been developed to evaluate the UX of e-
learning. Therefore, this research suggested UX evaluation 
criteria adopted from two reliable criteria: instructional or 
didactic criteria, which focus on teaching and learning 
(adopted from Mtebe and Kissak [5]); and UX criteria, which 
focus on both usability and hedonic metrics (adopted from 
Topolewski et al., [22]). Research proved the reliability of the 
UX criteria which were developed by Topolewski et al. [22] 
as a technique which can be used to evaluate the UX of e-
learning systems [10, 22]. However, these UX criteria focus 
on hedonic metrics and do not include specific metrics to 
evaluate the quality of the teaching and learning experience 
using e-learning systems. For this, the instructional or didactic 
criteria developed by Mtebe and Kissaka [5] were used to 
complement the UX criteria developed by Topolewski et al. 
[22] to evaluate comprehensively the UX of the e-learning 
system in terms of teaching and learning, usability and 
hedonic metrics. The suggested UX criteria consist of 8 
categories and 29 corresponding sub-categories. Table I shows 
the categories and sub-categories of the suggested UX criteria 
while Appendix I presents the categories, sub-categories and 
the descriptions of the suggested UX criteria. Table II shows a 
comparison between the suggested UX criteria employed in 
this research with the other similar UX criteria employed by 
earlier research. 

In order to evaluate the user experience (UX) of the UTM 
university from the students‟ perspectives using the suggested 
criteria, qualitative and quantitative methods were considered. 
For qualitative data, semi-structured interviews were 
conducted based of the suggested UX criteria categories and 
sub-categories as researchers suggest the use of interviews as 
one of the most common methods to evaluate the UX of 
learning management systems [15]. For quantitative data, a 
questionnaire consisting of two parts was developed. Part one 

consisted of demographic information while part two 
consisted of 29 questions, one question for each of the UX 
sub-categories. The online questionnaire was sent to the 
students of the School of Computing at the UTM University 
via Email, WhatsApp and Telegram applications. The students 
were asked to answer the questions of the questionnaire to 
reflect their experience toward the Moodle e-learning system. 
The aim of the research, its benefits and the instructions to fill-
out the questionnaire were explained in the first page of the 
questionnaire. Regarding the second part of the questionnaire, 
the students were asked to rate their agreement on each of the 
29 statements using a seven-point Likert scale. 

After this, the semi-structured interviews were conducted 
as a follow-up process to clarify the issues raised in the 
questionnaire and to identify students‟ UX problems 
qualitatively regarding their UX of the Moodle e-learning 
system. Advertisements to call for participants were sent to the 
students of the School of Computing at the UTM University 
via email, WhatsApp and Telegram applications. In each 
interview session, the students were asked to reflect their 
experience with Moodle e-learning system in terms of the 
identified UX categories and their corresponding sub-
categories. Also, the students were asked to provide additional 
challenges they face while interacting with the current e-
learning system. Furthermore, the students were asked to 
provide suggested improvements to the Moodle e-learning 
system to improve the learning process. An honorarium of 
RM30 was given to each student who participated in the 
interview sessions. 

TABLE I. CATEGORIES AND SUB-CATEGORIES OF THE SUGGESTED UX 

CRITERIA ADAPTED FROM MTEBE AND KISSAK [5] AND TOPOLEWSKI ET AL. 
[22] 

UX Category UX Sub-category 

Teaching and 

Learning 

Instructional materials; collaborative learning; learner 

control; feedback and assessment; accessibility; 
motivation to learn 

Economical Entertaining; pleasantness; productivity; usefulness 

Technological Novelty; efficiency; reliability; user-friendliness 

Emotional Attractiveness; enjoyment; fulfilment 

Cognitive Comprehensiveness; engagement; meaningfulness 

Interpersonal Communicativeness; confidence 

Emphatical 
Attentiveness; helpfulness; respectfulness; 

responsiveness 

Intention to Use Convincingness; willingness; recommend 

TABLE II. A COMPARISON BETWEEN THE SUGGESTED USER EXPERIENCE 

(UX ) CRITERIA WITH THE OTHER SIMILAR CRITERIA 

User Experience (UX) 

Criteria 

User Experience (UX) Metrics 

Instructional or 

didactic metrics 

Usability 

metrics 

Hedonic 

metrics 

UX criteria suggested by 

Topolewski et al. [22] 
✖  ✔ [22]  ✔ [22] 

UX criteria suggested by 

Mtebe [6] 
✔ [5] ✔ [25] ✔ [26] 

UX criteria suggested by this 
research 

✔ [5] ✔ [22] ✔ [22] 
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The qualitative data were analyzed based on the categories 
and sub-categories of the suggested UX criteria. The analysis 
of the qualitative data obtained from the interview sessions 
resulted in explaining the current UX of the students regarding 
their use of the Moodle e-learning system, and identified the 
challenges they faced while interacting with it. These are 
presented in the Results Section. Descriptive analysis was 
used for Part 1 of the questionnaire to describe the 
characteristics of the students; this is presented in the Results 
Section. Likert scores were calculated for each statement in 
Part 2 to describe students‟ responses to the 29 statements. For 
the purpose of the analysis, a Likert score of 1-3 was regarded 
as a negative response, 5-7 as a positive response and 4 as a 
neutral one. The Likert scores for the statements are presented 
in the Results Section. 

IV. RESULTS 

This section presents the results obtained from the analysis 
of the questionnaires and semi-structured interviews which 
describe the students‟ experience with the Moodle e-learning 
system used at the UTM University. A total of 120 students 
from the UTM University, School of Computing responded to 
the questionnaire and a total of 20 students were interviewed 
in 20 interview sessions. Most of the students who participated 
in the questionnaire were male (83%). Regarding the years of 
study, the students were in their first (15%), second (36%), 
third (33%) and fourth (16%) years. The majority (81%) had 
one to three years‟ experience with Moodle, and the majority 
(83%) used Moodle daily. The majority of the students (91%) 
used a laptop and a desktop to access Moodle. Regarding the 
interview sessions, most of the students who participated were 
male (80%). The majority of them (80%) were in the second 
year of study and had one to three years‟ experience with 
Moodle. The average time for the interviews was 35 minutes. 

The following presents the students‟ experience with the e-
learning system in terms of the identified eight UX categories 
and their corresponding 29 sub-categories obtained from the 
analysis of quantitative and qualitative data. The Likert scores 
for the UX categories and their related sub-categories are 
presented in Table III. 

A. Teaching and Learning 

 Instructional materials: All the students in the 
interviews stated that the course materials presented on 
the Moodle e-learning system were current and 
relevant to them; they supported them in the learning 
process, which explained the positive Likert score for 
this sub-category. However, the students suggested 
some improvements regarding the instructional 
materials which included: 

o Presenting course outlines for the courses before 
registration. 

o Providing access to courses and their materials 
from the previous semester. 

o Presenting exam questions/papers from the 
previous semester. The students stated that “we 
need to rely on the seniors or lecturers to get past 

exam papers because this is not provided on the 
system”. 

o Providing course materials during the exam 
period; the students indicated that most of the 
lecturers hide them early. 

 Collaborative learning: The Likert scores showed that 
the students were dissatisfied with the e-learning 
system regarding its lack of support for collaborative 
learning. The reasons behind this lack of satisfaction 
were explained in the interviews and the complaints 
related to: lack of permission to create groups for 
assignments when most of them needed this because of 
their group-based assignments; and lack of support for 
group submissions when most of the assignments were 
actually group-based. 

TABLE III. LIKERT SCORES FOR THE UX SUB-CATEGORIES 

UX Category UX Sub-Category Likert Scores 

Teaching and 

Learning 

Instructional materials 5.1 

Collaborative learning 3.6 

Learner control 4.2 

Feedback and assessment 3.5 

Accessibility 5.3 

Motivation to learn 5.5 

Economical 

Entertaining 3.2 

Pleasantness 3.5 

Productivity 5.2 

Usefulness 5.7 

Technological 

Novelty  3.4 

Efficiency  5.2 

Reliability 5.3 

User-friendliness 5.1 

Emotional 

Attractiveness  4.5 

Enjoyment 4.2 

Fulfilment 5.1 

Cognitive 

Comprehensiveness 5.3 

Engagement 4.6 

Meaningfulness 5.5 

Interpersonal 
Communicativeness 3.7 

Confidence 4.3 

Emphatical 

Attentiveness 5.3 

Helpfulness 4.3 

Respectfulness 5.4 

Responsiveness 5.6 

Intention to Use 

Convincingness 5.5 

Willingness 5.2 

Recommend 5.4 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

362 | P a g e  

www.ijacsa.thesai.org 

 Learner control: This related to Moodle‟s support for 
organizing the e-learning materials into clear and 
logical units. The Likert scores for this sub-category 
showed that the students gave a neutral response. The 
students in the interviews explained the reasons behind 
this which related to the fact that lecturers could 
change the layout or the structure of the course page 
based on their preferences: for example, by weeks in 
ascending order; by weeks but in descending order, or 
in the middle of the page. The students stated that 
when lecturers chose to present the materials of their 
course by weeks in ascending order, the new material 
was displayed at the bottom of the page which required 
the student to scroll down to access it. One student 
said: “It is not easy to access the new materials when 
the page is too long.” Another student said: “I get tired 
of keep scrolling down all the time to access the latest 
materials.” Other students stated that some other 
lecturers would add the new materials to the middle of 
the page and this confused them a lot. 

 Feedback and assessment: The Likert scores showed 
that the students were dissatisfied with the lack of 
immediate feedback on their assessments. This was 
explained by the students in the interviews as they 
indicated that there was a lack of feedback or 
comments on the submitted assignments, online 
quizzes and tests from the lecturers since most of the 
lecturers did not allow the marks to be viewed. The 
students stated, “We would suggest making a separate 
section for displaying our marks.” The students also 
indicated that the system does not support students for 
sending their feedback. 

 Accessibility: The students were satisfied with the fact 
that the e-learning system is accessible anytime and 
anywhere through various devices, such as laptops and 
desktops. This is reflected in the Likert score for this 
sub-category. However, in the interviews, the students 
identified some issues related to the mobile application. 
These related to it not being user friendly; there was 
also a lack of support for most of the used functions. 
For this, the students indicated that they preferred to 
use their laptop or desktop to access Moodle. 

 Motivation to learn: The students stated that the 
Moodle e-learning system motivated them to learn 
since it supported quick submission of assignments. It 
also had the ability for assignments to be resubmitted 
before the due date; the viewing and grading of 
assignments, if the lecturer chose to present them, was 
enabled; online quizzes and tests could be conducted 
easily and students could be informed of their quizzes‟ 
and/or tests‟ marks instantly (if the lecturer allowed the 
marks to be viewed). This was in accordance with the 
positive Likert score related to this sub-category. 

B. Economical 

 Entertaining: The students in the interviews indicated 
that the Moodle e-learning system did not entertain 
them. This is in accordance with the negative Likert 
score related to this sub-category. 

 Pleasantness: The students in the interviews stated that 
the current e-learning system was not pleasant to use; 
they have to use it as part of the learning process. This 
is in accordance with the negative Likert score related 
to this sub-category. 

 Productivity: The Likert score related to this sub-
category indicated that the Moodle e-learning system 
helped the students to be more productive. The 
students in the interview explained the reasons behind 
this which related to the fact Moodle presents all the 
instructional materials in one place which is easy to 
access and easy to use. Also, it supports the easy 
submission of assignments; also, quizzes and tests can 
be conducted easily and knowledge of the grades 
achieved is prompt if lecturers are using the grading 
system. 

 Usefulness: The students perceived the Moodle e-
learning system to be useful. It allows them to carry 
out their typical tasks, such as downloading materials 
and submitting assignments, with ease. This is in 
accordance with the positive Likert score related to this 
sub-category. However, the students indicated that the 
usefulness could be improved if Moodle could: 

o Be used to support communication with their 
lecturers instead of using other applications such 
as Telegram or WhatsApp; 

o Support online video meetings so that the 
students do not have to use other applications to 
meet their lecturers. 

C. Technologica 

 Novelty: The students stated that they did not consider 
the Moodle e-learning system as novel or new to them. 
This was reflected in the negative Likert score for this 
sub-category. 

 Efficiency: The students considered the e-learning 
system to be efficient, allowing them to be efficient 
while learning; this is reflected in the positive Likert 
score for this sub-category. However, most of the 
students indicated that the efficiency of the e-learning 
system is based on how the lecturers use it in terms of 
the functions they provide for their students. They cited 
examples such as: the layout they chose for the course 
page; the communication methods they used to 
communicate with their students; the relevant use of 
the advertisement section to announce news; and the 
announcement of gradings for assignments and 
quizzes. The students suggested adding an internal 
search function to the current e-learning system to 
improve its efficiency. 

 Reliability: The Likert score showed that the students 
perceived the Moodle e-learning system as reliable. 
The students in the interviews also indicated that the e-
learning system is, in general, reliable. However, there 
were some issues which affected its reliability: for 
example, it was unable to handle high volumes of 
traffic during exams and assignment deadlines, which 
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resulted in the system breaking down. Also, the 
students indicated that sometimes there were login 
errors. Furthermore, the system did not display an 
appropriate error message when uploading a large file 
which exceeded the permitted size; instead, the system 
stopped responding. 

 User-friendliness: The students indicated that the e-
learning system was easy to use in terms of: it was easy 
to login, to navigate, to submit assignments, to access 
lecture materials, to download documents and files, 
and to go through online quizzes and tests. This is in 
accordance with the positive Likert score related to this 
sub-category. Furthermore, most of the students were 
satisfied with the interface design of the system which 
included: the interface was not cluttered, information 
was clearly displayed, and the fonts and colours were 
appropriate and clear to read. However, the students 
indicated that the system is not easy for computer 
illiterates, such as first-year students. The students also 
identified the following issues which related to the 
user-friendliness of the Moodle e-learning system: 

o Lack of color customization: the students could 
not change the colour of the Moodle pages. 

o Inappropriate design of the "Mark As Done" 
button which is used to keep track of the 
progress of each task. The students indicated that 
its size is too big which affects the length of the 
page. 

o Inappropriate color for the "Mark As Done" 
button. The students indicated that this button 
should be either green or red to attract the 
attention of the students. 

D. Emotional 

 Attractiveness: The Likert score related to this sub-
category was neutral; the students in the interview 
indicated that they did not find the Moodle e-learning 
system attractive. They stated that the Moodle interface 
is poor and still needs several improvements in certain 
aspects. 

 Enjoyment: The students stated that Moodle e-learning 
system is not enjoyable. The Likert score for this sub-
category was neutral. 

 Fulfilment: The positive Likert score related to this 
sub-category indicated that the students perceived the 
Moodle e-learning system as a fulfilling one. The 
students in the interview indicated that the e-learning 
system allowed them to achieve appropriately the 
required learning tasks, including downloading the 
required materials, submitting assignments and going 
through online tests and/or quizzes. However, the 
students mentioned some issues related to this sub-
category which needed to be improved: 

o The permitted file size to be uploaded was small; 

o It took time to upload large files. 

E. Cognitive 

 Comprehensiveness: The students indicated that the 
current e-learning system is comprehensive since the 
instructional materials which were provided for most 
of the courses were sufficient and helpful; this is in 
accordance with the positive Likert score related to this 
sub-category. However, the students stated that the 
comprehensiveness of the e-learning system is mainly 
based on individual lecturers in terms of the content 
they added to the system and the functions they used to 
support the learning process. 

 Engagement: The Likert score related to this sub-
category was neutral and the students in the interviews 
indicated that Moodle did not allow them to engage in 
their tasks. 

 Meaningfulness: The students indicated that the current 
e-learning system was meaningful and supported the 
learning process; this is in accordance with the positive 
Likert score related to this sub-category. However, the 
students stressed that the meaningfulness of the 
Moodle e-learning system was based on the functions 
and options lecturers used to manage their courses. 

F. Interpersonal 

 Communicativeness: The negative Likert score related 
to this sub-category indicates the students‟ 
dissatisfaction with the current communication support 
provided by Moodle. The students in the interviews 
stated that there is lack of communication options 
between students and lecturers offered by the system. 
Therefore, the students and lecturers used other 
communication channels, such as Telegram, to 
communicate with each other. The students indicated 
that they preferred to use Moodle to support their 
communication with their lecturers instead of using 
other applications. 

 Confidence: The students indicated that the current 
Moodle e-learning system did not allow them to trust 
others; the Likert score for this sub-category was 
neutral. 

G. Emphatical 

 Attentiveness: The students indicated that the e-
learning system allowed them to be attentive. For 
example, the students were satisfied with the 
availability of the constant reminder for the submission 
of assignments before the deadline. However, the 
students suggested improvements to the current e-
learning system in terms of: 

o The system should support sending a notification 
to their email when a lecturer uploads new 
assignments or new materials, or makes any 
update to the course. 

o The Announcement forum should be used 
properly to notify them of any announcement, 
such as a public holiday or other important dates. 
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 Helpfulness: The students indicated that the current 
Moodle e-learning system did not allow them to help 
others because of the lack of supporting 
communications among students. The Likert score 
related to this sub-category was neutral. 

 Respectfulness: The students believed that the current 
e-learning system allowed them to be respectful to their 
lecturers‟ deadlines for submitting assignments since it 
provided them with reminders to submit the 
assignment before the deadline. This is in accordance 
with the positive Likert score related to this sub-
category. 

 Responsiveness: The positive Likert score related to 
this sub-category showed that the students perceived 
the Moodle e-learning system to be responsive. The 
students in the interviews stated that, in general, the e-
learning system allowed them to be responsive despite 
the fact that this is mainly based on the lecturers‟ 
choice of features they use in Moodle and the content 
they add to it. Specifically, the students stated that the 
e-learning system supported them to be responsive in 
terms of: 

o Submitting assignments before the deadline 
because of the constant reminders sent by the 
system to their emails; 

o Responding or taking action regarding the 
announcements for specific events (in the 
courses where lecturer used it); 

o Improving their performance since the system 
gives them their marks immediately after online 
tests and quizzes (in the courses where the 
lecturer activates this functionality); 

o Improving their knowledge when lecturers added 
additional motivating content for some courses. 

H. Intention to Use 

 Convincingness: Most of the students stated that they 
were convinced to continue using the Moodle e-
learning system as it included all the functions they 
needed. However, they suggested that the Moodle e-
learning system would offer more benefits if lecturers 
were able to use most of the available functions the 
system provided. The Likert score related to this sub-
category was positive which stressed the fact that 
students were convinced of the use of the e-learning 
system. 

 Willingness: The positive Likert score related to this 
sub-category indicates that the students were willing to 
re-use the Moodle e-learning system. The students in 
the interviews indicated that they were willing to re-use 
Moodle until they graduated from the university as it 
supported their needs. 

 Recommend: The students stated that they could 
recommend using the Moodle e-learning system in 
other universities but they suggested that it would be 
more beneficial if most of the functions provided by 

Moodle were used by the lecturers and students to 
support the learning process. The positive Likert score 
related to this sub-category stressed students‟ 
recommendation to use the Moodle e-learning system 
in other universities. 

V. DISCUSSION 

This research addressed the gap identified in the literature 
regarding the lack of a specific UX technique or UX criteria 
that could be used to evaluate the UX of e-learning systems 
and the lack of research which investigated User Experience 
(UX) of e-learning systems. This research suggested 
evaluation criteria to evaluate the UX of e-learning systems; 
these were adopted from two reliable methods [5, 22]. The 
suggested criteria included instructional or didactic metrics, 
and usability and hedonic metrics; thus, these can be used to 
evaluate comprehensively the UX of an e-learning system. 
Based on the suggested criteria, this research investigated the 
UX of the Moodle e-learning system employed at the 
University of Technology Malaysia (UTM) from the 
perspectives of students. 

The results showed that the students in general had a 
positive User Experience (UX) of the Moodle e-learning 
system. However, they identified several issues which affected 
their experience when interacting with system. It is worth 
mentioning that most of the issues that were identified were 
based on the lecturers‟ use of Moodle‟s functions. These 
findings are in accordance with the findings of earlier research 
which also showed that the e-learning systems had several UX 
problems related to instructors‟ skills and usage, and the 
course content and structure managed by the instructors [6, 
10]. 

Specifically, and with regard to the instructional, usability 
and hedonic metrics, the results showed that the students were 
satisfied with the quality of the instructional materials 
presented on the e-learning system in terms of them being 
current, relevant and supportive to the students‟ learning. 
These results opposed those obtained from earlier research 
which showed that the students were dissatisfied with the 
presence of outdated instructional materials or the 
unavailability of instructional materials [6]. 

The results also showed that the students were satisfied 
with the accessibility of the Moodle e-learning system; they 
also considered the system to be a good motivator for them to 
learn since it supported most of the functions they needed. 
However, the students also identified some issues which could 
be improved regarding the instructional metrics. These 
included: a lack of availability of previous semester exam 
papers; lack of support for collaborative learning; unclear 
organization of the course page; lack of feedback on the 
assignments, quizzes and tests from the lecturers; and the 
unusable mobile application. There were similarities between 
these results and the results of earlier research in terms of the 
identification of inconsistent layout or structure of the 
instructional materials which differed from one course to 
another based on the lecturers‟ preference; a lack of support 
for group work; server break downs; lack of customization; 
and the lack of an effective mobile application [6, 10]. 
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Regarding the usability metrics, the results showed that the 
students were satisfied with the usability of the Moodle e-
learning system on both laptop and desktop devices; this is in 
accordance with the results obtained from Maslov et al.’s 
research [10]. However, the students identified some minor 
issues or usability problems on Moodle‟s interface which 
could be improved. The students also indicated that the 
usability of the Moodle e-learning system was based on the 
level of experience of the person using it; thus, the more the 
students used the system, the more usable it became. These 
results are also similar to the results obtained from earlier 
research which found that Moodle for some students was a 
hard platform to use but one which became easier over time 
and experience [10, 21]. 

Regarding the hedonic metrics, the results showed thar the 
students were satisfied with their experience while using the 
Moodle e-learning system; specifically, they indicated that 
they perceived Moodle as productive, useful, efficient, 
reliable, fulfilling, comprehensive and meaningful. They noted 
that it supported students to be attentive, respectful and 
responsible to others. The results also showed that the students 
were convinced of the use of the Moodle e-learning system. 
They were willing to re-use it and would recommend other 
universities to use it because of its benefits in supporting the 
learning process. These results are similar to those found in 
other research studies regarding the positive feelings and 
memories that Moodle provides to students [6]. However, the 
students indicated that the Moodle e-learning system is not 
entertaining, pleasant or novel, and it did not support 
communications with their lecturers. These results are similar 
to those of Maslov et al.‟s study [10]. Also, the students were 
neutral regarding the attractiveness, enjoyment, engagement, 
confidence and help of the Moodle e-learning system. These 
results are also in accordance with earlier research results 
which showed that students were neutral regarding interesting 
or exciting functionalities offered by Moodle [6]. 

The results of this research suggest that each university or 
academic institution which employs an e-learning system 
should provide a comprehensive course for their staff to 
explain the wide-ranging functionalities supported by the e-
learning system in order to improve their skills and knowledge 
regarding these functionalities. This will then help lecturers to 
use the e-learning system more effectively by employing most 
of the functionalities to support the learning process, thus 
improving the students‟ experience while using the e-learning 
system. 

The results of this research can be used to improve the user 
experience (UX) at the case study university (UTM) and can 
also be used in general to improve the user experience of 
Moodle e-learning systems by considering the challenges the 
students face when interacting with such a system. 

VI. CONCLUSIONS 

This research examined the user experience (UX) of the 
Moodle e-learning system employed at the University of 
Technology Malaysia (UTM) from students‟ perspectives 
using comprehensive user experience (UX) criteria adopted 
from two criteria. The adopted UX criteria consist of teaching 
and learning, usability and hedonic metrics; these related to 8 

categories and 29 corresponding sub-categories. Two methods 
were employed to investigate the UX of the e-learning system: 
semi-structured interviews and questionnaires. These were 
employed based on the UX criteria. A total of 20 students 
participated in the interviews and a total of 120 students 
responded to the questionnaires. The results showed that the 
students were satisfied with the e-learning system and they 
had positive user experiences while interacting with it through 
their learning. However, several issues relating to aspects of 
the UX criteria were identified by the students; these need to 
be considered in order to improve the UX of the e-learning 
system. 

This research contributes to the literature regarding the 
suggested UX criteria which were adopted to investigate user 
experience (UX) of an e-learning system; it also contributes to 
the literature regarding the results which identified several 
challenges to the Moodle e-learning system which affected the 
experience of users (UX). However, there are some research 
limitations related to this study. The first relates to the fact that 
the study used only students to evaluate the user experience 
(UX) of the e-learning system. Other users, including 
lecturers, were not considered. The second limitation relates to 
the fact that the reliability of the suggested user experience 
(UX) criteria has not yet been tested. 

Future research can be conducted to evaluate the user 
experience (UX) of Moodle e-learning system used by the 
University of Technology Malaysia (UTM) from lecturers‟ 
perspectives. Also, further research can be conducted to test 
and validate the reliability of the suggested user experience 
(UX) criteria employed in this research. 
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APPENDIX I. CATEGORIES, SUB-CATEGORIES AND DESCRIPTION OF THE 

SUGGESTED UX CRITERIA ADAPTED FROM MTEBE AND KISSAK [5] AND 

TOPOLEWSKI ET AL. [22] 

UX Category UX Sub-category Description 

Teaching and 

Learning 

Instructional 

materials 

Degree to which Moodle consists of 

relevant learning materials (such as 
whether they are accurate, current).  

Collaborative 

learning 

Degree to which Moodle has 

facilities and activities that 

encourage inter- and intra-group 
activities such as group projects, 

group debates, discussions, 

collaborative problem solving and 
presentations. 

Learner control 

Degree to which Moodle supports 

breaking the instructional materials 
down into clear, logical and 

meaningful units from the point of 

view of learners. 

Feedback and 

assessment 

Degree to which Moodle has tools to 

enable learners to assess their 

learning achievements and receive 
sufficient and immediate feedback. It 

should also have tools that enable 

instructors to assess, record and 
track learners‟ reports. 

Accessibility 

Degree to which Moodle is easily be 

accessed through various devices 
such as with small and wide screens 

(e.g., PDA, laptops) as well as 

different platforms and browsers. 

Motivation to learn 

Degree to which Moodle motivates 
learners to learn through various 

mechanisms including providing 

grades, physical rewards and other 
incentives. 

Economical 

Entertaining 
Degree to which Moodle entertains 

users. 

Pleasantness 
Degree to which Moodle is pleasant 
to use. 

Productivity 
Degree to which Moodle helps users 

to be more productive. 

Usefulness 
Degree to which Moodle allows 
users to carry out tasks. 

Technological 

Novelty  
Degree to which Moodle is new to 

the user.  

Efficiency  
Degree to which Moodle allows 
users to be efficient. 

Reliability Degree to which Moodle is reliable. 

User-Friendliness 
Degree to which Moodle is easy-to-

use and sufficiently intuitive.  

Emotional 

Attractiveness  
Degree to which Moodle is visually 
attractive.  

Enjoyment 
Degree to which Moodle is 

enjoyable. 

Fulfilment 
Degree to which Moodle allows 
users to achieve a task properly. 

Cognitive 

Comprehensiveness 
Degree to which Moodle allows 

users to understand others. 

Engagement 
Degree to which Moodle allows 
users to engage with their task. 

Meaningfulness 
Degree to which Moodle allows 

users to provide meaningful results. 

Interpersonal 

Communicativeness 
Degree to which Moodle allows 
users to communicate to others. 

Confidence 
Degree to which Moodle allows 

users to trust others. 

Emphatical 

Attentiveness 
Degree to which Moodle allows 

users to be attentive to others. 

Helpfulness 
Degree to which Moodle allows 

users to help others. 

Respectfulness 
Degree to which Moodle allows 

users to be respectful of others. 

Responsiveness 
Degree to which Moodle allows 

users to be responsive to others. 

Intention to 

Use 

Convincingness 
Degree to which users are convinced 

of using Moodle in the near future. 

Willingness 
Degree to which users are willing to 

re-use Moodle. 

Recommend 

Degree to which users are willing to 

recommend using Moodle in other 

universities. 
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Abstract—Information retrieval has been an ever-going 

process for end users to fetch relevant data at one go. The 

problem intensifies more with unstructured data in a semantic 

web environment. It is also a promising area for researchers to 

dive in and refine it from time to time. Expanding the user query 

and reformulating it is one probable solution to increase the 

efficiency of the information retrieval system. In this paper we 

propose “WeOnto”, a novel two-level query expansion algorithm 

that utilizes the combination of web ontologies and word 

embeddings for similarity calculation. In the first level, the Real 

estate Ontology (REO) is created using Protégé and Sparql 

queries are passed to retrieve probable semantic words from the 

given ontology for each inputted user query. The first level gave 

significant results and improved the information retrieval by 

18%. The second level of algorithm uses word embedding 

enhanced with the domain knowledge that helps to retrieve 

similar meaningful words based on cosine similarity for the same 

user query. Word embeddings are implemented using Word2Vec 

method that follows two architectures namely CBOW or Skip 

Gram. Most similar semantic words are retrieved using the 

CBOW word embeddings method in the proposed algorithm and 

concatenated with the semantic keywords generated from the 

real estate ontology to form a powerful reformulated query that 

gives promising relevant results. Finally, two topmost words as 

per their similarity index are taken to reformulate the original 

user query. Experimental results depict that proposed algorithm 

has given distinct results and has showcased significant 

improvement of 93% over the initial user query. 

Keywords—CBOW; Information retrieval; ontology; query 

reformulation; semantic web; skip gram; word embeddings; 

word2vec 

I. INTRODUCTION 

Internet is a deep ocean of information and efficient 
information retrieval has been a constant desire of users. 
Researchers have been continually working towards achieving 
this goal with various methodologies and algorithms being 
designed to give easy and quick access of information to the 
intended users. The main aim has been to work at the basic 
level and frame the user query such that the expanded query 
gives better results with increased precision. 

Traditional IR methods were based on TF-IDF, Boolean, 
vector space models (VSM) or BM25 methods based on 
document frequency to solve the problem. But they all 
suffered from word mismatch issues called lexical gap 
problem [1] while at times the queries were not formulated 
correctly or were having ambiguous words that led to poor 

retrieval. This leads to following problems that needs to be 
catered eventually: 

 With ever-growing data over Internet, improving the 
efficiency of information retrieval system has always 
been an issue. 

 How good a user query be formulated such that it 
increases the efficiency of retrieved web results. 

 How to measure the effectiveness of the user query 
formulated that retrieves required relevant results. 

Thus, the research objective is to increase the efficiency of 
information retrieval systems and focusing on query 
expansion such that the performance evaluation of 
reformulated user queries gives effective desired web results. 

Finally, our research work focusses on the problem of 
information retrieval and low web results and proposes 
WeOnto algorithm, a novel algorithm that works on increasing 
the efficiency of information retrieval by incorporating the 
latest concept of word embeddings combined with web 
ontologies in a semantic web environment. The algorithm 
suggests a solution of reformulating the user query by 
expanding the user query with most similar new words, 
thereby giving better retrieved results. 

Such expanded queries include the original query and 
some additional keywords that are found relevant to the given 
query keywords. These additional keywords are derived using 
the concept of Word embeddings amalgamated with 
ontologies both help to extract the semantics of the given 
query words. 

Web ontologies are stored in the form of triples, i.e., 
subject, object and predicate having the entire meaning or 
relation between the subject and object explained within the 
triple. The word embeddings on the other hand take the word 
with respect to its meaning from the surrounding context and 
give us most similar words based on embeddings that store the 
relations in the form of vectors calculate cosine similarity to 
draw the appropriate results. 

Word embeddings is method from natural language 
processing that has gradually found its application in 
information retrieval also [2]. Pre trained word embeddings 
are applied on the user corpus to retrieve most similar word 
for the query words such that the given user query be 
expanded to give efficient information retrieval. Word2Vec, 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

368 | P a g e  

www.ijacsa.thesai.org 

GloVe, FasText, Bert, Elmo are few methods that could be 
incorporated to do above mentioned tasks. 

In this paper, Section II explains the background related 
work while Section III talks about method and material used 
and comprises of the description of the proposed algorithm, 
―WeOnto‖ used for query expansion to increase the efficiency 
of information retrieval. Section IV describes the result and 
discussion along with the analysis and result of the experiment 
done on user defined corpus. Section V is the conclusion. 

II. RELATED WORK 

Information retrieval has always been a topic of concern 
for researchers worldwide and many experiments and 
methodologies have been devised to increase its efficiency 
from time to time. We even have traditional IR models like 
Boolean model, vector space (VSM) model, probability-based 
models, and fuzzy set models [3]. These models enhanced the 
workability of IR systems but still with ever growing 
information over the Internet, the need to improvise the 
efficiency continues. The keyword matching approach could 
not do better around problems like polysemy where semantics 
of the words was required instead of syntactical approach. 

So, recent researchers evolved methods that focus more on 
semantics and the meaning of words based on the context 
used. For such purposes, a natural language processing feature 
called Word embeddings [4] for the purpose of information 
retrieval has come as a probable solution. Word2vec is a deep 
learning method under NLP that takes word embeddings with 
respect to the context learned from the given corpus and gives 
most similar words as output. Siriguleng [5] in the paper also 
used word2vec and LDA topic model to expand Mongolian 
query and improve retrieval. Even B. Wang, et.al. in their 
work had discussed about experimental results [6] they had in 
using six embedding models. They compared these models but 
could not find one universal method that would cater all 
possibilities. On the other hand, B. Mansurov and A. 
Mansurov [7] depicts the use of word embeddings on Uzbek 
language and used it to get semantic similar words. Farhan 
et.al also talks about taking top relevant results and calculating 
the average vector values using word embeddings in a deep 
neural network and improvise the IR system to an extent [8]. 
Various researchers have recently understood the power of 
using ontologies with word embeddings and have showcased 
their effectiveness in their works; some of them have been put 
here. WE-based Arabic IR models also use wordnet and 
embeddings and depict comparisons of working after 
incorporating embeddings as in [9]. QSST, a Quranic 
searching tool based on word embeddings gave a high 
performance with an average precision of 91.95% [10]. Jin 
Ren et. al. in his paper [11] also explained about the effective 
results obtained on the use of predicate expression related to 
ontology and combining it with word embeddings. The work 
of Jayawardana, et. al. also describes the use of word 
embeddings on semi-supervised ontology population [12]. 
Lastra-Díaz et. al. in their work [13] stated that taking an 
average of two models i.e., Word embedding models and 
ontology measures in an experimental survey gave better 
results. 

A. Word Embeddings 

Word embeddings are unsupervised learning applications 
that also talk about transfer learning as it is incorporated in the 
given user corpus. Embeddings can be character level or word 
level [14]. The word level embeddings use word2vec method 
where the basic construct of embeddings is converting words 
into vectors and then mathematically apply relations on them 
based on the corpus being used. The vectors having similarity 
are closer to each other and have similar values. Their 
threshold value is mostly greater than 0.6. The closer it is to 1, 
the higher the similarity index is considered and thus two 
vectors or words are considered most similar. 

Word2vec is a deep learning method under NLP that takes 
word embeddings with respect to the context learned from the 
given corpus and gives most similar words as output. The 
similarity is calculated using Cosine similarity [15] such that: 

Cos () = 
   

| || |
              (1) 

The similarity value of the vectors ranges from -1 to +1. 
The Gensim library in Python language gives all capabilities 
of running this model and check the output. This model talks 
about different vector dimension and window size. 

Word2Vec model is further divided into two architectures: 
Continuous Bag of Words (CBOW) and Skip-Gram (see 
Fig. 1) used to calculate vectors in their own way and giving 
different results but closely like each other.  

CBOW architecture projects ‗Current Word‘ based on 
inputted context words whereas Skip-Gram works vice versa, 
i.e., it takes current word as input and gives contextual word 
before and after the current word [15]. 

The window size plays an important role in capturing the 
context of the corpus and giving similar words as output. In 
Fig. 1, window size =2 where W(t) is the target word while t-
2, t-1, t+1, and t+2 are the neighboring words that form the 
contextual window because of which the meaning is 
understood. The more-closer words, the better they are related 
to each other. 

All the researchers have ultimately tried to incorporate 
various ways of implementing ontologies or word embeddings 
method to achieve efficient information retrieval. 

 

Fig. 1. Word2Vec (CBOW and Skip-Gram) Model Architecture [16]. 
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Few of them have achieved the precision of 91% using 
their own methods. Our proposed algorithm ―WeOnto‖ depicts 
the power of ontologies along with word embeddings that 
doubly work on semantics of keywords rather than pattern 
matching alone and show an effective information retrieval 
system having a 93% precision. 

The user query in the proposed algorithm goes through 
series of steps that works on the semantics by fetching most 
similar words and reformulating the user query such that it 
improves the efficiency of information retrieved during the 
web search. 

The next section gives a detailed description of WeOnto 
algorithm: a novel query optimization approach that provides 
users with more meaningful similar words that upon 
implementation improves retrieval results. 

III. METHOD AND MATERIAL 

With information explosion over the Internet, better 
information retrieval systems are always in demand. To 
increase its efficiency, query reformulation is one of the 
probable solutions. 

For this purpose, we need to expand our query by 
preprocessing it first such that the stop words are removed and 
then we gather similar terms related to the major keywords 
left. The query after expansion will now have two set of 
words: i) keywords from query, ii) addition of new words. 

A. Proposed Algorithm 

Mathematically, let us suppose a query Q has n terms, Q = 
{t1, t2, t3, ….tn}. The reformulated query Q+ will have two set 
of words: i) keywords from expanded query Q‘ = {Q – ST} 
where ST is the list of stop words; ii) addition of new terms T‘ 
= {t1‘, t2, ……tm‘}. The reformulated query after expansion 
will look like [17]: 

Q+ = Q‘  T‘              (2) 

= {t1, t2, t3, …., tn,, t1‘, t2, ……tm‘}. 

The question arises how to get these new terms. 

―WeOnto‖ is the proposed algorithm that finds an answer 
in the form of applying a combination of Ontologies and word 
embeddings on the user query and reformulates it into a new 
query which will be more suitable in context to the domain 
and aims to give more relevant results with increased 
precision. 

As per the WeOnto algorithm, there is an input user query 
Q in step 1 (see Fig. 2) that will be reformulated such that the 
expanded query Q‘ at the end of algorithm is suitable enough 
to retrieve more relevant web documents and has better 
precision. 

To expand the given user query Q, the query is sent for 
pre-processing which includes processes like removal of stop 
words, lower their case and tokenization and q[] = {t1, t2, 
t3…………., tn } is obtained. Here, q[] is the query after 
preprocessing having list of tokens {t1,t2,t3…tn}. 

Input Query: Q, Word2Vec Model: M  

Output expanded Query: Q‘ 

Step 1: Get User input query, Q and apply Pre-Processing. 

q [] = preprocess(Q) s.t. q ∈ {t1, t2, t3…………., 

tn } where t = tokens generated after 

preprocessing of Q. 

Step 2A: q [] passed to Real Estate Ontology (REO) to 

retrieve synsets. i.e.,  (t) ∈ q;  (s) ∈ Ontology ‗O‘. 

Step 2B: For each token ‗ti‘ 

  If ti = si then 

 SW [] = add (si), SW is semantic words 

 Else  

  If ti ≠ si then 

 SW [] = add (ti) 

End for 

Step 3A: Num_tokens = len (q) 

For each token, ti, 

Sim_list [] = most similar vectors retrieved from 

Model ‗M‘. 

Step 3B:  

Threshold (th) = 
∑                      

   
          

⁄  

i.e., Calculate threshold Value = Average of 

Vector values retrieved for ‗t‘. 

Step 3C: For each token ‗ti‘ 

  If sim_list[] > th then 

 Act_sim_words = add (sim_list[]) 

End for  

Step 4: For each token ‗ti‘ 

 MSW[] = act_sim_words ∪ SW 

i.e., Combine both lists and retrieve two most 

suitable words from MSW[] to be used in 

expanded query, Q‘. 

Step 5: new words from MSW[] to initial query tokens, q[] 

and get final expanded query,  

Q‘ = Q + { q[] ∪ MSW [] } 

Step 6: Retrieve documents using the new query Q'. 

Fig. 2. ―WeOnto‖ Proposed Algorithm. 

These tokens, ti , i = 1…n are sent for a Two-level process 
of query expansion which can be seen in the algorithm. In the 
first level as shown in step 2, tokens ti are passed to real estate 
ontology (REO) that was created to store the legal glossary 
terms used in case of real estate documentation during buying 
and selling of real estate properties [18]. The ontology was 
created using the WordNet vocabulary to capture all the 
syntactical and semantics of the English language as well as 
Legal terminology used for query reformulation. Sparql 
queries are issued in background that fetch semantically 
enriched keywords or synsets for each token ti. For every 
token, ti, if its synset exists, then it gets added to the semantic 
words list SW[], else the token itself gets added to SW[] 
giving us the list of semantic words fetched from REO as seen 
in Fig. 3. 
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Fig. 3. Real Estate Ontology [18]. 

In the second level as depicted in step 3, a shallow learning 
NLP technique, Word2Vec model M that is using Continuous 
bag of words (CBOW) method to learn from the given corpus 
C. The corpus is made by scraping 2000 web documents 
related to real estate legal documentation domain. This word 
embedding model M has converted 1.05 million words into 
12.5 thousand vectors using which most similar words would 
be derived for the same set of tokens, ti. 

These similar words are retrieved by calculating Cosine 
similarity for each pair and stored in sim_list[] list. 

A threshold value is calculated as per step 3B from Fig. 2 
to fetch the top k most similar words by taking average of the 
similarity index obtained for every token. If the similarity 
index is higher than this calculated threshold value, then such 
words are put into consideration and transferred to the actual 
similar words list, act_sim_words[]. 

Step 4 of WeOnto algorithm shows a union of above two 
lists obtained after step 2 & 3, i.e., SW[] and act_sim_words[] 
are combined on the basis of cosine similarity calculated for 
each pair of words and two most similar and suitable words 
are finally retrieved and stored to form the most suitable 
semantically enriched similar words, MSW[]. 

Ontology at first level is first incorporated to find the 
semantically enriched words for the tokens. Then word 
embeddings are also applied at second level to understand the 
context of real estate related queries with the help of the 
knowledge model that has learnt from the user defined corpus. 

Step 5 of proposed algorithm shows the final step of union 
of original tokens from user query to most suitable 
semantically enriched similar words as in Eq. (2), MSW [], 

i.e., Q‘ = q[]  MSW[]. Here, we need to remember that Q‘ 
will hold unique words only. 

Hence, Q‘ becomes the final reformulated query that is 
deduced as the user query was expanded after applying the 
proposed algorithm where a list of semantic words retrieved 
from an ontology is concatenated to the list of words obtained 
from the word embeddings-based NLP model showing most 
similar words based on cosine similarity values. 

The increase in the performance of information retrieval 
systems is calculated as defined in [19]: 

             
                                   

               
          (3) 

This proposed novel algorithm is again tested, and it gives 
promising results showing a remarkable increase in the 
efficiency of IR system by incorporating a methodology that 
uses both ontology and word embeddings from NLP. 

IV. RESULTS AND DISCUSSION 

A. Experiment Setup 

The proposed algorithm, ―WeOnto‖ has a two-level 
procedure where the first level deals with the use of real estate 
ontology (REO) as defined in [20]. Real estate ontology has 
been created for a domain of real estate related legal 
documentation and has a glossary of legal terminology created 
using Wordnet Dictionary as seen in Fig. 4. The first level 
uses REO to retrieve semantically enriched keywords for the 
given user query and improved the reformulated query by 
18%. However, the second level of algorithm is designed to 
further improve the information retrieval system and get more 
relevant results. 

Hence, Step 2 of the WeOnto algorithm talks about the 
second level of the algorithm with the generation of similar 
words using word embeddings of natural language processing. 

Word2Vec model of word embeddings is used with the 
aim that it will first train the model on real estate related 
dataset having data from 2000 web documents that were either 
government based or related to legal or real estate buying and 
selling. The implementation is done in Python language where 
its Gensim library was used to train the model that contains 
word vectors for a vocabulary of 12,462 words trained on 
around 1.05 million words from the user corpus and then 
apply various methods from it to derive similarity values. 

Various parameters were set while training the model 
using Gensim library in python. Some of them like vector size 
= 100, initial learning rate, alpha = 0.025, window size = 5 
which means two context words taken before and after the 
target word. Also, min_count = 1 which means that words 
having frequency <1 were avoided and lastly sg = 0 for 
CBOW and 1 for skip-gram method to be used. 

 

Fig. 4. Glossary Entity of Real Estate Ontology [19]. 
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After the model has learnt and created vectors or 
embeddings from the corpus, the model is loaded to fetch 
similar words using cosine similarity (see eq. 1) for a given 
user query. The high cosine similarity between two words 
shows that the words are semantically similar and accordingly 
converted to vectors and are geometrically similar in the 
Euclidean space as well. 

The ‗most_similar‘ method returns the word vectors based 
on similarity for every token in the user query. To find the 
similarity between specific two words, i.e., to find similarity 
between user query and synsets retrieved from REO, 
‗model.similarity()‘ method from genism library in python is 
used and all values are stored in final_list. 

Once the training is done, the test set includes 50 random 
user queries on which the entire algorithm is applied step 
wise. The result generated at each step is stored in Fig. 5 
where every column defines a sub step of the algorithm. 

Column No. 1 depicts the initial user query, Q. The query 
is pre-processed and converted into set of tokens, Q1 as shown 
in column 2 in Fig. 5 above. These tokens are passed to the 
real estate ontology (REO) and Synsets (named as set A) are 
retrieved for each token as in column 3. 

The second step of algorithm talks about tokens being sent 
to Word2Vec model that produces most similar words (named 
as set B) as stored in column 4. Column 5 depicts the union of 

set A and B along with cosine similarity calculated for all 
paired vectors. 

Column 6 holds the topmost two best words that are 
deduced using threshold value. Threshold value is first 
calculated taking the average of N vectors retrieved in column 
4. If the similarity is greater than the average threshold value 
which keeps on changing with respect to every pair of word 
vector, then such words are counted as the best and stored in 
column 5. 

Hence column 5 has the topmost words that has the highest 
cosine similarity. Column 6 shows the best two words derived 
for each token that will be added to the final expanded query. 

Column 7 depicts the final expanded query, Q3 that holds 
the tokens after pre-processing and topmost two similar 
contextual words retrieved after implementation of the 
algorithm. This Q3 query is finally tested on test bed, 
www.google.com to retrieve the most relevant web documents 
against the initial user query. 

B. Result Discussion 

Table I shows the number of relevant documents retrieved at 

three levels i.e., at the initial query Q1, then Q2 is the query 

transformed by applying real estate ontology (REO) only and 

final expanded query, Q3 that shows implementation of 

combination of REO and word2vec method used in word 

embeddings. 

 

Fig. 5. Working of Proposed Algorithm. 

TABLE I. NO. OF RELEVANT DOCUMENTS AND AVERAGE PRECISION 

Query No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

No. of weblinks-Baseline 

query, Q1 
7 7 23 8 1 10 0 15 0 1 0 6 8 2 5 

No. of weblinks, Post 

Ontology, Q2 
8 7 15 10 2 10 0 15 6 3 3 8 13 5 11 

No. of weblinks- Post Word 

embeddings, Q3 
7 7 20 5 8 5 1 8 8 9 7 22 17 10 6 

Avg. Precision for Baseline 

query(Q1) 
0.27 0.31 0.77 0.45 0.03 0.61 0 0.83 0 0.05 0 0.36 0.79 0.21 0.35 

Avg. Precision for Post 

Ontology Query(Q2) 
0.73 0.61 0.69 0.51 0.17 0.67 0 0.72 0.39 0.44 0.17 0.38 0.55 0.54 0.44 

Avg. Precision for post Word 

Embeddings Query(Q3) 
0.8 0.82 0.98 0.86 0.78 0.82 1 0.7 0.7 0.71 0.67 0.76 0.83 0.93 0.62 
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Table I also depicts the average precision of each query 
calculated at baseline, ontology, and embeddings level. 

The graph in Fig. 6 is showing the average precision of 
getting relevant documents for given 50 queries. 

Average precision after implementing the complete 
algorithm gives a substantially higher precision values for post 
word embeddings queries, Q3 as compared to its baseline, Q1 
queries (see Fig. 6). 

Another metric, Precision at 10 (P@10) is also used for 
performance evaluation of WeOnto algorithm and information 
retrieval at large. Table II depicts a sample of P@10 computed 
for all 50 queries. P@10 gives the number of relevant 
documents from the top 10 retrieved documents. 

Fig. 7 shows the precision at 10 (P@10) metric of 50 
queries together. This metric is used for performance 
evaluation of information retrieval systems. Here, values of 
P@10 have increased considerably for every query after 
implementation of word embeddings as compared to the 
baseline queries. 

The results show a major increase in the number of 
relevant documents retrieved and hence depicts a higher mean 
average precision upon implementing the proposed algorithm. 
Table III displays mean average precision of 0.44 for base line 
queries that increased to 0.85 after implementation of the 
second stage of WeOnto algorithm showing remarkable 
improvement of 93% as compared to an improvement of 18% 
at first level of the algorithm as per Eq. 3 in the efficiency of 
information retrieval system. Even precision at 10 also depicts 
a clear increase and states that top 10 documents retrieved are 
75% more relevant as compared to initial baseline queries. 

The graph in Fig. 8 depicts a significant upgrade in the 
values of the metrics required for performance evaluation of 
REIR model calculated at each level as described in the paper. 
It clearly shows an increase in efficiency of information 
retrieval using the semantically enriched ontology and word 
embeddings model of NLP for quick retrieval of real estate 
related legal documents. 

A trend showing usage of semantic ontology [21] for 
query expansion was already there. Its aggregation with word 
embeddings has proved to give better information retrieval 
results. 

It is evident that WeOnto algorithm proposed in the paper 
includes the usage of the combination of web ontology and 
word embeddings as also mentioned in [22] for the purpose of 
query expansion has given significant results with respect to 
information retrieval of web documents as compared to the 
baseline user queries. 

 

Fig. 6. Graph showing Average Precision. 

 

Fig. 7. P@10 of 50 Queries. 

 

Fig. 8. Graph showing Calculated MAP & P@10. 

TABLE II. SAMPLE OF P@10 METRIC FOR ALL 50 QUERIES 

P@10 

Query No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

for baseline, Q1 0.1 0.3 0.7 0.4 0 0.5 0 0.9 0 0 0 0.4 0.7 0.1 0.2 0 0.5 0 0.3 0.9 

after REO, Q2 0.6 0.4 0.6 0.4 0.2 0.6 0 0.7 0.4 0.1 0.2 0.4 0.5 0.2 0.4 0.3 0.3 0.1 0.4 1 

after WE, Q3 0.7 0.6 1 0.5 0.7 0.5 0.1 0.8 0.6 0.6 0.6 0.7 0.8 0.8 0.4 0.6 0.5 0.3 0.8 0.8 
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TABLE III. IMPROVEMENT IN MAP & P@10 

Metric 

Used 

Baseline 

query(Q1) 

Post Ontology 

Query(Q2) 

post Word Embeddings 

Query(Q3) 

mAP 0.44 0.52 0.85 

P@10 0.4 0.42 0.7 

V. CONCLUSION 

Improving the process of information retrieval for efficient 
retrieval of web documents with high precision has been an 
ever-going process. Numerous methods have been developed 
from time to time be it traditional Boolean models or vector 
state models or even probabilistic models. Each of them was 
more concerned with queries having keyword matching and 
had very little understanding of the semantics or context of the 
query formed. 

Query expansion that includes the reformulation of the 
user query showing better IR results has been a promising 
solution. The proposed algorithm, WeOnto works on same 
query expansion and suggests using a two-step procedure that 
uses ontologies and word embeddings. The ontology gives 
semantically enriched keywords for the user-query tokens 
whereas Word2Vec model learns from the given corpus and 
give most similar words for the said tokens. The best keyword 
from the entire set is extracted to form the final reformulated 
query that gave remarkable results and increased precision of 
the web documents retrieved. In future, instead of word 
embeddings, sentence-based embeddings can be devised. 
Also, as the embeddings are shallow unsupervised NLP 
techniques, the learning of the model can be improved by 
growing the size of the corpus. 
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Abstract—With the involvement of Mobile Adhoc Network 

(MANET) in many upcoming technologies and applications, 

there is an increasing concern about secure data transmission. 

Until the last decade, various solutions have evolved to 

circumvent this threat; however, the security issue is still a more 

significant threat. The problems studied during the review are 

usage of Complex Cryptographic Usage, Less Energy Efficient, 

Fewer studies towards Route Diversion Attack, and Less 

Emphasis towards Securing Beacon. An analytical method has 

been used to study these problems. This paper introduces a novel 

scheme that carries out dual operation viz. i) assessing the link 

legitimacy for detection of route diversion attack, and ii) cost-

effective countermeasures for the same attack. The key findings 

of proposed study is token generation process when associated 

with link legitimacy offers more routing security from various 

ranges of threats. The broader implication of this finding is that 

proposed system when characterized by lightweight encryption 

operation, it is capable of excelling better balance between data 

transmission and security performance unlike existing security 

solutions in MANET. 

Keywords—Mobile Adhoc network; route diversion attack; 

routing attack; link legitimacy; encryption 

I. INTRODUCTION 

Mobile Adhoc Network (MANET) offers a decentralized 
network of connected mobile nodes and can perform 
communication using any dependency towards infrastructure 
[1]. These mobile nodes are characterized by the formation of 
dynamic topology and have limited processing and storage 
capability. Secure routing among these mobile nodes is the 
better option to protect the communication in MANET. At 
present, there are various forms and taxonomies of secure 
routing protocol in MANET [2]-[4]. Each has its advantage as 
well as its limitations. The target of secure routing in MANET 
is to offer data protection from various potential threats in 
MANET in the complaint of security standards, i.e., non-
repudiation, integrity, confidentiality, availability, 
authentication [5]. There are multiple types of reported attacks 
in MANET where the potential threats are classified into 
rushing attacks, fabrication attacks, impersonation attacks, and 
modification attacks [6]. Some of the potential attacks that 
target routing process in MANET are classified as i) common 
routing attacks -Cache poisoning attack over routing, Rushing 
attack, Packet replication attack, Overflow attack on routing 
table, and Poisoning attack on routing table, and ii) advanced 
attack-location disclosure attack, resource consumption attack, 

flooding attack, black hole attack, sleep deprivation attack [7]. 
Some of the conventional solutions to mitigate such attacks are 
Secure Efficient Ad-hoc Distance Vector, Ariadne, Secure 
Routing Protocol, Authenticated Routing for Ad-hoc Network, 
and Secure Ad-hoc On-Demand Distance Vector Routing [8]. 
Out of all this existing secure routing scheme, there is also 
much talk about the benefits of Optimized Link State Routing 
(OLSR) because of its beneficial communication features viz. 
i) confirms minimal delay in data transmission in MANET, ii) 
independent of any form of centralized scheme for managing 
data transmission and hence more suitable in MANET, iii) 
highly adaptable to dynamic changes in topology in MANET, 
and iv) freedom from link reliability for transmitting control 
message [9]. Owing to this reason, the adoption of OLSR is 
preferred compared to its other counterpart routing 
methodologies in MANET [10]. However, the adoption of 
OLSR in secure routing in MANET has seen very few 
research-based approaches in recent times. Some of the 
challenges that OLSR encounters when integrated with 
conventional encryption protocols are i) increased memory as 
it retains all information of routes and hence highly vulnerable 
for any routing attacks in MANET, ii) increased overhead with 
an increase of mobile host due to inclusion of encryption while 
it uses two different message, i.e., hello packet and topology 
control message, iii) not applicable for time-critical application 
as a considerable amount of time is required for an OLSR to 
identify faulty links, and iv) conventionally, OLSR demands 
more energy to perform route discovery process and hence 
when integrated with encryption, it consumes more power. 

Therefore, this paper offers a solution meant to introduce a 
secured OLSR for resisting routing attacks considering the use 
case of route diversion attacks in MANET. It applies a 
lightweight encryption model, unlike any existing secure 
routing scheme. The model contributes towards a novel key 
management scheme without using any complex encryption 
scheme. The idea is to balance security demands without 
affecting the communication performance of mobile nodes. 
The paper organization is as follows: Section II discusses the 
existing literature followed by research problem in Section III. 
Methodology is discussed in Section IV, system design is 
discussed in Section V. Result is briefed in Section VI, while 
Section VII highlights outcome discussion, Section VIII makes 
conclusive remarks while Section IX briefs about future 
research direction. 
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II. REVIEW OF LITERATURE 

At present, various routing-based attacks are targeting to 
disrupt the communication system in MANET. It is also found 
that routing attack leads to incoming of multiple other forms of 
attacks in a decentralized environment in MANET. This 
section discusses all the practical approaches to mitigate such 
routing-based intrusion in MANET. 

The recent work carried out by Cai et al. [11] have used a 
trust-based scheme to mitigate route disruption attacks in 
MANET. This scheme uses evolutionary techniques using the 
cognitive process of humans to resist such attacks in MANET, 
mainly meant for internal attackers. The existing system also 
emphasizes overusing authentication schemes for assessing the 
legitimacy of the link. The work of Tu et al. [12] has exploited 
the characteristic of active routing schemes towards resisting 
route spoofing, byzantine attack, false routing, selective 
forwarding attack, etc. The study outcome has witnessed a 
minimal increase in the packet delivery ratio. Jhaveri et al. [13] 
have used a pattern-based intrusion monitoring scheme over 
routing attacks leading to eavesdropping. The idea of this work 
is also to increase the security during the discovery of the 
routing phase. Route diversion attacks can also be in the shape 
of a wormhole attack in MANET. The recent work of 
Tahboush et al. [14] has presented a security scheme using the 
round trip time to reduce delay and explore the tunnel 
presented by wormhole attack. The study outcome is found to 
stop both in-band and out-band attacks by wormhole attackers 
by controlling the transmission range. The work of Li et al. 
[15] has presented a scheme capable of identifying the different 
variants of anomalies in MANET when exposed to a 
vulnerable routing scheme. The presented scheme presented an 
allocation and verification of the anomalies present in the 
dynamic environment of MANET. 

The work carried out by Li et al. [16] has used reputation-
based attributes to formulate the route. This technique has used 
a cooperative-based secure on-demand data transmission 
scheme to differentiate the selfish and malicious behavior of 
the node. The work carried out by Dhananjayan and Subbaiah 
[17] has used a trust-based technique to perform a better form 
of secure routing scheme in Adhoc networks. The uniqueness 
of this work is about the usage of the mobility model and 
energy attribute to understand an indicator for security. The 
work carried out by Mohindra and Gandhi [18] has presented a 
scheme where a clustering-based operation along with 
encryption is used for securing the data transmission in 
MANET. This technique has used a signature generation for a 
better authentication scheme. The presented method has used 
elliptical curve encryption to offer security and usage of digital 
signature. The work carried out by Mohammadani et al. [19] 
has used a unique access scheme to secure the data 
transmission in MANET. The unique part of this 
implementation is that the system uses time synchronization 
for all the time slots; however, it doesn't assign anything for 
blackhole attackers owing to the constant time slot. 

Discussion about security strength of routing scheme in 
MANET based on the use of Internet-of-Things (IoT) is carried 
out by Trivedi and Khanpara [20]. Tripathy et al. [21] have 
developed an adaptive scheme for protecting the data 

transmission scheme in MANET from various attacks. The 
study presents a consideration of the context-based factors for 
specific factors to formulate trust values of the nodes. The 
existing system has also utilized fuzzy logic to address both 
security and quality of service in MANET. Rajashanthi and 
Valarmathi [22] carry out the work in such direction. In this 
study, an on-demand routing scheme along with fuzzy logic is 
used along with homomorphic encryption. The study has also 
used a bio-inspired algorithm to obtain a better route. The work 
carried out by Manjula and Anand [23] has implemented a key 
exchanged mechanism using Diffie-Hellman. The approach 
has used advanced encryption standards for encrypting data. 

The existing system has presented different variants of 
approach where routing scheme along with various use-cases 
are considered for assessing security. The work carried out by 
Pu [24] has considered securing the communication from the 
flying Adhoc network to secure jamming and any other form of 
route disruption attack. It is also claimed by various researchers 
where reliability is potentially linked with securing 
communication in MANET. One such significant study has 
been presented by Liu et al. [25] that considers the cost of 
transmission and packet delivery ratio followed by evaluation 
of road weight. However, no significant evidence is found to 
offer resistivity against attackers. The work of Anand et al. [26] 
has presented a model capable of identifying the malicious 
behavior of MANET nodes. According to this scheme, a 
dynamic model of distributed form is developed along with the 
misbehavior of mobile nodes in the network to present 
preventing measures. The work of Smith et al. [27] has 
harnessed the potential of the existing security scheme capable 
of secure communication among mobile nodes, access control, 
and authentication of mobile nodes in MANET. The work 
carried out by Wang et al.[28] have developed a secure trust-
based routing scheme where Petri net is used along with fuzzy 
logic to ascertain the eligibility of the nodes using OLSR 
protocol. Doss et al. [29] have presented a scheme for 
identifying and preventing novice forms of attack in MANET. 
This technique makes use of a learning approach for 
understanding the malicious behavior of mobile nodes. Usage 
of the learning scheme is also observed in Sankaran et al. [30], 
where the selection mechanism of the neighboring mobile node 
is secured in MANET. The learning scheme is used for 
reviewing the secure routing consistency. The following 
section discusses all the potential limitations explored after 
reviewing existing schemes of secure routing in MANET. 

III. RESEARCH PROBLEM 

There are various mechanisms implemented to date to find 
out if the mobile node is a regular node and malicious node; 
however, there are few standard and effective research 
implementations towards exploring the legitimacy of the 
communication link. The initial implementation is more 
inclined to identify the precise legitimacy of link; however, the 
countermeasures offered are based on non-cryptographic 
mechanisms to ensure cost-effective modeling. Good resistivity 
cannot be ensured; however, delivering complex cryptographic 
measures is challenging to implement in WSN. The 
summarized version of the open end research problems found 
in existing studies are as follows: 
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 Complex Cryptographic Usage: There is no doubt that 
cryptographic algorithms offer the potential for 
resisting attacks in a wireless network. However, when 
it comes to MANET, the mobile nodes consistently 
drain energy along with its movement. It demands a 
novice cryptographic model that is lightweight and less 
iterative. The majority of the existing encryption 
mechanism uses extensive essential management 
operation, which requires the storage of secret keys, 
which are again vulnerable to various attacks in 
MANET. 

 Less Energy Efficient: Existing secure routing schemes 
are more inclined towards data encryption and less on 
achieving optimal communication performance 
concerning data transmission. Majority of the existing 
techniques demands maximum resources to function in 
vulnerable scenario in MANET properly. Hence, there 
is a need for an encryption mechanism that is equally 
energy efficient when it comes to securing the data 
transmission scheme in MANET. 

 Fewer studies towards Route Diversion Attack: 
Various approaches offer protection from routing-
based attacks. But they are precisely not meant for 
route diversion attacks. To some extent, certain studies 
were carried out towards resisting wormhole attacks, 
which also bears nearly similar characteristics to route 
diversion attacks. However, the actual route diversion 
attack has received less attention as it is highly 
dynamic in its properties concerning the selection of 
the victim link. Moreover, the absence of any scheme 
for ascertaining link legitimacy is another reason for 
the lack of a standard solution towards route diversion 
attacks in MANET. 

 Less Emphasis towards Securing Beacon: The 
complete route discovery process in MANET demands 
to broadcast its beacon. The attacker quickly captures 
such beacons, which can disclose various essential 
information related to application and network 
topology. Unfortunately, fewer OLSR based secure 
routers have addressed this problem in the last five 
years in MANET. The existing approaches don't 
emphasize protecting the beacons. 

IV. RESEARCH METHODOLOGY 

The proposed study continues our prior model SRDP [31], 
presenting a solution towards resisting route diversion attack. 
This work adds up furthermore lightweight security operations 
to offer more resilience. The implementation mechanism is 
highlighted in Fig. 1 as shown. 

On top of SRDP architecture [31], the proposed system 
introduces a novel initialization stage where a sequential 
countermeasures process is carried out. The first stage of 
countermeasure is carried out by assessing the vulnerability in 
the link in MANET. In contrast, the second level of assessment 
is carried out considering multiple entity-based and entity-
based single evaluations. The former type uses a mobile node 
and trusty third party while the latter uses only a mobile node 

to carry out an assessment. The proposed scheme uses 
homomorphic encryption to encrypt the data, followed by a 
series of encryption processes unlike any existing approach of 
resisting route diversion attacks. The experiment of this logic 
has been performed in MATLAB environment where the 
algorithms are written in the form of function, which will 
executed offers the results discussed in result section. The main 
target of the proposed system is to develop an analytical model 
that can identify route diversion attacks and mitigate them 
using a cost-effective optimal solution. The following section 
further elaborates on design and algorithm. 
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Fig. 1. Proposed Implementation Scheme. 

V. SYSTEM DESIGN 

This section discusses the essentials of the design aspects 
involved in the proposed implementation. The complete 
performance is classified into two stages where the first stage 
of implementation is wholly focused on generating the link 
legitimacy. In contrast, the second stage of implementation is 
focused on mitigating the intruder in the MANET environment. 
The elaborated discussion of both the implementation modules 
in the proposed system is as follows: 

A. Algorithm for Link Legitimacy Token Generation 

This algorithm is responsible for assessing the score of the 
vulnerability of the communication link among the mobile 
nodes in the dynamic environment of MANET. The idea is 
mainly to ensure that all the communicating links are secure 
enough to perform communication. The steps of the proposed 
algorithm are as follows: 
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Algorithm for Link Legitimacy Token Generation 

Input: nt (transmitting mobile nodes), Φ (core authority key) 

Output: ψ (link legitimacy token) 

Start 

1. For i=1:nt 

2. Snt[Φ, π] 

3. n1(Φ)λID 

4. n1(B, ts, τ)ψ 

5. For ψ=valid 

6. n2(ID, B, ψ)flag accept 

7. Else 

8. n2(ID, B, ψ)flag reject 

9. End 

End 

This algorithm takes the input of transmitting mobile nodes 
nt, core authority key Φ that after processing yields an outcome 
of link legitimacy token ψ. There are four sets of operations 
being carried out by this algorithm. The first set of actions of 
the algorithm is to carry out the configuration of essential 
actors present in the simulation study. Considering all the 
transmitting mobile nodes (Line-1), this algorithm lets a sink 
node generate a core attribute key Φ along with an attribute for 
private key generation π. All this information is then forwarded 
to the transmitting mobile node (Line-2). This completes the 
configuration step before the development of the 
communication model. The next set of actions for the proposed 
system is to perform an extraction of security information. In 
this process, the transmitting mobile node generates the 
authorization key τ associated with the identity ID using the 
core authority key Φ. This operation is related to the identity 
considered for the mobile transmitting mobile node (Line-3). 
After this operation, the proposed system feels a beacon B, 
timestamp ts, and an authorization key τ, the transmitting 
mobile node generates a link legitimacy token ψ (Line-4). The 
next operation step involves assessing the link legitimacy token 
by the receiving node n2, which flags the outcome of 
acceptance of the validated link legitimacy token (Line-6) or 
invalid link (Line-8). 

In this part of the proposed scheme, identity concatenated 
with time is considered a public key where the successive 
interval of times is obtained by the division of time. Further, 
homomorphic encryption is utilized to carry out the data where 
a dual hash function is used, viz. i) the first hash function is 
used for mapping the strings in the group while ii) the second 
hash function is used for mapping the random inputs. The first 
step in the process of link verification is extracting security 
information associated with it. The receiver node computes the 
private key. 

λreceiver = hash (IDreceiver || ts)             (1) 

The expression (1) highlights the private key generated by 
the leader node LN. The next process is the mechanism of 
assessing the authorization key, which is generated as follows: 

τreceiver=generator
r
             (2) 

In the above expression (2), the proposed system uses a 
generator considering r as a natural random number. Further, 

the system carries out concatenation of the broadcasted beacon 
along with its identity, timestamp, the security validation token 
of the receiver node over the ciphered data, and encrypted data. 
The computation of the security validation token svt of the 
receiver node over the ciphered data is carried out as follows: 

svt=ct. λreceiver + rreceiver.generator            (3) 

In the above expression (3), the variable ct will represent 
ciphertext. The svt is incorporated within the data to ensure 
that no intruder could test the legitimacy of the link apart from 
the regular receiver node. The final step of this process is to 
assess the link legitimacy by the receiver node. For this 
purpose, the timestamp is evaluated concerning the current 
interval of time for the receiver node to find the freshness of 
the data received. After that, further computation is carried out 
by the receiver node: 

Generatorreceiver=A. e(B-generatorpublic)           (4) 

In the above expression (4), the generator of the receiver is 
calculated concerning the following dependable parameters 
viz. i) A=(svt, generator), ii) B=hash(IDreceiver||tsreceiver). If the 
condition is found to be validated concerning legitimate link, 
further expression (4) is progressively computed to yield an 
amended version of a conditional check as follow, which is if 
the value of hash(ctreceiver||tsreceiver|| τcurrent)is equivalent to 
hash(ctreceiver||tsreceiver|| τold), then the proposed system considers 
the link to be legitimate link and the message received from the 
link has higher data integrity. This message is further 
transmitted to another mobile node. Upon failure of this 
condition, all the communication with this link is aborted, and 
a new link is searched. From a security viewpoint, it can be 
seen that dependable parameters in all the mathematical 
expressions are entirely different. Hence, even if the message 
falls in intruder captivity, they will not find any link legitimacy 
information. Therefore, the algorithm offers a more 
straightforward link legitimacy assessment in MANET. 

B. Algorithm for Countermeasure for Intruder 

This algorithm continues the prior algorithm, which inherits 
its characteristics followed by mitigation strategy and targets 
towards mitigating the threat. The prior algorithm is about 
threat identification, while the second algorithm optimizes the 
first by incorporating mitigation measures. The steps of the 
proposed algorithm are as follows: 

Algorithm for Countermeasure for Intruder 

Input: nt, Φ 

Output: ψme / ψse 

Start 

1. For i=1:nt 

2. Snt[Φ, π] 

3. LN(π, ts) ψme(nleaf) 

4. nleaf (λID, B)ψse 

5. For ψ=valid 

6. n2(ID, B, ψse)flag accept 

7. Else 

8. n2(ID, B, ψse)flag reject 

9. End 

End 
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The algorithm mentioned above takes the input of 
transmitting mobile nodes nt and core authority key Φ that, 
after processing, yields an outcome of link legitimacy token 
with multiple-single entity ψme / ψse. This algorithm posses a 
similar configuration and extraction process as discussed in the 
prior algorithm for legitimacy check of link. The different 
operation carried out by this algorithm starts from Line-3. In 
this case, the algorithm performs two sets of novel operations, 
i.e., single entity assessment se and multiple entity assessment 
me. Numerous entities carry out the mechanism of the 
generation of the authorization key. In this case, the leader 
node LN generates link legitimacy token ψme using the attribute 
for private key generator π and time stamp ts (Line-3). This 
link legitimacy token is then forwarded to the mobile lead 
nodes in its group. 

On the other hand, the algorithm also performs a single 
entity assessment where the transmitting leaf node nleaf 
generates a link legitimacy token based on private key λID(me) 

and beacon B (Line-4). The final validation step is carried out 
from Line-5 onwards, where the mobile receiver node, i.e., n2, 

flags either acceptance or rejection based on the validated link 
legitimacy token. It should be noted that dependable 
parameters for this are carried out based on identity ID, beacon 
B, and link legitimacy token ψse. This completes the operation 
of the proposed algorithm. 

This algorithm mainly targets to reduce the possible 
overhead in the prior algorithm for identifying the degree of 
threat where the functionalities of distribution of security token 
are revised as follows: the prior algorithm assigns an attribute 
for private key generator with the highest number of 
parameters, i.e., encryption key, beacon, pairing parameters 
(elliptical curve, finite field), two discrete cyclic groups, 
bilinear map, global and local hash, generator, random integer. 
This algorithm uses a reduced number of parameters, i.e., 
encryption key, beacon, cyclic group, order of the cyclic group, 
random integer, random number of master key, and global 
hash. Similar homomorphic encryption is used in this part of 
the algorithm when the beacon B is transmitted to LN. In this 
algorithm, the receiver node obtains the private key from the 
core authority key Φ (randomly considered integer value) and 
node identity. The computation of the private key λ for receiver 
node uses two dependable attributes, e.g., k1 and k2, where k1 is 
equivalent to the randomly selected generator from the 
multiplicative group and k2 is expressed mathematically as 
follows: 

k2=randreceiver + hash(k1, IDreceiver).B            (5) 

In the above expression (5), the first component is a 
random number of mobile receiver nodes. In contrast, variable 
B of the second component represents a random natural integer 
(assuming it as core attribute key) and modulus of pairing 
parameter. The following process is for the usage of multiple 
entity-based assessments. A secure validation token svt' is 
generated by the receiver node along with the timestamp of 
transmission. This information is stored for carrying out a 
single entity-based assessment during beacon transmission. 
The mathematical expression of svt' is as follows: 

svt(me) = 1 / generator
ts
             (6) 

The above expression is used for multiple entity 
assessment. The proposed algorithm also carry out a single 
entity assessment of vulnerability where a receiver node 
computes the link legitimacy token based on svt obtained in 
prior algorithm and randomly selected integer towards the 
encrypted data where svt' is created as follows: 

svt(se)=generator
svt 

            (7) 

The beacon is then forwarded by the mobile receiver node, 
the timestamp, randomly selected generator, and svt of a single 
entity. The beacon carries out the following information, i.e., 
the identity of the receiver node, timestamp, randomly selected 
generator. Finally, the algorithm proceeds towards the 
validation operation where all the mobile nodes perform 
validation of the received beacon. It starts with assessing the 
current time stamp, then computation of generator and product 
of svt randomly selected generator, and a random number. The 
proposed system also set a condition as follows: 

μ1=svt. μ2. μ3              (8) 

In the above expression (8) for the conditional check, the 
variable μ1 represents the mobile receiver node generator. In 
contrast, the variable μ2 represents hashing of the random 
generator, and the variable μ3 represents the random integer to 
the power of the hashed value of μ2 and identity of the receiver 
node. A closer look at this algorithm's internal operation 
showcase that the proposed system introduces complex 
attributes for the attackers to perform intrusion. It is a complex 
process as the attacker will be required to decode multiple 
interconnected hashing operations with unknown variable 
definitions. The following section discusses the outcomes of 
the study. 

VI. RESULT ANALYSIS 

This section discusses the outcomes obtained from 
implementing the algorithms discussed in the prior section. 
Scripted in MATLAB, the observations were carried out 
considering the following simulation parameters: i) several 
mobile nodes 1400, ii) initialized energy is 10J, iii) Size of the 
message is 1000 bytes, iv) total simulation rounds is 1000. The 
implementation environment involves the dispersion of mobile 
nodes in random order over a 1000x1000 m

2
 simulation area. 

The mobile nodes form a group, and each group is assigned a 
leader node based on higher residual resources. The leader 
node carries out all the communication from one group to 
another, while a normal mobile node itself carries out 
communication within a group. The proposed system claims 
security in MANET considering the standard OLSR protocol; 
the comparison is carried out concerning the OLSR protocol. 
Irrespective of various availability of routing protocol, the 
justification behind selection OLSR are as following: i) the 
routing process of OLSR is decentralized and theoretically 
claimed to offer lower delay; however, still there is an issue 
with maintaining routing table for all sorts of routes, which is 
vulnerable for attack in MANET, ii) it offers supportability of 
dynamic changes in MANET; however, it also witnesses 
higher beacon overhead and consumes more processing power. 
Moreover, the proposed study is implemented in order to 
address such issues in OLSR. To closely observe the outcome, 
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the proposed method is split into Prop-1 and Prop-2, exhibiting 
the algorithm for link legitimacy and cost-effective 
countermeasures. The outcome analysis concerning standard 
performance parameters in MANET is mainly associated with 
resource utilizing, delay, and packet delivery ratio. 

The first performance parameter used towards investigating 
the effect on communication performance is resource depleted 
nodes. After initializing the nodes with energy, there is a 
decrement in power. The idea of these performance parameters 
is to check the availability of nodes in the proposed security 
scheme. 

 

Fig. 2. Comparative Analysis of Resource Depleted Nodes. 

 

Fig. 3. Comparative Analysis of Residual Energy. 

 

Fig. 4. Comparative Analysis of Delay. 

 

Fig. 5. Comparative Analysis of Packet Delivery Ratio. 

Fig. 2 to Fig. 5 represents comparative analysis of the 
proposed system (with two variants) with the existing standard 
OLSR protocol with respect to resource being depleted, 
residual energy, delay, and packet delivery ratio respectively. 
In every case, the proposed system is witnessed to offer 
superior outcome in contrast to OLSR protocol. 

VII. DISCUSSION 

This section discusses about the outcome obtained from the 
proposed study briefed in prior section. 

 Discussion of Resource Depleted Nodes (Fig. 2): The 
outcome exhibited in Fig. 2 showcases that the 
proposed system offers better node availability than the 
existing system. OLSR scheme is much occupied into 
formulating topology control which increases its 
resource dependency when the encryption scheme is 
applied along with OLSR. On the contrary, the Prop-1 
scheme also does a similar job finding link 
vulnerability owing to route diversion attacks. 
However, this scheme uses more random numbers and 
generators and more minor encryption operations, 
leading to lesser resource consumption than OLSR. On 
the other hand, the extensive usage of parameters in 
key distribution is further controlled in Prop-2, leading 
to further saving of resources in contrast to Prop-1. The 
following associated performance study is towards 
residual study to validate the prior outcome of node 
availability. 

 Discussion of Residual Energy (Fig. 3): As exhibited in 
Fig. 3, it can be seen that the depletion of energy for 
Prop-2 and Prop-1 is far better than the OLSR protocol. 
This ensures that with the increase of simulation 
rounds (where traffic load is also increased), the 
proposed scheme can successfully achieve better 
retention of energy and better node availability. The 
following performance parameter understudy is an end-
to-end delay, a duration involved in packet 
transmission from transmitting to receiving mobile 
nodes in MANET. The outcome of the delay is shown 
in Fig. 4. 
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 Discussion of Delay (Fig. 4): The outcome in Fig. 4 
exhibits that OLSR offers extensive delay compared to 
the proposed scheme. The prime reason is the 
involvement of multi-point relay and extensive 
cryptographic mechanism; the establishment of the 
route takes time in the presence of traffic load with 
increasing simulation rounds. Apart from this, the 
involvement of time for multi-point relay further adds 
to more delay. However, an operation carried out in 
Prop-1 involves conditional checks more and less 
encryption, which involves less duration. Further, 
Prop-2 offers the advantage of updating the link 
legitimacy token with a recent time stamp, which 
further authenticates the link with the presence of a 
route diversion attack. This causes lesser dependency 
on performing repeated route discovery processes in 
Prop-2. Apart from this, the inclusion of group-based 
communication also contributes towards lower delay. 
Finally, the proposed system assesses data forwarding 
performance via packet delivery ratio computed by 
cumulative data received at the destination and 
forwarded by transmitting mobile nodes. 

 Discussion of Packet Delivery Ratio (Fig. 5): Fig. 5 
showcases that the proposed system offers a better 
packet delivery ratio in comparison to OLSR. With the 
depletion of energy, the trend of packet delivery ratio 
will also degrade. The prime reason behind this 
outcome is that once the mobile node deletes its energy 
in OLSR, the number of relay nodes is significantly 
affected in formulating better routes. A further change 
of topology also involves time, and hence increasing 
the number of data when subjected to encryption 
further takes a slow performance in OLSR. However, 
this problem is mitigated in the proposed system by 
group-based communication using a leader node with 
forwarding aggregated data from its candidate mobile 
node in the proposed scheme. The difference between 
OLSR and Prop-1 is that – in OLSR, a single mobile 
node performs complete data transactions. In contrast, 
the proposed scheme performs aggregated data 
transmission via leader node, which saves time and 
increases the data transmission rate. However, Prop-1 
has extensive usage of key management mechanism 
which is optimized in Prop-2 model and hence, the 
Prop-2 model offers further better outcomes than the 
Prop-1 model. 

 Discussion of Security Analysis: It is to be noted that 
although the proposed system is designed towards 
resisting route diversion attacks, it still offers intrusion 
prevention capabilities furthermore. Owing to the 
usage of homomorphic encryption, the proposed 
method (Both Prop-1 and Prop-2) offers resistance 
from eavesdropping. Due to a series of dependencies 
towards the verification process, the proposed system 
doesn't allow the intruder to decrypt the ciphered 
beacon and data, ensuring optimal privacy and 
confidentiality. Apart from this, the encryption process 
considers identity, which will offer privacy protection 
for the mobile nodes in MANET. Another interesting 

fact is that the proposed system communicates via the 
leader node, which possesses extensive information to 
be forwarded or received. Hence, they are more prone 
to attack. It should be noted that Prop-2 is mainly 
carried out towards protecting the leader node, while 
Prop-1 is carried out towards protecting the mobile 
node. Hence, there is no feasibility of an active attack 
as well. 

VIII. CONCLUSION 

Route diversion attack is a severe problem in the dynamic 
environment of MANET. Irrespective of various research 
works towards resisting such routing attacks; the existing 
scheme lacks autonomous precise monitoring and a robust 
prevention scheme. Hence, the proposed system offers a 
solution against this problem by introducing an integrated 
computational model that offers a scheme to confirm link 
legitimacy and prevent attackers in MANET. The contribution 
and novelty of the proposed study are as follows: i) The 
proposed scheme offers an asymmetric essential management 
technique potential enough to stop eavesdropping along with 
resisting routing attacks, ii) The proposed model facilitates 
neighborhood authentication unlike conventional secure OLSR 
model in MANET, iii) the proposed model uses lightweight 
encryption mechanism to over low storage cost and 
comparatively higher network scalability, and iv) the proposed 
model offers a good balance between optimal security 
performance with efficient data transmission performance in 
MANET. 

IX. FUTURE WORK 

After reviewing the outcomes and their inference, it has 
been noticed that with a unique proposed research 
methodology without using complex form of cryptography. 
However, there are few questions which is further required to 
be analyzed viz. i) can be memory used for processing secret 
key be optimized? ii) can any non-encryption based operation 
be performed on top of this model in order to offer more 
privacy and further more security? Working toward these 
questions will be a part of future plan of implementation. The 
future work of the proposed study is to carry out 
implementation of bio-inspired algorithm to address the 
question of memory optimization for secret key processing. 
Further, trust based stochastic modelling can be carried out in 
order to address the second question towards deploying non-
encryption based approach for offering more privacy and 
security. Deep learning method can be also further applied in 
order to generate attack graph in preemptive form prior the 
actual attack takes place. 
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Abstract—The high-pace emergence in Cloud Computing 

technologies demands and alarmed academia-industries to attain 

Quality-of-Service (QoS) oriented solutions to ensure optimal 

network performance in terms of Service Level Agreement (SLA) 

provision as well as Energy-Efficiency. Majority of the at-hand 

solutions employ Virtual Machine Migration to perform dynamic 

resource allocation which fails in addressing the key problem of 

SLA-sensitive scheduling where it demands timely and reliable 

task-migration solution. Undeniably, VM consolidation may help 

achieve energy-efficiency along with dynamic resource allocation 

where the classical heuristic methods which are often criticized 

for its local minima and premature convergence doesn’t 

guarantee the optimality of the solution, especially over large 

cloud infrastructures. Considering these key problems as 

motivation, in this paper a highly robust and improved meta-

heuristic model based on Ant Colony System is developed to 

achieve Task Scheduling and Resource Allocation. CloudSim 

based simulation over different PlanetLab cloud traces exhibited 

superior performance by the proposed task-scheduling model in 

terms of negligible SLA violence, minimum downtime, minimum 

energy-consumption and higher number of migrations over other 

heuristic variants, which make it suitable towards realistic Cloud 

Computing purposes. 

Keywords—Task-scheduling; VM-migration; improved ant 

colony system; SLA assurance; energy-efficient consolidation 

I. INTRODUCTION 

In the last few years, the high-pace rise in advanced 
software systems and decentralized computing environments 
has broadened the horizon for a state-of-art new paradigm 
named cloud computing. Cloud computing has emerged as a 
potential technology serving decentralized scalable services to 
the significantly large number of users for respective data 
and/or query driven computation and information services. 
Cloud computing technology can be characterized as an array 
of network-enabled services facilitating quality-of-service 
(QoS) assured scalable and personalized (computing) solutions, 
even at the inexpensive cost [1-3]. The potential to serve 
decentralized data or (computing) infrastructure, independent 
of the geographical boundaries makes cloud computing an 
inevitable need to meet contemporary or even NextGen 
industrial as well as personal computing demands [2]. Based 
on the usage of the Cloud it is understood that it has been 
applied as a key technology to serve civic purposes, financial 
sector, industries, government agencies, scientific community, 
diverse business houses, etc. Noticeably, to serve aforesaid 

stakeholders, cloud services are classified into three key types; 
Infrastructure as a Service (IaaS), Platform as a Service (PaaS), 
and Software as a Service (SaaS). Irrespective of the service 
types, fulfilling QoS in cloud computing has always remained 
a challenge. To meet aforesaid service demands industry 
requires providing decentralized storage infrastructure, often 
called data centers; however, with exponential rise in 
computing demands with non-linear (demand or use) patterns, 
the at-hand solutions often undergo disrupted performance or 
connectivity. This as a result impacts overall QoS performance. 
Typically, delivering Service Level Agreement (SLA) by 
Cloud Service Providers ensures to provide QoS support to its 
customers while maintaining reliable services with higher 
scalability, reliability and continuity over operating periods [4, 
5]. It is a challenging task to retain SLA over highly dynamic 
load demands and use patterns across a gigantically large user-
base, located around the globe. 

A cloud infrastructure mainly encompasses physical 
machines, also called servers, virtual machines (VMs) and 
allied controllers. Noticeably, hosts of the physical machines 
primarily acts as the component serving computing ability and 
memory, while VMs function as containers possessing 
different independent tasks. A huge cloud infrastructure may 
consist of multiple hosts, where each host can have multiple 
VMs, carrying different parallel-computing tasks. In this case, 
due to dynamism in resource demands by each task a VM 
might undergo an exceedingly large resource demand, which 
could not be facilitated by the currently attached physical 
machine or host. In such a case, a VM carrying multiple tasks 
is required to be migrated to the suitable host, which could 
provide sufficient resources to the associated task for SLA 
assurance and QoS provision. However, it may take 
significantly large traversal time or allocation scheduling 
related delay, impacting downtime and hence overall 
performance. Being an uncertain demand scenario, the tasks or 
allied VMs can have to traverse across the network as per at-
hand overloading and under-loading scenario. Undeniably, it 
can increase downtime as well as QoS violation. On the other 
hand, cloud being an energy-exhaustive technique requires 
addressing energy-minimization needs and therefore 
simultaneous dynamic resource allocation, task scheduling and 
energy minimization turn out to be a complex NP-hard 
problem [1-5]. In sync with cloud with the heterogeneous 
demand types, the load pertaining to each VM might vary as 
per task-types and demand-density over the operating period. 
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Therefore, merely random host selection concepts or even the 
classical bin-packing models, cannot be appropriate. Such 
classical methods might give rise to the overloading or 
underloading condition, and hence can impact both SLA as 
well as energy-efficiency. 

With this context, the research work proposes a “Multi-
Level Hierarchical Controller Assisted Dynamic Task 
Scheduling and Resource Allocation Model for Large Cloud 
Infrastructures” which involves a hybrid evolutionary concept 
named Improved Ant Colony System (I-ACS) to achieve SLA 
with energy efficiency to meet cloud demands. The proposed 
model is developed using CloudSim platform, where 
simulation over PlanetLab cloud trace data revealed superiority 
of the proposed model over major existing approaches in terms 
of downtime, SLA violation, number of migrations and energy-
consumption. 

The further sections of the presented document are given as 
follows. Section II discusses the Literature Survey pertaining to 
SLA oriented and Energy-Efficient task-scheduling methods, 
Section III discusses the proposed method followed by 
Section IV which provides Results and Discussion. The overall 
research Conclusion and allied inferences are presented in 
Section V. References followed in this research are provided at 
the end of the manuscript. 

II. RELATED WORK 

Afzal et al. [6] focuses on Load balancing based heuristic 
assisted task scheduling concept under static or dynamic load 
conditions. However, unlike classical static resource allocation 
that employs a first-come-first-servemethod, it can't be suitable 
under dynamic load conditions. Pradhan et al. [7] discusses 
about modifying especially round robin methods, which 
authors applied in their research to reduce the waiting time. 
Mogeset al. [8]focused on energy efficiency as the key concept 
to perform task scheduling. To reduce energy-exhaustion, 
authors proposed VM consolidation concept, which was 
performed to shut-down underutilized hosts and by removing 
hotspots. However, the classical use of bin-packing based 
consolidation could not address latency and QoS degradation 
issues. In addition to the power enhancement, the work 
suggested to perform consolidation scheduling in such a 
manner that it could retain lower task response time to meet 
SLA demands. To achieve it, authors suggested to focus on 
modified bin-packing based consolidation. 

Syed Arshad Ali et al. [9] implemented task scheduling 
using Resource aware min- min algorithm where task-
scheduling was performed on the basis of the load of the 
servers to minimize makespan. Mosa et al. [10] on the other 
hand emphasized on load balancing in the cloud by distributing 
the workload dynamically across the cloud infrastructure with 
multiple nodes. Authors applied utility functions and GA 
heuristic model to optimize VM allocation, Energy 
consumption and SLA violations. Jyothi S et.al. [18] Bhaskar 
R et.al [19] discussed numerous key challenges in dynamic 
load management in heterogeneous cloud environments. 
Authors proposed a heterogeneity- aware dynamic application 
provisioning model to reduce energy consumption in cloud 
environments. 

Doppaet al. [11] designed a self-aware framework to adjust 
or optimize resource and SLA. However, the use of DVFS 
based methods can’t be suitable for a heterogeneous cloud 
network with dynamic load conditions. In addition to the SLA 
expectations, authors [12 -13] focused on resource allocation 
while maintaining lower computation and energy-exhaustion. 
Liet al. [12] designed a directed acyclic graph (DAG) model to 
perform priority bound task scheduling. Here, in DAG 
construction the nodes characterize the tasks, while the edges 
represent the allied messages among jobs [14-16]. Tang et 
al.[14] applied DAG-based workflow where tasks were 
prioritized based on respective sizes to perform resource 
allocation. Zhu et al. [17] Jyothi et al. [18] performed task 
scheduling on the different multiprocessing environment, 
which can be solved using NP-hard optimization. Considering 
this as motivation, dynamic task-scheduling and resource 
allocation is performed by applying the concepts of co-
evolution system and multi-population strategy for Meta-
heuristic method such as ACO is considered. 

III. SYSTEM MODEL 

This discussion primarily discusses the proposed model and 
its implementation including the multi-controller assisted 
overload and underload detection, VM selection and the 
proposed Improved Ant Colony System (I-ACS) based task 
scheduling. 

The task scheduling or allied VM migration can be 
inducted as per the task-(heterogeneous) demands’ and hence a 
controller can migrate one or multiple VMs to the suitable 
hosts (via consolidation) while retaining SLA performance and 
energy-efficiency. The proposed model introduces multi-
layered controller units to dynamically monitor the VMs and 
allied task’s demand to stochastically predict the demands and 
accordingly the global controller performs scheduling in 
advance to avoid any SLA violation, QoS-compromise or even 
energy-exhaustion. 

The overall proposed model encompasses four key steps. 
They are: 

Step-1 Hierarchical Multi-layered controller assisted cloud 
monitoring, 

Step-2 Underload and Overload detection, 

Step-3 Minimum Migration Time (MMT) oriented VM 
selection, 

Step-4 Improved ACS (I-ACS) assisted S-DTS  

The details of the overall proposed model are given in the 
subsequent sections. 

Hierarchical Multi-layer Controller assisted Cloud 
Monitoring. 

An illustration of the different controller and its respective 
task is given in Fig. 1. 
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Fig. 1. Proposed Multi-controller Assisted Cloud Monitoring and Task-

Scheduler. 

Typically, cloud infrastructures that often accommodate a 
significantly large number of independent tasks operating or 
executed onto assigned VMs, undergo exceedingly high 
demand-dynamism. In other words, the different tasks 
connected to each VM undergo non-linear traffic demands, and 
therefore might require dynamic resource to continue its 
operation. Under such scenario, a VM encompassing single or 
multiple tasks might exhibit non-linear resource demand, 
influencing a host or physical machine to undergo under-
utilization or overloading. Consequently, it might significantly 
impact the overall performance and SLA-reliability of the 
system. Considering this fact, performing demand-sensitive 
resource allocation or task-scheduling is must. To achieve it in 
the proposed method, a state-of-art new Hierarchical Multi-
Layered Controller (HMLC) design is applied, which 
especially monitors demands or resource utilization pattern at 
each task connected to a VM. The proposed HMLC model 
encompassed a local controller and a global controller, 
especially designed to perform task-scheduling or dynamic 
resource allocation so as to preserve SLA, QoS as well as 
energy-efficiency. To perform task-level resource utilization 
assessment, local controller (LC) is applied that measures 
resource utilization per VM and updates the same to the global 
controller (GC), dynamically so as to make stochastic 
prediction-based task-scheduling decision in advance. 

As shown in Fig. 1, the proposed local controller unit 
operates over each VM, accommodating multiple tasks. Here, 
it acts as an autonomous VMM manager that measures 
resource utilization dynamically and updates to the global 
controller so as to make dynamic task reallocation. 
Additionally, the proposed controller mechanism enables 
dynamic underload/overload detection and (proactive) 
avoidance. Once detecting any hotspot or any PM undergoing 
overload, the local controller executes VM selection 
mechanism (discussed in subsequent section) and selects the 
VM to be unloaded from the at-hand overloaded hosts. 
However, recalling the SLA assurance to the offloaded VM 
and allied tasks, the proposed model introduces a state-of-art 
new and robust dynamic VM scheduling model which 
guarantees optimal task-scheduling and allied VM migration, 
without affecting SLA performance. To achieve it, the 
proposed global controller model retrieves VM’s and hosts’ 
information proactively from the local controller and executing 
the proposed I-ACS concept it schedules VM placement or 

migration in advance so as to retain SLA intact. Once 
traversing or offloading the suitable VM from a host, the local 
controller updates the node-parameters and updates the same to 
the global controller for further decision making. To achieve 
SLA-assurance and energy-efficiency, at first, a dynamic 
threshold-based underload and overload detection unit is 
applied. The details are given as follows. 

A. Underload and Overload Detection 

To cope up with the dynamic resource demands and allied 
scheduling tasks, the work is carried out which examines the 
load condition of each task and associated host that helps in 
identifying under-loaded and overloaded nodes in the network. 
To ensure SLA-sensitive and energy-efficient scheduling, once 
detecting a node as under-loaded either certain specific VM 
(including all connected tasks) or all VMs are off-loaded, 
which are then migrated to the other suitable hosts. This 
approach not only helps in optimal resource allocation, but also 
preserves significant energy. On the other hand, detecting a 
host undergoing overload, the proposed model offloads tasks or 
allied VM(s) and migrates them to the other suitable host, 
while ensuring that the migration doesn’t cause overload on 
another host (say, target host) or impacts SLA performance. 

1) Underload detection: The proposed model discusses a 

host with load lower than a predefined minimum workload 

condition or resource utilization is referred as an underload 

host. In order to preserve energy, once identifying a host with 

under-utilized resources, it’s connected VMs or allied tasks 

are migrated to the other host(s) strategically. However, this 

scheduling or migration takes place in such a manner that it 

doesn’t cause overload on other nodes or hosts. In sync with 

the concept of VM consolidation, once migrating all VMs to 

the other host, successfully, it shuts down the host to preserve 

the energy. Here the task-migration or allied resource 

allocation strategy schedules the migration in such a manner 

that neither it causes SLA violation nor energy exhaustion or 

any possible overload situation on the target host. To 

guarantee SLA provision, the source host remains active or 

ON, until all allied tasks and the target host(s) holds the 

migrated connected VMs. 

2) Adaptive threshold-sensitive host overload detection: 

To detect the overloaded VM (containing independent tasks), 

a stochastic prediction assisted approach is applied. In this 

each host node performs periodic load assessment of each host 

which eventually assists detecting an overloaded node. Here, 

each host’s resource (i.e., CPU or MIPS) utilization is 

measured to assess the host node whether it is overloaded or 

not. Most of the existing approaches towards task-scheduling 

apply a static threshold method to detect an overloaded host. 

Unfortunately, IaaS which often undergoes dynamic loads 

over the operating period and the different tasks consume 

different resources at the varied time-instant. Therefore, the 

use of the static threshold method can’t be suitable for 

overload detection. Here, dynamic CPU utilization 

(cumulative CPU utilization per VM over multiple 

independently processing tasks) assessment method to 

perform overload detection is applied. More specifically, in 
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this method, the CPU utilization threshold value is adjusted 

dynamically on the basis of the changes in continuous CPU 

utilization. It assumes that higher fluctuation in use-pattern 

can be stated as the lower upper CPU utilization (threshold). 

In general, the higher value of such non-linear resource 
utilization indicates an overloaded condition, with 100% 
resource utilization. To cope up with the exceedingly high 
dynamism in the cloud network, a hybrid concept 
encompassing both inter-service (task) relation along with 
varying information to achieve dynamic thresholding is 
applied. Here, a state of art new hybrid concept to exploit task 
level resource utilization and their cumulative impact as 
eventual load to perform overload detection is designed. 

More specifically, interquartile range (IQR) and modified 
local regression methods is applied to measure dynamic CPU 
utilization and eventually predict adaptive threshold. Here, IQR 
algorithm follows a statistical dispersion approach to represent 
association between the first and the third quartile, as depicted 
in equation (1). The value of IQR is estimated to employ the 
equation (2) to obtain the upper-threshold of the CPU 
utilization. 

3 1IQR Q Q 
              (1) 

1 .uT s IQR 
              (2) 

With the consideration of dynamic load conditions and 
fluctuations in resource utilization for the same ongoing task, 
there can be significant effect on the upper threshold estimation 
(2). Any possible inaccuracy in threshold estimation might 
cause wrong resource allocation and allied task migration 
activities that as a result can affect overall SLA performance. 
Realizing this fact, in this research paper a state-of-art new 
dual-level threshold estimation model is formulated, where at 
first it applies IQR based   estimation, while in the subsequent 
phase it applies local linear regression (LRR) method. 
Noticeably, in the proposed model, LRR exhibits fitting of the 
(utilization) trend polynomial to the preceding   CPU 
utilization values, obtained as per (3) for each observation 
value. 

  ˆˆ        g x a b x 
              (3) 

Now, measuring the observation values, the next 

observation value,  1 ˆ kg x  is estimated. Now, to perform 

offloading of a host, the following condition is applied. 

 1. ˆ 1ks g x  
              (4) 

1k k mx x t  
 

In above conditions (4),      signifies the maximum 
level of tolerance by a host. Here, the maximum time required 
to migrate a VM (containing one of multiple independently 
executing tasks) from host  be   . The classical local 
regression concepts which are often found limited under higher 
dynamic value changes and allied regression estimation. 
Additionally, it performs inferior due to the outliers introduced 
by leptokurtic or heavy-tailed distributions. Considering this 

fact, modified the classical least square (LR) algorithm is 
applied by a bi-square model. Noticeably, LR improves 
iteratively so as to estimate the initial fitting for which the 
tricube weights are obtained using a Tricube Weight Function 
(TWF). Here, the obtained fitting parameter at    was applied 
to retain the fitted values using ̂ . In this manner, the residual 
value, signifying        ̂  was estimated. Thus, with the 
estimated values of   and  , it was assigned in (5) to estimate a 
factor called robustness factor   . 

6

l̂

iR B
s

 
  

                (5) 

Every observation value was allocated
iR . In (6), 

 ( )represents the bisquare weight function and   represents 
the Medium Absolute Deviation (MAD) to achieve least square 
fitting. Thus, obtaining  ( )As per (6). 

   
2

2. { 1         1, 0       B u if u Otherwise  
           (6) 

In above derived equation (5),   was obtained as per (7). 

  îs mediun 
              (7) 

Thus, employing the above derived model (4) for the 
estimated trend line, the predicted possible value or instance, 
for any inequalities (with reference to the predicted value and 
the observed value), a host was identified as an overloaded 
host. Eventually, identifying the overloaded host, the local 
controller unit informs the global controller and meanwhile 
identifies the VMs to be migrated to the other resource-
sufficient (optimal) host node. Though, in literature, 
researchers have randomly considered any VM to execute 
migrate; however, for SLA-sensitive task migration purposes, 
such approaches might undergo SLA-violation phase or QoS 
compromise, especially due to increased downtime and even 
complete task or transaction failure. Considering this fact, 
distinct unit called VM selection model is necessary. A snippet 
of the VM selection method applied is given as follows. 

B. SLA Oriented Minimum Migration Time-based VM 

Selection 

In order to preserve SLA, while guaranteeing minimum 
downtime, the minimum migration time (MMT) based VM 
selection method is applied. In other words, once identifying an 
overloaded host, only that specific VM is migrated, which 
takes minimum migration time. Hypothesizing the fact that 
higher downtime can lead higher losses, so maintaining lower 
downtime as favorable, MMT as a VM selection policy is 
considered. This approach can be suitable towards SLA 
preserving effort as well as reliable cloud service provision. 
Migration time for each task and allied VM connected to the 
overloaded host of PM is estimated. Thus, sorting the VMs 
based on their respective migration time, the VM is chosen 
with the minimum migration delay, at first to migrate towards 
the target host. Thus, applying this method, broadened the 
horizon for delay-resilient migration over cloud platforms. 
Now, once selecting the VM to be migrated, the local 
controller passes all allied details to the global controller, 
which employs a highly robust improved ACS heuristic 
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concept to perform VM placement of migration. Though, the 
proposed VM migration or allied task scheduling concept 
resembles a VM consolidation problem; however, considering 
real-time tasks characteristics, classical meta-heuristics is 
improved to not only alleviate local minima and convergence 
but also ensure timely and SLA-centric task-migration or allied 
resource allocation. 

The following section discusses the proposed I-ACS model 
for task-scheduling over a large Infrastructure as a Service 
(IaaS) cloud platform. 

C. Task-Migration Problem Definition 

Consider that the set of operating physical machines or the 
hosts be    *                 +  where,     
represents the specific host conditioned as     . In the 
same manner, let the set of VMs encompassing or containing 
multiple autonomously operating tasks be     
{                   }, where each VM is connected to 

certain host.      be the   th    connected on the   th host. 

The variable      presents a binary variable signifying on host j 

connected by the  -th VM. Consider that      be the resource 

capacity (in terms of the CPU utilization) of   on the   th host 
and the resource demanded by the   th VM be    . In this 

manner the total load at that host can be characterized in the 
form of the total load caused by all VMs and allied tasks 
running onto it. Let,   be the time-period or observation 
period. Thus, the sub-gap can be estimated by splitting   into 

   intervals    [(     )(     ) (       )] . 

Noticeably, the time-slot         represents the interval  . 
Thus, over  , the CPU utilization is estimated at a host using 
(8). 

 , ,   ,

1

n

i Util CPU j CPU j

j

CPU k vm pm


 
            (8) 

In (8), the parameter   refers to the CPU utilization which 
was collected for certain period. The average CPU utilization is 
estimated using (9). 

   , , 1
k

k

t n

i AvgUtil i Util

t t

pm pm t q




  
            (9) 

In (9), (   ) states the total amount of sub intervals or 

gap over   observation period. Let,      ( ) be the power of 

  th host over    span, then the power status can be obtained 

based on the CPU utilization value.     
( )which signifies the 

energy consumption by the   th host from the last time 
interval to the current time interval and hence is estimated as 
per (10). 

       , ,1 ( 1 ( ))( 1
k

i iw i w i w k kpm E pm k pm k pm k t t      
 (10) 

Based on host consumption hypothesis, for any host    , 

employing CPU utilization,           ( ) the energy consumed 

can be obtained as per (11). 

     , .   1  .   . max max

j j j j j i UtilE pm K e k e CPU k  
        (11) 

In (11),    signifies the portion of energy exhausted when 

the host (i.e.,    ) is in idle state; while   
    refers the energy 

exhaustion of     when being utilized completely. Moreover, 

the parameter           ( )  presents the CPU utilization by 

    over   duration. Thus, applying this mechanism, the 

resource utilization is estimated dynamically over each host 
and correspondingly the resource demand by each task or allied 
VM is estimated. Now, the resource consumption for all active 
hosts,   ( ) since the last or passed time interval to the current 
instant is estimated as per (12). The key dominant goal behind 
task migration or VM allocation problem is to obtain the set of 
VM-host mapping, where the proposed allocation model is 
supposed to place the targeted VM onto the suitable host, 
without impacting SLA performance or energy-exhaustion. 
Here, the resource allocation is performed in such manner that 
the proposed scheduling model attains minimal resource 
exhaustion  ( ), conditioned at: 

1

1

m

i ij

j

x 
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1

n

j CPU i ij CPU j

i

vm X pm


 
           (13) 

Thus, with the above derived motive, in this research work, 
a state-of-art new improved ACS heuristic model is developed 
for SLA-centric task-scheduling and allied VM or resource 
allocation strategy. The details of the planned I-ACS model is 
given in the following section. 

D. Improved-ACS based Task Scheduling 

Unlike classical heuristic models, a hybrid ACS algorithm 
for task scheduling or allied VM allocation is applied. The VM 
scheduling model proposed in this paper is based on a well-
known heuristic model named ACO in which multiple agents 
estimate the solution-likelihood in iterative cycles. During this 
process, they converse ultimately by dropping the pheromone, 
which is a chemical substance called on respective paths they 
traverse. But, for research-intended task-scheduling or VM 
placement doesn’t employ the notion of path, in the proposed 
model pheromone is deposited by the ants on each task (or 
VM) and within a pheromone matrix by the host pair. The ants 
retrieve VMs in each series, and starts forming local solutions 
by means of a probabilistic decision rule that signifies the 
attractiveness for an ant to select a specific VM (MMT based 
VM selection) as the next one to pack in its current host. In this 
mechanism, the higher the amount of pheromone deposition 
and higher information related to a VM-host pair, the 
probability that it will be selected for migration will also be 
higher. Fig. 2 presents the solution formation for a single ant. 
In this mechanism, the ant initiates with four VMs, calculates 
the probabilities for each of the VMs using the probabilistic 
decision rule, and begins allocating the (selected) VMs for 
each selected host as per the estimated probabilities. Once the 
host is completely occupied with the migrated task or allied 
VMs the proposed model identifies a new host on the basis of 
corresponding likelihood. 
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Fig. 2. ACS-assisted Task-scheduling or VM Placement. 

This process continues till all tasks or VMs are assigned to 
the suitable hosts. During the optimal solution estimation, in 
each cycle or iteration, local solutions are assessed and the one 
demanding the minimum number of hosts is selected as the 
different optimal solution globally. Subsequently, it updates the 
pheromone matrix to estimate pheromone loss and reinforce 
VM-host pairs belonging to the set of the optimal or the best 
solution. To achieve it, ACS implements the pheromone update 
rule. In the proposed ACS based task-migration model, the 
proposed I-ACS gets triggered during VM assignment to the 
target host. It outputs a solution comprising VM to host (map) 
while maintaining no (or negligible) SLA violation or 
maximum host-shutdown (to achieve energy-efficiency). 

In this research the emphasis has been made on optimizing 
classical ACO to avoid local minima, convergence and 
enhance solution diversity to meet dynamic cloud resource 
optimization. The proposed model encompasses some of the 
key optimizations such as multi-population strategy, co-
evolution concept, dynamic pheromone update and dynamic 
pheromone diffusion. Such optimization measures enable the 
proposed model to retain optimal balance in between the 
convergence rate as well as solution diversity which helps 
perform better VM scheduling or placement decisions. 
Moreover, it helps perform swift computation which is 
effective towards large scale mega-cloud infrastructures. To 
achieve it, the proposed model is designed in such manner that 
it splits overall optimization problem into multiple sub-
problems where to avoid local minima and convergence (i.e., 
to achieve local optima), the ant-population is split into two 
specific categories; Elite Population and Normal Ant-
Population. This process not only increases computational 
efficiency (i.e., higher convergence rate) but also retains swift 
global-optima identification. Additionally, incorporating a 
dynamic pheromone update mechanism to enhance 
optimization ability over large network sizes. Similarly, the 
intent of pheromone diffusion was to make the pheromone 
released by ants at a certain point, which gradually affects a 
certain range of adjacent regions. 

Realizing large scale cloud infrastructure, the concept of 
co-evolution (in reference to both populations based as well as 
diffusion based) is applied that helps interchanging local 
information amongst varied sub-population to achieve dynamic 
information sharing. Noticeably, each VM is hypothesized to 
be a component possessing or encompassing operating tasks, 
and therefore the concept of co-evolution can enable dynamic 
decision without imposing an SLA violation issue. Thus, the 

implementation of the overall proposed model can ensure 
optimal energy as well as QoS oriented task scheduling across 
a large-scale cloud-infrastructure. 

Before discussing the overall proposed improved ACS 
model for the intended task-scheduling or VM migration, a 
ACO model is given as follows. 

E. Probabilistic Decision Rule 

In VM allocation strategy, at first ACS defines the 
likelihood of an ant to select a VM  for migrating it to a 
specific host   using (14). 
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In (14), the parameter      states the pheromone-based 

attractiveness to migrate or attack VM   onto the host  . 
Similarly, the parameter      represents the VMs heuristic 

information. Moreover, the other variables         are 
applied to either focus more on the pheromone or the vital 
heuristic information. Moreover,    states the total number of 

VMs encompassing single or multiple tasks which are suitable 
to be attacked or connected with the current host  .    states the 

overall utilized memory or capacity of the current host, which 
can be estimated as the sum of all requested resources by the 

connected VMs, i.e.,     ∑       . Here, the task 

scheduling or allied VM placement is accomplished by means 
of a parameter     , which is estimated as per (15). 
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Thus, once estimating the value of (15), a d-dimensional 
demand vector is created which is subsequently mapped in 
terms of a scalar value. Here, the L1-norm method is applied to 
perform mapping the VM and host so as to perform migration 
decisions. 

F. Pheromone Trail Update 

Once performing initial solution construction, the 
pheromone trails on all the pairs of VM-hosts are updated, 
which helps global solution retrieval. Classically ACS systems 
apply MAX-MIN Ant System (MMAS) and therefore the ant 
with the best solution in iteration is permitted to deposit 
pheromone. Thus, the pheromone update is performed as per 
(16). 

   , , ,: 1 , ,best

v p v p v pp v p V P       
         (16) 

In (16),   (          ) plays a vital role in simulating 
the pheromone evaporation. Noticeably, the higher value of   
results in an increased rate of evaporation. Additionally, a few 
pairs of the target VM and host pair require reinforcement and 

therefore      
    is defined as the best pheromone amount 

deposited in each iteration by that VM-host pair. In other 

words,      
     states the amount of pheromone added or 

deposited to the edge (   ). In this manner, the VM-host pairs 
with       is reinforced that gains higher attraction. 
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In ACS based task-scheduling or resource allocation, VMs 
and host nodes are considered as input along with respective 
demanded resource capacity and total capacity     and   , 

respectively. Furthermore, certain parameters like α       , 
    ,               are initialized and the initial pheromone 
trails for VM (tasks)-host pairs is defined as     . nCycles 
represents the number of iterations. In individual iteration an 
ant   initiates a host set     and performs solution retrieval 

process  . Thus, with these initialized parameters, ACS model 
performs task-migration or VM allocation to the different 
suitable hosts, while maintaining optimal SLA and higher 
energy-efficiency. A snippet of the classical ACS based task 
scheduling is given as follows. 

Algorithm 1 ACS-based VM scheduling or the task scheduling 

Input: Declare VMs and hosts with respective resource requirement, 

   and     

Output: Best solution       
Assign initial pheromone value for the pair of VM-host with      

for all   *              +do 

 for all   *            +do 
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 else 

 :     1 p p   

 end if 

 end while 

end for 

Estimate the solutions   as per the objective function and declare as 

       

if           (      ) then 

 Declare iteration (cycle) as best solution with       as the best 

solution. 

end if 

Estimate                
for all pair of VMs and hosts(   )      do 

 , , , :  1   best

v p v p v pT p       

 if          then 

,v p minT T  

 end if 

 if          then 

,v p minT T  

end if 

end for 

end for 

return       

As depicted in the above snippet, once identifying the best 
host solution, the proposed global controller schedules the VM 
(containing task(s)) to the selected host, and this process 
continues till all tasks or allied VMs are assigned a suitable 
host to continue respective functions. In classical ACS based 
optimization methods, ACS algorithm exploits the positive 
feedback and parallel computing concept to perform 
optimization. However, the majority of the ACS solutions 
undergo local minima and convergence problems, especially 
due to the complexity in estimating the optimal control 
parameter, etc. Though, a few efforts such as co-evolution, 
derived on the basis of the co-evolutionary phenomenon in 
nature have emerged as potential alternatives to the classical 
optimization solutions. These approaches employ the concept 
of decomposition and coordination to split a complex problem 
into multiple small but interacting optimization sub-problems. 
Such sub-problems are enhanced distinctly and perform as an 
eventual standalone solution. Thus, the strategic 
implementation of multi-population strategy along with co-
evolution can improve overall performance. In sync with the 
ACS solution, the implementation of multiple generation, co-
evolution, improved pheromone update concept and 
pheromone diffusion can achieve relatively better performance. 
Additionally, such approaches can greatly help avoiding local 
minima and convergence issues in the ACS system. 

The intended improvement in convergence rate can 
significantly help in avoiding local optimal value and hence 
more precise resource allocation can be accomplished. This 
approach can be well suited towards the large-scale task-
scheduling and allied resource allocation problem in cloud 
(IaaS) infrastructure. In reference to the above stated ACS 
optimization requirement, the proposed model applies a multi-
generation concept that splits the complete population or ants 
into two broad categories; elite ants and the common ants. 
Moreover, it introduces state-of-art new and robust pheromone 
update mechanism to enhance the optimization capacity of 
ACS to meet at-hand task scheduling and allied VM migration 
control. Subsequently, a novel pheromone diffusion model is 
applied that effectively controls the pheromone release by ants 
at specific points, which subsequently impacts adjacent regions 
to optimize solution faster. 

On the other hand, the proposed co-evolution concept helps 
exchanging information amongst the varied sub-populations 
for better information sharing. These enhancement efforts 
intend to achieve more efficient, fast and accurate task-
scheduling over cloud to meet real-world cloud demands. The 
detailed discussion of the above stated improvement and allied 
implementation towards S-DTS purpose is given in the 
subsequent sections. 

G. Multi-Population Generation Mechanism 

In the classical ACS model, as discussed in the previous 
section, it applies merely one kind of population (i.e., ants) to 
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retrieve new solutions. In this process, these classical methods 
apply predefined fixed values of the ant-colony size, 
convergence parameter, and selection parameter to control the 
solution-estimation. However, under dynamic applications 
such as at-hand cloud computing problems, it is highly 
complex and challenging to estimate the suitable set of 
parameters to retrieve the enhanced performance with swift 
convergence rate. Such limitations often results in premature 
convergence, and hence seems inferior towards task-scheduling 
in cloud infrastructure. To alleviate such problems, a concept 
of multi-population is applied that splits the entire population 
of ants into two categories: elite ants and common ants. The 
elite ants retrieve information from the solution archive that 
eventually helps in generating solutions by implementing a 
Gaussian kernel function assisted likelihood selection model. 
More specifically, the proposed elite ants possess a set of 
distinct parameters that help them (i.e., elite ants) to enhance 
the convergence rate. On the contrary, the common-ants are 
employed to generate new solutions with relatively slower 
speed by means of a single Gaussian function. Noticeably, to 
achieve it, the common ants employ the mean value of each 
dimension that helps in avoiding local optima. The proposed 
model applies the following Gaussian function to generate 
common ants. 
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In (18), the parameter   
 ( )  represents the Gaussian 

function used for common ant generation in the      

dimension. The other parameter,      represents the sample 

value while      refers to the obtained standard deviation. The 

average value of the solution in the  -th dimension is given by 
  . Here,    be the constant employed to control the 
convergence rate of the common ants. Thus, the proposed 
model enables common antsto increase the search space 
sufficiently large which eventually helps improve the global 
search ability. 

H. Multi-level Pheromone Update 

In the majority of the classical ACS solutions, the key 
challenge is the pheromone update. To alleviate such 
limitations in the proposed ACS solution, the two different 
pheromone update mechanisms; the local pheromone update 
and the global pheromone update is applied. A snippet of the 
proposed multi-level pheromone update method is given as 
follows: 

I. Local Pheromone Update 

In the proposed model, before executing the optimization 
(say, the first iteration of the optimization), the pheromone 
deposition on each edge (signifying the VM-host pair) remains 

the same and constant. The local pheromone model is executed 
on each (passed) VM-host pair’s edge once any ant completes 
the current iteration. Similar to the classical ACS model, it 
updates the local pheromone using (21). 

       
, , 01
i i i

x y G x y L       
          (21) 

In (21),    (   ) refers the local pheromone evaporation 
coefficient, while      be the pheromone residue factor. The 

other parameter,   
( )

 presents the initial pheromone value. For 

a node value as 1,   
( )

 used to be the small negative number, 

while the same as 0, indicates   
( )
  . 

J. Global Pheromone Update 

Once all ants complete one iteration and achieve a solution 
set, the passed nodes exhibit the global pheromone update. 
Unlike classical pheromone update model (17), the proposed 
model performs pheromone update as per (22). 
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In (22-23),    (   ) refers the global pheromone 
evaporation coefficient, while (    )  presents the residue 

factor,   
( )

 is global optimal solution and while   
( )

 signifies 

the iterative optimal solution. 

K. Pheromone Diffusion 

In Pheromone Diffusion process, the ants (agent) apply a 
single pheromone release mechanism. This approach can 
merely influence the subsequent ants with the passed same 
point; however doesn’t guide the ant-search within a specific 
range of neighboring regions, and therefore influences the 
overall optimization performance. Based on the above 
discussed multi-layer pheromone update model, the pheromone 
diffusion concept to enhances the performance. The likelihood 
of superior solutions in the neighboring region used to be 
higher in comparison to the other neighboring regions. Hence, 
the pheromone diffusion concept can enable pheromone release 
by the agents at a certain point that slowly influences a specific 
range of the adjoining regions. On the other hand, the other 
ants (elite ants) intend to avoid making any search in its 
vicinity of the poor solution and often intend to search the 
solution near or in the neighborhood of the better solution. This 
as a result not only improves time performance but also 
accuracy of the selected solution in each iteration. 
Mathematically, the pheromone update and diffusion concept 
are presented as per (24-25). 
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In (25),   refers the total number of estimated solutions in 

current iteration, while   
( )

 refers the left guiding pheromone 
concentration on the source object   . The other parameter, 

  (     )    (   ) represents the correlation distance in 

between the two maps or objects. 

L. The Co-Evolution 

Unlike classical evolutionary computing approaches, co-
evolution is an improved concept that enables higher biological 
diversity, by emphasizing on certain reliance on intra-
organisms (between organisms and organisms), inter-
organisms (organisms and environment) during the evolution 
process. Functionally, it employs evolution theory to construct 
the competition relation or cooperation relation among two or 
more populations so as to enhance optimization performance 
by the interaction of multiple populations. It also focusses on 
exploiting at-hand interaction amongst the varied sub-
populations, and eventually influences each other to co-evolve 
altogether to attain superior optimization performance. In 
proposed ACS solution, a co-evolution concept to realize the 
information interaction amongst the varied sub-population to 
yield better optimization performance. Thus, implementing the 
above stated improved ACS model dynamic task scheduling 
and allied resource allocation. The results obtained by carrying 
out simulation and its inferences are discussed in the following 
sections. 

IV. RESULTS AND DISCUSSION 

Ensuring SLA/QoS centric task migration while preserving 
energy-efficiency is a NP-hard problem, a state of art new 
Improved ACS model (I-ACS) for VM migration scheduling is 
applied. Unlike classical heuristic methods, including the 
conventional ACS or ACO, the proposed method applied 
multi-population with co-evolution and dynamic pheromone 
update capacity. This approach not only intended to improve 
overall scheduling efficiency but also intended to alleviate the 
problem of local minima and convergence. Thus, performing 
above stated activities achieves SLA-sensitive and energy-
efficient task scheduling in large scale cloud infrastructure. The 
details of the simulation environment applied is given as 
follows. 

A. Experimental Setup 

To simulate the overall proposed model, CloudSim 
simulation environment and allied benchmark tool is 
considered. The overall programs were developed in Java 
programming language and emulation was performed over 
Java Eclipse platform. Noticeably, the higher scalability, ease 
of implementation and realistic problem realization was the 
foundation behind the selection of CloudSim based simulation. 

In cloud configuration setup, each host is characterized in 
terms of corresponding utilization of memory and the 
performance of Central Processing Unit (CPU). The 
parameters are Million Instruction Per Second (MIPS), 
signifying the resource being used or demanded by each task 
and the resource available onto a host. Moreover, memory 
(RAM) utilization and bandwidth information of each host as 
well as VM, which are supposed to be monitored continuously 
to ensure QoSand SLA oriented task scheduling. 

To consider the effectiveness of the proposed task-
migration of the VM allocation model, the multiple real-time 
cloud-computing traces obtained from the CoMon data project, 
a PlanetLab simulation benchmark (cloud trace) dataset are 
used. The employed dataset comprised the cloud traffic and 
allied CPU utilization traces from 1000 plus VMs and allied 
autonomous tasks, where the different VMs were located at the 
different locations. The considered benchmark data 
encompassed the cloud traces over 10 randomly selected data 
in March and April, 2011. In the considered dataset, the CPU 
utilization measurement interval was fixed at five minutes. A 
simulation environment is considered with the system 
architecture consisting of two heterogeneous servers with dual-
core CPUs, one HP ProLiant ML110 G5 with Intel Xeon 3040, 
2 cores  1860 MHz processors, armored with 4GB RAM. 
Additionally, it encompassed HP ProLiant ML110 G5 server 
with Intel Xeon 3075, 2 cores   2660 MHz, 4 GBRAM) to 
represent a heterogeneous cloud environment. The server’s 
frequency is mapped onto MIPS specifications where HP 
ProLiant ML110 G4 server was mapped with 1860 MIPS, 
while for HP ProLiant ML110 G5 server mapping with 2660 
MIPS. Each server was armored with 1 Gbps network 
bandwidth. To assess the efficacy of the proposed task 
migration or VM allocation (say, resource allocation) model, 
the performance is obtained in terms of SLA violation (often 
called, SLAV), SLA downtime, number of migration and 
energy-consumption. Before discussing the empirical 
outcomes, a snippet of the different SLA sensitive performance 
variable is given as follows: 

B. The Cost of Tack-Scheduling or VM Migration 

Undeniably, the key intent behind the task-migration or 
allied VM migration is its QoS-affinity or SLA demands. 
Additionally, this mechanism demands the proposed 
scheduling model to ensure minimum SLA violation (SLAV), 
maximum migration with minimum downtime performance. 
Moreover, maintaining lower energy-consumption has always 
been the dominant demand from cloud infrastructures. 
Typically, the SLAV or downtime probability primarily rely on 
the key factors such as resource demand or memory expected 
by the different tasks operating onto the VMs, number of 
memory disks updated over varied execution periods, etc. 
Under dynamic workload scenarios, the average performance 
degradation caused due to the downtime is nearly 10% of the 
overall CPU utilization. Each VM migration introduces a 
certain SLAV and therefore the minimization of the migration 
while maintaining SLA performance can be vital. However, 
maintaining higher task migration without causing any SLAV 
can also be suitable towards real world application. It seems 
more realistic under resource constrained scenarios with 
exceedingly high dynamism. Practically, the migration period 
relies on the total amount of memory used by the tasks at a 
certain VM and the available network bandwidth. The 
migration period for a specific VM, say     can be estimated 

as per (26). 
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In (26), the memory employed by     is    , while the 

available bandwidth is given by   . Here, the focus is on 

reducing SLAV by maintaining MMT to avoid downtime. To 
assess performance, the overall performance degradation 
during the targeted task-scheduling was assessed as per (27). 
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In (27), the parameter     signifies the overall performance 

degradation during the task-migration or VM allocation from 
one host to another,    be the initial migration (start) time, 

while     be the overall time exhausted during migration. The 

other parameter   ( )  is the overall CPU utilization by a 

node   . 

C. SLAV Metrics 

Considering the SLA objective in cloud infrastructure, the 
performance of the proposed task scheduling or VM migration 
model in terms of the different SLAV parameters is examined. 
To meet QoS and SLA demands, migration model are required 
to be optimal in delivering minimum throughput and maximum 
response time. Functionally, these performance parameters 
change based on the application demands and allied scheduling 
modalities. The overall SLAV is defined as the disparity in 

between the demanded MIPS by the tasks or VMs (   ( )) 

and the actual assigned MIPS (   ( )) over the life time of 

VM (28). 
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In (28), the total number of active VMs is given as  .This 
work considered MIPS information as well as CPU utilization. 
Noticeably, here the CPU utilization refers the memory 
demands which couldn’t be assigned when demanded. In the 
proposed method, distinct two SLA metrics, one the duration 
through which the active host nodes have experienced 100% 
CPU utilization, called Overload Time Fraction (OTF); and the 
performance degradation by VMs (PDM) caused due to VMs 
migrations have been considered for performance analysis. 
Here, the value of OTF and PDM is estimated using the 
following equations (29-30). 
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In (29-30),   represents the total number of active hosts, 
while the number of active VMs is  . The other parameter 

   be the total time-period over which the   th host 

experienced complete (i.e., 100%) resource utilization giving 
rise to the SLAV. Here, the total number of active hosts or 

servers are     and     be the performance degradation of     

due to migration. In the proposed model, the overall CPU 
demanded by the cumulative tasks at    is    . Since, the 

above stated SLAV parameters or metrics, OTF and PDM 
represent SLAV distinctly, and therefore combining the both 
metrics as a unified performance parameter named SLAV, 
which is defined as (31). 

.SLAV OTF PDM            (31) 

The detailed discussion of the simulated performance 
outcomes in terms of the above discussed SLA performance 
metrics, downtime and energy is given as follows: Unlike 
major classical researches such as [1-5], authors have focused 
on assessing resource scheduling performance based on the 
parameters like make span, scheduling time, etc.; however, 
could not assess whether their approach delivers SLA or not. 
Unlike the performance assessment in terms of makeover or 
scheduling time, a real-world cloud infrastructure, especially 
IaaS often demands ensuring minimum or even negligible 
downtime, SLAV, etc. Moreover, assessing their suitability in 
terms of energy is equally significant. Therefore, taking into 
consideration of this fact, in this research the performance of 
the proposed system is examined in terms of the following 
parameters: 

No. of VM migrations, 

SLA-Violation (SLAV), 

SLA performance degradation, 

SLA Violation per active host, 

Host Shut-Down, 

Energy-Consumption. 

Amongst the above stated performance metrics, 2, 3, and 4 
represents robustness of the scheduling methods towards SLA 
assurance or QoS. On the contrary, 1 and 5 presents scalability 
of the proposed cloud model, while 7 indicates swiftness. 
Though, 1, 3 and 5 are highly dependent. Similarly, 6

th
 

performance metrics indicate the energy-efficacy by the 
proposed model. Noticeably, for an SLA-oriented solution a 
task scheduler requires maintaining a greater number of 
migrations while maintaining negligible SLAV, SLAV per 
active host, and scheduling time. On the contrary, higher 
number of active hosts shut down indicates energy-
convergence ability by the proposed model. To compare the 
performance by the proposed model i.e. I-ACS model, with 
other recent approaches as well; though these methods 
examined their performance in the different terms like make-
span or time over varying tasks. Noticeably, scheduling 
methods are considered as the foundation and performed task-
migration hypothesizing that each VM carries a single 
operating task, and hence the task migration can be realized as 
a classical VM-consolidation or migration problem. Thus, with 
this hypothesis, three different existing approaches as 
mentioned in [2], [3] and [4] are implemented. 

Velliangiri et al. has focused on improving heuristic model 
to achieve better performance and local minima and 
convergence avoidance. In this regard, authors [2] designed a 
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Hybrid Electro Search with GA (HESGA) algorithm for task-
scheduling. To achieve better performance, authors applied GA 
to obtain local optimal solution, while Electro Search algorithm 
was applied to improve global optima solution. However, 
authors failed in addressing the dynamism of the resource 
demands under uncertain predefined heterogeneous (dynamic) 
clouds. Recalling the fact, unlike [2], where authors applied 
static threshold-based hotspot detection, to cope up with the 
exceedingly dynamic cloud environment IQR-LRR based 
stochastic prediction concept for overloading detection is 
applied, which helped making task-scheduling on time and 
hence preserved SLA performance. Recently, an improved 
effort was made in [3], where Liu et al. [3] proposed an 
improved GA based collaborative scheduling concept for cloud 
infrastructure. With the same intend as [2], or the proposed I-
ACS model, authors [3] targeted on avoiding local minima and 
convergence problems for better scheduling. 

Xiang et al. [4] recently proposed the Greedy-ACO 
algorithm for workflow scheduling in heterogeneous cloud 
environments. To be noted, there are a large number of existing 
method or literatures discussing heuristic based task 
scheduling, VM consolidation and VM migration; however, 
considering these three key recent methods which not only 
intend to perform task-scheduling, but also address the existing 
drawbacks of the major existing methods such as local minima 
and convergence. 

Recalling the fact that the considered cloud traces or 
benchmark data was taken from PlanetLab datasets, to examine 
or simulate the proposed model (as well as the existing 
methods [2-4] over the different datasets. More precisely, the 
proposed model is executed with the cloud traces obtained 03 
March 2011, 06 March 2011 09 March 2011, 22 March 2011, 
25 March 2011, 03 April 2011, 09 April 2011, 11 April 2011, 
12 April 2011 and 20 April 2011. Thus, simulating the 
different methods, including the proposed I-ACS model 
obtains performance outputs in terms of 1-6 metrics. To 
generalize the performance over multiple test instances or 
cases, the average performance is considered. The outputs 
obtained in terms of the different SLA metrics is given as 
follows: 

Fig. 3 presents the number of VM migrations by the 
different techniques. After the observations, the overall results 
obtained by the proposed I-ACS model show a higher number 
of task migration, exhibiting robustness towards superior 
scalability. It is further be identified in terms of the minimum 
SLA violation and downtime, as depicted in Fig. 4 to Fig. 6. 
Noticeably, literature hypothesizes that maintaining a lower 
number of migrations can avoid any likelihood of SLAV; 
however, the proposed model has exhibited on the contrary, 
affirming that one can achieve superior SLA performance even 
with a higher number of migrations. Since, in the proposed 
model, each VM was considered as one autonomously 
operating task, scheduling a larger number of tasks shows the 
superior scalability by the proposed method. It affirms 
robustness of the proposed model towards realistic mega data 
center applications. 

 

Fig. 3. Number of VM Migrations using different Techniques. 

Fig. 4 presents the SLA violation, here called SLAV. The 
observations with overall results achieved by the proposed I-
ACS model shows better than other existing approaches; 
however, its performance is far better than the classical ACO 
algorithms. This performance enhancement could be 
contributed because of multiple-generation, dynamic 
pheromone update and co-evolution concept. Statistically, I-
ACS model has exhibited almost 0.03% of SLA violation, 
which shows its robustness. A similar performance was 
observed in terms of SLA performance degradation per host 
(Fig. 5). As depicted in Fig. 5, the proposed method performs 
superior over other heuristic based scheduling. To be noted, 
since HESGA [2] and improved GA [3] algorithms were 
developed similar to the proposed I-ACS concept, where the 
key focus was made on alleviating the at hand local minima 
and convergence and hence these approaches showed better 
performance than the classical ACO based scheduling. 
However, these methods [2][3], due to the lack of adaptive 
overloading or hotspot detection and dynamic scheduling 
(performed using multiple controller-based systems), were 
found inferior than the proposed model. 

 

Fig. 4. SLA Violation (SLAV) Performance by the different Techniques. 
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Fig. 5. SLA Performance Degradation by the different Techniques. 

A similar performance was found in SLA per active host 
(Fig. 6). Observing overall performance, it can easily be found 
that the proposed multi-controller assisted I-ACS based task-
scheduling model achieves better SLA performance and 
eventual QOS to meet major cloud computing demands. In 
terms of time of execution, Fig. 6 reveals that the proposed I-
ACS model exhibits superior in terms of the SLA time per- 
active host (second), signifying very small or near tolerable 
downtime. The comparative outcomes too reveal that the 
proposed model shows almost 18% lower downtime than other 
heuristic based approaches. 

Considering about the number of hosts shut-down, Fig. 7 
reveals that the proposed I-ACS based task-scheduling model 
exhibits a higher number of host-shut down, signifying better 
energy-efficiency and optimal resource utilization. 

Fig. 8 can be found in affirmation, where the proposed I-
ACS model has exhibited almost 8% lower energy than the 
classical ACO based scheduling. Noticeably, in Fig. 8, the 
energy consumption by GA variants is relatively higher. This 
could be because of the predefined number of stopping criteria 
(considering 200 number of generations). It could have taken 
more time for computation and hence higher energy 
exhaustion. Thus, considering the overall performance outputs, 
it can be stated that the proposed I-ACS based model achieves 
superior performance than other existing (recent) heuristic 
based task-scheduling systems or resource allocation (say, VM 
migration) methods. The overall research conclusion and its 
related inferences are given in the subsequent sections. 

 

Fig. 6. SLA Time Per Active Host (sec.) by different Techniques. 

 

Fig. 7. No. of Host Shut-down by the different Techniques. 

 

Fig. 8. Energy Consumption by the different Techniques. 

V. CONCLUSION 

The research work primarily focused on improving the 
task-scheduling and allied dynamic resource allocation to meet 
SLA-centric cloud services. To meet contemporary as well as 
future demands including QoS, SLA-agreement and energy-
efficiency, the proposed work introduced multiple 
enhancement at the different levels of computation. The 
proposed model applied multi-controller strategies, where the 
use of local controllers enabled task-level resource utilization 
assessment and stochastic prediction-based overloading or 
underloading detection avoiding any possible downtime. The 
proposed local controller applied minimum migration time 
based VM selection strategy that greatly helped for timely task-
migration scheduling. Eventually, exploiting the task and 
possible target host information, the proposed involves 
improved multi-population, adaptive or dynamic pheromone 
update and co-evolution-based I-ACS model which performs 
dynamic task-migration or allied resource scheduling. The 
overall proposed I-ACS model not only enabled superior task-
migration but also avoided any possible local minima and 
convergence problem. This as a result affirmed optimality of 
the proposed solution exhibiting superior performance in terms 
of minimum SLA violation, minimum downtime, lower energy 
consumption and higher number of task-migration. 
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Abstract—Biomimicry-based robotic mobility is a newer 

subgenre of bio-inspired design and it's all about applying 

natural concepts to the development of real-world engineered 

systems. Previously, researchers used actuators such as motors, 

pumps, and intelligent materials or intelligent actuators to build 

many biomimicry robots. Due to the field's growing interest, this 

study will examine the performance of several biomimicry robots 

that have been built based on their different design, the type of 

material the robot utilizes, and the type of propulsion for the 

robot to swim while providing huge thrust. Robots must not only 

design such an animal, but its maneuverability and control 

tactics must also be tied to wildlife to provide the finest 

impersonation of biological life. Fish propulsion can be separated 

into two categories which are body and/or caudal fins (BCF) and 

median and/or paired fins (MPF). The old propeller system in 

underwater robot usually uses motor and pump. Many 

researchers have begun developing smart materials as drivers in 

recent years that can be grouped into four categories: shape 

memory alloy SMA, ionic polymer metal composite IPMC, lead 

zirconate titanate (PZT) and pneumatic soft actuator as 

replacement for pump or motor. Varied materials produce 

different result and can be applied for different propulsion 

modes. Future researchers working on biomimetic fish robots 

will be guided by the findings of this study. 

Keywords—Biomimicry; fish propulsion; biological life; smart 

actuator 

I. INTRODUCTION 

Water covers 71 percent of the earth's surface, providing 
mankind with resources such as oil, food, and other necessities. 
Many engineers and biologists have worked to build new tools, 
machinery, and vehicles for underwater jobs like installing and 
maintaining cables and pipes, drilling for oil and gas on the 
seabed, and exploring the ocean floor for military and rescue 
missions. As a result, there has been a rise in demand for 
underwater robotics and vehicles [1]. However, today's 
underwater vehicles still have issues such as power 
conservation, mobility, limited thrust, and a design that is not 
ideal for usage in deep seas with high pressure. [1],[2]. 
However, there is always room for improvement for 
technologies and sciences. One of the methods is biomimetic 
approach which compares biological life as reference for the 
improvement. Biomimicry or biomimetic can be defined as a 
study of biological life such as animal and plant which will be 
implemented to science and technology. 

Fish like robot that mimic biological life has gaining 
popularity in science and technology field. Fish exist in a wide 
range of shapes, sizes, and movement rates, which are 
influenced by several characteristics including dynamic shape 
and functional fins [3],[4]. Varied fish species have different 
advantages and drawbacks based on a variety of characteristics 
including shape, propulsion mechanism, and environment. All 
these specialties cannot be combined into a single robot 
system. The robot system, on the other hand, may always be 
improved. As a result, the goal of this work is to look at prior 
research on robots with fish-like characteristics to improve 
robot design and propulsion methods. 

Current underwater vehicle can come out with result 
needed but more advance technology still needed since the 
result still limited. For example, in incident relate to Indonesia 
submarine crash in April 2021, underwater robot can help the 
exploration become faster rather than going in with another 
submarine for exploration and rescuing which may lead to the 
same incident happen. Some depth of the sea also cannot yet be 
explored by human due to pressure and dark surrounding. With 
robot this dream can be achieved with probability of success to 
increase, and risk can be reduced especially with robot that 
have underwater nature. 

To create or build the best mimicry of biological life, the 
robot must not only act like the animal, but the shape design 
and control strategy also must relate to the wildlife. There are 
still significant challenges need to address to achieve good 
result. Algorithm to optimize control also needs to focus by the 
research community since this play’s enormous potential in 
biomimicry robot. The choice of swimming style whether BCF 
or MPF and its modes are also important to choose based on 
the robot practical to maximize performance. BCF and MPF 
propulsion modes will be discuss later in another chapter. 

Materials use to build the robot also must be considered 
since error in design can affect directly to performance of the 
robot. This has been proved in paper L. Neely et al. [5]. Same 
goes with the materials selection for actuator since this the 
most important part that will be used as propulsion system, and 
it will define whether the robot can act like subject animal or 
not. Lastly, dynamic modelling or the shape design of the fish 
needs to focus more to ensure robot not only can work on test 
bench but also the real underwater like deep sea or stream 
river. 

*Corresponding Author. 
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Underwater robot can consider robot that perform 
underwater operates without pilot or in another word works 
automatically. The idea initially started during late nineties by 
the marines. However, the development of underwater robot 
started way long before during 1950s where Dimitri Rebikoffin 
created first underwater robot called POODLE which later 
around 1970 more technology came used to gather and transfer 
data [6]. This technology test keeps increasing where during 
1980 to 1990 many robots were built and evaluate to perform 
more specific task. 

Many firms attempted to design and build robots to 
accomplish certain duties in the year 2000, but the robots 
produced still had many flaws, and their ability to maneuver in 
water was limited. Furthermore, corporations must invest a 
significant amount of money to construct these robots. 
However, in recent years, a growing number of scientists and 
research organizations have begun to investigate and construct 
robots made of less expensive materials. This version can 
lower the amount of money needed to manufacture a single 
robot while also meeting the demand for robots that can 
execute jobs in the water while moving faster. 

Later, several scientists and researchers began investigating 
how to make robots by emulating the way fish swim in water. 
Various challenges faced by researchers at the time were 
handled by replicating the style of fish swimming in water, 
particularly those relating to the thrust for swimming robots 
and the dynamic design for underwater robots. Furthermore, 
smart actuators have been designed to replace traditional 
pumps and motors, allowing robots to swim and move in the 
water faster while using less energy. However, much more 
study and development are required before underwater robots 
can achieve the same level of capacity as fish that can swim 
more flexibly and steadily. The smart actuator will be explored 
later in this paper to better grasp the notion or operating 
principle, as well as other investigations carried out by other 
researchers in order to create this biomimetic robot. 

II. UNDERWATER ROBOT TECHNOLOGY DEMAND 

Although several have been constructed, autonomous 
underwater robot technology is still in the experimental stage. 
Proper navigation and propulsion, together with the suitable 
means to execute a task, are the keys to the best underwater 
technology [7],[43],[44]. The three main characteristic that 
limit the development are the compactness of the robot, 
flexibility, and the multifunction capabilities in single robot 
[8],[30],[60]. In oil and gas industry alone, this technology is 
critical as it can improve many outcomes. There are many 
depths of sea beyond reach of the current technology and 
dangerous for human to dive. With the usage of remote 
technology underwater robot, the job of diving and exploration 
will increase the effectiveness and at the same time eliminating 
danger or incident that might occur. 

The demand on the exploration of the underwater increases 
the demands of the robot technology. This exploration can 
cover much as sea mapping, sea monitoring and deep-water oil 
search. Unmanned with the advance smart sensor will help the 
sea exploration. Technically, underwater robot demand can be 
divided into four main categories which are commercial 
mission, oceanographic research mission, military mission, and 

engineering research [9, 10],[62]. The main major factor for 
underwater robot grows demand is exploration of mineral since 
of the sea mineral is still vast with most part of it still not be 
explored by researcher. 

Commercial mission is usually being developed by 
multiple industry related to deep water especially oil and gas 
company. This robot task covers underwater survey, 
inspection, and repair, welding cutting, collecting sample and 
object recovery at the offshore. Since oil and gas industry work 
with deep sea, this technology is important to them specially to 
reduce risk and loss. For example, people who are related to 
this industry do not have to go and dive deep sea to look and 
find the oil under the sea. By sending robot, it can find and 
look for the oil and at the same time can collect the sample. 

Meanwhile, oceanographic research mission helps to 
monitor index level of health in maritime life and environment. 
It also helps to search and discover new species and deep-sea 
exploration. Scientist or marine’s scientist also use demanding 
robot for sea exploration to increase their input such as 
exploration for sea mapping [29]. Technically, only less than 
20% of sea has been explored and the rest remain mystery to 
the world and science. Explorer cannot just send submarine to 
explore this part of deep sea because it not only costs a lot of 
money but the submarine itself needs human to operate which 
is dangerous and life of this explorer at stake. To do this, 
scientist really needs smart robot to this for them. 

Military also demand underwater technology to defend 
especially country that surrounded by sea. The military mission 
also includes rescue mission in deep sea incident such as when 
Indonesia submarine collapsed in 2021. The rescue and retrieve 
mission took a lot of time and military technology from various 
countries due to rough sea condition. military demand also 
related to intelligence, surveillance, inspection, underwater 
repair and maintenance navigation and communication. It is 
believed that more advance and smart technology will help this 
mission to work better and faster if this incident happens again 
in the future. 

For engineering research, the current design robot will be 
improved, and the current design will be used as the sample. 
This process includes the improvement of navigation, 
propulsion, and control system. This will help the future design 
and product to work better as compared to current robot. Data 
from this research later will be significant for the future robot 
and researcher to produce better technology. 

Some robots also can be use as other purpose for example 
sea cleaning and fisherman work related. This may not 
improve the quality of the job but may reduce the risk on 
wildlife itself. As per For Market report on 25th February 
2020, global underwater robotics market demand expected 
reach up to 7.08 billion US Dollar by 2025. This show that 
underwater robot demand is big and needed by many 
industries. 

III. FISH SWIMMING PROPULSION 

Fish swimming propulsion can be divided into two 
categories which are body and/or caudal fins (BCF) and 
median and/or paired fins (MPF) [10,23,31]. Almost 85% of 
fish use BCF locomotion modes to swim while the rest 15% 
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use MPF modes [1,2,10]. BCF locomotion fish uses its body to 
produce propulsive force opposing its direction force to 
provide forward swimming movement and MPF use it median 
or paired fins to produce propulsive force. Swimming in BCF 
mode is faster than swimming in MPF mode, however MPF 
variants are more maneuverable than BCF modes [11]. For the 
movement characteristic of swimming fish, it is divided into 
two categories which are undulation and oscillation. 
Undulation is process of fish body propeller to provide waves 
along its propulsive structure while undulation is body part by 
swinging back and forth. This example can be seen from 
stingray (undulation) and manta ray (oscillation) [12,33]. To 
measure fish speed, scientist usually uses Body Length per 
second (BL/s), but some also still prefer centimeter per second 
(cm/s) or meter per second (m/s). 

A. Body and/or Caudal Fins (BCF) 

The modes of BCF propulsion are categorized into five 
groups. The modes are anguilliform, subcarangiform, 
carangiform, thunniform and ostraciiform [11,13,23]. BCF 
modes fish use undulation or oscillation throughout their body 
to produce thrust force. Fig. 1 shows the difference in the 
wavelength and the amplitude which later proportional with the 
thrust generated. From image, anguilliform has the highest 
degree of change in body change which entire body to generate 
thrust force compared to others. Example of this propulsion 
method can be seen on the eel. These modes can change the 
direction of the swim forward or backward by changing it body 
undulation. It has high maneuverability but lack in 
hydrodynamic which lead to more energy loss [32]. These 
modes have been practiced in robot lead Niu X. et al. by 
replicating movement to swim forward and backward like fish 
and succeed. Because it exploits the connection of small 
elements joined together to form a robot, this robot design uses 
a lot of servo motors compared to other designs. Other report 
also has been recorded to imply this method to robotic and 
based on their design it required up to twenty serial linked 
actuators as a propeller. 

Subcarangifrom and carangiform use half and one-third of 
their body to produce thrust force. Although the movement of 
body anguilliform is higher compared to other, subcarangiform 
has higher speed but must compromise in term of their abilities 
to turn and accelerate due to inability to bend on their body. 3D 
simulation test suggests that robot that wanted to apply 
carangiform method should have flexible tail with multiple 
joint and right frequency to achieve appropriate speed and 
thrust [14],[15],[24]. 

Thunniform mode uses less than 30% of its body (fins are) 
participate in undulation to produce thrust force and the rest of 
the body remain stationary. Ostraciiform meanwhile purely 
uses oscillatory and can be categorized into both BCF and 
MPF based on use to flap. These two designs are 
hydrodynamically less efficient due to most of their body parts 
remain stationary. 

B. Median and/or Paired Fins (MPF) 

Just like BCF, MPF propulsion also divided into five 
modes which are rajiform, diodontiform, amiiform, 
gymnotiform and balistiform. MPF mostly used by fish in term 

of auxiliary propulsor and maneuvering as well as stabilization. 
It also provides acceptable thrust force as a locomotion at every 
low speed (3BL/s and below) [8]. MPF fish multiple small fins 
rays that are connected through flexible or soft membrane as 
medium to produce wave for propulsion. This due to fins 
capability of two-degree of freedom movement. Rajiform and 
diodontiform use undulation method to produce propulsive 
waves throughout large and flexible pectoral fins [47]. 
Rajiform modes can be seen mostly in manta, skates, and rays. 
Aminiiform also uses undulation, but usually only dorsal fins 
move and in many cases body axis is hold straight. 
Gymnotiform also same as aminiiform which body axis is held 
straight during swimming, but it uses long based anal fins. 
Balistiform can be seen mostly on balistidae family of fish. It 
uses both anal and dorsal fins to provide propulsive force as a 
locomotion. The overview of fins use in MPF propulsion can 
be seen in Fig. 2. 

Scientists have also worked on MPF Style swimming 
robotic because MPF based fish has better role in linear 
motion, controllability table and maneuvering [16],[17]. Many 
from MPF design robots that include paired pectoral fin has 
shown good propulsive efficiency and maneuverability. A 
group of researchers from National University of Singapore 
has developed a manta robot that can swim up to 2 BL/s and 
can work up to 10 hours which show a significant result in 
biomimicry robot. 

 

Fig. 1. Degree of Body Movement of BCF Fish. (a) Anguilliform (b) 

Subcarangiform (c) Carangiform (d) Thunniform (e) Ostraciiform. (Adapted 

and Redraw from P. Du Raisamy et al. [13]). 

 

Fig. 2. Degree of Body Movement of BCF Fish. (a) Rajiform (b) 

Diodontiform (c) Aminiiform (d) Gymnotiform (e) Balistiform (Adapted and 

Redraw from P. Duraisamy et al. [13]). 
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IV. SMART MATERIALS IN FISH PROPULSION ROBOT 

Authors To make a fish robot biomimicry body that can 
copy fish movement, the propeller or pump needs to be 
replaced. These materials are called smart actuators which can 
be classified into four categories which are shape memory 
alloy (SMA), ionic polymer metal composite IPMC, lead 
zirconate titanate (PZT) and pneumatic soft actuator [27]. 
Smart materials use continuously increasing due to capability 
of materials to meet the demand of the robot to become smaller 
and lighter in design [18]. 

SMA is a thermomechanical actuator due to its ability to 
change phase with the change of temperature of the materials. 
The capability of SMA to change shape by applying 
temperature variant make it valuable to use as smart materials 
[18],[45]. There are two types of SMA which are one way and 
two-way memory. One way memory will only be deformed or 
shrink when heat is applied while two-way has shape with high 
temperature and low temperature. At two-way, during 
room/low temperature, it will have one shape and at heated 
temperature it will have one shape. The different is one way 
needs to be heated first before it can back to normal 
temperature [13],[77]. Fig. 3 shows concept of the SMA 
material using SMA connected to spring [67]. Lower figure 
shows that during heated, the spring expended due to steel 
spring shrink compared to upper figure where steel spring is in 
normal condition when no heat applied. 

IPMC made of three-layer materials which two are metal 
electrodes and single layer of thin electrode membrane. These 
three layers are arranged like sandwich which membrane in 
between the electrode. When voltage applied and create 
electric field, cation with water molecules will move toward 
cathode which will create imbalance. This will create more 
concentration on cathode and bend toward anode [19,37]. 
There are many different IPMC which usually differed based 
on chemical structure and properties such as Nafion, Flemion 
and other properties. However, IPMC usually made with 
Nafion is widely used [40,59]. 

PZT applied and piezoelectric effect which is the ability of 
certain materials to produce or generate electric charge upon 
the mechanical stress. When both surface of PZT is 
compressed by outside pressure, it will generate electric field 
propositional to external pressure. 

 

Fig. 3.  SMA Actuation Sample (Adapted from Degeratu, S. et al [67]). 

 

Fig. 4. Example Cross Section Design of Bending in Pneumatic Soft 

Actuator (Adapted and Redraw from K. Suzumori et al). 

Pneumatic soft actuator is the newest technology that has 
been implemented to bio-mimicry robot. The working principle 
of pneumatic soft actuator is simple which consists of single or 
more chamber of rubber structure which is used with fiber or 
vice versa. This method is expected to be the most promising 
actuator in biomimicry robot due to its simple structure, high 
power/weight ratio, water resistance and high compliance [14]. 
Fig. 4 shows possible simple cross section for bending use in 
soft actuator. For example, when air is applied to bottom 
chamber, it will bend upward. By applying concept of bending 
up-down or front-back, it can be used for propulsion. 

V. BIOMIMETIC ROBOTS 

Several factors must be considered when developing a 
robotic fish propulsion system that incorporates intelligent 
materials, including the robot's dynamic shape, swimming 
pattern, and environment [46]. In brief, the actuator and 
swimming modes are listed according to the institution that 
developed the biomimetic underwater robot. John Finkbeiner et 
al. [34] design has two major components for the build which 
are fins and tail that use SMA. The fins are made up of five 
separate fins that are coupled together and respond to the fish 
robot's movement and direction. Fishtail fins are also used to 
assist robots swim more efficiently and steadily. In Fig. 5, 
center plate will act actuator for the SMA using which is 
attached to pulley that act like muscle. It uses as maneuvering 
system and at the same time produce flapling motion that help 
the robot swimming by moving the back part (tip) of body left 
and right. This swimming style can be seen in many fish. 

SMA wires come in many sizes and produce different 
result. Selecting thicker wire will produce greater full force but 
will cause longer time for full actuation. To calculate force, 
drag on the robot can be calculate as Eq. (1). ρ is the water 
density (997.1(kg/m

3
), V is the model velocity, Cd is the flat 

plate perpendicular, and A is the surface area of the fins. 

d = (ρV2CdA)/2              (1) 

 

Fig. 5. Fish Tail (Adapted from J. Finkbeiner et al.). 
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The design of manta ray by Zhenlong Wang et al. also uses 
SMA as a propulsive system. Two SMAs are attached to each 
side of ray’s fin to provide flapping motion. Fig. 6 shows the 
structure of fins ray’s design. These fins are connected to 
polyvinyl chloride (PVC) sheet to make a triangle shape that 
mimicking manta rays. When upper side of SMA applied an 
electric, it will bend upward and when applied to bottom part it 
will bend downward. The SMA wire no change when no 
electric applied since no thermo change (cool) [35,36]. 
Zhenlong Wang also has made a design based in 
subcarangiform modes making half of the back side of the 
body to use as a propulsive system. It uses two different parts 
where one part is active component and another one is passive 
component that react based on active component (biomimetic 
fins using SMA) [25,26,38]. 

Fig. 7 shows the speed forward and turning swimming of 
robot by Zhenlong W. et al. Forward swimming achieve 
maximum frequency of 8.33 Hz with 25% duty ratio and 11.1 
Hz for turning with 33.3% duty ratio. Duty ration means ratio 
of power on time of period over the periodic time. The longer 
power on time indicates the larger bending angle of the robot. 
The fastest swimming forward achieves at 2.1 Hz frequency 
with 16.7% duty ratio. Both 25% and 16.7% duty ratio of fish 
swimming speed decrease with the increase of frequency. 

For turning radius, the result increase for both 33% and 
25% duty ratio but start to decrease at certain frequency. The 
highest value come at 3.13Hz with 25% duty ratio. Speed of 
turning achieve minimum turning radius at 136mm at 3.7Hz 
with 33% body ratio. The lower the speed of turning means 
faster time. All this result achieve from testing in tank and 
result may different if test outside or in water with flow. 

Joel J. Hubbard et al. has designed a robot that uses both 
MPF and BCF propulsion. The project uses both pectoral fins 
mainly for maneuverability such lift, dive and turning while 
caudal fins mainly for propulsion. The robot takes advantage of 
IPMC with seven different surface that react differently for 
propulsion and maneuverability. Maximum speed for in initial 
test for propulsion on platform was 2.8cm/s. The idea of using 
seven different surfaces for more flexibility and multiple 
degree of freedom can be applied for further research [20]. 

To test effect waveform on stingray surface velocity, J. 
Nowell et al. developed a stingray test platform that body 
mainly made of acrylic. The robot design is not 
aerodynamically good since it only shape of box. The 
mechanical drive for this robot uses servo that attach with node 
to produce waveform. Each side has 10 servos and nodes 
resulting total 20 servos and nodes. The speed of this design 
varies depending on frequency of the servo applied. This paper 
can be used as baseline to understand surface velocity of 
stingray for future researchers. Three factors during robot 
tuning that can affect the performance of fish robot are 
frequency, amplitude, and Mean Wave Number (MWN) [41]. 

Fig. 8 shows that relationship between the wave parameters 
and surface velocity. By changing parameters of frequency 
velocity and Mean Wave Number (MWN) produce different 
result on surface velocity of the robot. Fig. 8a shows that zero 
amplitude resulting zero velocity and increasing linearly with 
increase of amplitude. This prove that amplitude has great 

impact on robot speed. Fig. 8b also shows almost same result 
with increase of frequency has effect on fish velocity. 
Meanwhile, MWN produce rocking result along the stingray as 
the MWN will determine how many cycles of waves along the 
robot fins. 

 

Fig. 6. Structure of Biomimetic Fin (Adapted from Z. Wang et al.). 

 

Fig. 7. The Micro-robot Fish's forward Swimming Speed, Turning Radius, 

and Turning Speed (Adapted from Zhenlong W. et al). 

 

Fig. 8. Test Result. (a) Velocity vs Amplitude. (b) Velocity vs Frequency (c) 

Velocity Vs Mean Wave Number (Adapted from Jordan N. et al.). 
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The speed result compared to expected result based on 
mathematical result can be seen in Fig. 8. By applying 5V 
amplitude over different frequencies, the result was tested three 
times for each frequency to get average. Maximus speed was 
founded at frequency of 2Hz. The team assume the speed 
increase with the increase value of frequency as shown in Fig. 
9, but the result does not match due to low actuation of 
frequency will make larger tail actuation and resulting large 
yaw angle of the robot. The assumption only work frequency 
below the 2Hz and start to decrease in speed when frequency is 
greater than 2. 

Manta ray robot using IPMC, and Polydimethylsiloxane 
(PDMS) membrane as shown in Fig. 10 was developed by 
team of University of Virginia which achieved 0.055 BL/s 
which is slower compared to robot that uses servo motor and 
SMA as a propeller. However, IPMC shows advantages with 
lighter design and less power consumption. Later, the writer 
also improves the design and achieve 0.067 BL/s in speed. To 
increase the efficiency, writer suggested two key points for the 
future which are dynamic of the manta robot and second is 
optimal design and of the fins [21,39]. 

Pneumatic soft actuator developed by K. Suzumori et al. 
[19] uses manta ray as sample for the fish. The design uses 
basic two degree of freedom in bending. The manta robot size 
is 17cm width and 15cm in length. The pneumatic tube is part 
one in each side of the robot and each tube in robot connected 
with two sources of pneumatic tube as source resulting four 
pneumatic tube to control the robot. The robot reaches speed of 
10cm/s. The simple robot design uses soft actuator which only 
rubber resulting the robot water resistance, simple structure, 
and light weight. The drawback here is robot must connect to 
pneumatic supply as power source for the fin undulation. 

Design and preliminary evaluation by Lei Liu et al. 
conclude in their test that useful design of propulsion system 
with optimized phase control method can make a good MPF 
fish robot. The test subject reaches up to 0.8BL/s in speed 
which is comparable to some BCF swimming robot. The robot 
suggests that by changing the frequency of servo, and phase 
shift and deflection angle of undulation fins will directly affect 
the swimming performance of the robot [42]. 

The testing considers three variable that may affect the 
robot swimming performance which are change in the phase of 
a waveform between adjacent fins ray (φ0), deflection angle 
between the fin’s rays and the horizontal plane (φb) and 
frequency of the robot. Fig. 11a shows that the speed of the 
robot increases linearly with frequency with φ0 and φb is 60

o
 

and 0
o
, respectively. Fig. 11b meanwhile shows that speed 

increase until certain degree of phase of a waveform between 
adjacent fins ray at max 60

o
 and start decrease in speed when 

the φ0 increase. This due to theoretically that the swept area 
and the generating force undulating fins increase when phase 
of a waveform between adjacent fins ray decrease. 

Tiefeng Lie et al. on paper title fastmoving soft electronic 
fish uses commercial silicone elastomer to as the body part 
[22]. The fabrication process takes few steps as shown in Fig. 
12. Since the materials use here falls under categories soft 
actuator, the fins will flap as the voltage applied. The thrust 
force generates through periodic flapping pectorals and 

produce up to 135mm/s in speed for indoor and 64mm/s for 
outdoor. 

Servo motor uses to control rod for stingray mimicry robot 
build group of researchers of Washington and Lee University a 
bit different from another robot since it uses flexible rod. This 
is due to aim of researchers to behave more like natural 
stingray skeletal structure. Same as other robot that uses servo 
motor, the speed of the robot depends on input parameter such 
as frequency to affect the swimming performance or speed. 
The robot can swim up to 6m in straight line before it drifts 
from direction. This unintended drifting causes by the 
imbalance internal build and wing thickness (manufacturing 
error). 

The result of swimming speed versus flapping frequency 
from this robot can be seen in Fig. 13. The robot swim fastest 
at 1.4 Hz flapping frequency by producing 13cm/s and 
11.9cm/s or 0.37 bl/s or 0.34bl/s. the slowest is at 0.7 Hz which 
4cm/s and 2cm/s. interestingly, the sample fish for this robot 
design which is southern stingray swim with beat frequency of 
1.74 4±0.42Hz which is meeting the optimal value for the 
robot to swim at it best. 

 

Fig. 9. When Operated by a 5-V Sinusoidal Voltage, the Experimentally 

Measured Swimming Speed of the Robotic System was Compared to the 

Model's Prediction. (Adapted from Joel J. Hubbard et al.). 

 

Fig. 10. IPMC/PDMS Artificial Pectoral Fins (Adapted from Z. Chen et al.). 

 
       (a)    (b) 

Fig. 11. Forward Motion Test (Adapted from Lei Liu et al.). 
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Fig. 12. Fabrication Process of Electro-ionic Fish (Adapted from T. Li et al.). 

 

Fig. 13. Average Speed Versus Flapping Frequency (Adapted from Lincoln 

N. et al.). 

Table 1 shows the summary and brief detail of the paper 
been discussed in this section. All project title, objective, 
project design and propulsion mechanism in this paper can be 
referred here. 

TABLE I. SUMMARY OF PAPER DISCUSSED 

Title Objective Design 
Propulsion 
Mechanism 

Biomimetic 
Fish 

Actuated  

by Shape 
Memory 

Alloy 

Develop 
Koi’s fish 

like robot 

using SMA to 
pectoral and 

caudal fin.   

Shape 

Memory 

Allow link 

together 
with spring 

pulley. 

A micro-

robot fish 

with 
embedded 

SMA wire 

To develop 

and study the 

robot 
propulsion 

using SMA.  

Shape 

memory 

alloy and 
power by 

battery. 

actuated 

flexible 
biomimetic 

fin 

The result to 

identify 
whether robot 

can swim and 

turning using 
this method. 

Monolithic 

IPMC Fins 
for  

Propulsion 

and 
Maneuvering 

in 

Bioinspired 
Underwater 

Robotic 

To develop 

IPMC fins 

that can 
provide novel 

and efficient 

propulsion. 

 

Monolithic 

platinum 

gold Ionic 
polymer-

metal 

composite 

Bio-inspired 

robotic  
manta ray 

powered by  

ionic 
polymer–

metal  

composite 
artificial 

muscles 

To improvise 
bio-inspired 

robotics 

manta ray 
propeller 

using 

artificial 
pectoral fins.  

Ionic 

polymer-
metal 

composite 

with thin 
membrane 

of poly-

dimethyl 
siloxane 

(PDMS) 

A Bending 
Pneumatic  

Rubber 

Actuator 
Realizing 

Soft-bodied 

Manta  
Swimming 

Robot 

To introduce 
modern 

design and 

prototype for 
pneumatic 

rubber 

actuator for 
soft-bodied 

manta ray. 
 

Pneumatic 

soft actuator 

Analysis of 

the Effect  
Waveform 

Parameters  

have on 
Stingray 

Surface  

Velocity 

To analyze 

and produce 

numerical 
model for 

baseline oof 

robotic 
stingray 

 

Servo 

motor 

Design and 

Preliminary  

Evaluation 
of a 

Biomimetic 

Underwater 
Robot  

with 

Undulating 
Fin 

Propulsion 

To build a 
prototype of 

underwater 

robot with 
undulation 

fins 

propulsion. 
 

Servo 

motor 

attach with 
thin layer of 

membrane 

Fast-moving 
soft 

electronic 

fish 

To build 

robot using 
Dielectric 

Elastomer 

(DE) soft 
actuator. 

 
Soft 

actuator 

Stingray-

inspired 
robot  

with simply 

actuated 
intermediate 

motion 

To create an 

underwater 
swimming 

robot that 

have same 
propulsion 

method as 

dasyatis 
americana 

stingray 

 

Servo  

motor 
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VI. HYBRID PROPULSION 

Hybrid propulsions is a combination of two or more smart 
materials as a propulsive method for the robot [48,49]. Harbin 
Engineering University and Kagawa University develop 
jellyfish like robot by using SMA and IPMC. This method 
does produce propulsive force by bending both smart actuators 
to produce propulsive force by bending and shrinking [50, 51]. 

Guo S. et al. also develop a jellyfish like robot using hybrid 
method of IPMC and SMA with rubber materials as a body. 
With highest frequency of 0.6Hz, it produces 6mm/s speed. 
Fig. 14 shows the structure of the robot. Lead wires use to 
produce applied voltage to SMA and IPMC. This robot 
consists of four legs made of IPMC while SMA attach to the 
body to produce shrinking to mimic the jellyfish. 

 

Fig. 14. Structure of the Robot. (Adapted from Guo S. et al.). 

VII. MODELLING AND CONTROL OF ROBOTIC FISH 

To control, maneuver and actuate the robot fish, controller 
is part of the important component to build. Controller system 
is used to change of normal existing behavior to achieve the 
desired wanted from the study or design [52],[57],[58]. 
Controller system usually connection between microcontroller 
as processor with sensor or transducer as an input for the 
process [53]. From papers that been discussed in chapter 5, 
none of them applied control mechanism in their robot since 
most of the study focus on propulsion of the smart actuator. 
The use of control mechanisms can improve the robot's 
capacity to complete tasks. 

T.Salumäe et al. robot used two flow sensors located at 
nose of the robot to sense incoming flow to maintain balance 
by using Braintenberg 2b controller. Braintenberg 2b controller 
perform rheotaxis to maintain the orientation of the robot [64]. 
The conclusion from this study concludes that rheotaxis 
behavior can be achieve by measure flow coming to sensor as 
feedback. 

This paper use Brainternerg 2b controller for wheeled and 
implement into fish robot by comparing pressure on both left 
and right side of the fish body [54]. The result from testing can 
be seen in Fig. 15. The red line is actual result which can be 
seen very noisy, and relation based on equation. 

 f (PR – PL)              (2) 

f is frequency of the robot applied. PR and PL can describe 
as pressure on both right and left sensor. 

 

Fig. 15. Pressure difference on the Left and Right Versus the Orientation of 

the Robot θ. 

As the aim of this project to keep angular deviation close to 
direction of incoming flow. Derived from equation (2), the tail 
angle offset ϕ0 can be measure using control law (3) and 
equation (4) is added to minimize the drift in sensor reading. 
Kϕ and Cd here are constant. 

ϕ0 = [0 – ( PR – PL)c] Kϕ     (3) 

(PR – PL)C = Cd ∫ [0 – (PR – PL)]Dt + (PR – PL) (4) 

To control the tail beat amplitude (A), equation (5) is use. 
Xsp is desired position of the robot and Xpv is actual postion of 
the robot. KA is choosen to be constant. 

A= (Xsp – Xpv) KA             (5) 

Ming W. et al. use Central pattern Generator (CPG) as 
controller to control robotic fish. CPG can be said as all 
essential or basic movement that require repetitive action of 
specific muscle [65],[66]. Data from CPG controller is feed to 
Back Propagation Neural Network (BPNN) to optimize. The 
design use three separate servomotor joint together to react. 
BPNN prediction method able to provide optimize motion 
control for robotic fish swimming [55]. 

The proportional – integral – derivative (PID) controller is 
one of the most popular and widely used in the process 
industry due to its simplicity, wide applicability, and 
robustness. [68]. Su Si Yuan, et al. used PID controller to 
perform the steady swim of the fish robot by combining with 
Kalman filter. Kalman filtering can minimize the movement 
error and improve movement accuracy to get shortest time to 
the target based on the variable feed [61]. Fig. 16 shows PID 
algorithm combining with Kalman filter. According to the 
findings of this study, combining PID control and the Kalman 
filter results in faster reaction, better stability, and higher 
accuracy [56]. 

 

Fig. 16. PID Flowchart Algorithm (Retrieve from Su Si Yuan et al.) 
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Kalman filter give five basic formulas. 

X(k|k-1)= A × X (k-1|k-1) + B×U (k)           (6) 

P(k|k-1)= A × P (k-1|k-1)A
T
 + Q            (7) 

X (k | k) = X (k | k-1) Kg (k)(Z(k) – H × X (k | k-1))          (8) 

Kg (k) = (P (k|k-1) H
T
 (H × P (k|k -1)H

T
 + R)

-1 
         (9) 

P(k|k) = (1 – Kg (k) × H) P (k|k-1)           (10) 

X (k | K-1) is the prediction of last state. X (k-1| k-1) is the 
optimal result of last state. P (k| k-1) is X (k | k-1) prior error, P 
(k -1 |k- 1) is X (k-1| k-1) posterior error. Kg is the matrix gain 
and R is system measurement of noise covariance matrix. 
Based on result achieve by the writer, PID control with Kalman 
filter may be look deeper to have better understanding and to 
implement into robot control. 

VIII. CONCLUSION 

The development of underwater fish robotics is one of the 
challenging research areas to improve underwater technology 
[28]. A comprehensive review on biomimetic underwater 
robots in this paper is reviewed based on their actuators and 
swimming modes. The ability of a robot to mimic wildlife can 
help improve the robot such propulsion and maneuverability 
[63]. Right propulsion materials have shown improvement in 
building the robot. Each material has its own advantages and 
disadvantage. It can be understood materials use for actuator 
has different result and can be applied for different propulsion 
mode. However, smart materials still slower compared the 
robot with engine or pump. As for writer, the application of 
soft actuator shows promising future since its newer 
technology. Soft actuators use simple implementation to 
operate. It is understandable that the designed robot must 
properly mimic the real fish to achieve it desires and to sustain 
the robot from damaging the aquatic life. 

As the fish can adapt to vary environment, robot is 
manmade machine and lack of this ability. The robot must be 
equipped with smart technology to face all probable causes by 
taking proper measurement. As the current research shows 
promising result, there are still rooms for improvement for 
underwater robot to work better. This propulsion method with 
smart actuator can be considered still a testing stage where 
significant improvement can be made for each smart actuator. 
Future researcher also may come out with new propulsion 
alternative which may work better compared to current option. 
Researcher also may focus on control system and robot design 
to improve the fish robot itself. 

For the robot design, design from the preliminary result 
show a good result. Depend on reference fish, the design and 
be both MPF and BCF swimming mode fish. The main idea to 
be considered during build is the reference fish since it will 
impact the result. Some fish can swim good in deep water and 
some fish only good with shallow water. Same goes the water 
condition with flow since most of the current study do testing 
in lab, aquarium, or pool. The result may different when put 
into sea or river or wildlife environment. For further study, it is 
recommended the testing is done in river or water with flow to 
study the result. 

With the popular demand of underwater robot from various 
party, researcher technically should improve the current robot 
to meet with the demand. With the market around 7 million US 
dollar, it shows that the underwater robot is bigger market than 
what people seen. Thus, more researcher and study needed to 
come out with better robot to perform specific task with smart 
technology. 

As the paper initially study to help writer on understanding 
about biomimetic underwater robot and smart actuator use, this 
paper also hope can be help for further researcher to understand 
in developing underwater robot and biomimetic robot. 
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Abstract—In the paper, we are enhancing the accuracy of the 

fuel consumption prediction model with Machine Learning to 

minimize Fuel Consumption. This will lead to an economic 

improvement for the business and satisfy the domain needs. We 

propose a machine learning model to predict vehicle fuel 

consumption. The proposed model is based on the Support 

Vector Machine algorithm. The Fuel Consumption estimation is 

given as a function of Mass Air Flow, Vehicle Speed, Revolutions 

Per Minute, and Throttle Position Sensor features. The proposed 

model is applied and tested on a vehicle’s On-Board Diagnostics 

Dataset. The observations were conducted on 18 features. Results 

achieved a higher accuracy with an R-Squared metric value of 

0.97 than other related work using the same Support Vector 

Machine regression algorithm. We concluded that the Support 

Vector Machine has a great effect when used for fuel 

consumption prediction purposes. Our model can compete with 

other Machine Learning algorithms for the same purpose which 

will help manufacturers find more choices for successful Fuel 

Consumption Prediction models. 

Keywords—Fuel consumption; machine learning; support 

vector machine; feature weight; feature selection; on-board 

diagnostic 

ABBREVIATIONS 

DT:  Decision Tree 

FC:  Fuel Consumption 

FS:  Feature Selection 

GB:  Gradient Boosting 

IoT:  Internet of Things 

ML:  Machine Learning 

MAF:  Mass Air Flow 

MAE:  Mean Absolute Error 

NN:  Neural Networks 

OBD:  On-Board Diagnostics 

RF:  Random Forest 

RFE:  Recursive Feature Elimination 

RMSE:  Root Mean-Squared Error 

RBF:  Radial Basis Function 

RPM:  Revolution Per Minute 

SVM:  Support Vector Machine 

ANN:  Artificial Neural Network 

TPS:  Throttle Position Sensor 

VS:  Vehicle Speed 

ECU:  Electronic Control Units. 

I. INTRODUCTION 

In this study, we are trying to enhance fuel consumption 
(FC) prediction using machine learning algorithms. We used a 
Support Vector Machine algorithm to predict fuel 
consumption. We measure fuel consumption based on a legacy 
Dataset containing On-Board Diagnostics (OBD) data. The aim 
is to achieve a good value for the R-Squared metric using the 
SVM. 

OBD is the protocol responsible for scanning and reading 
the ECU in the vehicle. OBD adapter can scan the ECU and 
send the FC data to a third-party device. OBD is considered a 
part of the Internet of Things technique. It can be connected to 
remote datasets to save its data for important and urgent 
analysis related to vehicles depending on Big Data, Deep 
Learning, and Machine Learning techniques. These analyses 
are helpful for instant diagnoses for vehicles and other types of 
machines which are using the same OBD protocol[1-4]. 

Fuel Consumption has an essential interest for individuals, 
businesses, and the globe. The price of fuel controls the 
economy of the world. Therefore, changes in the price of fuel 
affect the economical side for businesses. 

Machine Learning is considered an application of Artificial 
Intelligence. Arthur Samuel said that Machine Learning: “is 
defined as the field of study that gives the computers the ability 
to learn without being explicitly programmed” [5]. 

One of the famous algorithms of Machine Learning is the 
Support Vector Machine (SVM) algorithm. SVM is an 
algorithm that tries to predict a specific value or a set of classes 
either in classification or regression form [6, 7]. It has been 
used in several studies related to the prediction of fuel 
consumption. These studies are considered to be related to our 
work similarly. 

We used SVM to propose an ML model for fuel 
consumption prediction purposes. The other related research 
work had applied the SVM algorithm to predict FC based on a 
training dataset of a small size. Its results were not enough 
good. Its model had returned an R-Squared value equal 
0.004624. It depended on the RPM_TPS-based equation only, 
which will be discussed later. However, in our research, we 
used both the RPM_TPS-based equation besides the VS_MAF-
based equation. There is no other literature that discussed the 
same problem with the SVM algorithm depending on both 
RPM_TPS-based and VS_MAF-based equations. The 
RPM_TPS-based equation depends on RPM and TPS 
parameters. The VS_MAF-based equation depends on VS and 
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MAF parameters. These two equations are considered the most 
important equations that can be used to measure the fuel 
consumption rate when a complete FC Dataset exists. Our FC 
Dataset is considered a high-dimensional size dataset. 

It’s important to note that our proposed model and its 
internal experiments couldn’t be observed without an FC 
Dataset containing the parameters which are existing in the FC 
equations used. 

Before using SVM for the prediction of fuel consumption, 
Feature Weighting should be described. Feature Weighting is 
the ranking process of the importance of the features, as it 
depends on a voting approach for ranking the importance of the 
features in datasets [8]. 

Feature Weighting is followed by the Feature Selection 
step. Feature Selection is applied to the highly ranked features 
after the Feature Weighting step. Then, these highly ranked 
features are filtered and applied to the classifier [8]. 

Feature Selection can be applied to datasets using different 
algorithms. Random Forest and Decision Tree are the most 
famous algorithms used to rank the importance of the features 
and select the highly ranked features. 

In the last decade, scholars talked about the importance of 
predicting the consumed fuel percentage depending on some of 
the sophisticated algorithms from both Data Mining (DM) and 
Machine Learning (ML). However, in an earlier time, scholars 
had discussed the prediction of fuel consumption with different 
algorithms, including Neural Networks (NN), Random Forest 
(RF), Gradient Boosting (GB), and Support Vector Machine 
(SVM) [9, 10]. 

The prediction of fuel consumption value will become 
more precise when predicted with sophisticated ML 
techniques. The discussion of fuel consumption has been a 
trending topic when discussed from the view of ML in the last 
five years. 

Many research papers have been developed to discuss the 
most followed methods for monitoring fuel consumption in 
vehicles. Fuel consumption scholars have focused on different 
methods that should be followed to eliminate fuel 
consumption. 

In [11], the authors had used sophisticated techniques 
depending on ML models to detect and measure levels of fuel 
consumption using Support Vector Machine (SVM) and 
Artificial Neural Networks (ANNs) models. They used 27 
vehicles in their experiments. They discussed their multiple 
tries for achieving better accuracy on different types of 
vehicles of the same age, different segments, engine 
displacement, and type of transmission. Finally, they achieved 
accuracy with 83%. 

In [12], the authors had discussed the problem of predicting 
fuel in fleets of vehicles depending on machine learning 
techniques. They had used Random Forest, Gradient Boosting, 
and Neural Networks as machine learning models. Random 
Forest Algorithm had achieved the best result between the 
other used algorithms. However, they depended on the Nash-
Sutcliffe coefficient for measuring the predictive power for the 
efficiency of each model. Also, they used Bias, Mean Absolute 

Error (MAE), and Root Mean-Squared Error (RMSE) as error 
statistics to evaluate their model’s accuracy. 

In [13], the authors had used a machine-learning algorithm 
to predict fuel consumption depending on a set of variables in a 
large-scale Dataset gathered by 153 drivers during a month 
depending on GPS and CAN (Controller Area Network) bus 
data, including speed of the vehicle and moved distance. They 
used regression methods for the machine learning methods: 
SVM, ANN, Linear Regression (LR), and Link Fuel 
Summation SVM model (LSSVM). Their study revealed that 
SVM had the best R-Squared value with 0.92 while ANN, LR, 
and LSSVM had R-Squared values of 0.86, 0.74, and 0.79. The 
training phase had affected the superiority of SVM over other 
models. However, SVM had generated the best fit 
results/accuracy. Also, it wasn’t affected by cost functions as it 
provided a linear penalty to huge error rates where the ANN 
model minimizes the sum of squared errors. 

In [14], the authors had used Boruta Algorithm (BA) and 
Neural Networks (NNs) algorithm to measure fuel 
consumption regarding a huge fleet of trucks on different road 
pavements. BA had shown a good result in comparison with 
previous studies, which used the same data. While the 
developed NN algorithm had achieved (R2) value of 0.88 for 
test data. NN appeared to be a suitable candidate for analyzing 
large datasets effectively and predicting the impact of 
roughness and macrotexture of roads on truck fuel 
consumption. 

In [15], the authors had addressed the identification of 
driving style issues. They used the K-means clustering 
algorithm to differentiate between different types of driving 
styles. Driving styles are divided into three categories: normal, 
soft, and aggressive category. Also, they used random forest, 
K-nearest neighbor, support vector machine, and neural 
network models. Random forest overall accuracy was 95.39% 
while trucks are in their heavy load, and 90.74% on no-load 
status. The aggressive driving style achieved the largest fuel 
consumption and reached 10 % higher than the average driving 
style. 

In [16], the authors had used Autonomie, which is a 
simulation tool, to simulate the process of fuel and vehicle 
power consumption. They proposed a Large-scale learning and 
prediction process (LSLPP) with machine learning models. 
LSLPP tests were successful as they could accelerate analysis 
processes and prediction of vehicle’s fuel consumption. 

In [17], the authors had used the Support Vector Machine 
(SVM) model as one of the ML prediction techniques with 
OBD-II to monitor and predict fuel consumption levels. The 
proposed model uses both TPS and RPM variables to measure 
the consumed level of fuel. Finally, their RMSE value was 
2.43. 

In [18], the authors had used SVM, RF, and ANN 
algorithms for fuel consumption prediction purposes. SVM and 
ANN algorithms achieved the best results. However, RF 
outperformed both of them. The coefficient of determination 
(R2) for SVM, RF, and ANN are 0.83, 0.87, and 0.85, 
respectively. 
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II. PROPOSED MODEL 

The proposed model aims to predict fuel consumption 
using SVM. The proposed model consists of four phases: Data 
Preprocessing, Feature Weighting, Feature Selection, and SVM 
Prediction Model, as shown in Fig. 1. The proposed prediction 
model has been applied to FC Dataset with 8262 records. The 
Dataset includes 18 fields, as shown in Table I. FC Dataset was 
gathered by 19 drivers using an OBD scanner in vehicles, 
which was used for a previous dissertation for profiling 
automotive data in 2018 [19]. The Dataset gathered by 19 
drivers had been collected depending on a vehicle model of the 
well-known Brazilian vehicle, A 2015 Chevrolet S10, which 
has a 2.5-liter flex-fuel engine by 206 hp. This Dataset is 
gathered in an urban road in the city of Natal (Brazil). It was 
gathered at a distance of 18.8 kilometers for 34 minutes for 
each driver [20, 21]. 

 

Fig. 1. Proposed Model Diagram. 

TABLE I. FC DATASET FIELDS 

No

. 
Field Name Field Description 

1 TIME Vehicle’s work period. 

2 LATITUDE Latitude of the vehicle while reading time. 

3 LONGITUDE 
Longitude of the vehicle while reading 

time. 

4 ALTITUDE 
The altitude of the vehicle while reading 

time. 

5 
BAROMETRIC_ 

PRESSURE 
Measuring the atmospheric pressure. 

6 
ENGINE_COOLANT_

TEMP 
Measuring the engine’s temperature. 

7 FUEL_LEVEL Level of fuel in tank at the reading time. 

8 ENGINE_LOAD 
Measure sucked air and fuel into the 

engine. 

9 
AMBIENT_AIR_TEM
P 

Refer to the outside air temperature. 

10 ENGINE_RPM 
Refer to the frequency of rotation around a 

fixed axis. 

11 
INTAKE_MANIFOLD
_PRESSURE 

Refer to the negative air pressure inside the 
intake pipe. 

12 MAF 
Measure the amount of air entering the 

engine. 

13 AIR_INTAKE_TEMP Refer to air temperature in the engine. 

14 SPEED Speed value of the vehicle at request time. 

15 
Short Term Fuel Trim 
Bank 1 

Refer to ECU signaling response according 
to the changes of the oxygen levels. 

16 THROTTLE_POS 
Identify the value of air-delivered quantity 

to vehicle’s engine accurately. 

17 TIMING_ADVANCE 
Refer to the required time for the air-fuel 

mixture to be burned. 

18 EQUIV_RATIO 
Refer to the commanded air/fuel ratio of 

the engine. 

A. Pre-processing 

Data pre-processing is the first step in the proposed 
prediction model. Converting the data into a more desired and 
eligible form is essential to ensure that the Dataset is accurate 
and ready for further processing [22, 23]. In our proposed 
model, we are performing filtering noisy data and manipulating 
with missing values steps. 

1) Filtering noisy data: This step is a very important step 

in which the noisy records in FC Dataset are removed. For 

example, some cells are filled with symbols and characters like 

the Speed field, which contains (50 km/h). Such characters and 

symbols affect the implementation and results of the prediction 

model. 

2) Manipulating with missing values: Most of the fields in 

our FC Dataset had filled with data. However, our FC Dataset 

was high-dimensional. Hence, it was difficult to discover the 

missing values by hand. So, we had to automate this process 

using specific techniques to avoid exceptions happening while 

training the SVM algorithm as the missing values may cause a 

big issue for processing the prediction model. For example, the 

FC Dataset contains fields with Nan, Null, or Zero values, in 

which the R2 value of the regression model is affected 

negatively and returned exceptions in the runtime. There are 

several methods to handle missing values. One of these 

methods is the mean imputation. The imputation method 

estimates the missing values by replacing them with the mean 

for that variable [24]. 

B. Feature Weighting 

Feature weighting is an essential step in identifying the 
most feature or a set of features affecting other specific 
features. In the proposed model, feature weighting is used to 
set weights for FC Dataset features to identify which feature 
mostly affects the fuel consumption level. We used two models 
for weighting features in our Dataset. These models are 
Random Forest (RF) and Decision Tree Algorithm. 

The Random Forest Algorithm is considered a good and 
reliable algorithm for features ranking for small and larger 
datasets. This is because it can distinguish the relevant and the 
irrelevant attributes in the Dataset. It can handle both 
classification and regression problems by constructing multiple 
decision trees concurrently and returning equivalent forecasting 
for the average result of the processed decision trees. RF can 
handle high-dimensional datasets as it can process too many 
inputs and return results with high performance [25, 26]. 

Decision Tree Algorithm is also an important model used 
to identify the importance of the attributes in the Dataset in 
which feature selection can be used in higher and lower-
dimensional classification tasks. It describes the relations 
between data that can be simulated by leaves in the trees. Each 
node has other leaf nodes under it. Each leaf node holds a 
specific value that represents a meaningful form for the 
algorithm. A tree constitutes a leaf and a node. In 
classification, nodes represent a group to be classified and each 
node subset represents a value that can be taken by the node 
[27, 28]. 
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Feature weighting is applied to the whole selected features 
of the FC Dataset to determine the most important features that 
affect fuel consumption. Clarification of feature weighting 
phase and used methodologies and algorithms will be 
discussed in another following section. 

Feature weighting is applied to features in equations that 
are used for calculating fuel consumption. Fuel consumption 
can be calculated via two methods, the first is based on VS and 
MAF features, and the second is based on RPM and TPS 
features. 

1) VS_MAF-based: VS_MAF is the first method used for 

calculating fuel consumption, according to (1). 

f= VS / MAF              (1) 

Where f is fuel consumption value, VS is the vehicle speed 
parameter, which is measured in km/hour, and MAF refers to 
the value of Mass Air Flow in the engine, which is measured in 
g/s (gram per second). 

Depending on (1), fuel consumption can be measured using 
two metrics, the first metric is Mile Per Gallon (MPG), and the 
second metric is Liters per 100 Km. For example, the 
following equation retrieves the fuel consumption values in 
MPG and L/100KM. 

To retrieve the fuel consumption value in US MPG, based 
on (2), the value of Speed is divided by MAF then multiplied 
by α = 7.718, which is a constant. 

f= VS * α / MAF * β             (2) 

Further, to retrieve fuel consumption value in liters per 100 
km, we multiply the fuel consumption value in US MPG by the 
value of the constant β [17]. 

2) RPM_TPS-based: RPM_TPS is the second method used 

for calculating fuel consumption, according to (3). 

Fuel (rpm, tps) = p00x
2
 + p10x + p01xy            (3) 

Where X refers to Revolutions Per Minute (RPM), Y refers 
to Throttle Position Sensor (TPS), and the coefficients p00, 
p10, p01 values are 2.685, -0.1246, and 1.243, respectively. 

Our feature selection experiments had been applied using 
the VS_MAF-based Equation and the RPM_TPS-based 
Equation. Generated results from our Random Forest 
Algorithm indicated that RPM, SPEED, and MAF have the 
highest effects on fuel consumption levels. Results and analysis 
for applying RF to FC Dataset will be provided in more detail 
in specific sections for the experiments, discussion, and results. 

C. Feature Selection 

After feature weighting, feature selection is applied to 
determine the most weighted features that affect the fuel 
consumption value after feature weighting. First, the generated 
weights of the FC features by the weighting models RF and DT 
are ranked, then a selection of the most important features is 
done. 

D. The SVM Prediction Model 

The proposed model is based on Support Vector Machine 
(SVM). The SVM model is a machine learning algorithm that 

reads input data and represents points on a 2d space or 3d 
space to be drawn on X-axis and Y-axis in 2d view or X-axis, 
Y-axis, and Z-axis in 3d view. Then, it draws a boundary line 
that splits the groups and classifies the data to refer to which 
class the point is grouped or classified. SVM has a maximum 
margin line that usually divides the class of points equally 
called “hyperplane”. The hyperplane looks for the maximum 
distance between each point and its nearest group or class [18]. 
The hyperplane is divided into two different types. The first 
one is the optimal hyperplane, which is the linear function with 
the maximum margin between vectors or multiple vectors in 
two groups, and the second one is called the soft margin 
hyperplane, which happens when two classes of the data are 
not linearly separable [6]. 

E. Experiments 

In the experiment section, the details of the performed 
experiments are illustrated. Several experiments had been done 
using a historical FC Dataset. However, the proposed work for 
predicting fuel consumption using SVM with a regression 
model is considered the first experiment with this algorithm to 
be conducted specifically on this Dataset. The experiments are 
conducted using two equations. The first is based on MAF and 
VS features, and the second is based on RPM and TPS 
features. 

The results of the experiments have been evaluated using 
the coefficient of determination metric R-Squared/R

2
, a 

statistical metric that represents the variance between 
dependent and independent variables and evaluates the model's 
ability for prediction purposes [29]. 

After applying feature weighting and selection, we update 
both the VS_MAF-based equation and the RPM_TPS-based 
equation. These updates improve the Squared Correlation 
Coefficient metric R-Squared/R

2
 value of the proposed model 

compared with other studies. 

1) Applying feature weighting: Feature Weight/importance 

is identified via different algorithms used to select the most 

important features in high-dimensional datasets. RF and DT are 

two important algorithms used to measure features and find the 

correlations in FC Dataset. 

Random Forest (RF) is a machine learning algorithm 
commonly used to evaluate the model’s ability for prediction 
purposes. 

Recursive Feature Elimination (RFE) was first used and 
proposed to enable the SVM model to evaluate the 
features/attributes importance and identify field ranking in 
datasets. The same methodology has been added to the RF 
algorithm to find the correlated features/fields in datasets with 
high dimensionality [30]. 

RF and DT algorithms are reliable enough to be considered 
for measuring the importance of the features in our FC Dataset. 
Using RF and DT for features weighting purposes during our 
observation leads to a better focus of the prediction purpose, 
after removing the unnecessary features from the experiment. 

We had imported both RF and DT algorithms in Spider 
engine to run them using Python v.9 programming language. 
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Python has become an essential programming language for ML 
research. We used Python to print the weight results for FC 
Dataset features. We could draw figures using Matplotlib, 
which is a drawing and visualization library using Python, to 
differentiate the features with high and low importance values 
[31]. 

We had applied the RF-RFE algorithm on most of the 
features of the FC Dataset, which are 18 features. We had 
removed 15 features from the original FC features, which were 
33 features. For example, Term Fuel Trim Bank 1, 
FUEL_ECONOMY, Long Term Fuel Trim Bank 2, 
FUEL_TYPE, FUEL_PRESSURE, Short Term Fuel Trim 
Bank 2, and TROUBLE_CODES had been removed because 
they were empty field. DTC_NUMBERS had been removed 
because it contained String values like 
4101000761001:00410100076100, which is not meaningful. 
ENGINE_RUNTIME had been removed because it contained 
time values like 12:03:20 AM. VEHICLE_ID had been 
removed because it contained String values like s11. Finally, 
we had applied the feature selection experiment on both the 
VS_MAF-based equation and the RPM_TPS-based equation. 
We had measured the importance/weight score of all measured 
features in our FC Dataset. The results of feature weighting 
algorithms which were returned with high importance values 
looked to exist in the FC equations that we are already 
depending on during our proposed model. That means that 
using RF and DT for feature weighting has returned reasonable 
features for measuring FC Dataset weights. 

a) Feature Selection experiment applied on 18 features 

using (RF): We applied the Random Forest Algorithm for 

identifying the importance/weight score for the features 

existing in our Dataset. Table II shows the importance of our 

Dataset features. Fig. 2 and Fig. 3 show a representation of the 

feature's importance in our Dataset. It was found that the most 

important features that affect the fuel consumption level after 

applying the feature selection algorithm according to the 

VS_MAF-based equation are MAF and SPEED. However, 

when applying the RPM_TPS-based equation, it was found 

that RPM is the most important feature. 

Fig. 2 indicates that MAF and SPEED parameters are the 
most important parameters in the Dataset that affect fuel 
consumption according to VS_MAF-based equations. While 
Fig. 3 indicates that ENGINE_RPM is the most important 
feature that affects fuel consumption between the whole 
features in the dataset according to the RPM_TPS-based 
equation. 

b) Weighted VS_MAF-based equation: According to the 

VS_MAF-based equation, fuel consumption calculation is 

based on MAF and VS features. Depending on RF and DT 

algorithms, Table III, Fig. 4, and Fig. 5 represent the feature 

importance results for both MAF and VS features. 

In Table III, and Fig. 4 the results show and indicate that 
both MAF and SPEED features affect fuel consumption 
features with a feature weight of 0.50876 for MAF and 
0.49124 for SPEED using the RF algorithm. However, in 
Table III and Fig. 5 both the MAF and SPEED features affect 

the fuel consumption feature with a feature weight of 0.50665 
for MAF and 0.49335 for SPEED using the DT algorithm. This 
indicates that the importance value of the MAF and SPEED 
features doesn't hugely change when applied to the RF or DT 
algorithms. 

Also, the previous importance values for both of the 
features refer to the more significant impact of the MAF 
feature over the SPEED feature when compared to each other 
according to their effect on the fuel consumption value. 

After calculating feature weight for MAF and VS, the 
VS_MAF-based equation can be updated by adding the weight 
values for the equation. 

So, we can multiply each feature in the equation by its 
importance according to Table III to become: 

f = VS * vsi / MAF * mafi              (4) 

Where     =         and      =        by RF algorithm. 

TABLE II. WEIGHTS OF FEATURES USING RANDOM FOREST ALGORITHM 

No. Field Name 
VS_MAF-

Equation 

RPM_TPS-

Equation 

1 TIME 0.00037 0.00000 

2 LATITUDE 0.00046 0.00001 

3 LONGITUDE 0.00046 0.00000 

4 ALTIDUTE 0.00038 0.00001 

5 BAROMETRIC_ PRESSURE 0.00018 0.00000 

6 ENGINE_COOLANT_TEMP 0.00024 0.00000 

7 FUEL_LEVEL 0.00028 0.00000 

8 ENGINE_LOAD 0.00506 0.00001 

9 AMBIENT_AIR_TEMP 0.00024 0.00000 

10 ENGINE_RPM 0.00050 0.99992 

11 INTAKE_MANIFOLD_PRESSURE 0.00035 0.00000 

12 MAF 0.56186 0.00000 

13 AIR_INTAKE_TEMP 0.00032 0.00001 

14 SPEED 0.42643 0.00000 

15 Short Term Fuel Trim Bank 1 0.00042 0.00000 

16 THROTTLE_POS 0.00197 0.00000 

17 TIMING_ADVANCE 0.00048 0.00000 

18 EQUIV_RATIO 0.00000 0.00000 

 

Fig. 2. Features Importance using VS_MAF-based Equation Results with 

Random Forest Algorithm. 
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Fig. 3. Features Importance using RPM_TPS-based Equation Results with 

Random Forest Algorithm. 

TABLE III. MAF AND VS FEATURE IMPORTANCE ACCORDING TO RF AND 

DT ALGORITHMS 

VS_MAF-based Equation 

Algorithm MAF Weight VS Weight 

Random Forest 0.50876 0.49124 

Decision Tree 0.50665 0.49335 

 

Fig. 4. MAF and VS Feature Importance using Random Forest Algorithm. 

c) Weighted RPM_TPS-based equation: According to 

the RPM_TPS-based equation, fuel consumption calculation is 

based on RPM and TPS features. Therefore, depending on the 

RF and DT algorithms, Table IV and Fig. 6, and Fig. 7 include 

the feature importance results for both RPM and TPS features. 

Table IV and Fig. 6 indicate that both RPM and TPS 
features affect the fuel consumption feature with a feature 
weight of 0.999952 for RPM and 0.000048 for TPS using the 
RF algorithm. However, in Table IV and Fig. 7, both the RPM 
and TPS features affect the fuel consumption with a feature 
weight of 0.999969 for RPM and 0.000031 for TPS using the 
DT algorithm. This indicates that the importance value of the 
RPM and TPS features doesn't change when applied to the RF 
or DT algorithms. Also, the previous importance values for 
both of the features refer to the massive importance of the 
RPM when compared with TPS importance. 

 

Fig. 5. MAF and VS Feature Importance using Decision Tree Algorithm. 

TABLE IV. RPM AND TPS FEATURE IMPORTANCE ACCORDING TO RF 

AND DT ALGORITHMS 

RPM_TPS-based Equation 

Algorithm RPM Weight TPS Weight 

Random Forest 0.999952 0.000048 

Decision Tree 0.999969 0.000031 

 

Fig. 6. RPM and TPS Features Importance using Random Forest Algorithm. 

 

Fig. 7. RPM and TPS Features Importance using Decision Tree Algorithm. 

The same as the VS_MAF-based equation, the RPM_TPS-
based equation calculate fuel consumption rate using the 
following equation: 

Fuel (rpm, tps) = p00x
2
 + p10x + p01xy            (5) 

We can update the last equation via multiplying RPM and 
TPS by their importance values according to the generated 
results by the RF algorithm in Table IV to become: 

Fuel (rpm, tps) = p00x
2
 * rpmi + p10x * rpmi + p01xy * rpmi * tpsi  (6) 

Where      = 0.999952 and      = 0.000048 by RF algorithm. 

2) Applying SVM on fuel consumption equations: The 

SVM model is applied using the original and the new-weighted 

fuel consumption equations, which calculates fuel consumption 

values. We had noticed the difference in the squared 

correlation coefficient R
2
 metric value for each conducted 

experiment. 

Table V shows a sample of the data using the VS_MAF-
based experiment and the RPM_TPS-based experiment. Fig. 8 
compares the actual and predicted values of fuel using the 
VS_MAF-based equation when implemented using the SVM 
model, while Fig. 9 compares the actual and predicted values 
of fuel using the RPM_TPS-based equation when implemented 
using the SVM model. 

In Fig. 8, according to the VS_MAF-based experiment, it 
looks that some of the actual fuel consumption data are quite 
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similar to the predicted values, which are likely similar to the 
result of the R-Squared/R

2
 value of the model that reached 

0.97, which indicates that the SVM model has achieved a high 
accuracy depending on the VS_MAF-based equation. Also, in 
Fig. 9, according to the RPM_TPS-based experiment, it looks 
that some of the actual data are quite similar to the predicted 
fuel consumption values, which are likely similar to the result 
of the R-Squared/R

2
 value of the model that reached 0.96, 

which indicates that the SVM model has achieved a high 
accuracy too using the result of applying the RPM_TPS-based 
equation. 

TABLE V. VS_MAF SAMPLE DATA 

Dataset – Data Frame 

Index MAF (g/s) 
SPEED (VS) 

(km/h) 

RPM 

(rev/min) 
TPS (%) 

0 24.77 48 2124 34.9 

1 30.96 60 2617 36.1 

2 18.58 64 3005 32.2 

3 18.38 65 3156 32.5 

4 19.77 67 1798 33.3 

5 9.99 65 1818 28.6 

 

Fig. 8. Comparing the Actual to the Predicted Values of Fuel using 

VS_MAF-based Equation and SVM Algorithm. 

 

Fig. 9. Comparing the Actual to the Predicted Values of Fuel using 

RPM_TPS-based Equation and SVM Algorithm. 

III. DISCUSSION 

The performance of the proposed model is evaluated using 
the R-Squared/R

2
 metric. The model is applied using two 

equations. The new VS_MAF-based equation depended on two 
variables are SPEED and MAF, while the new RPM_TPS-
based equation depended on RPM and TPS variables. The 
squared correlation coefficient R-Squared/R

2
 metric using the 

original VS_MAF-based equation and the original RPM_TPS-
based equation is 0.96, according to Table VI. 

We can notice that the squared correlation coefficient R-
Squared/R

2
 metric value has changed after applying the new-

weighted equations for the VS_MAF-based equation. For 
example, the squared correlation coefficient R-Squared/R

2 

metric using the new VS_MAF-based equation became 0.97 
after applying the new-weighted equation for the original 
VS_MAF-based equation, according to Table VI. This is 
because we had depended on a Radial Basis Function (RBF) as 
a kernel function of the SVM model while training and testing 
phases of the VS_MAF-based equation. However, we had 
depended on a Linear function of the SVM model while the 
training and testing phases of the RPM_TPS-based equation, 
which became 0.96 after applying the new-weighted 
RPM_TPS-based equation. 

We had achieved a superior result better than other 
candidates [17] who achieved lower results: R-Squared/R

2
 = 

0.004624 than our experiment using the same SVM predictor 
model depending on the RPM_TPS-based equation. Therefore, 
our goodness of fit using the R-Squared/R

2
 metric equals 0.96 

when applied their original RPM_TPS-based equation and our 
new-weighted RPM_TPS-based equation, according to 
Table VI. 

Finally, the new weighted-VS_MAF-based equation had 
affected the R-Squared/R

2
 metric value to be 0.97, while the 

new weighted-RPM_TPS-based equation had affected the R-
Squared/R

2
 metric value to be 0.96, according to Table VII. 

IV. RESULTS 

The value of the R-Squared/R
2
 metric is 0.96 for the 

original VS_MAF-based equation and the original RPM_TPS-
based equation, while the value of the R-Squared/R

2
 metric is 

0.97 while applying the New-weighted VS_MAF-based 
equation and 0.96 for applying the New-weighted RPM_TPS-
based equation. 

Table VI refers to the R-Squared/R
2
 value of our prediction 

model, SVM, using the original and the new-weighted 
equations. 

TABLE VI. R2 METRIC VALUE OF SVM MODEL WHEN APPLYING THE 

ORIGINAL AND THE NEW-WEIGHTED EQUATIONS FOR PREDICTION OF FUEL 

CONSUMPTION 

FC equation 

R-Squared/R2 metric value 

Proposed model results Related work results 

VS_MAF RPM_TPS RPM_TPS 

Original 0.96 0.96 0.004624 

New-weighted 0.97 0.96 ----------- 
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TABLE VII. R2 METRIC VALUES AFTER APPLYING THE VS_MAF AND 

RPM_TPS EQUATIONS USING THE SVM MODEL 

FC Equation R-Squared (R2 ) 

Proposed weighted VS_MAF- equation 0.97 

Proposed Weighted RPM_TPS- equation 0.96 

Finally, Table VII shows the final result of the squared 
correlation coefficient R-Squared/R

2
 metric value using the 

new weighted VS_MAF-based equation and new weighted 
RPM_TPS-based equation, respectively. 

V. CONCLUSION 

This study had applied four different equations in four 
experiments on a historical OBD dataset for predicting fuel 
consumption using the SVM regression model as an ML 
technique. These equations were the original VS_MAF-based 
equation and the new weighted-based equation which 
depended on Speed and MAF variables. Also, these equations 
included the original RPM_TPS-based equation and the new 
weighted-based equation which depended on RPM and TPS 
variables. 

The squared correlation coefficient R-Squared/R2 metric 
value of the SVM model became 0.96 for both of the original 
equations, and (0.97, 0.96) for the new equations, VS_MAF-
based equation, and RPM_TPS-based equation, respectively. 

This study had achieved better results than other candidates 
who applied the RPM_TPS-based equation using the SVM 
model [17] as their R-Squared/R

2
 equals: 0.004624 while 

implementing their RPM_TPS-based equation. 

Future research may be a try to investigate more correlated 
parameters in FC Dataset to create more mathematical 
equations for measuring FC. The more correlated parameters 
the more equations that calculate FC, consequently, the more 
experiments and observations that lead to better enhancements 
and more accurate FC prediction models with ML. MAF, 
RPM, SPEED, ENGINE_LOAD, and ENGINE_RPM may 
have a greater correlation that can be used to create a new 
mathematical equation to measure FC in our FC Dataset or we 
can use a larger dataset for implementing FC prediction 
observations. Also, the great enhancement will be to convert 
the proposed model to a running system integrated with 
Internet of Things components and devices in the vehicle and 
predict fuel consumption instantly with SVM in the runtime 
applying our proposed model. 
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Abstract—IT transformation has revolutionized the business 

landscape and changed most of organizations business model into 

digital and innovation driven firms. To fully take advantage of 

this digitalization and the exponential growth of data, 

organizations need to rely on resilient, scalable, extremely 

connected, highly available & very performant systems. To meet 

this need, this paper presents a model of middleware for multi 

micro-agents system based on reactive programming and 

designed for massively distributed systems and High-

Performance Computing, especially to face big data challenges. 

This middleware is based on multi-agents systems (MAS) which 

are known as a reliable solution for High Performance 

Computing. This proposal framework is built on abstraction and 

modularity principles through a multi-layered architecture. The 

design choices aim to ensure cooperation between heterogeneous 

distributed systems by decoupling the communication model and 

the cognitive pattern of micro agents. To ensure high scalability 

and to overcome networks latency, the proposal architecture uses 

distribution model of data & computing, that allows an 

adaptation of the grid size as needed. The resilience problem is 

addressed by adopting the same mechanism as Hazelcast 

middleware, thanks to his peer-to-peer architecture with no 

single point of failure. 

Keywords—Massively distributed system; multi agent system 

(MAS); high performance computing; reactive programming; 

hazelcast 

I. INTRODUCTION 

Information technologies have faced breakthrough changes 
during the last decades: a huge acceleration of artificial 
intelligence, the invasion of cloud computing, an exponential 
growth of data with the appearance of 5G, the emergence of 
the big Data & IoT [1], and the birth of the blockchain. 

This revolution is a real catalyst for the different fields and 
industries. It is the trend changing the future and requiring each 
organization to boost innovation, to ensure the performance 
and to improve the time to market so that it remains 
competitive and differentiated. So, companies need new 
information systems able to connect permanently with many 
objects, while executing treatments, analyzing huge quantities 
of data & making various decisions. 

To meet these expectations, we need to establish new IT 
applications allowing data exploitation and enabling collective 
intelligence. The massive quantity of data received from all 
connected objects and social media need to be stored and 
analyzed differently with suitable strategies. Moreover, the 
systems need an acceleration of computing and are adopting 

more and more massively distributed machines such as GPU 
architecture (Graphic Processing Units) [2] to perform their 
treatments more efficiently. Even so, the use of massively 
distributed machine unitary is not enough efficient to process a 
very large amount of data and perform the needed processing 
quickly, so the use of massively distributed systems [3] has 
become very common, with the deployment of several 
heterogeneous systems to allow faster data processing and 
more efficient data storage and analysis, it is today the real 
solution for High Performance Computing [4]. 

This solution has been approved with the development of 
new middlewares offering the possibility of cooperating 
several heterogeneous hardware and software systems: mobile 
devices, servers, PCs, electronic cards, embedded systems, etc. 
However, challenges for this type of architecture remain 
relevant: limitation in terms of network latency, load balancing, 
scalability, maintenance & fault tolerance. 

To design a such complex system, we must use a paradigm 
capable of integrating these different constraints and providing 
a complete solution, promoting cooperation, interaction & 
scalability. This is the case of Multi-Agent Systems [5] which 
have proven their usefulness for this type of high complexity 
problem. 

This article proposes a new model of multi micro-agent 
middleware for massively distributed systems based on 
reactive programming and applied to big data applications. The 
proposal framework is built on several abstraction levels to 
ensure modularity, scalability, load balancing and fault 
tolerance. It allows to cooperate different micro-agents that can 
be deployed in heterogenous IT infrastructure with different 
communication channels and various learning models. This 
middleware offers several technological implementations & 
interfaces for each layer and it is also open to extension by new 
implementations. To ensure a good performance level and to 
deal with fault tolerance challenge, we chose to use the 
mechanism of Hazelcast in term of data and computing 
distribution. So, the present model ensures resilience by 
guaranteed replication, a peer-to-peer architecture for the 
distribution of processing operations, and fault tolerance with 
the absence of Single Point Of Failure (SPOF). 

We have organized the rest of this paper into six sections. 
The following section II is a description of the overall 
middleware architecture. Section III details the micro agent 
structure and kinematics. In the fourth section, we carried a 
deep dive of the data distribution model. The fifth section 
describes the computing distribution model of the middleware. 
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Section VI present some performance measurement of the 
proposal framework. And last section concludes with 
highlighting advantages and improvement areas of the present 
work. 

II. GLOBAL ARCHITECTURE OF THE PROPOSED 

MIDDELWARE 

We have designed this framework to ensure a high level of 
abstraction and modularity [6], it is composed of several 
abstraction layers that are 7 APIs: 

 An agent API for easy creation and deployment of 
micro-agents allowing different implementations and 
using multiple programming languages. This API 
defines the lifecycle of a micro-agent such as 
instantiation, initialization, deployment, serialization, 
deserialization, and destruction; 

 A Communication API, that allows clear and 
transparent communication between micro-agents by 
adopting semantic messages ACL compliant; 

 A cognitive API to implement & assign learning models 
to micro-agents with both supervised models and/or 
reinforcement learning models; 

 A data distribution API: allowing to the middleware a 
balanced and transparent distribution of massive data. It 
uses distributed collections to dispatch data across 
cluster’s nodes of heterogeneous computers. 

 A data computing that enables a transparent distributed 
computing among the cluster nodes. 

 A monitoring API to scan the status of the MAS. 

 An API to build the cluster by defining the 
infrastructure to use for the distributed system. 

Figure 1 illustrates the architecture and the different layers 
of a multi micro-agent system built by three member nodes. 

A. Cluster Builder API 

To create a Multi micro-Agent System using this 
middleware, we need first to identify the soft & hard 
infrastructure by launching a cluster of nodes. These 
infrastructures enable the distribution of data & computing for 
massive data applications or for computationally intensive 
applications. 

A cluster [7] is a network of machines where each machine 
executes a member Instance. Each member automatically joins 
the others to form the cluster in a decentralized model while 
still having instances fully connected to each other’s. The 
cluster’s instances represent the hard core of the infrastructure 
allowing the nodes of the cluster to accommodate the data and 
the distributed computing over the micro-agents of the 
application. 

To ensure the junction between the members of the cluster, 
different discovery mechanisms can be used by members to 
find each other, namely: 

 Multicast mode: This mode uses the multicast 
mechanism with UDP protocol. It is useful when the 
cluster instances belong to the same local network. 

 TCP mode: This mode requires the specification of the 
IP address of one of the active nodes of the cluster 
when a new member joins the cluster. 

 Cloud Discovery: The proposal framework allows the 
use of cloud discovery services such as: AWS Cloud 
Discovery, ZooJeeper, Apache jclouds, GCP Cloud 
Discovery. 

After establishing the junction between the members of the 
cluster, any communication between these members is carried 
out exclusively by a TCP / IP mode. 

B. Monitoring API 

In order to monitor the state of the cluster, we suggest 
starting a special instance in the cluster. Once it joins the 
cluster, this instance receives real-time notifications from all 
instances in the cluster whenever the state of an instance 
changes. Therefore, this instance will allow real-time 
monitoring of the distribution of data and computing at the 
cluster level. 

C. Data Distribution API 

To allow data distribution, this layer provides the default 
interfaces and implementations to represent data in standard 
structures and collections such as List, Map, Queue, Set, etc. 

D. Computing Distribution API 

This layer allows to distribute the execution of massive 
tasks of an application among the nodes of the cluster. It 
provides various interfaces & implementations allowing to 
submit complex jobs for distributed execution. 

 

Fig. 1. Overall Architecture of the Proposal Middleware. 
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E. Communication API 

We define at this layer the communication mechanisms 
between micro-agents. After each micro-agent deployment, the 
framework provides to this new agent a subscription to a Topic 
at the cluster level, then allows him to receive messages from 
other platform’s micro-agents. This API also provides an 
implementation of Agent Communication Language (ACL) 
which allows agents to exchange semantic messages compliant 
to the FIPA [8] ACL standard and therefore ensuring 
interoperability with other MAS platforms. 

F. Cognitive API 

This API provides the interfaces and implementations for 
machine and deep learning models. It defines supervised, 
unsupervised and reinforcement learning models. 

G. Agent API 

This is the layer deploying interfaces & implementations to 
easily create micro agents by using and extending the 
functionalities offered by the other layers of the framework. 
This API also provides the mechanisms for managing the agent 
life cycle. 

III. MICRO AGENT STRUCTURE AND KINEMATICS 

In this section, we will have a deep dive on the Agent layer 
by presenting its static structure, its ecosystem, and its 
interactions with the other layers. We will detail the life cycle 
of a micro-agent by its deployment and migration processes. 

A. Agent API Description 

To create a micro-agent, the developer has just to extend 
the abstract class “Agent” and to redefine the operators that 
composes the agent's life cycle at its container level. 

The created micro-agent inherits all operators allowing: 

 Creating and configuring ACL messages; 

 Sending messages to a micro-agent or to a community 
of agents by choosing a communication strategy by the 
developer. In fact, the present framework is open to 
extension by using any communication mechanism as 
by external brokers such as KAFKA, RabbitMQ or 
ActiveMQ based on several messaging protocols as 
MQTT, AMQP or STOMP. If the developer does not 
have a preference, the system is based by default on an 
internal communication system as a broker directly 
using the messaging functionalities offered by the 
middleware cluster [9]. 

The figure 2 focuses on the principle of micro-agent’s 
communication of the model. 

 

Fig. 2. Micro Agents Communication Model. 

 Assign learning behavior to the micro-agent using one 
of the possible strategies. The framework implements 3 
interfaces representing respectively: 

- supervised learning strategy with different 
implementations of machine and deep learning 
techniques based on neural networks. 

- unsupervised learning strategy with various 
implementations: the k-means clustering 
algorithm, fuzzy-cmeans, ... 

- reinforcement learning strategy with several 
possible implementations such as the Qlearning 
algorithm. 

The developer is free to choose the appropriate 
learning strategy among these three implementations, 
to assign to his micro-agent according to the context of 
his application. 

 Create and access the data collections distributed over 
the nodes of the cluster. We have defined interfaces and 
implementations based on classic distributed structures 
like Queue, Map, Topic. 

 Submit distributed tasks for cluster-level executions. To 
create a distributed task, the developer must create a 
class that inherits from the abstract 
DistributedCallableTask class and then redefine the call 
method by implementing the code of the task to be 
distributed. The micro-agent can submit this distributed 
task to a cluster node transparently for remote execution 
returning the result asynchronously. Once deployed in a 
node, the task becomes bound to the instance, allowing 
it to transparently access the functionality and data 
distributed in the cluster. 

Figure 3 illustrates the core class diagram of this API. 
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Fig. 3. Summary Class Diagram of the Agent API. 

B. Agent Container 

A micro-agent is systematically deployed in a container 
where it lives and finds the various techniques for managing its 
life cycle. An agent is systematically deployed in a container 
where it lives and finds the various techniques for managing its 
life cycle. 

The present model is FIPA Compliant, it deploys two types 
of container: MainContainer which is deployed in a single 
instance of the MAS platform, and several LightContainers 
which allow the deployment of the agents of the developed 
MAS platform. 

The MainContainer essentially deploys technical agents in 
accordance with the specifications of the FIPA: 

 Agent Management System (AMS): used to manage the 
identity of agents and the communication system 
between agents. 

 Directory Facilitator (DF) Agent: which defines the 
directory of yellow pages allowing agents to publish 
their services and discover the services offered by other 
agents of the MAS platform. 

Once the MainContainer instance is started, the following 
operations are automatically performed: 

 the launch of the first instance of the cluster for 
distributed computing. 

 the deployment of AMS and DF agents that each 
subscribes their own mailbox as a Topic, at the level of 
the messaging service provided by the cluster. 

 The subscription to a topic specific to the 
MainContainer. 

Indeed, each time a container is created, the system 
must create a specific mailbox for this container, which 
is used in different agent operations, notably when a 
migration of an agent is requested to this container, by 
retrieving the code of the migrant agent in the mailbox. 

 The start of the MainContainer graphical interface. This 
interface has a graphical component representing each 
agent deployed in the container to easily and visually 
identify the agents deployed and their location/status. 

Figure 4 shows the sequence diagram illustrating the 
deployment of the MainContainer. 
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Fig. 4. Sequence Diagram for MainContainer Deployment Process. 

To deploy a MainContainer with its Graphical interface, the 
developer must use just one code line: 

 

Figure 5 is a screenshot of the MainContainer graphical 
interface. 

 

Fig. 5. Default Graphical Interface for the MainContainer. 

C. Agent Deployement 

The creation of an agent goes through an extension of the 
abstract class "Agent", then a redefinition of the various 
methods of the agent lifecycle management, in particular: 

 init() method: is called by the container while its 
deploying just after instantiation. This method allows to 
the developer to initialize the agent and assign it its 
behaviors. 

 onMessage() method: is invoked by the container every 
time a message is received by the agent topic. 

 beforeMoving(): is called just before activating the 
agent migration process to another container. 

 afterMoving() method: is invoked after the agent 
migration process. 

 goingToDie() method: is performed just before the 
agent destruction. 

The listing 1 represents an example code for a java 
implementation of an agent. It shows the main methods of the 
agent lifecycle. 

 

To deploy an agent, we have first to create a 
LightContainer where the agent will live, then deploy the agent 
using the deployAgent () method. Figure 6 illustrates the 
deployment process of an agent. 

MainContainer mainContainer=MainContainer.getInstance(true); 

 

public class SampleAgent extends Agent { 
 @Override 
 public void init() {  
 } 
 @Override 
 public void onMessage(ACLMessage aclMessage) {  
 } 
 @Override 
 public void beforeMoving(String from, String to) { 
 } 
 @Override 
 public void afterMoving(String from, String to) {  
 } 
 @Override 
 public void goingToDie() { 
  
 } 
} 
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Fig. 6. Sequence Diagram for the Agent Deployment. 

The deployment process begins by calling the container 
factory “LightContainerFactory” that creates an instance of 
LightContainer. This container will connect to the distributed 
computing cluster by Launching an instance of 
“ClusterInstanceClient”. This instance establishes a permanent 
and transparent connection to the container through its instance 
linked to the MainContainer. The created lightContainer 
subscribes to his own topic at cluster level, which constitutes a 
reception box for agents requesting to migrate to this container. 
Subsequently, if the developer wishes, a default graphical 
interface for this container is displayed. 

Once the container is ready, the agent is deployed using the 
deployAgent () method - which is an instantiation of the agent 
class -, then the agent asks the cluster to create its own mailbox 
by creating its own topic. After this initialization, the agent 
deploys its default graphical interface inside the graphical 
interface of its container. these graphical interfaces are very 
useful to allow the developer to graphically visualize the 
different agents of the platform without having to develop code 
for this purpose; it can send messages to agents, activate the 
migration of an agent to another container or even display the 
messages received by the various agents. 

These two code lines below represent the creation of a 
LightContainter and the deployment of an agent with default 
graphical interface. 

 

The following screenshots show the graphical interfaces of 
two containers MainContainer and LightContainer (Figure 7 & 
figure 8). 

 

Fig. 7. MainContainer Graphical Interface. 

 

Fig. 8. LightContainer Graphical Interface. 

LightContainer 

lightContainer=LightContainer.getInstance("Container1",true); 

lightContainer.deployNewAgent("SampleAgent", 

SampleAgent.class,true); 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

421 | P a g e  

www.ijacsa.thesai.org 

D. Agent Migration 

The agent mobility or migration is an essential asset of 
Multi Agents Systems, it provides the ability to agents to 
migrate from their initial container to other containers for many 
reasons: load balancing to overcome problems of overloading 

resources, requirements or constraints of applications 
requesting agent relocation. 

To migrate an agent, we must send to the agent an ACL 
message with the communication act is “MIGRATE” and the 
content is the address of the destination container. Figure 9 
shows the sequence diagram of an agent migration process. 

 

Fig. 9. Sequence Diagram of an Agent Migrating between Two Containers. 

As explained previously, each container subscribes to a 
reception topic for migrant agents. 

The sequence diagram above illustrates an agent “Agent1” 
initially deployed in “AgentContainer1”. This agent had its 
own topic “Agent1@Container1”. Once “Agent1” received 
from AMS agent an ACL message requesting him to migrate to 
“Container2”, he studies the possibility of this migration 
according to his state, then, if the migration is possible, he 
auto-serializes into a byte array. Afterwards, the agent sends 
his clone by message to the Container2 topic. This latter 
deserializes the Agent1 clone and deploy it. The agent method 
“afterMigration” is invoked by Container2 and a notification is 
sent to the AMS agent requesting him to kill the original agent. 
The AMS agent sends to the Container1 an ACL message with 
the act of KILL and the content is the Agent1 address. 
Container1 runs the onGoingToDie() method, kill the original 
agent and sends a notification to AMS agent. AMS agent 
updates his context and the graphical interface of the 
MainContainer with current localization of agents, then sends 
to Agent1 his new localization using the afterMoving() 
method. 

The following figures show some screenshot of containers 
graphical interface before and after migration. We can see the 
change of location of the agent “SampleContainer” that moved 
from Container1 to Container2. All graphical interfaces of 
MainContainer, Container1 & Container2 tracked this 
migration (Figure 10 to figure 15). 

1) Before migration: 

a) MainContainer 

 

Fig. 10. MainContainer before Migration. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

422 | P a g e  

www.ijacsa.thesai.org 

b) Container1 

 

Fig. 11. Container1 before Migration. 

c) Container2 

 

Fig. 12. Container2 before Migration. 

2) After migration: 

a) MainContainer 

 

Fig. 13. MainContainer after Migration. 

b) Container1 

 

Fig. 14. Container1 after Migration. 

c) Container2 

 

Fig. 15. Container2 after Migration. 

It is important to retrieve the migration information, 
including the duration of the migration and the size in bytes of 
the agent. to take advantage of this logging functionality, just 
run the getLastMigration () method of the agent class. It allows 
us to log in: 

 The original container; 

 the destination container; 

 the start time of migration; 

 the end time of migration; 

 the size of the agent. 

IV. DATA DISTRIBUTION MODEL 

Data distribution requires the definition of data structures 
as collections. For the management of these distributed 
collections, we chose the same mechanism used by the 
Hazelcast middleware [10]. 
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Map<String, String> data=memberInstance.getMap("myData"); 

data.put("key1","Item 1") ; 

data.put("key2","Item 2") ; 

data.put("key3","Item 3") ; 

String value=data.get("key1"); 
 

A. Hazelcast 

Hazelcast is an In Memory Distributed Grid (IMDG), it is a 
java open-source middleware allowing to create distributed 
memory cache. 

In a Hazelcast grid, data are distributed evenly among the 
nodes of a group of computers to ensure: 

 Scalable distributed storage (distributed memory cache). 

 Scalable distributed computing. 

 Replication of data on several nodes for fault tolerance. 

These three Hazelcast principles reduce the load of 
database queries and improve the performance of distributed 
systems. 

The following figure 16 shows the Hazelcast architecture. It 
consists of a cluster of nodes which host the distributed data (3 
nodes in the example diagram below), a memory cache 
distribution layer which performs dispatching and ensures 
compliant addressing of the data, and various client APIs of 
various and varied programming languages to allow 
communication with other components of the system which 
could be heterogeneous. 

 

Fig. 16. Hazelcast Architecture. 

B. The Distribution Model Description 

The creation of a distributed collection can simply be done 
using one of these methods: getMap(), gestQueue(), getTopic() 
of a cluster’s instance. 

For example: 

The expression above allows to implicitly return an 
instance of DistributedMapImpl. Then, we can easily 
manipulate the inputs of this collection using methods "put" & 
"get" as follows: 

A distributed collection is splited into several partitions. A 
partition is a memory segment able to contain hundreds or even 
thousands of data inputs depending to the capacity of the 
system memory. 

Each partition can have several backups that are distributed 
over the cluster nodes. One of these partitions becomes the 
main replica and others are secondary. The cluster member that 
has the main replica becomes the owner. When we need to read 
or write a specific data entry, we address transparently the 
owner of the partition containing that entry. 

By default, the system proposes a number n of partitions to 
create. When we start the cluster with one member, it owns all 
n partitions. For example, if n=100, we will have: 

 
Once we launch a second member of the cluster, the 

partitions are distributed over the two nodes as follows:  

 

The 50 first partitions remain at node 1 that is the owner, 
while partitions 51 to 100 are sent implicitly to node 2 which 
will be their owner. A backup (in red) of the 50 partitions of 
node 1 is created in node 2, and vice-versa. 

If we start or stop other cluster members, the same 
distribution mechanism happens again. For example, if the 
cluster has 4 nodes, we will have: 
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Thereby, we distribute main and secondary partitions 
equally among cluster members. backup replicas of partitions 
are kept for redundancy. 

For data partitioning, we use the following algorithm: 

 When a cluster member starts up, a partition table is 
created in that member. 

 This partition table records the IDs of the partitions and 
the cluster members to which these partitions belong. 
This allows each member to know where the data is. 

 The oldest member of the cluster (the one that started 
first) periodically sends the partition table to all 
members. This way, every member of the cluster is 
informed of any change in partition ownership. 

 Repartitioning is carried out each time a new member 
joins or leaves the cluster. 

C. Advantages of this Distribution Model 

This mechanism offers to us solutions to 3 main problems: 

 First, spread the data over several nodes of the cluster, 
which overcomes the problem of storage limit of the 
memories of the physical units representing the nodes 
(scalability). 

 Second, face the challenge of fault tolerance, because if 
a node goes down, the data is not lost (replication). 

 Third, in the case of distributed computing, the 
execution of each node can perform the elementary task 
using the part of the elementary data fragments of the 
local node (performance). 

V. DISTRIBUTED COMPUTING MODEL 

A. Static Model 

To create a distributed task, you would have to create a 
class that extends the abstract generic DistributedCallableTask 

<T> class, then implement the code to be executed in the 
generic public T call () method. 

This class implementing the two interfaces Callable <T> 
and Serializable is linked to the instance of the cluster that 
hosts this task. This allows access to data distributed in the 
cluster grid. 

To deploy a distributed task, we define in this layer an 
ExecutorService with several implementations allowing this 
task to be submitted to an instance, a group of instances or to 
all instances of the cluster. 

Figure 17 shows the main part of the class diagram of this 
API. 

 

Fig. 17. Class Diagram of the Task Distribution Layer. 

B. Sequence Model 

Figure 18 illustrates the sequence diagram which describes 
an example of deployment of a distributed task in the cluster. 

The agent begins by soliciting the local cluster client 
instance to retrieve the Distributed Task Execution service. 
This operation returns a DefaultExecutorService object 
configured and linked to the local cluster instance. 

 

Fig. 18. Sequence Diagram of a Distribution Task Example. 
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After instantiating the implementation of the distributed 
task, the agent calls the ExecutorService object to submit the 
code for that task to all nodes in the cluster. The latter relies on 
the local cluster instance to do this. The DistributedTaskImpl 
object is first serialized in binary format before submitting this 
binary code to all instances in the cluster. 

Each remote cluster instance that receives this code 
deserializes the object implementing the task code and then 
configures it by binding it to the local cluster instance. Then 
the remote cluster instance executes the call method of the 
distributed task. 

Often in the distributed task code, we need to retrieve the 
data to be processed that is distributed in the grid as shared 
memory by calling the getDistributedData () operations of the 
local cluster instance. Then the result of the execution is 
returned to the cluster instance that submits this task. This 
result is returned to the agent who created the task. 

VI. HIGHLIGHT ON THE MIDDELWARE PERFORMANCE  

The present middleware aims to optimize usage 
performance to verify this objective, we have monitored and 
carried out several measurements during the execution of the 
multi-agent system. 

A. System Status after Maincontainer Launch 

Figure 19 indicates an optimization of threads number just 
after the launch of the platform with a reduction of CPU use. 

B. System Status after Container1 Creation 

The following figure 20 shows an increase of the threats 
number after the deployment of a lightContainer “Container1” 
with its graphical interface. All usage of the system increase: 
CPU and memory occupation. 

C. System Status after Container2 Deployment 

Figure 21 present an evolution of the performance status 
after the creation of a second LightContainer “Container2”. At 
the creation moment, there is a pic of threats that is optimized 
just after the launch by eliminating all inactive threats. 

 

Fig. 19. Overview Performance Measurement – After MainContainer Launch. 

 

Fig. 20. Performance Measurement – After Container1 Deployment. 

 

Fig. 21. Performance Measurement – After Container2 Deployment. 

D. System Status after Migration Precess from Container1 to 

Container2 

The figure 22 illustrates a liberation of many threats and 
memory after the agent migrates. 

 

Fig. 22. Performance Measurement – After Agent Migration. 
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E. System Status after an Agent Communication 

Figure 23 visualizes that in case of an agent communication 
act, some threats are used to send the message and are 
destructed just after optimizing also the CPU and memory 
usage. 

 

Fig. 23. Performance Measurement – After Agent Communication. 

All these use cases show that the present middleware 
mobilize threats, CPU and memory just as needed, and 
optimizes these performance metrics dynamically. 

VII. CONCLUSION 

We presented in this article a scalable multi micro agent 
middleware based on reactive programming and designed for 
massively distributed systems and High-Performance 
Computing. This middleware is modular, based on seven APIs 
separating the creation/management of micro-agent, the 
communication pattern, the learning pattern, the data & 
distribution models, and the creation of the cluster and its 
monitoring. 

The main objective is to find a reliable solution to design 
and build applications of massively distributed systems 
enabling cooperation, scalability, communication efficiency, 
resilience, and fault tolerance. We based the data & computing 
distribution approach on Hazelcast mechanism, which is 
efficient in term of data storage, cache computing structure & 

tasks distribution. Several performance metrics were explored 
after implementing the proposal middleware, that show 
optimization of CPU usage, memory allocation and threads 
mobilization. 

To confirm the performance of this solution, we are going 
to implement it in a big data context with a massively 
distributed architecture. The results of this implementation and 
the performance measurements will be published in a future 
article. 
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Abstract—The importance of basic education is well noted in 

every country. Proper planning and utilization of resources at the 

basic level, helps in leveraging the success of education at all 

other levels of education in a country. Ghana is noted to be the 

country that spends higher in education than its West African 

counterparts. In Ghana, attempts made to plan by predicting and 

projecting expenditure as well as the available resources to 

manage basic education are not accurate enough to address the 

challenges of education in the country. With the issue of COVID 

19 pandemic, more expenditure is realized in managing 

educational institutions as more resources are needed in 

observing the protocols to curtail the pandemic. This throws a 

serious challenge to the effective and efficient utilization of the 

limited resources in the country. In this paper, the data from the 

Ministry of Education is analysed using data mining techniques. 

This has helped to identify the inaccuracies in the data. 

Inaccurate population projection affects the Key Performance 

Indicators (KPIs) in education because population is a common 

denominator for educational indicators. A proposed expert 

system is to be developed to assist in managing the situation. 

Keywords—Basic education; data mining; educational 

management; expert system; population 

I. INTRODUCTION 

The 2030 agenda for sustainable development clearly 
highlights inclusivity as well as equitable quality education for 
all manner of learners to promote lifelong learning 
opportunities for all [1]. The importance of equity and 
inclusivity in education is noticed across the globe. Nations 
have devoted resources to campaign for all manner of people 
to be sent to school. Fairness in the provision of resources as 
well as treatment of learners in schools are also stressed on to 
make all manner of learners comfortable in school. Some of 
these include the laws to make learning environments 
disability friendly. 

According to [2] equity is securing the rights of learners 
throughout their educational lives to make them achieve their 
dreams in life. Proper arrangements and implementation of 
policies should be done to ensure all learners achieve their 
aims for going to school. For the aspect of inclusion, it is seen 
as responding to the differences of need among learners by 
increasing their participation through learner friendly 
environment. Proper provision of resources and the blending 
of culture with content with reference to the ability of the 

learner will enable all manner of learners to stay in school. 
The policies to ensure that all children of school going ages 
are in school will help in achieving inclusivity and reduce 
exclusion in education. Due to this, nations are paying serious 
attention to education to help in achieving the target. As 
education is a major aspect determining the development of a 
country, every nation pays attention to education. With the use 
of computers in handling educational data, there are very large 
databases which comprises of the enrolment of learners, 
available educational resources, cost of educating a leaner, 
provision of educational equity for gender, inclusivity of all 
manner of learners in education etc. These larger data are 
accumulated automatically and manually in educational 
institutions which eventually constitute the Educational 
Management Information for the nation or country. Ghana is a 
middle income country. The educational system of Ghana 
(then Gold Coast) was one of the strongest in West Africa till 
it gained independence in 1957. According to [3], several 
educational reforms have been made in the country after 
independence just to achieve the desired quality of education 
the country is yearning for. This however has proved fatal due 
to the politicization of the educational policies and the 
unnecessary interference of political leaders in the 
management of education in the country. Resources are not 
adequately provided to the basic schools to enable in laying a 
solid foundation for effective teaching and learning. The 
unfortunate aspect is the manipulation of educational data to 
hype a political administration as the most efficient in 
management in the history of politics in the country. 

Ghana has an educational system comprising of 11 years 
basic education, 3 years secondary education and 4 year basic 
degree for tertiary education. The focus of this study is basic 
education comprising of Pre-school, Primary education and 
Junior High School education. With ten regions and two 
hundred and sixteen districts, Ghana has about 41,598 public 
schools [4]. These schools are located in the 216 districts in 
the country. Each district has education directorate to manage 
activities and projects of the education. Information on 
enrolment, infrastructure, teacher availability, furniture and 
other educational resources are collected annually by the 
Ministry of Education in the Educational Management 
Information System (EMIS). This EMIS is the major source of 
information to the government of Ghana and every school is 
mandated by law to provide the information as reasonably 
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required. Despite all these efforts, there are still more 
challenges in the form of inaccurate data for the education 
sector. These inaccuracies are largely attributed to errors in 
data entry. 

Education forms a major chunk of the expenditure of the 
budget of Ghana. The medium term expenditure framework 
for 2018-2021 released by the Ministry of Finance (MoF) 
showed a total expenditure for 2018 as GHȻ 9,258,839,827, 
estimate for 2019 is GHȻ 9,191,126,089 and 2020 figure of 
GHȻ 9,191,126,089. Out of these figures, 2018 figure for 
basic education alone is GHȻ 3,158,421,772. That of 2019 is 
GHȻ 3,161,130,849 and 2020 figure is GHȻ 3,161,130,849 
[5]. This means that over thirty five percent (35%) of the 
expenditure from the Ministry of Education (MoE) is from 
basic education management. 

Both the 6% or more recommendation of a country’s GDP 
to be spent on education by UNESCO and the 20% 
recommendation by Global Partnership for Education (GPE) 
on governments’ budgets are exceeded by Ghana [6] [7]. The 
World Bank [8] in a research also finds that, comparing Ghana 
to any of the other 13 Economic Community of West African 
States (ECOWAS) countries, Ghana is leading in terms of 
expenditure in education. According to [9], the annual growth 
rate of Ghana for the 2010 census was 2.2%. With a 
population growth without a decay, there is an increasing rate 
for the population per annum. This increase requires the 
provision of educational needs in basic schools to cater for the 
increasing population of school going ages. Government 
interventions are noticed in this direction in the form of 
provision of schools to increase access for the growing 
population. It implies that governments of Ghana are making 
efforts to improve the education sector. Donor agencies such 
as Non-Governmental Organisations (NGOs) also spend a lot 
of their resources to support basic education. Despite these 
heavy investments made to improve the basic education 
sector, the quality of education in the country is not improving 
as expected because there is no accurate way of predicting and 
forecasting to assist in proper planning and judicious use of 
resources. Resources directed to the sector seems not to be 
properly allocated and the various activities and projects 
carried out in the various metropolis, municipals and districts 
are not of higher priority to improve education at the various 
levels. Sometimes the interventions carried out are not 
accurately done. 

Basic education in Ghana comprises of three different 
levels of education namely; Pre- school, Primary education 
and Junior High School level. The Pre-School consist of 
crèche or nursery and kindergarten. However, the Ghana 
Education Service formerly recognizes the Kindergartens in 
public schools as the starting point of basic education which is 
two years level to prepare a child for primary education. The 
primary level consists of six years of educational progression 
starting from primary 1 to 6. This is made up of lower and 
upper levels. It takes the highest amount of government 
expenditure for basic schools. The Junior High School consist 
of three year progression which starts from JHS 1 to JHS 3 
[10]. Data from these three levels are combined in this paper 

and analysed using data mining tools to achieve the objectives 
of the research. 

In [11], it is seen that an intelligent system for predicting 
educational information is very relevant in predicting and 
making projections. These systems must employ more 
sophisticated methodologies to boast the data mining 
techniques in other to solve modern problems. This can be 
applied in the field of education in managing resources to 
improve the educational indicators. Conducive learning 
environments can be created to enable both teachers and 
learners stay in school and also have effective teaching and 
learning. Learners can be made the number one priority to 
desist from spending unnecessarily high expenditure on 
education. With this, educational institutions could plan well 
by making projections and predictions and direct resources to 
where they are needed. 

In other to plan accurately and direct resource to where 
they are needed, there is a need for a competent system where 
resilient models are used to make forecast. This model could 
identify pattern in educational data, identify the challenges of 
education, make predictions and also propose solutions in the 
form of interventions. To fully identify the needs of education 
and truly utilize resources, unstructured data such as nature of 
school and learners (rural or urban) can be added to enable in 
classifying schools for better predictions. These are aspects 
difficult for a human expert to handle. 

The educational offices that are in charge of managing 
educational resources in the country play a vital role in 
directing and allocating educational resources. They can help 
in minimizing cost and maximize efficiency in the education 
sector if accurate and reliable information is collected at the 
various educational institutions. If there can be higher 
efficiency and proper allocation of resources in education, 
more improvements will be seen in the Key Performance 
Indicators (KPIs). Also, personal interest of the individuals in 
managing educational resources will be eliminated to pave 
way for the needed improvements in basic education. 

The aim for this research is to improve the management of 
basic education in Ghana by analyzing the existing data from 
the Ghana Statistical Service (GSS) and the Ministry of 
Education (MoE) to identify the challenges in data 
management and propose a system to assist management to 
enhance efficiency in decision making. Specifically, the study 
seeks to trace the anomalies in the data of Ghanaian education 
sector using data mining techniques and propose a resilient 
and sustainable model for a system to address the challenges. 

The remaining part of the work is organized as follows: 
Section II is on the related work from the perspective of basic 
education in Ghana and the parameters used to calculate the 
indicators. Section III is the proposed methodology for the 
problem. Section IV is the findings for the quantitative data 
and the results represented in tables and graphs for 
visualization and the section the qualitative data from the 
extracts of the reports is also presented in this section. 
Section V is the conclusion drawn from the results as a global 
and local problem. 
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II. RELATED WORK 

A. Basic Education in Ghana 

Performance in the education sector is grouped in access 
and quality of education in the country. These Key 
Performance Indicators (KPIs) for measuring access of basic 
education are measured by parameters such as; admission 
rates, enrolment rates, availability of schools as well as 
classrooms, availability of teachers and teaching and learning 
resources, etc. The quality of basic education on the other 
hand is measured by the availability of qualified teachers in 
the schools as well as conducive teaching and learning 
environment coupled with improved teaching and learning 
materials to enable the learner acquire knowledge. Major 
parameters to measure access and quality of education as KPIs 
are; Gross admission rate, net admission rate, gross enrolment 
rate, net enrolment rate, pupil classroom ratio, pupil trained 
teacher ratio, gender parity index and the completion rates. All 
these indicators make use of the population of school going 
ages as a common denominator. The pattern for population 
growth for the children of basic school going ages is seen in 
an increasing other for the decade 2001-2010 in the EMIS 
data. For the second decade of 2011-2019, the EMIS data sees 
a fluctuation in population growth without any justifiable 
reason, the decrease in the population figures, corresponded to 
an improvement in results of the parameters for measuring the 
KPIs for the years. This is an inaccuracy that may result in an 
attempt to decrease the common denominator in other to see 
an improvement in the results. Selected indicators for this 
study are; Gross Enrolment Rate (GER), Net Enrolment Rates 
(NER) and the Gender Parity Index (GPI). These indicators 
are selected purposefully because the data is readily available 
for all levels and for the 20 years duration. The parameters and 
formulas for the indicators are seen as follows. 

B. Population of School Going Age  

This is the first parameter in measuring educational 
performance and the common denominator in calculating 
educational indicators. It is the total number of children who 
fall within the school going age for a particular level of 
learning. Inability to get this indicator accurately will affect 
almost all the educational indicators. The population of basic 
school going age in Ghana ranges from 4 years to 14 years. 
The pre-primary education which is two year Kindergarten 
(KG) is the beginning. Ideally, a child of four years should be 
in KG 1 and complete at the age of 5. The primary school 
going age starts form 6-11 years. A child of six years should 
be in primary 1 and complete at the age of 11 years. JHS 
school going age starts from 12 years to 14 years. A child of 
12 years should be in JHS 1 and complete at the age of 14. 
The Ghana Statistical Service is mandated by law to provide 
these population figures and the rate of population growth. 

C. Educational Indicators on Enrolment 

1) Gross enrolment rate: This is the total enrolment in 

schools for a particular level (irrespective of age) as a ratio of 

school-age population corresponding to the same level of 

education in a given school year expressed as a percentage. 

For the KG, the school age population is 4 to 5 years. For 

primary, it is 6 to 11 years and for JHS it is 12 to 14 years. 

The main reason behind this indicator is to know the level of 

participation in education by the population at a given time. It 

shows the ability of the educational system to enroll students. 

It can be compared to Net Enrolment Rate (NER) to indicate 

the extent of over-aged and under-aged enrolment. The 

appropriate age for Pre- school (KG) is 4 and 5 years. The 

appropriate age for primary school is 6 to 11 years and that of 

JHS is 12 to 14 years. Formula for the indicator is seen below. 
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The Gross Enrolment Rate in the Ghanaian basic education 
has increase to an admirable rate. However, there are still 
some challenges in terms of inappropriate ages in the various 
levels. 

2) Net enrolment rates: This is the total enrolment of 

students for a particular level within the appropriate school 

going ages expressed as a ratio of the total population of the 

appropriate age in percentages. It is the age specific enrolment 

which seeks to know the available learners in school who are 

at a level in school at the right ages. 

       
                       

                               
              (4) 

            
                         

                                
              (5) 

        
                         

                                 
              (6) 

3) Gender parity index: This is a ratio of ratios. It is the 

ratio of the female gross enrolment rate to that of the male 

gross enrolment rate for a given level of education. The main 

aim is to find out the ratio of females participation in school 

compared to males in other to know female level of 

participation in schools. It can be calculated for all levels of 

education. 

    
                            

                         
            (7) 

D. Data Mining 

According to [12] data mining is a technique of examining 
data in a statistical perspective to extract relevant information 
about the data for informed decision making. It is a useful 
technique that enables an analyst to expose detailed 
information about data and enable users of the data to make 
predictions and projections on the data. In the paper [13] 
which is about a survey in recent big data technology, global 
view of main big data technologies as well as different system 
layers are provided to assist data technologist. It is revealed 
that as populations keep increasing and businesses as well as 
educational institutions keep increasing, databases are 
increasing at extremely faster rates as records or entries of 
transactions and details are recorded. As a survey paper, 
specific techniques of data mining and how those techniques 
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are to be used in carrying out task in data mining are not 
captured. This does not give much detail to the data 
technologist to build on. According to [14] in the paper 
Educational data mining in predicting students’ performance, 
the use of data mining in analyzing educational data has now 
become a necessity due to the volumes of information on 
students’ performance in educational institutions. In the paper 
[15], data mining is applied across organizations for cross 
analysis and easy identification of pattern to enable new 
institutions escape the challenges old institutions experience. 
In [16], innovative data mining methodology for the creation 
of new service ideas is considered. An association rule 
clustering using similarity measure was used in this paper to 
develop new graphs as sub-graph having exceptionalities 
capable of partially contributing to creating novel services. It 
was recommended for information in larger databases and 
capable of using data from different sources. This however is 
limited to services in data mining and the service one will 
choose for mining data strongly depends on the nature of the 
task to be performed. 

The use of data mining has become a new normal in 
almost all aspects of the economy. This is evidence of the 
importance of data mining in the era of big data. In the paper 
[17] not only numerical figures are analyzed using data 
mining techniques but text can also be analyzed as in text 
mining techniques. The use of data mining is however not 
common in dealing with management of educational data. 
There is no enough evidence on datamining applications in the 
field of educational management of basic education. 

According to [18] two major categories of data mining 
task has been identified i.e. descriptive data mining and 
predictive data mining. The former refers to the data mining 
task that tends to give a general description of the information 
on the current data set. This information is necessary in 
knowing the data and understanding what type of information 
it is. The latter tends to make forecasting on existing data sets. 
This is good for prediction and projections where models are 
develop. 

E. Using Data Mining Techniques in Expert System 

Expert system is an aspect of artificial intelligence that has 
gained much attention in management and decision making. It 
is a computer program design to mimic the expertise of the 
human expert. It takes the knowledge of the domain expert 
and stores it in a system to assist non experts in decision 
making. This enhance efficiency in decision making by 
increasing speed, accuracy and easy to use.[19]. 

In [20], data mining based expert system was used to 
determine the blood, hormone and obesity range for breast 
cancer. This was an automated diagnostic system designed to 
help medical and biomedical engineering studies. An accuracy 
level of 90.52% was realized using more scientific analysis 
accompanied by convincing mathematical evidence. A paper 
by [21] which is on accessing data mining rules through expert 
systems stressed on documenting and reporting extracted 
knowledge for successful application of practical data mining. 
The methodology proposed was on data mining rules based on 
expert systems to transform different data mining rules to 
domain knowledge in an expert system. This was done by the 

use of attributes presented by the user as facts or goals to 
determine forward and backward chaining. A case study was 
also used in demonstrating the applicability of the rules. 

According to [18], knowledge management is an important 
aspect in business management and competition in 21

st
 

century. This is very efficient when combined with data 
mining techniques .Fuzzy data mining was used in machine 
learning for expert systems development in the paper [22] 
using association based rule mining in fuzzy algorithms where 
knowledge representation was developed with unsupervised 
learning. 

F. Data Mining in Education 

The role of data mining in education can be seen in [22] 
where students performance in universities and the 
relationship with student and teacher behaviors are analyzed 
using data mining tools. Data mining can be used to predict 
students’ enrolment, student profiling, curriculum 
development, students’ complaints, course completion, course 
selection and placement, allocation of educational resources, 
performance of both, student and the teacher, dropout and 
relationship management. All these aspects help in identifying 
the challenges and finding appropriate solutions to the 
problems. The paper however does not demonstrate how these 
aspects identified are analyzed and interpreted using the 
appropriate data mining techniques. 

A research by [23] which was to test the performance of 
students in the Waikato data mining environment indicates the 
need for proper design of algorithms to handle education 
related problems in other to help improve the quality of data 
mining in education. This can be done by the used of data 
mining techniques to extract the information from already 
existing information of the country on education. Such 
information can reveal the pattern of the data to get the 
challenges and the appropriate interventions to solve the 
problems. In [24], the benefits of educational data mining is 
clearly indicated as huge data management and pattern 
recognition of educational data is seen. This justifies the 
reason for the use of data mining to be combined with expert 
system to enable in effective decision making it is however 
worthy to note that the application of data mining in education 
is mostly on higher level neglecting the basic level of 
education which is the core or foundation for education. 

III. METHODOLOGY 

This research is analytical and descriptive research which 
makes use of both qualitative and quantitative data. The data 
is secondary data from the Ministry of Education and the 
Ghana Statistical Service reports from 2001 to 2019. 
RapidMiner studio 9.10 is the datamining software used. 
Purposeful sampling has been used to select the Key 
Performance Indicators in basic education. The data mining 
techniques proposed to be employed are classification and 
regression trees (CART) to design the model for prediction. 
Rule based inferencing is to be used in the expert system to 
store the knowledge of the domain expert. Cross validations is 
carried out at all levels to ensure accuracy and reliability. For 
better identification of needs of schools, the difference of 
schools with reference to geographical location and abilities 
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should be considered. Not all pupils and all schools have the 
same needs. Rural schools may not have the same needs as 
urban schools and well-endowed schools may not also have 
the same needs as less-endowed schools. The model is design 
purposely for predictions and projections to enable in accurate 
planning. The flowchart for the model and the tree structure to 
predict and make projections are presented in Fig. 1 and 2, 
respectively. 

 

Fig. 1. Flowchart of the Proposed Model. 

 

Fig. 2. Tree Structure or Basic School. 

Fig. 1 is a flowchart for the proposed system. Data is 
extracted from the EMIS and GSS databases as inputs. This is 
to enhance automatic interactions to reduce the errors 
associated with human data entry in calculating the 
educational indicators. The processing of the data is done with 
consideration of the growth rates and the population 
projections. This will enhance accurate prediction of the 
resources needed for the future population of school going 
ages to help in improving the results of the educational 
indicators. A user friendly interface will be interacted by the 
user to produce the results. 

In Fig. 2, a structure of basic schools is presented. Some 
schools are in urban areas whiles others are in rural areas. By 
the GSS standards, a community with population of 5000 or 
more is an urban area while those with less than 5000 are rural 
areas. For the aspect of resource provision, not all basic 
schools are having requisite teaching and learning resources 
for effective lesson delivery. Those with resources are seen as 
well-endowed while does without adequate resources are seen 
as less-endowed. 

The results of the selected parameters for the indicators are 
presented in the findings of the research in tables and graphs. 
This is to enable simple understanding of the result for the 
average reader. As stakeholders of education are not well 
equipped with data mining methodologies, complex or 
technical presentation of the findings using data mining 
techniques may results to their inability to understand the 
findings of the research. 

IV. FINDINGS AND RESULTS 

The major challenge of basic education in Ghana is 
inaccurate planning and implementation of policies due to 
inaccurate data. Most of the parameter for the Key 
Performance Indicators (KPIs) is not giving accurate 
indication of the status of education in the country. For 
instance, the population of school going ages as captured in 
the Educational Management Information System (EMIS) as 
compared to the population projection by the Ghana Statistical 
Service (GSS) is not agreeing. Table IV is a result comparing 
the two. The specific findings are presented based on the 
selected parameters for the KPIs for the various levels of 
education 

A. Presentation of Quantitative Data 

The population of school going ages fluctuates considering 
2011 to 2019 data from the EMIS reports produced by the 
Ministry of Education. As this parameter is the common 
denominators, it may be an attempt by stakeholders to project 
an increase or improvement in other parameters to measure 
the KPIs. Comparing the population projection from the GSS 
to that of the figures used, the difference is very significant. 
Table I shows the result. 

As Kindergarten and primary schools have higher 
enrolments, the decrease in figure is seen at these two levels 
for the year 2012 to 2016. The junior high school with 
relatively lower numbers also sees this from the year 2015 to 
2017. Fig. 3 represents kindergarten figures, Fig. 4 represents 
the Primary school figures and Fig. 5 represents the Junior 
high School figures. 

EMIS 

GSS 

DATA 

EXTRACTION 

DATA 

PREPROCESSING 

GROWTH 

RATE % 
POPULATION 

PROJECTION 

PREDICTION OF 

RESOURCES 

FRIENDLY GRAPHICAL 

USER INTERFACE 

KPI 

RESULTS 

ANNUAL 

MINIMUM 
RESOURCEN

EEDED 

Public schools 

Rural 

Schools Urban Schools 

Well-

endowed Less- 

endowed  

Well-

endowed 

Less- 

endowed  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

432 | P a g e  

www.ijacsa.thesai.org 

TABLE I. COMPARING EMIS DATA TO GSS DATA ON POPULATION 

PROJECTION 

Year 
2.2% Growth Rate Expected 

Population of Basic School 

POP. From 

EMIS Data 
Variance 

2010/2011 7306823 7306823  

2011/2012 7452959 7482201 (29242) 

2012/2013 7602019 7085800 (516219) 

2013/2014 7754059 6969422 784637 

2014/2015 7909140 7169277 739863 

2015/2016 8067323 7173470 893853 

2016/2017 8228669 7336614 892055 

2017/2018 8393243 7638343 754900 

2018/2019 8561108 7840346 720762 

 

Fig. 3. Kindergarten Population of School Going Age. 

 

Fig. 4. Primary School Population Trend for School Going Age. 

 

Fig. 5. JHS Population of School Going Age. 

The results of the parameters for the various levels are 
analysed according to levels of education to give a clearer 
picture of how the inaccuracies in data management results to 
irregular pattern in the population trend. From Fig. 3, 4 and 5, 
the populations of school going ages for the various levels 
indicate a rise from the year 2001/2002 academic year to 
2011/2012 academic year and then experienced a fall which 
indicates the population decay for the year 2012/2013 
academic year to the year 2015/2016 academic year. This 
corresponds to a perceived improvement in the result for the 
educational indicators for the years in which the population 
figures were reduced as seen in Tables II, III and IV. The 
effect can be seen from the year 2012 to 2016 for both 
kindergarten and primary school. Tables II, III and IV 
represent the results for Kindergarten, Primary and Junior 
High School, respectively. 

TABLE II. KINDERGARTEN EDUCATION KEY PERFORMANCE INDICATORS 

YEAR GER NER GPI 

2001/2002 21% 15% 0.95 

2002/2003 21.80% 19.00% 0.97 

2003/2004 50.60% 34.40% 0.98 

2004/2005 56.50% 38.50% 0.98 

2005/2006 75.20% 50.00% 1 

2006/2007 80.80% 55.80% 0.99 

2007/2008 89.70% 62.60% 0.98 

2008/2009 92.90% 63.60% 0.99 

2009/2010 97.30% 58.70% 0.98 

2010/2011 98.40% 60.10% 0.98 

2011/2012 99.40% 64.20% 0.98 

2012/2013 113.80% 74.80% 1.03 

2013/2014 123.00% 90.80% 1.01 

2014/2015 128.80% 82.70% 1.04 

2015/2016 123.80% 79.50% 1.01 

2016/2017 115.60% 74.60% 1 

2017/2018 112.40% 74.60% 1 

2018/2019 113.90% 73.80% 0.99 
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TABLE III. PRIMARY EDUCATION KEY PERFORMANCE INDICATORS 

YEAR GER NER GPI 

2001/2002 80% 59% 0.96 

2002/2003 75.70% 55.90% 0.92 

2003/2004 78.40% 55.60% 0.93 

2004/2005 83.30% 59.10% 0.93 

2005/2006 86.40% 68.80% 0.96 

2006/2007 90.80% 78.60% 0.96 

2007/2008 95.00% 82.90% 0.96 

2008/2009 94.90% 88.50% 0.96 

2009/2010 94.90% 83.60% 0.96 

2010/2011 96.40% 77.80% 0.97 

2011/2012 96.50% 81.70% 0.97 

2012/2013 105.00% 84.10% 0.99 

2013/2014 107.30% 89.30% 0.99 

2014/2015 110.40% 91.00% 1 

2015/2016 111.30% 91.50% 1.01 

2016/2017 111.40% 91.10% 1.01 

2017/2018 106.20% 89.30% 1 

2018/2019 105.30% 87.30% 1 

TABLE IV. JUNIOR HIGH SCHOOL KEY PERFORMANCE INDICATORS 

YEAR GER NER GPI 

2001/2002 64% 30% 0.88 

2002/2003 63.40% 36.90% 0.88 

2003/2004 65.60% 29.50% 0.88 

2004/2005 70.20% 31.60% 0.88 

2005/2006 70.40% 41.60% 0.9 

2006/2007 74.80% 50.70% 0.9 

2007/2008 78.80% 52.90% 0.92 

2008/2009 80.60% 47.80% 0.92 

2009/2010 79.50% 47.50% 0.92 

2010/2011 79.60% 46.10% 0.93 

2011/2012 80.60% 46.10% 0.94 

2012/2013 82.20% 47.80% 0.93 

2013/2014 82.00% 49.20% 0.95 

2014/2015 85.40% 49.00% 0.96 

2015/2016 88.0% 50.30% 0.97 

2016/2017 86.80% 49.70% 0.98 

2017/2018 86.10% 48.50% 1 

2018/2019 86.20% 48.40% 1.02 

As the population of school going age is the common 
denominator for the parameters measuring the KPIs, it should 
be made the basic parameter for projecting enrolment and 
predicting the resources needed to cater for the children of 
school going ages. Using already existing enrolment in school 
to project future enrolment and predict the resources needed 
may not be accurate since educational interventions are geared 
towards getting every child of school going age in school. If 
the policies work effectively, the trend of enrolment may not 
be in the pattern of current enrolment. 

Comparatively the increase in population with a 
corresponding increase in enrolment in schools should be 
taken into consideration by management when providing 
educational resources to the basic education. As indicated in 
literature, access to quality education is a right but not a 
privilege. The Ghanaian basic education is however creating 
inequality by depriving some children of school going ages 
the right to resources to enable them learn even though they 
are in school. 

B. Presentation of Qualitative Data Extracts from Reports 

Comparing total enrolment in school to the availability of 
classrooms, it reveals congestion in schools as well as the 
availability of classes held in open air. This may scare other 
children of school going age to go to school. The findings 
from the analysis of statements in the reports from both the 
Ministry of Education and the Directorates for Ghana 
Education Service reveals the following statements. 

The number of seating places and writing places are far 
below the total enrolment in basic schools. This means that 
there are some pupils who are still in school without furniture 
to accommodate them for effective learning. Even when 
comparing number of siting places to that of the writing 
places, there is still a variance with a deficit of writing places 
which means that some pupils just sit for lessons but cannot 
write anything due to inadequate furniture. 

Teaching and learning resources such as textbooks and 
other learning equipment are inadequate and a corresponding 
diminishing numbers in basic school. The pupil textbook ratio 
as well as the availability of curriculum materials for teachers 
to prepare and teach is reducing. These affect the quality of 
teaching and learning even if there are trained teachers in the 
schools. 

The deployment of qualified teaching staff to schools for 
effective teaching and learning is also a very serious 
challenge. With the relatively lower ratio of pupil trained 
teacher ratio, the qualified teachers are concentrated in well-
endowed schools which are usually in cities. This starves the 
rural deprived schools from qualified staff. Quality of teaching 
and learning is therefore compromised in the rural deprived 
schools as educational resources to improve them are woefully 
not adequate in those schools. 

There should be a system that links the population figures 
from the Ghana Statistical Service to that of the Ministry of 
Education to enhance automatic interaction of the two in other 
to eliminate the human errors introduced in the calculation of 
the educational indicators. This system will help in making 
accurate projections for careful planning. The challenges of 
basic education in the country could be eliminated if such a 
system is in place. The future of basic education in Ghana can 
clearly be determined with this system as there will be an 
improvement in the management of resources. This will help 
in improving the quality of education at the basic level and 
also help in leveraging that success for high levels of learning. 

V. CONCLUSION 

Globally, the use of data mining to manage large data is 
recognized by researchers. The application of data mining in 
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education is also seen in many publications to demonstrate 
how data mining is relevant in education. However, the basic 
education level is relegated in data mining whiles 
concentration is on higher levels of learning. Attentions are 
also given to learner attributes, performance and demographic 
factors in applying data mining on educational data. 
Educational resources availability and allocation in schools is 
not given serious attention by researchers in data mining 
especially at the basic level of learning. This makes it difficult 
in the accurate identification of challenges at the basic level 
which subsequently affects the higher levels of learning as the 
child progresses. With the inadequate experts in educational 
management, the use of data mining in expert system to assist 
in managing the education sector is the best approach. This 
will help to reduce the inaccuracies and also enhance the 
efficiency of management. Directors and other managers of 
educational institutions are usually teachers who are able to 
rise through the ranks in the Education Service (ES). These 
people may not have the expertise in management since 
management is a technical aspect. The use of expert system 
will therefore assist them to effectively manage the education 
sector. 
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Abstract—Employee attrition has become a focus of 

researchers and human resources because of the effects of poor 

performance on organizations regardless of geography, industry, 

or size. In this context, the use of machine learning classification 

models to predict whether an employee is likely to quit could 

greatly increase the human resource department’s ability to 

intervene on time and possibly provide a remedy to the situation 

to prevent attrition. This study is conducted with an objective to 

compare the performance machine learning techniques, namely, 

Decision Tree (DT) classifier, Support Vector Machines (SVM) 

classifier, and Artificial Neural Networks (ANN) classifier, and 

select the best model. These machine learning techniques are 

compared using the IBM Human Resource Analytic Employee 

Attrition and Performance dataset. Preprocessing steps for the 

dataset used in this comparative study include data exploration, 

data visualization, data cleaning and reduction, data 

transformation, discretization, and feature selection. In this 

study, parameter tuning and regularization techniques to 

overcome overfitting issues are applied for optimization 

purposes. The comparative study conducted on the three 

classifiers found that the optimized SVM model stood as the best 

model that can be used to predict employee attrition with the 

highest accuracy percentage of 88.87% as compared to the other 

classification models experimented with, followed by ANN and 

DT. 

Keywords—Artificial neural networks; decision tree; employee 

attrition; machine learning; support vector machines 

I. INTRODUCTION 

Machine learning is one of the artificial intelligence 
technologies that provide systems with the ability to 
automatically learn and improve from experience or gain 
human-like intelligence without explicit programming. In 
other words, machine learning focuses on developing 
computer programs that can access data and use it to learn for 
themselves [1]-[4]. Machine learning (ML) is one of the 
fastest-growing fields of research and has been developed and 
applied successfully to a wide range of real-world domains [5] 
– [9]. This study presents a comparative analysis of three 
machine learning algorithms, i.e., DT, Support Vector 
Machines (SVM), and Artificial Neural Networks (ANN), to 
predict employee attrition. 

Employee attrition in an organization can mean the 
reduction of employees through normal means, such as 
retirement and resignation, clients due to old age, or 
retrenching them due to change in the target demographics of 
the organization. The high rate of employee attrition is a major 
issue in an organization as it greatly impacts them. When 

employees leave an organization, they carry with them 
invaluable tacit knowledge, which is often the source of 
competitive advantage for the organization [10]. Employee 
attrition causes the organization to bear the cost of business 
disruption, hiring and training new staff. On the other hand, 
higher retention means less hiring and training costs and more 
experienced workers to the company workforce over time. 
Organization nowadays has given a great business interest in 
understanding the drivers of staff attrition to reduce employee 
attrition. As a result, prediction on employee attrition and 
identifying the major contributing factors that lead to attrition 
becomes an important objective of an organization in order to 
enhance its human resource strategy [11]. 

The IBM Human Resource Analytic Employee Attrition 
and Performance dataset used in this paper is a publicly 
available dataset from Kaggle Dataset Repository. It was 
IBM‟s fictional dataset created by IBM data scientists. The 
dataset includes four (4) major components: employee 
satisfaction, income, seniority, and demographics data. The 
dataset contains several attributes influencing the predicted 
variable named „Attrition‟ which signifies whether an 
employee left the company or not from 1,470 instances and 35 
attributes. The identified class is labeled as „Attrition‟ with 
237 instances of „Yes‟ and 1233 instances of „No‟ having 
imbalanced data ratio of 1:5. 

The purpose of this study is to conduct a comparative 
study to develop machine learning models, i.e., DT, SVM, and 
ANN, for predicting probable employee attrition and compare 
between the algorithms in terms of their accuracy and 
efficiencies. 

II. RELATED WORK 

Human resources are considered an important aspect of an 
organization, and voluntary employee attrition has been 
identified as a key issue. Reference [10] in his study focused 
on identifying employee-related attributes to predict employee 
attrition using decision tree algorithms. 

The classification has been identified as an important issue 
in the emerging field of data mining. Over the years, there 
have been several studies on classification algorithms. Data 
mining algorithms must be efficient and scalable for the 
effective extraction of information from huge amounts of data 
in many data repositories or dynamic data streams. The key 
criteria are efficiency, scalability, performance, optimization, 
and the ability to execute in real-time that drives the 
development of many new data mining algorithms [12]. Two 
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(2) important performance indicators for data mining 
algorithms are the accuracy of a classification and the time 
taken for training. These indicators are mainly useful for 
selecting the best algorithms for classification or prediction 
tasks in data mining [13]. 

A study conducted by [14] using the IBM HR Employee 
Attrition & Performance dataset indicated the imbalance in the 
retrieved data. The correlation plot and histogram 
visualization had been performed to indicate the correlation 
between the continuous variables in the model during the data 

exploration stage. Subsequently, the SMOTE (Synthetic 
Minority Oversampling Technique) was employed to balance 
the Attrition class. 

The performance measurements observed in many 
literature reviews are mainly related to finding the best 
accuracy and speed to build a machine learning model. Table I 
briefly documents the literature review findings related to a 
comparative study on employee attrition using the machine 
learning classification algorithms: 

TABLE I. RELATED WORK ON EMPLOYEE ATTRITION 

No.  Author  Objective of Study Classification Techniques Studied  

Recommendation of 

Classification Techniques by 

Author  

1. Saradhi and Palshikar [15]  To predict employee churn  
Naive Bayes, SVM, Logistic 
Regression, Decision Trees and Random 

Forests 

SVM 

2. Alao and Adeyemo [10] 
To analyze employee attrition using 
Decision Tree Algorithms  

C4.5 Decision Tree, C5 Decision Tree, 
REPTree, CART (Simple Cart) 

C5 Decision Tree 

3.  Punnoose and Pankaj [16] 
To predict employee turnover in 
organizations using machine learning 

algorithms 

Logistic Regression, Naive Bayes, 

Random Forest, K-Nearest Neighbour 
(KNN), Linear Discriminant Analysis 

(LDA), SVM, Extreme Gradient 

Boosting (XGBoost)  

Extreme Gradient XGBoost 

4. 
Alaskar, Crane and M. 

Alduailij [17] 

To predict when workers will leave. It 
proposed a combination of five ML 

algorithms with three techniques for 
feature selection. 

logistic regression, decision tree (DT), 

naïve Bayes, support vector machine 
(SVM) and AdaBoost 

DT 

5. Mohbey [14] 

To predict which customer or employee 

will leave their current company or 

organization 

Naïve Bayes, SVM, decision tree, 
random forest, and logistic regression 

DT  

6.  
Srivastava, D. K., & Nair, P. 
[18] 

To analyze employee attrition using 
predictive techniques 

ANN ANN  

7. Frye et al. [19] 
To present a model for predicting 
employee attrition 

Logistic Regression, KNN, Random 
Forest  

Logistic Regression 

8.  Khera and Divya [20] 
To predict employee turnover using 

machine learning techniques  
SVM SVM  

9. 
Ozdemir, Coskun, Gezer and 

Gungor [21] 

To automatize the prediction of 

employee attrition utilizing data mining 
methods 

Support Vector Machine (SVM), 
Random Forest, J48, LogitBoost, 

Multilayer Perceptron (MLP), K-

Nearest Neighbors (KNN), Linear 
Discriminant Analysis (LDA), Naive 

Bayes, Bagging, AdaBoost, Logistic 

Regression 

SVM 

10. Tharani and Raj [22] 

To predict an employee‟s intention to 
leave the organization in the immediate 

future and identify the key features that 

influence the employee‟s intention to 
leave the organization 

Logistic Regression and XG boost XG boost 
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III. METHODOLOGY 

A. Data Preprocessing 

1) Data description: The initial step in carrying out this 

study is performing a data pre-preprocessing task. This study 

produces a data quality report to detect outliers and any 

unusual pattern about the dataset using statistical methods. 

Tables II and III show the data quality report of the dataset. 

2) Detecting outliers: In addition to the above data quality 

report, forty-five (45) outliers were detected using the 

Interquartile Range filter based on the initial raw dataset, and 

the outliers were then checked. Those findings require further 

preprocessing, which are data cleaning, data reduction, and 

data transformation. There are also no missing values that are 

in existence, and the given data is complete. 

3) Data visualization: An overview to understand each 

attribute pattern should be carried out and examined through 

data visualization. From the data visualization, we can see that 

a few attributes need to be examined to ensure accuracy 

during the model classification process. Fig. 1 shows the data 

visualization of each attribute in the dataset. 

4) Data cleaning and reduction: The dataset is considered 

high dimensional as it consists of 35 attributes. Any irrelevant 

attributes that are not contributing to the objectives of this 

study should be removed. Based on the data quality report in 

Table III and data visualization in Fig. 1, „EmployeeCount,‟ 

„StandardHours‟ and „Over18‟ features can be removed in 

view that the cardinality/distinction is „1‟, which means it has 

the same values throughout the data. Other than that, 

„EmployeeNumber‟ is found not useful for the modeling and 

prediction process and can be removed from the dataset. No 

spelling inconsistencies were detected as inconsistencies may 

cause problems in later merges or transformations. Further 

description of data cleaning and reduction is explained in 

Table IV. 

 

Fig. 1. Data Visualization. 

TABLE II. THE DATA QUALITY REPORT (CONTINUOUS ATTRIBUTES) 

 No Feature Name Count 

% of 

Missing 

Value 

Cardinality Min 1st Qrt Mean Medi an 
3rd 

Qrt 
Max 

Std. 

Dev 

1  Age  1470  0  43  18.00 30.00 36.92 36.00 43.00 60.00 9.14 

2  DailyRate  1470  0  886  102.00 465.00 802.49 802.00 1157.00 1499.00 403.50 9 

3  DistanceFromHome  1470  0  29  1.00 2.00 9.19 7.00 14.00 29.00 8.11 

4  Employee Count  1470  0  1  1.00 1.00 1.00 1.00 1.00 1.00 0.00 

5  Employee Number  1470  0  1470  1.00 491.25 
1024.86 

5 
1020. 5 1556.00 2068.00 602.02 4 

6  Hourly Rate  1470  0  71  30.00 48.00 65.89 66.00 83.00 100.00 20.33 

7  MonthlyIncome 1470  0  1349 1009.00 2911.00 6502.93 4919.00 8380.00 19999.00 4707.96 

8  Monthly Rate  1470  0  1427  2094.00 8047.00 
14313.1 

03 
14235.50 20462.00 26999.00 7117.79 

9  NumCompaniesWorked  1470  0  10  0.00 1.00 2.69 2.00 4.00 9.00 2.50 

10  PercentSal ryHike  1470  0  15  11.00 12.00 15.21 14.00 18.00 25.00 3.66 

11  StandardH ours  1470  0  1  80.00 80.00 80.00 80.00 80.00 80.00 0.00 

12  TotalWorkingYears  1470  0  40  0.00 6.00 11.28 10.00 15.00 40.00 7.78 

13  TrainingTimesLastYear  1470  0  7  0.00 2.00 2.80 3.00 3.00 6.00 1.29 

14  YearsAtCompany  1470  0  37  0.00 3.00 7.01 5.00 9.00 40.00 6.13 

15  YearsInCurrentRole  1470  0  19  0.00 2.00 4.23 3.00 7.00 18.00 3.62 

16  YearsSinceLastPromotion  1470  0  16  0.00 0.00 2.19 1.00 3.00 15.00 3.22 

17  YearsWithCurrManager  1470  0  18  0.00 2.00 4.12 3.00 7.00 17.00 3.57 
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TABLE III. THE DATA QUALITY REPORT (CATEGORICAL ATTRIBUTES) 

 

No. 
Feature Name Count  

% of Missing 

Value 
Card.  Mode  

Mode  

Freq.  

Mode 

%  
2nd Mode  

2nd  

Mode  

Freq.  

2nd 

Mode 

%  

1  Attrition  1470  0 2 No 1233 84 Yes 237 16 

2  BusinessTravel  1470  0 3 Travel Rarely 1043 71 Travel Frequently 277 19 

3  Department  1470  0 3 R & D 961 65 Sales 446 30 

4  Education  1470  0 5 3 473 32 4 340 23 

5  Education Field  1470  0 6 Life Science 606 41 Medical  464 32 

6  Environment Satisfaction 1470  0 4 3 453 31 4 446 30 

7  Gender  1470  0 2 Male 882 60 Female 588 40 

8  Job Involvement  1470  0 4 3 868 59 2 375 25 

9  Job Level  1470  0 5 1 543 37 2 534 36 

10  Job Role  1470  0 9 Sales Exec 326 22 Research Scientist 292 20 

11  Job Satisfaction  1470  0 4 4 459 31 3 442 30 

12  Marital Status  1470  0 3 Married 673 46 Single 470 32 

13  Over 18  1470  0 1 Y 1470 100 - - - 

14  Over Time  1470  0 2 No 1054 72 Yes 416 28 

15  Performance Rating  1470  0 2 3 1244 85 4 226 15 

16  Relationship Satisfaction  1470  0 4 3 459 31 4 432 29 

17  Stock Option Level  1470  0 4 0 631 43 1 596 41 

18  Work Life Balance  1470  0 4 3 893 61 2 344 23 

TABLE IV. DESCRIPTION OF ATTRIBUTES AND PRE-PROCESSING ACTION 

No. Feature Name Type of Data Type of Data  Data Description 
Pre-processing 

action/Findings 

1 Age Continuous Numeric The age of individual employee 
Min = 18, max = 60 
Normalize, Discretize 

2 Attrition Categorical Nominal Employee leaving the company (Yes, No) Set to class 

3 BusinessTravel Categorical Nominal 
Business travel frequency (No Travel, Travel Frequently, 

Travel Rarely) 
Retain 

4 DailyRate Continuous Numeric Salary Level Normalize, Discretize 

5 Department Nominal Nominal Employee department (HR, R&D, Sales) Retain 

6 DistanceFromHome Continuous Numeric The distance from work to home 
Min = 1, Max = 29 

Normalize, Discretize 

7 Education Categorical Numeric 
Level of education attained (1 = „Below Collage‟, 2 = 
„College‟, 3 = „Bachelor‟, 4 = „Master‟, 5 = „Doctor‟) 

Change to Nominal 

8 EducationField Nominal Nominal 
Field of education (HR, Life Sciences, Marketing, 

Medical Sciences, Others, Technical) 
Retain 

9 EmployeeCount Continuous Numeric Count of instance 
Cardinality = 1 - To 

remove 

10 EmployeeNumber Continuous Numeric Employee ID 
Cardinality = 1470 - To 

remove 

11 EnvironmentSatisfaction Categorical Numeric  
Employee satisfaction with the environment (1 = 'Low', 2 

= 'Medium', 3 = 'High', 4 = 'Very High') 
Change to Nominal 

12 Gender Categorical Nominal Female, Male) Retain 

13 HourlyRate Continuous Numeric Hourly Salary Normalize, Discretize 

14 
JobInvolvem 
ent 

Categorical Numeric 
Job Involvement (1 = 'Low', 2 = 'Medium', 3 ='High', 4 = 
'Very High') 

Change to Nominal 

15 JobLevel Categorical Numeric Level Of Job (1 to 5) Change to Nominal 
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16 JobRole Categorical Nominal 

(1=Hc Rep, 2=Hr, 3=Lab Technician, 4=Manager, 5= 

Managing Director, 6=Reasearch Director, 7= Research 
Scientist, 8=Sales Executieve, 9= Sales Representative) 

Retain 

17 JobSatisfaction Categorical Numeric 
Satisfaction with the job (1= 'Low', 2 = 'Medium', 3 

='High', 4 = 'Very High') 
Change to Nominal 

18 MaritalStatus Categorical Nominal (1=Divorced, 2=Married, 3=Single) Retain 

19 MonthlyIncome Continuous Numeric Monthly Salary 
Min = 1 009 
Max = 19 709 

Normalize, Discretize 

20 MonthlyRate Continuous Numeric Monthy Rate Normalize, Discretize 

21 NumCompaniesWorked Continuous Numeric No. Of Companies Worked At 
Min = 0 
Max = 9 

Normalize, Discretize 

22 Over18 Categorical Nominal (1=Yes, 2=No) 
Cardinality = 1 To 
remove 

23 OverTime Categorical Nominal (1=No, 2=Yes) Retain 

24 PercentSalaryHike Continuous Numeric Percentage Increase In Salary Normalize, Discretize 

25  PerformanceRating  Categorical Numeric Performance Rating 
Min = 3, Max = 4 

Change to Nominal 

26  RelationshipSatisfaction  Categorical Numeric 
Relations Satisfaction (1 = 'Low', 2 = 'Medium', 3 = 
'High', 4 = 'Very High') 

Change to Nominal 

27  StandardHours  Continuous  Numeric  Standard Hours  
Cardinality = 1 - To 

remove  

28  StockOptionLevel  Categorical  Numeric  Stock Options  
Min = 0, Max = 3  

Change to Nominal  

29  TotalWorkin gYears  Continuous  Numeric  Total Years Worked  Normalize, Discretize  

30  TrainingTimesLastYear  Continuous  Numeric  Hours Spent Training  
Min = 0, Max = 6  
Change to Nominal  

31  WorkLifeBalance  Categorical  Numeric  
Time Spent Between Work And Outside (1 'Bad' 2 'Good' 

3 'Better' 4 'Best')  
Change to Nominal 

32  YearsAtCom pany  Continuous  Numeric  Total Number Of Years At The Company  
Min = 0, Max = 40  

Normalize, Discretize  

33  YearsInCurrentRole  Continuous  Numeric  Years In Current Role  
Min = 0, Max = 18  

Normalize, Discretize  

34  YearsSinceLastPromotion  Continuous  Numeric  Last Promotion  
Min = 0, Max = 15  
Normalize, Discretize  

35  YearsWithCurrManager  Continuous  Numeric  Years Spent With Current Manager  
Min = 0, Max = 17  

Normalize, Discretize  

5) Normalization and discretization: During the data 

transformation in the preprocessing stage, feature scaling or 

normalization is applied. Normalization is a method used to 

standardize the range of independent variables or features of 

data [23]. Applying feature scaling or normalization can avoid 

dependency on the choice of measurement units on attributes. 

This process made the range of features of data fall between 0 

and 1. The data cleaning and reduction were performed, which 

include the discretization process and change of attribute type 

from numerical to nominal. Four (4) attributes were removed 

based on the findings above, leaving the remaining 30 

attributes. No outliers were detected after the interquartile 

filter was regenerated. 

6) Feature selection: The next preprocessing part in 

machine learning is feature selection, which involves selecting 

features in the data and removing irrelevant and redundant 

information as much as possible to reduce the dimensionality 

of the dataset. Feature selection is a process of data reduction 

that helps to improve accuracy, reduce overfitting, reduce 

training time and identify the fields that are most important 

and predictive for a given analysis. For this study, the top 

fifteen (15) out of 30 attributes had been selected based on 

several attribute selection methods that are Correlation 

Attribute, Gain Ratio Attribute, and Symmetrical Uncertainty 

Attributes as depicted in Table V: 

Based on Table V, the selected fifteen (15) selected 
attributes that are used for the modeling phase are: Overtime, 
StockOptionLevel, JobLevel, MaritalStatus, YearsAt 
Company, MonthlyIncome, YearsWithCurrManager, 
TotalWorkingYears, BusinessTravel, Age, YearsInCurrent 
Role, JobRole, JobInvolvement, EnvironmenSatisfaction, and 
WorkLifeBalance. 

7) Training dan test data: For this experiment, resample 

filter function is used, the data is divided into two sets of data, 

which are the training and testing data with a split ratio of 

80:20 as per Table VI. 
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TABLE V. FEATURE SELECTION RESULT 

Correlation Attribute  Gain Ratio Attribute  Symmetrical Uncertainty Attribute  

Rank Attributes Rank Attributes Rank Attributes 

0.24612 Overtime  0.0464 Overtime 0.0533 Overtime 

0.1543 StockOption Level 0.0185 StockOption Level 0.0278 JobLevel 

0.1373 JobLevel 0.0184 JobLevel 0.0266 StockOption Level 

0.1172 MaritalStatus 0.0149 JobRole 0.0244 JobRole 

0.1124 YearsAtCompany 0.0147 MonthlyIncome 0.0239 MonthlyIncome 

0.0854 MonthlyIncome 0.0142 MaritalStatus 0.0200 TotalWorkingYears 

0.0734 YearsWithCurrManager 0.0123 TotalWorkingYears 0.0200 MaritalStatus 

0.0705 TotalWorkingYears 0.0121 YearsAtCompany 0.0187 YearsAtCompany 

0.0644 BusinessTravel 0.0117 YearsWithCurrManager 0.0186 YearsWithCurrManager 

0.05838 Age 0.0104 Age 0.0173 Age 

0.0581 YearsInCurrentRole 0.0102 BusinessTravel 0.0158 YearsInCurrentRole 

0.0577 JobRole 0.0099 YearsInCurrentRole 0.0131 BusinessTravel 

0.0574 JobInvolvement 0.0083 JobInvolvement 0.0117 JobInvolvement 

0.0549 EnvironmenSatisfaction 0.0051 EnvironmenSatisfaction 0.0077 EnvironmenSatisfaction 

0.0485 WorkLifeBalance 0.0046 WorkLifeBalance 0.0064 WorkLifeBalance 

TABLE VI. SPLIT OF DATA 

Dataset No of Instances 

Training with k-fold cross-validation 1,176 

Test 294 

Total 1,470 

8) Model validation technique: The k-fold cross-

validation is applied to the training set in view of its 

simplicity. Generally, it results in a less biased or less 

optimistic estimate of the model trained as compared to the 

other methods, such as the simple train/test split. Apart from 

that, this method is chosen as compared to the other training 

methods in view of the limited data sample in this study. 

Hence, the cross-validation technique splits the data into k 

groups, and it enables the model to be trained and validated on 

different sets iteratively. Overfitting refers to a situation where 

a machine-learning model cannot generalize or match the 

unseen dataset well. A strong indication of machine learning 

overfitting is whether the testing or validation dataset error is 

greater than the training dataset. There are different ways to 

resolve overfitting; cross-validation is an effective preventive 

against overfitting. [24]. 

9) Imbalanced data: The data quality report indicated an 

imbalance in the class distribution, with 237 tuples predicted 

as „Yes‟ and 1233 tuples predicted as „No.‟ Data imbalance is 

a well-known issue in classification problems, where one class 

is frequently far more prevalent than the others. Class 

imbalance usually degrades the real performance of a 

classification algorithm by poorly predicting the minority 

class, which is often the center of attention for a classification 

problem. Imbalanced data requires techniques that can deal 

with unequal misclassification costs [25]. Hence, the SMOTE 

technique is applied to overcome the imbalance class at a 

200% oversampling degree with five nearest neighborhoods 

on the training dataset. Using SMOTE, the minority class is 

over-sampled from 194 to 582 „Yes‟ instances by creating 

“synthetic” examples rather than by over-sampling with 

replacement as shown in Table VII. 

B. Machine Learning Classification Algorithms 

This section explains the three (3) algorithms that are used 
in this study: 

1) Decision Tree (DT): DT is defined as a tree that 

classifies instances by sorting them based on feature values. 

The trees are made up of three fundamental segments: the root 

node, internal node, and leaf node as shown in Fig. 2. In a DT, 

each node represents a feature or attribute of the instance to be 

classified, each branch represents a test result, and leaf nodes 

represent class labels or class distribution. Classification of 

instances starts from the root node and is sorted based on their 

feature values. A sample of the decision tree, which is a 

flowchart like a tree structure, is as illustrated. 

The basic algorithm for decision tree induction is a greedy 
algorithm that constructs decision trees in a top-down 
recursive divide-and-conquer manner [18]. C4.5 is an 
algorithm used to generate a decision tree based on 
information theory. C4.5 is known as J48 for Java. The 
classifiers, like filters, are organized in a hierarchy. 

TABLE VII. NUMBER OF INSTANCES BEFORE AND AFTER SAMPLING 

(SMOTE) 

Classification 

Model 

No. of 

instances  

Majority Class 

(“No” Attrition) 

Minority Class 

(“Yes” Attrition) 

Before Sampling 1176 982 (84%) 194 (16%) 

After Sampling 1564 982 (63%) 582 (37%) 
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Fig. 2. Decision Tree. 

The decision tree is induced by various algorithms. 
However, as it grows deeper, it happens that sometimes it 
generates unwanted and meaningless, and this is called 
overfitting. Therefore, pruning is needed to reduce the size of 
the tree that is too large and deep. The problem of noise and 
overfitting reduces the efficiency and accuracy of data [18]. 
There are various decision tree induction algorithms and 
various pruning parameters. In this study, pruning parameters 
such as the confidence factor and the number of objects (at the 
leaf node) were tuned to improve the DT classifier‟s 
performance. 

2) Support Vector Machines (SVM): SVM is known as a 

popular supervised algorithm in machine learning. Also, based 

on literature, SVM is also commonly used for employee 

attrition dataset. SVM acts as a classifier that categorizes the 

data into different „classes‟ or as a regression function to 

estimate the numerical value of the desired output based on a 

linear combination of features for both linear and non-linear 

data [27]; SVM is known as SMO. 

In relation to his study, the SVM model which is based on 
the training dataset, will try to generalize the input data based 
on their features and make a prediction. SVM machine 
learning will then produce a model that predicts the test data‟s 
target values [27]. The basic idea of SVM is to separate 
classes with maximum margin created by hyperplanes. 

The tuning parameter in SVM includes the kernel, 
regularization parameter (C parameter), and gamma. 
Polynomial and exponential kernels calculate separation lines 
in a higher dimension called kernel tricks [27]. 

3) Artificial Neural Networks (ANN): ANN is a machine 

learning technique that acquires knowledge through learning 

and is used to solve classification problems. The ANN can be 

organized in different topologies/architectures. There are 

different types of ANN architectures like feedforward and 

recurrent neural network. The most common neural network 

model is the Multilayer Perceptron (MLP), a non-linear 

predictive model that learns through training and is a 

feedforward network. 

The objective in ANN in generic MLP is to find an 
unknown function f which relates the input vectors in X to the 
output vectors in Y, 

Y = f(X)               (1) 

Where X=[n ×k],Y=[n ×j]. 

n = number of training patterns. 

k = the number of input nodes/variables. 

j the number of output nodes/variables. 

During the training of the dataset, the function f is 
optimized, where the network output for the input vectors in X 
is as close as possible to the target values in Y. Matrices X and 
Y represent the training data. The function f, for ANN 
architecture, is determined by the adjustable network weights. 
In ANN, the learning rate can be configured with a small 
positive value, often in the range between 0 and 1 [28]. 

C. Machine Learning Tasks Result 

For this study, four (4) measures are used to compare the 
performance of the three (3) classifiers being studied i.e., J48, 
SVM, and ANN. Those four (4) common measures of the 
classifier are the accuracy rate, error rate, root mean square 
error (RMSE), receiver operating characteristic (ROC), and 
the time taken or speed to build a model. The prediction 
accuracy is defined as the percentage of correct prediction 
divided by the total number of predictions. The RMSE 
indicates an absolute measure of the fitness of the training 
dataset. A lower value of RMSE indicates a better fit. ROC 
tells how much the model is capable of distinguishing between 
classes. The time taken or the speed to build a model is 
another important consideration in choosing the best classifier 
model [4]. 

At the initial stage, the modeling task was carried out on 
the training dataset using the default parameter of each 
classifier, and SMOTE resampling technique was applied 
using 10-Fold cross-validation. Comparison of classifier 
performance is given in Table VIII. 

As seen from the table, the following findings in the initial 
process of modeling were identified: 

1) ANN had the highest accuracy result at 86.76% while 

SVM showed the lowest at 81.97%. 

2) ANN showed the best RMSE with the lowest value of 

0.3359. 

3) ANN showed the best ROC at the highest value of 

0.922. 

4) J48 achieved the best time to build a model at 0.02 sec. 

TABLE VIII. COMPARATIVE RESULT BETWEEN CLASSIFIERS USING 10-
FOLD CROSS-VALIDATION ON DEFAULT PARAMETER ON THE TRAINING 

DATASET 

Performance Measure J48 SVM ANN 

Accuracy (%) 82.80 81.97 86.76 

Error Rate (%) 17.20 18.03 13.24 

RMSE 0.3756 0.4246 0.3359 

ROC 0.853 0.808 0.922 

Time taken to build model (second) 0.02 2.02 164.22 
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Machine learning algorithms can be optimized or 
configured in order to elicit different modeling behavior. 
Hence, in the next part, parameter tuning is conducted to 
optimize the model‟s current performance. The model will 
then be tested out with the unseen data after the parameter 
tuning is done on the model. 

D. Parameter Tuning 

Parameter tuning involves the process of optimizing the 
performance of a model, that is, to have the best result for 
each measurement. Parameter tuning is an important step in 
modeling as it is by no means the only way to improve 
performance. 

1) J48: For the Decision Tree (J48) classifier, the value of 

the confidence factor and Minimum Number of Objects are 

tuned to achieve the best model and to avoid overfitting. 

a) Confidence factor: The default confidence factor 

obtained above was run at 0.25. Table IX shows the results of 

confidence factor parameter tuning ranging from 0.1 to 1.0 run 

on the J48 model. 

The confidence factor parameter is tuned in DT to test the 
effectiveness of post-pruning. Post-pruning is the process of 
evaluating the decision error that is the estimated percent of 
misclassifications, at each decision junction and propagating 
this error up the tree. Fig. 3 shows that the highest accuracy of 
83.57% at 0.4 confidence factor and the accuracy of 82.61% 
remains constant starting at 0.6 confidence factor. Hence, the 
0.4 confidence factor parameter is the optimal value for J48 
classifier since increasing the confidence factor leads to lower 
accuracy. 

b) Minimum number of objects: Also, parameter tuning 

is also conducted to get the optimal value for a minimum 

number of objects. For this study, the value of a minimum 

number of objects ranging from 0 to 30 is tuned at the 

confidence factor of 0.4. Table X shows the results for the 

minimum number of objects pruning parameter: 

The minimum number of objects specifies the number of 
instances at the leaf node as a threshold value which means it 
specifies the minimum number of data separations per branch 
[26]. Fig. 4 shows that after the minimum number of objects 
of 1, the accuracy decreases when the minimum number of 
objects increases. The highest accuracy is at the parameter of 
1 (minimum is 0 and cannot be a negative value) for the 
minimum number of objects with an accuracy of 84.40%. 
Hence, the minimum number of objects of 1 is the optimal 
number for the model. 

2) SVM: The performance of the SVM classifier depends 

on the use of different kernel parameters in view that an 

appropriate kernel will provide a learning capability to SVM. 

For this experiment, as proposed in the literature, three (3) 

kernel functions were used for comparison in parameter 

tuning, which are the polynomial kernel, radial basis function 

(RBF) kernel, and Pearson VII kernel function (PUK) [29]-

[31]. The regularization parameter (C) for these different 

kernels is tuned to improve the SVM model performance. The 

C determines how much penalty is given for misclassification. 

The result of the kernel with C tuning is indicated in Table XI 

as follows. 

TABLE IX. CONFIDENCE FACTOR TUNING FOR DT 

Confidence Factor Accuracy (%) Error Rate (%) 

0.2 81.84 18.16 

0.4 83.57 16.43 

0.6 82.61 17.39 

0.8 82.61 17.39 

1.0 82.61 17.39 

 

Fig. 3. Effect of Confidence Factor Tuning to Accuracy. 

TABLE X. MINIMUM NUMBER OF OBJECTS TUNING FOR DT 

Minimum Number of Objects Accuracy (%) Error Rate (%) 

0 84.21 15.79 

1 84.40 15.60 

2 - default 83.57 16.43 

5 83.38 16.62 

10 79.80 20.20 

15 78.71 21.29 

20 77.69 22.31 

25 77.11 22.89 

30 76.15 23.85 

 

Fig. 4. Effect of MinNumObject Tuning to Accuracy. 
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TABLE XI. KERNEL AND REGULARIZATION PARAMETER (C) TUNING FOR SVM 

Kernel 
Regularization 

Parameter (C) 
Accuracy (%) 

Error Rate 

(%) 
RMSE ROC 

Time taken to build 

model (s) 

Polykernel 
1 81.97 18.03 0.4246 0.808 2.19 

10 81.59 18.41 0.4291 0.806 6.57 

Radial Basis Function (RBF) 

1 82.23 17.77 0.4216 0.795 4.23 

10 85.23 14.77 0.3843 0.842 2.01 

100 86.51 13.49 0.3673 0.860 10.01 

200 85.55 14.45 0.3801 0.850 5.04 

PUK 

1 88.43 11.57 0.3402 0.847 3.68 

10 88.87 11.13 0.3335 0.853 5.36 

100 88.87 11.13 0.3335 0.853 5.35 

200 88.87 11.13 0.3335 0.853 5.67 

The tuning result showed that the SVM model with PUK 
kernel produced the best fit with the highest accuracy of 
88.87% and the lowest RMSE of 0.3335 compared to the other 
kernel when C is set to 10 using the PUK kernel. There is no 
change in the accuracy after the C value of 10; hence, the 
value is already optimized. This experiment also showed that 
the choices of kernel function gave an insightful effect on the 
performance of the SVM model for the employee attrition 
dataset after the parameter tuning. 

3) ANN: In ANN, parameter tuning is performed by 

adjusting the learning rate. Table XII, Fig. 5 shows the 

performance result with parameter tuning on the learning rate. 

TABLE XII. LEARNING RATE TUNING FOR ANN 

Learning 

Rate 

Accuracy 

(%) 

Error 

Rate 

(%) 

RMSE ROC 

Time taken 

to build 

model (s) 

0.3 86.76 13.24 0.3359 0.922 84.27 

0.4 87.98 12.02 0.3274 0.925 86.41 

0.5 87.66 12.34 0.3329 0.924 90.86 

0.6 87.08 12.92 0.3457 0.905 87.85 

 

Fig. 5. Effect of Learning Rate Tuning to Accuracy. 

The tuning result showed that ANN performed the best at a 
learning rate of 0.4 with an accuracy of 87.98%, and the time 
taken is 86.41sec as an optimal value. This algorithm was 
initially chosen in view of its capacity to detect all possible 
interactions between variables. However, even though this 
study used a small dataset with only 15 attributes after feature 
selection, ANN requires more time to create the model and 
requires more machine resources/capacity than the other 
machine learning algorithms. Moreover, the accuracy of 
87.98% is still lower than the SVM. Hence, it is a less 
favorable option for this type of dataset. 

E. Regularization 

Regularization is basically a technique that was used to 
overcome the overfitting problem of a model. Overfitting 
refers to an occurrence where the model learns both the target 
function and noise during the training, which affects the 
performance of that model on the test/unseen data. 

Regularization reduces the variance of the model without a 
substantial increase in its bias. In this study, few regularization 
techniques were performed to limit overfitting. As explained 
above, the tuning parameter is applied in each of the 
classifiers and is used as part of the regularization techniques 
to control the impact on bias and variance. As the value of 
parameter tuning rises, it reduces the coefficients‟ value, thus 
reducing the variance to avoid overfitting but not losing any 
important properties in the data. However, underfitting will 
occur when the model starts to lose important properties after 
a certain value, and this leads to the rising of bias in the 
model. Therefore, the value chosen during parameter tuning 
must be carefully selected [32]. 

Moreover, this study uses pruning to reduce the size of a 
decision tree to overcome overfitting. The SMOTE 
oversampling technique was applied to treat imbalanced 
minority classes in the dataset. Also, the use of the 10-fold 
cross-validation method, which is a resampling procedure, has 
given a coherent result and is used to overcome the overfitting 
issue in the dataset. Generally, regularization refers to a broad 
range of techniques for artificially forcing the machine 
learning model to be simpler and increase generalization 
chances. 
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IV. RESULTS AND DISCUSSION 

A. The Effect of Feature Selection on Classification 

Accuracies 

The 10-fold cross-validation test option enables the 
accuracy improvement of 15 attributes in comparison to 30 
attributes. The result is depicted in Table XIII. 

Based on the table, the results indicated that the use of top 
15 attributes through feature selection has very much reduced 
the time taken to build the model from 330.23sec to 28.01sec 
without affecting the accuracy much where there is only a 
slight change from 85.96% to 85.13%. 

B. Comparative Result between Classifiers after Parameter 

Tuning and Regularization using 10-Fold Cross-

Validation 

Table XIV shows the result obtained after the parameter 
tuning and regularization are applied for each classifier. The 
result in the training dataset below represents the best result 
for each classifier after applying parameter tuning and 
regularization. The results were then be compared with the 
unseen/test data. 

TABLE XIII. THE EFFECT OF FEATURE SELECTION 

Classification Model 

Before feature Selection (30 attributes)  After Feature Selection (15 attributes) 

Accuracy 

(%) 
RMSE ROC 

Speed 

(sec) 

Accuracy 

(%) 
RMSE ROC 

Speed 

(sec) 

J48 84.48 0.3608 0.603 0.02 84.56 0.3619 0.602 0.01 

SVM 87.00 0.3605 0.723 3.79 86.87 0.3623 0.659 1.77 

MLP 86.39 0.3440 0.839 326.42 83.95 0.3737 0.780 82.25 

Average 85.96 0.3551 0.722 330.23 85.13 0.3660 0.680 28.01 

TABLE XIV. PERFORMANCE COMPARISON BETWEEN DT, SVM AND ANN 

CLASSIFIERS 

Classifier/ 

Results 
Dataset 

Accuracy 

(%) 

Error 

Rate (%) 
RMSE ROC 

DT – J48 
Training  84.40 15.60 0.3704 0.850 

Test  80.95 19.05 0.4038 0.633 

SVM 
Training  88.87 11.13 0.3335 0.853 

Test 87.76 12.25 0.3499 0.990 

ANN 
Training  87.98 12.02 0.3274 0.925 

Test 85.03 14.97 0.3571 0.88 

From the result in Table XI, SVM is revealed to be the 
best model that separates the class that can later be used to 
decide the class of a new set of data in predicting attrition. 
SVM ranks first at an accuracy rate of 88.87% (with 
parameter tuning at C=10 under the PUK kernel) while closely 
followed by ANN at 87.38%. DT showed the lowest accuracy 
rate of 84.40%. The performance measure result of the test 
dataset also showed a close result as compared to the training 
data and does not exceed the training result. It is proved that 
the model is not overfitted, and it is useful for predicting 
attrition for the new unseen dataset. 

V. CONCLUSION 

The comparative study on IBM Human Resource Analytic 
Employee Attrition and Performance was conducted to 
evaluate the classification models, i.e., J48, SVM, and ANN. 
SVM model stood at the best accuracy, RMSE, and Speed 
value after parameter tuning and regularization. Each of the 
three (3) classifiers used in this study has advantages and 
limitations; thus, evaluation is required to determine its 
suitability to solve the problem in relation to the dataset being 
studied. 

As data preprocessing may affect the outcomes of the final 
model be interpreted, hence a tremendous effort is emplaced 
during the preprocessing stage for this study as it took a 
considerable amount of processing time. Several challenges 
and critical constraints faced in this study include the limited 
size of the dataset, imbalanced class, and high dimensional 
dataset. Hence, data preprocessing is an important stage to 
ensure only relevant features are selected for the training set. 

The crucial part during the modeling stage is the parameter 
tuning conducted for each algorithm as different parameters 
require a different setting. In this study, this fact is proven 
when the initial accuracy for SVM was the lowest with no 
parameter tuning applied. However, SVM showed the highest 
accuracy after the parameter tuning due to its capacity to 
handle high-dimensional data with the use of different kernel 
functions. Also, the regularization technique is applied 
throughout the experiment to overcome the issue of overfitting 
during the modeling phase. 

This paper is mainly focusing on the comparative study of 
the machine learning model to predict whether an employee 
would leave the company or not given an employee attrition 
dataset. Hence, future work may look into identifying the key 
features that lead to employee attrition. Apart from that, the 
use of the hyperparameter tuning approaches like grid search 
or random search can further be deliberated to find the best 
combination of parameters to enhance the model to ensure its 
efficiency and scalability. 
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Abstract—Because of their algebraic structure and simple 
hardware implementation, linear codes as class of error-
correcting codes, are used in a multitude of situations such as 
Compact disk, backland bar code, satellite and wireless 
communication, storage systems, ISBN numbers and so more. 
Nevertheless, the design of linear codes with high minimum 
Hamming distance to a given dimension and length of the code, 
remains an open challenge in coding theory. In this work, we 
propose a code construction method for constructing good binary 
linear codes from popular ones, while using the Hadamard 
matrix. The proposed method takes advantage of the 
MacWilliams identity for computing the weight distribution, to 
overcome the problem of computing the minimum Hamming 
distance for larger dimensions. 

Keywords—Binary linear codes; code construction; minimum 
hamming distance; error-correcting codes; weight distribution; 
coding theory; hadamard matrix 

I. INTRODUCTION 
The basic digital communication chain includes a source, a 

communication channel, and a receiver. The message is sent 
from the source to the receiver through a channel. Unless there 
is an ideal channel, interference will corrupt the message and 
cause errors, which can be controlled by an error-correcting 
code. Thus, inner code redundancy is added to the original 
message downstream of the source. In fact, this redundancy 
upstream of the receiver is used to correct potential errors 
without retransmission. 

In his fundamental article [1], Shannon showed via his 
channel coding theorem, the existence of error-correcting 
codes (ECC), theoretically allowing to transmit data in a 
channel with a small probability of error, whatever the noise 
level in the channel. However, the theorem does not specify 
how to create these codes. Thus the issue of implementing 
good error-correcting codes remains open in the field of 
information theory [2]. Great effort has been constantly 
devoted to constructing error-correcting codes to totally or 
almost achieve the channel capacity, following Shannon's 
work. In this way, Arikan developed the first codes (polar 
codes) with proven capacity, explicit construction, and low 
coding and decoding complexity [3], with the implementation 
of their multi-kernel designs [4]. This paper’s inspiration 
comes from the coding process of polar code. 

It is difficult to construct explicitly good codes with the 
best properties. Therefore, working with the already existing 
codes, with good properties, could be one of construction 

alternatives [5]. Thus to determine if the code would be good 
enough, Markus Grassl made a bounds database [6] for the 
minimum distance of linear block codes over 𝐺𝐹(𝑞) , with 
𝑞 ≤ 9, for given length and dimension, including construction 
details. Hence, if its parameters allow the current bounds to be 
achieved, the code is called 'good'. 

One of the most recent methods to construct good binary 
linear block codes is presented in [7]. It consists in 
constructing linear codes from the Hadamard matrix and 
Bose–Chaudhuri–Hocquenghem (BCH) codes [8]. However, 
this method suffers from the problem of computing the 
minimal Hamming distance for higher code dimensions and it 
is used only for BCH codes. In this paper, a new method to 
produce good binary linear bloc codes based on the Hadamard 
matrix and some popular error-correcting codes often used in 
coding theory [9], [10] is presented. it allows to design many 
good binary linear block codes with considerable error-
correcting capability. This method extends the approach 
presented in [7] for larger dimensions by exploiting the 
MacWilliams identity to overcome the problem of computing 
the minimal distance on the one hand, and to confirm the 
technique for codes other than BCH codes [8] on the other 
hand. 

The remainder of this paper is structured as follows. In the 
next section, we detail some of the concepts required in this 
work, such as linear block codes, dual code of linear block 
code, MacWilliams identity, and Hadamard matrices. We 
present a new method of searching good binary linear codes in 
the third section. In the fourth section, we improve the 
proposed method by the set of good binary linear block codes 
found. Finally, we give an interpretation of the results before 
concluding the paper. 

II. NOTATION AND PRELIMINARIES 
In digital transmission, binary error-correcting codes 

denoted as [𝑙𝑙, 𝑒𝑒,𝑑𝑑𝑚𝑖𝑛], can be employed to limit the incidence 
of word errors. Converting a 𝑒𝑒-bit word to an 𝑙𝑙-bit codeword 
(𝑙𝑙 > 𝑒𝑒), is the coding process. This conversion creates a code 
𝐶𝐶  with 2𝑘  𝑙𝑙 -bit codewords chosen from a set of 2𝑛 
codewords. it has three main parameters: the length of 
codeword 𝑙𝑙, the dimension of coded block message 𝑒𝑒 and the 
minimum Hamming distance between codewords 𝑑𝑑𝑚𝑖𝑛 . This 
minimum distance ensures that a codeword will not be 
transformed, due to noise, into another codeword, and it 
allows to get the error correction capability. 
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A. Linear Block Codes Theory 
A binary linear code is a sub-vector space over 𝔽2𝑛  with 

dimension 𝑒𝑒. The code is a set of 2𝑘 codewords, each one is a 
linear combination of the 𝑒𝑒  basis vectors, that form a 𝑒𝑒 ∗ 𝑙𝑙 
generator matrix, 𝐺 ∈ 𝔽2𝑘∗𝑛 . In other words, the codeword 
space 𝒱 of the code can be obtained as follow: 

𝒱 = {𝑒𝑒 = 𝑢 ∗ 𝐺|𝑢 ∈ 𝔽2𝑘}             (1) 

Where 𝑢 = (𝑢0,𝑢1, … ,𝑢𝑘)  is called the message to be 
sent, and 𝑒𝑒 = (𝑒𝑒0, 𝑒𝑒1, … , 𝑒𝑒𝑛)  is the codeword produced after 
encoding the message 𝑢. 

The one-to-one correspondence between messages and 
codewords is a fundamental force of block codes; thus, a 
message is successfully retrieved if the decoder identifies its 
equivalent codeword. So, the minimum Hamming distance 
parameter of a code allows defining a difference limit between 
two valid codewords. It is the outcome of: 

𝑑𝑑𝑚𝑖𝑛(𝐶𝐶) = min{𝑑𝑑(𝑒𝑒, 𝑒𝑒′): 𝑒𝑒, 𝑒𝑒′ ∈ 𝐶𝐶 𝑝𝑝𝑙𝑙𝑑𝑑 𝑒𝑒 ≠ 𝑒𝑒′}           (2) 

In the case of binary linear block codes, the minimum 
Hamming distance is equivalent to the smallest non-zero 
weight of a codeword of 𝐶𝐶, so that the weight of a codeword 𝑒𝑒 
is the number of its non-zero symbols. It is defined as: 

𝑤(𝑒𝑒𝑖) = �1 𝑖𝑖𝑓 𝑒𝑒𝑖 ≠ 0
0 𝑖𝑖𝑓 𝑒𝑒𝑖 = 0 ⟹𝑤(𝑒𝑒) = ∑ 𝑤(𝑒𝑒𝑖)𝑛

𝑖=1           (3) 

Another way to define a linear code is to use a matrix 
𝐻𝐻 ∈ 𝔽2

𝑛∗(𝑛−𝑘) called parity-check matrix, which yields: 

𝐶𝐶 = {(𝑒𝑒1, 𝑒𝑒2, … , 𝑒𝑒𝑛) | (𝑒𝑒1, 𝑒𝑒2, … , 𝑒𝑒𝑛) ∗ 𝐻𝐻T = 0}          (4) 

So, for each linear block code 𝐶𝐶(𝑙𝑙, 𝑒𝑒,𝑑𝑑𝑚𝑖𝑛) defined by its 
generator matrix whose rows structure a basis of a linear 
vector subspace, another linear block code exists. It is called 
dual code 𝐶𝐶⊥, known by length 𝑙𝑙, dimension (𝑙𝑙 − 𝑒𝑒), and the 
vector space consisting of all orthogonal vectors (codewords) 
with the linear code 𝐶𝐶 vectors. This means that two n-tuples 𝑒𝑒 
and 𝑝𝑝 are orthogonal if their inner product is zero: 

(𝑒𝑒,𝑝𝑝) =  ∑ (𝑒𝑒𝑖 ,𝑝𝑝𝑖) = 0𝑛
𝑖=1              (5) 

If 𝐺 = [𝐼𝑘 | 𝑃𝑃]  is the generator matrix of a linear code 
𝐶𝐶(𝑙𝑙, 𝑒𝑒,𝑑𝑑𝑚𝑖𝑛) in the systematic form, then the generator matrix 
of its dual code is called parity-check matrix, such as: 

 𝐻𝐻 = [𝑃𝑃⊥ | 𝐼𝑛−𝑘]              (6) 

B. Weight Distribution and MacWilliams Identity 
As mentioned above, the minimum distance is the lower 

weight 𝑤(𝑒𝑒) as defined in (3), of a nonzero codeword among 
all of the 2𝑘 codewords in linear code. The importance of this 
parameter lays in the error correction capacity of the code 
through 𝑑𝑑𝑚𝑖𝑛 = 2𝑙𝑙 + 1, where 𝑙𝑙 denotes the number of errors 
that the code is capable of correcting. However, the minimum 
distance does not give an idea about the other codewords’ 
weight. 

Acquiring knowledge of a code's weight distribution is 
essential and allows the computation of its analytical 
performance [11]. The weight distribution of an error-
correcting code is a vector of size 𝑙𝑙  whose 𝑖𝑖𝑡ℎ  element 

indicates the number of codewords having the weight (𝑖𝑖 − 1). 
Otherwise, the weight distribution can be expressed in 
polynomial form as follows: 

𝑊(𝑧) = 𝑤0 + 𝑤1𝑧 + ⋯+ 𝑤𝑛−1𝑧𝑛−1           (7) 

where 𝑤𝑖  is the number of codewords with weight 𝑖𝑖 
obtained by (3). 

Although the weight distribution does not inherently 
identify a code, it provides useful information that has both 
practical and theoretical significance. MacWilliams equation 
[12], a series of linear relations between the weight 
distributions of a code and its dual, is one of the most 
fundamental conclusion in weight distributions. 

Let 𝐶𝐶 be a (𝑙𝑙, 𝑒𝑒,𝑑𝑑)𝑞 linear code over 𝔽𝑞𝑛 with enumerator 
polynomial 𝑊(𝑧) = ∑ 𝑤𝑖𝑧𝑖𝑛

𝑖=0 , and let 𝑊⊥(𝑧)  be the 
enumerator polynomial of the dual code 𝐶𝐶⊥. Then: 

𝑊⊥(𝑧) = 𝑞−𝑘(1 + (𝑞 − 1)𝑧)𝑛𝑊( 1−𝑧
1+(𝑞−1)𝑧

)           (8) 

C. Hadamard Matrix 
The Hadamard matrix 𝐻𝐻𝑚 is a square matrix of order 𝑚𝑚, 

with 𝑚𝑚 being a power of 2, and entries in {−1, +1} as 

𝐻𝐻𝑚𝐻𝐻𝑚T = 𝑚𝑚𝐼𝑚              (9) 

Sylvester presented the first examples of these matrices in 
1867 [13], before naming them Hadamard matrices in 1893 
[14], after Hadamard who generalized them for orders other 
than 2𝑚 . Many employments for these matrices have been 
found in telecommunications and signal processing. In fact, 
the use of Hadamard matrices to construct efficient error-
correcting codes is one of the reasons that increased interest in 
discovering new Hadamard matrice constructions. 

In a binary case, we can replace {−1, +1} of 𝐻𝐻𝑚 by {1,0} 
then 𝐻𝐻𝑚 is obtained by the following technique: 

𝐻𝐻1 = [0] ≡ [1] 

𝐻𝐻2 = �0 0
0 1� ≡ �1 1

1 0� 

𝐻𝐻𝑚 = 𝐻𝐻2 ⊗𝐻𝐻𝑚 2⁄            (10) 

where ⊗ denotes the Kronecker product. 

The orthogonality of the Hadamard matrix (9) guarantees 
that each permutation of rows or columns yields another 
Hadamard matrix [15]. 

III. NEW METHOD TO FIND GOOD BINARY LINEAR CODES 
In [7], a method based on the outcome of the Kronecker 

product, between the Hadamard matrix and the redundant part 
of a generator matrix of a Bose, Ray-Chaudhuri et 
Hocquenghem (BCH) code is presented, to construct good 
binary linear codes. It allows us, from a (𝑙𝑙, 𝑒𝑒,𝑑𝑑𝑚𝑖𝑛)  BCH 
code and a Hadamard matrix of order 𝑚𝑚, to build good binary 
linear codes having a given dimension 𝑒𝑒’ < 20  and length 
𝑙𝑙′ = 𝑚𝑚 ∗ 𝑙𝑙 . However, for higher dimensions, this approach 
has a problem to calculate the minimum Hamming distance, it 
is one of the open problems [16] in the field of information 
theory for large dimensions. 
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So for dimensions 𝑒𝑒’ > 20, the method presented in [7] 
remains restricted according to the performance of a simple 
computer to calculate the minimum distance for codes with 
dimensions greater than 20. In this work, we practically took 
advantage of the dual properties of linear block codes and 
MacWilliams identity as it can be seen in figure 1 and outlined 
in the steps bellow, in order to fix this issue and validate the 
process by constructing good codes with high dimensions. 

 
Fig. 1. New Method to Find Good Binary Linear Codes using MacWilliams 
Identity to Reduce the Complexity of the Minimum Distance Computation. 

The technique consists of treating the minimum Hamming 
distance computation problem of the larger dimensions by 
searching good binary linear codes via their dual codes, with 
small dimensions, and calculating the weight distribution 
obtained using the identity of MacWilliams identity as 
described in (8). By definition, the minimum Hamming 
distance of a linear code corresponds to the smallest weight of 
its codewords, so it is obvious to extract the minimum 
distance of a linear code from its weight distribution, it 
corresponds to the index of the first non-null element of the 
weight distribution of a linear code (first element excluded, 
because it corresponds to the zero’s codeword). 

The details of the method we propose to improve the 
dimensions of the constructed good binary linear codes are 
developed in the following steps. Let’s use: 

• 𝑷: 𝑙𝑙 ∗ (𝑙𝑙 − 𝑒𝑒) matrix extracted from a generator matrix 
of the popular used code in the systematic form. 

• 𝑳𝑳𝑩: Lower bound is the best-known minimum distance 
found in all pre-existing works. 

• 𝑯𝒎: Hadamard matrix of order 𝑚𝑚. 

• 𝒌𝒌’: Dimension of the desired code to be built. 

• 𝑯: Parity check matrix constructed as described in (6). 

• 𝑪𝑪⊥: Dual code constructed from the parity check matrix 
𝑯. 

• 𝒑𝒂𝒇𝒇𝒇𝒇𝒇𝒇𝒚𝑪𝑪𝒉𝒇𝒇𝒄𝒌𝒌𝑴𝒂𝒇𝒇𝒇𝒇𝒇𝒇𝒙():  Function to transform a 
generator matrix to parity check matrix. 

• 𝑨𝑨𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇  the matrix A after the elimination of 
unnecessary rows (rows whose weight is less than LB). 

Inputs: 𝑃𝑃, 𝑒𝑒’, 𝐿𝐿𝐿𝐿 
Outputs: List of (n′, 𝑒𝑒’,𝑑𝑑’) binary linear codes. 

Step1: Perform the kronecker product between the 𝑷 and 𝑯𝐦. 
Step2: Insert the rows of the step1 result whose weight is less than 

𝑳𝑳𝑩 in 𝑨𝑨𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇. 
Step3: Generate matrices from the output of step 2 by combining 𝒌𝒌′ 

rows. 
Step4: From step 3, for each matrix 𝑮: 

- Extract the parity matrix 𝑯 from 𝑮. 
- Build a dual code by 𝑯. 
- Compute the weight distribution of the dual code  
- Apply (8) on the weight distribution already computed. 
- 𝒇𝒇′ is the index of the first not null element in the 

weight distribution obtained by (8). 

Step5: If 𝒇𝒇’ ≥ 𝑳𝑳𝑩 then add the code to the list of (𝐧′ = 𝒎(𝒏 −
𝒌𝒌),𝒌𝒌’,𝒇𝒇’) good binary linear codes. 

Let's give an example: Consider, the matrix 𝐴𝐴  derived 
from the Kronecker product between the Hadamard matrix of 
order 𝑚𝑚 = 4 and the redundant part matrix 𝑃𝑃 extracted from 
the generator matrix of (7,4,3) BCH code. i.e. 

𝐴𝐴 = �

1 1 0
0 1 1
1 1 1
1 0 1

 �⊗�

1 1 1 1
1 0 1 0
1 1 0 0
1 0 0 0

� 

 

 

                                                                                                                                              

 

Perform the Kronecker product 

𝐴𝐴 =  𝑃𝑃 ∗  𝐻𝐻𝑚𝑚  

Insert the rows of 𝑨𝑨 with a weight 
greater than LB in 𝑨𝑨𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇 

Build a list 𝑳𝑳 of matrix from 𝑨𝑨𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇  
by combining 𝒌𝒌’ rows 

 𝑖𝑖 =  0 

𝑖𝑖 <  𝐿𝐿. 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ 

End 

Build a binary linear code 𝑪𝑪 from 𝐻𝐻 

Compute the weight distribution for 
𝐶𝐶 

 𝑖𝑖 = 𝑖𝑖 + 1 

Start 

 𝑑𝑑𝑚𝑚𝑖𝑖𝑙𝑙 ≥ 𝐿𝐿𝐿𝐿 

Add 𝑪𝑪⊥ to the list of good 
binary linear codes 

𝐻𝐻 = 𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑙𝑙𝑝𝑝𝐶𝐶ℎ𝑙𝑙𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝𝑙𝑙𝑝𝑝𝑖𝑖𝑒𝑒(𝐿𝐿[𝑖𝑖]) 

Apply MacWilliams identity on the 
weight distribution polynomial 

𝑑𝑑𝑚𝑚𝑖𝑖𝑙𝑙  is the index of the first non-null 
element of the result of macwilliams 

identity (first element excluded) 
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𝐴𝐴 =

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

1 1 1 1 1 1 1 1 0 0 0 0
1 0 1 0 1 0 1 0 0 0 0 0
1 1 0 0 1 1 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 0 1 0 1 0 1 0 1 0
0 0 0 0 1 1 0 0 1 1 0 0
0 0 0 0 1 0 0 0 1 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1
1 0 1 0 1 0 1 0 1 0 1 0
1 1 0 0 1 1 0 0 1 1 0 0
1 0 0 0 1 0 0 0 1 0 0 0
1 1 1 1 0 0 0 0 1 1 1 1
1 0 1 0 0 0 0 0 1 0 1 0
1 1 0 0 0 0 0 0 1 1 0 0
1 0 0 0 0 0 0 0 1 0 0 0⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

 

𝑙𝑙′ = 12  is the length of suspect codes that can be 
constructed. Although the minimum distance of a linear code 
is equal to the minimum weight of the code, and the rows of a 
generator matrix are also codewords, it is consequently 
necessary to eliminate the rows whose weight is less than the 
lower bound (LB). Note 𝐴𝐴𝐹𝑖𝑙𝑡𝑟𝑒𝑑  the matrix 𝐴𝐴  after the 
elimination of unnecessary rows. 

𝐴𝐴𝑓𝑖𝑙𝑡𝑟𝑒𝑑 =

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

1 1 1 1 1 1 1 1 0 0 0 0
1 0 1 0 1 0 1 0 0 0 0 0
1 1 0 0 1 1 0 0 0 0 0 0
0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 0 1 0 1 0 1 0 1 0
0 0 0 0 1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0 1 0 1 0
1 1 0 0 1 1 0 0 1 1 0 0
1 0 0 0 1 0 0 0 1 0 0 0
1 1 1 1 0 0 0 0 1 1 1 1
1 0 1 0 0 0 0 0 1 0 1 0
1 1 0 0 0 0 0 0 1 1 0 0⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

          (11) 

For example, to build a code with dimension 𝑒𝑒′ = 8 , 
proceeding to the construction of a code with 𝑒𝑒′ = 4. In other 
words, it would be sufficient to check-in a space of size 24 
instead of searching in a space of dimension 28. From [17], 
the best-known minimum distance (LB) for 𝑙𝑙’ = 12  and 
𝑒𝑒’ = 8  is 3, so 𝐴𝐴𝑓𝑖𝑙𝑡𝑟𝑒𝑑  will be obtained by eliminating all 
rows with a weight less than 3 as defined in (11). 

By combining 4 rows of 𝐴𝐴𝑓𝑖𝑙𝑡𝑟𝑒𝑑 as a generator matrix of a 
suspect (12,4,x) code, calculating the weight distribution of 
the code and applying the MacWilliams identity, codes with 
the following weight distribution is obtained: 

[1, 0, 0, 16, 39, 48, 48, 48, 39, 16, 0, 0, 1] 

Which means that the minimum distance of the linear code 
is 3 and it contains 16 codewords of weight 3. 

IV. EXPERIMENTAL RESULTS 
Three types of results are presented in this section; the first 

one is obtained by the new method mentioned in the previous 
section, the second is an extension of [7] for the Golay and 
Reed-Muller codes, and the third one is based on the codes of 
the first result. All programs have been implemented in GAP 
via the GUAVA package over 𝔽2 and 𝔽3 [18]. 

A. Results Obtained using the MacWilliams Identity 
The method as defined in [7], through a computer 

calcuations with Intel(R) Core(TM) i5-4210U RAM 4 CPU 
@1.70GHz configuration, does not permit to generate good 

binary linear codes with a dimension greater than 20. But, for 
dimensions greater than 20 and using the same computer, the 
new approach helps us to verify the validity of the concept, for 
dimensions greater than 20, and it allowed us to find new good 
binary linear codes. Table 1 describes the set of good binary 
linear codes with larger dimensions(𝑒𝑒 > 20), built using BCH 
codes by applying the presented approach. 

In [7], it is focused on the construction of good binary 
linear codes from the Hadamard matrix and BCH codes. In 
this work, we tried to apply the approach for other codes with 
good properties. Table 2 describes the good codes constructed 
from Golay code (23,12). 

Applicability of the technique for Reed-Muller codes 
produced satisfactory results, as shown in table 3. 

TABLE I. GOOD BINARY LINEAR CODES USING BCH CODES 

Rate Code [𝒏,𝒌𝒌,𝒇𝒇] 𝒇𝒇𝒎𝒂𝒈𝒎𝒂 Lower bound 
0,86 [30,26,2] 2 2 
0,9 [30,27,2] 2 2 
0,93 [30,28,2] 2 2 
0,71 [32,23,4] 4 4 
0,75 [32,24,3] 3 4 
0,84 [32,27,2] 2 2 
0,87 [32,28,2] 2 2 
0,69 [36,25,4] 4 5 
0,72 [36,26,4] 4 4 
0,78 [37,29,3] 3 4 
0,76 [38,29,4] 4 4 
0,55 [40,22,7] 7 8 
0,6 [40,24,7] 7 7 
0,62 [40,25,6] 6 6 
0,72 [40,29,4] 4 5 
0,75 [40,30,3] 3 4 
0,78 [60,47,6] 6 6 
0,83 [60,50,3] 3 4 
0,81 [60,49,4] 4 4 
0,84 [78,66,4] 4 4 

TABLE II. GOOD BINARY LINEAR CODES USING GOLAY CODE 

Rate Code [𝒏,𝒌𝒌,𝒇𝒇] 𝒇𝒇𝒎𝒂𝒈𝒎𝒂 Lower bound 
0,86 [22,14,4] 4 4 
0,68 [22,15,4] 3 4 
0,9 [22,17,3] 3 3 
0,93 [22,18,2] 2 2 
0,71 [22,20,2] 2 2 

TABLE III. GOOD BINARY LINEAR CODES USING REED-MULLER CODES 

Rate Code [𝒏,𝒌𝒌,𝒇𝒇] 𝒇𝒇𝒎𝒂𝒈𝒎𝒂 Lower bound 
0,5 [16,8,5] 5 5 
0,56 [16,9,3] 3 4 
0,75 [16,12,2] 2 2 
0,81 [16,13,2] 2 2 
0,63 [22,14,4] 4 4 
0,59 [22,13,4] 4 5 
0,81 [22,18,2] 2 2 
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B. Good Extended and Punctured Binary Linear Codes 
Extending and puncturing code are two methods of code 

construction [19], which maintain the code dimension 𝑒𝑒 while 
varying its length 𝑙𝑙. In the case of extending code, parity bits 
are added, which can contribute to increase a minimum 
distance. Whereas puncturing removes parity bits, which can 
lead to decrease a minimum distance. Let us 𝐶𝐶𝑒𝑥𝑡(𝑙𝑙 + 1, 𝑒𝑒) a 
binary linear code  who is the extended code of the linear 
𝐶𝐶(𝑙𝑙, 𝑒𝑒) . The extension is completed by adding a new 
coordinate (parity check bit) to each codeword of 𝐶𝐶 so that the 
codeword length goes up. Put differently, each codeword 
𝑣𝑒𝑥𝑡 = (𝑣1, 𝑣2, … , 𝑣𝑛, 𝑣𝑛+1)  of the extended code 𝐶𝐶𝑒𝑥𝑡  is 
generated by attaching a coordinate to the codeword 𝑣 =
(𝑣1, 𝑣2, … , 𝑣𝑛)  from  𝐶𝐶 , in order that  𝑣𝑛+1 = ∑ 𝑣𝑖𝑛

𝑖=1 , where 
sum is modulo 2 addition in binary case. 

In this reflection, new good codes were defined by 
applying the extending and puncturing to the good codes 
mentioned in Tables 1, 2, and 3, as well as to the codes 
contained in related previous work [7]. Table 4 shows all the 
good extended and punctured binary linear codes found. 

C. Interpretation 
Lately, error-correcting code designers have been 

concerned with finding a high code rate which is defined as 
the ratio of the number of information symbols 𝑒𝑒 to the length 
of codeword 𝑙𝑙, to take maximum advantage of the capacity of 
the channel. 

In this work, the focus is on error-correcting codes with a 
rate greater than 0.5. Most of the constructed codes have a 
minimum Hamming distance equal to the lower bound, 
allowing us to identify them as well as good binary linear 
error-correcting codes. In some of the results above, for given 
𝑙𝑙′ and 𝑒𝑒′, most of the codes are found with the same wanted 
minimum distance (𝐿𝐿𝐿𝐿) existing in [6], and the chosen one is 
the one with the smallest number of codewords with minimum 
weight in the weight distribution. However, it should be 
mentioned that just a few codes with the lower limit have been 
reported in the literature for the codes that did not achieve the 
𝐿𝐿𝐿𝐿, and that the research discovered multiple different codes 
with the lower limit (𝐿𝐿𝐿𝐿 − 1). 

In comparison to the results obtained in [7], the technique 
provided in this paper allows us to construct good binary 
linear codes with larger dimensions and good properties. 
Unlike previous research, instead of shedding light on BCH 
codes only, the strategy yields positive outcomes for a variety 
of different codes, such as Golay and Reed-Muller codes. 

All of the good codes discovered in this and previous 
research have been validated in software, designed to solve 
algebra problems MAGMA [20], [21], which supports several 
coding theories. 

The exponential explosion of possible combinations, from 
𝐴𝐴𝑓𝑖𝑙𝑡𝑟𝑒𝑑 , of suspect codes for higher dimensions continues to 
be a problem of finding good codes observed during this 
work. This issue will continue to be a source of reflection in 
the future. The main objective of this simulation is to 
demonstrate that the proposed methodology is applicable to 
larger dimensions as well as codes other than used codes. 

TABLE IV. GOOD EXTENDED AND PUNCTURED BINARY LINEAR CODES 

Rate Code [𝒏,𝒌𝒌,𝒇𝒇] 𝒇𝒇𝒎𝒂𝒈𝒎𝒂 Lower bound 
0,54 [11,6,4] 4 4 
0,61 [13,8,4] 4 4 
0,52 [17,9,4] 4 5 
0,63 [19,12,4] 4 4 
0,65 [23,15,4] 4 4 
0,73 [23,17,4] 4 4 
0,72 [33,24,4] 4 4 
0,53 [41,22,7] 8 8 
0,83 [59,49,4] 4 4 
0,81 [61,50,4] 4 4 

V. CONCLUSION 
In this paper, an extension of the method of constructing 

good linear codes from BCH codes and Hadamard matrices, 
stated in the literature to higher dimensions and for other 
popular codes. In this way, a set of good binary linear block 
codes were discovered by exploring the duality of linear codes 
and MacWilliams identity on the one hand, and by extending 
and puncturing the discovered results on the other. The 
majority of the found codes match the bound of the existing 
codes in the literature. The search issue for good error-
correcting code search problem is very large for most standard 
search techniques. In this case, and to overcome the problem 
of the exponential explosion of the number of combinations, 
genetic algorithms can be an efficient way to find good 
solutions in a relatively short time, and it can be a research 
direction for future work. 
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Abstract—The modalities of FUNDUS images and the 

availability of public domain data sets provides a starting point 

in designing an ecosystem for developing an automatic detection 

of degenerative early-stage Glaucoma and Diabetic Retinopathy, 

and other eye-related diseases. The existing techniques for these 

operations lack flexibility and robustness in their design 

implementation and are limited to only certain preprocessing 

requirements. However, the existing methods are useful but 

provide lower performance when the FUNDUS image quality 

degrades due to misalignment of lens opening in camera and 

poor functioning of visual sensors. This paper presents a unified 

framework that mechanizes different preprocessing techniques to 

benefit the Optho-imaging diagnosis and disease detection 

process. The proposed framework facilitates on-demand data 

treatment operations that include image interpolation, brightness 

adjustment, illumination correction, and noise reduction. The 

proposed techniques for FUNDUS image enhancement provide 

better PSNR and SSIM-performance metrics for image quality 

than existing popular image enhancement techniques when tested 

on two standard publicly available datasets. The contribution of 

the proposed framework is that it offers flexible and effective 

mechanisms that meet dynamic preprocessing operations on an 

on-demand basis to prepare better data representation for 

building machine learning models. The framework can also be 

used in real-time for eye disease diagnosis by an ophthalmologist. 

Keywords—Pre-processing; FUNDUS image; glaucoma; 

diabetic retinopathy; interpolation; image enhancement 

I. INTRODUCTION 

The multidomain research modality is gaining popularity 
with the ever-increasing availability of the dataset, computing 
platform, and ecosystem, along with the advancement of the 
technologies like artificial intelligence (AI) and machine 
learning (ML) [1]. Many of the system processes aim to obtain 
complete automation in the enterprise's applications. The 
health care industry is one of the fastest adopting sectors after 
defense and another industrial automation [2]. The research 
statistics reveal that the stake of AI in medical imaging is 
approximately USD 264 billion by 2026 [3]. This paper 
focuses on medical imaging, namely, Fundus Imagining for 
the specialized healthcare section called ophthalmology, 
which deals with diagnosing and treating eye-related disease 

Glaucoma from preprocessing perspectives. It is essential to 
know the modality of the Fundus image capturing aspects to 
understand the inclusion of the noises or redundancies that 
require preprocessing operation for the human vision system 
(HVS). The ophthalmic photographers capture the retina 
image using a specially designed fundus camera [4]. Fundus 
images are quite popular; the ophthalmologists found it 
suitable to diagnose Glaucoma or diabetic retinopathy [5]. The 
fundus images produce shallow and non-uniform contrast 
conditions between the retinal structural elements and the 
background and due to which the ophthalmologist faces 
difficulty to analyze it. However, the clarity is found by 
practicing an injective of the contrasting chemical during the 
fundus angiogram, but it sometimes affects the patient's health 
conditions [6]. The image enhancements techniques provide 
an alternate noninvasive way to enhance the fundus image 
quality for the HVS. 

Further, with the increasing number of patients related to 
eye diseases and the lack of adequate ophthalmologist experts, 
investment is needed to build an automated system that can 
diagnose eye diseases using AI and ML. There is a critical 
requirement of preprocessing on Fundus images to obtain a 
higher accuracy for segmentation and feature extraction for 
learning models. The essential and effective preprocessing 
techniques include 1) fundus image enhancement for contrast 
and brightness adjustment 2) Interpolation for uniform dataset 
images 3) Region of Interest (ROI) localization for vessel 
removal by cropping for higher accuracy by the learning 
model. The existing literature is rich in treating medical image 
quality but, with a limited scope, does not consider all the 
essential preprocessing techniques in a single framework. 
Also, the existing techniques implemented using recursive 
operation suffers from substantial computational complexity 
that hinders its applicability in the real-time scenario. In this 
regard, the proposed work suggests a unified preprocessing 
framework consisting of different types of enhancement and 
image correction techniques that can meet the dynamic 
preprocessing requirement without depending on the 
requirement of an external source. The current research work 
also proposes a image enhancement techniques based on the 
convolution operation to filter the noise in frequency domain 
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and enhance the contrast without affecting the diagnostic 
quality of the image. The rest of the sections of this paper 
includes: related work in Section II, research problem in 
Section III description of the dataset is presented in 
Section IV. The modeling of the proposed preprocessing 
framework is discussed in Section V. Result analysis for the 
proposed preprocessing approaches is given in Section VI, and 
the overall contribution of this paper is summarized in 
Section VII. 

II. RELATED WORK 

Over the past few years, several techniques have been 
introduced to enhance fundus images before diagnosing optic 
disc for inspecting the condition of the diseases or Glaucoma 
that affect the eye. A work carried out by Sudeshna, and Santi 
[7] presents an automatic model to identify retinal lesions, 
where the curvelet transform technique is used for the edge 
enhancement and dark and brighter areas of retinal lesions are 
optimized using a bandpass filter. However, this approach 
requires a higher computational time. Image contrast 
enhancement using adaptive histogram equalization (AHE) 
was quite popular; the study by Bharkad [8] has applied AHE 
on the green component of the retinal to enhance the contrast 
for segmenting optic disk. A similar approach has been 
considered in the study of Jebaseeli et al. [9] to enhance the 
green component towards improving the contrast of the blood 
vessels. The work of Bhatt et al. [10] considers AHE on the 
red component of the retinal image for normalizing contrast. 
On the other hand, the median filtering approach is considered 
for the smoothing optic disc regions. However, AHE-based 
contrast enhancement provides improvements at the cost of 
reduced gray level, which may associate with loss of image 
intelligibility. In the study of Sahu et al. [11], the authors have 
demonstrated that CLAHE based preprocessing is appropriate 
for the refining fundus image quality. The work done by 
Rahim et al. [12] suggested multiple approaches to enhancing 
the fundus image towards the recognition of blood vessels for 
diabetic retinopathy using AHE, CLAHE, and Mahalanobis 
Distance techniques applied over the green channel of the 
fundus image. However, the Mahalanobis Distance method 
shows effective performance compared to the other two 
methods. In the study of Elloumi et al. [13], the authors 
presented a pipeline for image enhancement for the fundus 
image captured from the smartphone. They suggested that 
image enhancement can be better achieved by adopting the 
CLAHE and Butterworth filtering approach to reduce high-
frequency noise present in the smartphone-captured fundus 
image. However, this approach may suffer from some real 
problem that has not been explored and addressed in this 
work. Bala et al. [14] adopted a joint approach of AHE and 
curvelet features for denoising retinal images. AHE is 
considered for optimizing ringing in this approach, and 
specular noises and curvelet features are considered for edge-
preserving during denoising operation. The use of a quadratic 
filter can also be seen in the study of Hari et al. [15] to 
localize diabetic retinopathy. Abdallah et al. [16] presented 
their work to address the excessive smoothing issues caused 
by linear filters and conducted a performance assessment of 
different diffusion filters to improve contrast and sharpness of 
the fundus image for disease analysis. A de-hazing technique 

is adopted in Vinodhini et al. [17] to correct non-uniform 
illumination in fundus image intensity, and contrast 
enhancement is performed using CLAHE followed by an 
adaptive median filter. Bhardwaj et al. [18] evaluated 
mathematical morphology for optic disc segmentation and 
blood vessel extraction. The work carried out by Hassan and 
Hassanien [19] developed an automated system to extract the 
retinal vasculature from the fundus images using 
preprocessing and segmentation mechanisms. The 
preprocessing operation over the fundus image is carried in 
multiple steps, where the first step is the fundus image 
resizing. The global mean value is computed for the brightness 
pixel, and further windowing-mean operation is carried to 
compute an enhanced image. Apart from AHE, CLAHE, 
Morphology, median filtering, and curvelet transform, 
Retinex-based preprocessing schemes have also been 
introduced to enhance the contrast of the Fundus or retinex 
images. The work of Sadia et al. [20] and Mahmood et al. [21] 
demonstrated the effectiveness of multi-scale retinex based 
preprocessing techniques for high-quality enhancement by 
eliminating uneven illumination in the image intensity. The 
adoption of hybrid approaches is also seen in some studies. A 
recent work by Sathananthavathi and Indumathi [22] uses a 
particle swarm optimization approach with gamma correction 
to improve and achieve optimal enhancement on the fundus 
image. Alwazzan et al. [23] used wiener filters with CLAHE 
to enhance the color fundus image. Bataineh and Almotairi 
[24] adopted bilateral filters to highlight the visual feature of 
the fundus image. However, all these techniques have 
significant dependency on large computational resource 
requirements due to their implementation strategy's recursive 
nature. Irrespective of having many suitable techniques, the 
ophthalmologist and machine learning modelers for Optho-
imaging requires an integrated framework that can be used for 
both diagnostic purposes and data perpetrator. 

III. RESEARCH PROBLEM 

Despite several research efforts, the existing schemes for 
the preprocessing fundus image still have substantial issues 
that need to be improvised with a unique implementation 
strategy. Based on review analysis, it has been found that most 
of the existing researchers have adopted common techniques 
such as Gamma correction Adaptive Histogram, CLAHE, and 
Retinex, for fundus image preprocessing. However, these 
techniques offer better results, but at the same time, they may 
suffer a lack of flexibility and performance challenges when 
applied on different datasets as the existing techniques are 
particular to their objectives. Along with the issue of 
robustness and flexibility, the existing schemes suffer from the 
overhead of computational complexity and take longer 
runtime. Therefore, it is necessary to design an integrated 
framework to meet the preprocessing requirements by solving 
dynamic problems in order to achieve flexible, 
computationally efficient, and effective fundus image 
enhancement. The model must be robust enough to 
complement ophthalmologist diagnosis needs and be an easy 
tool to generate data for automated ophthalmological disease 
model learning. 
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IV. DATASET DESCRIPTION 

The proposed work for designing an evaluation 
framework, EFPT- OIDS, provides an ecosystem to visualize 
the raw images from the different datasets for the 
ophthalmologist, Optho-data scientist, and analytics. The 
EFPT- OIDS is evaluated on two publicly accessible standard 
datasets (Ds) = {CHASEDB1, DRIONS-DB}. The summary 
of these datasets are highlighted in Table I: 

A. CHASEDB1 

The CHASEDB1 is a reference database of retinal blood 
vessel segmentation provided by Child Health and Study 
England (CHASE). The database was obtained from a health 
survey conducted in London over 200 primary schools, and 20 
fundus images of 14 children were captured at 30o Field of 
View with a resolution of 1280×960 to prepare the CHASE 
dataset. The data set is publicly available to facilitate 
researchers for experimental purposes. The fundus images in 
this database are associated with uneven illumination 
background and low contrast of blood vessels. The 28 images 
that make up the CHASEDB1 database are divided into a 
testing set (20 Fundus images) and a training set (8 Fundus 
images). 

B. DRIONS-DB 

DRIONS database is subjected to digital fundus image for 
optic nerve segmentation and open to public access for 
research purposes. The dataset was prepared using images 
belonging to the patient (male 46.2 % and female 53.8%) 
subjected to Caucasian ethnicity. About 76.9 % of patients 
were suffering from eye hypertension, and 23.1 % of patients 
were suffering from chronic simple Glaucoma disease. The 
dataset contains 110 color images having a resolution of 600 x 
400, and two experts manually segmented the optic disc. 

TABLE I. DESCRIPTION OF DATABASES 

SI. No Databases Resolution Number  Application 

1 CHASEDB1 1280 x 960 28 
Blood vessels 
segmentation 

2 DRIONS-DB 600 x 400 110 
Optic nerve 

segmentation 

V. DESIGN OF PROPOSED EFPT-GDS 

The fundus images contain an uneven illumination due to 
various real-time constraints like lightning condition, 
misalignments of retinal and camera focus, and faults in the 
camera that degrades fundus images. These images require 
preprocessing towards enhancement from both HVS and 
computer vision system (CVS) analysis viewpoints. Also, 
exploration of the FI dataset and its Interpolation is the 
requirement for preprocessing. The core component of the 
framework includes i) FI visualization, ii) FI Interpolation, 
iii) Region of Interest extraction and iv) Existing and 
Proposed enhancement. 

A. Fundus Image Visualization 

The framework creates a pointer for the location (Dp) of 
the dataset. Further, the encoded image representation (Ie) gets 
concatenated as (Dp ∪ Ie) (Dn, where, Dn is the locator ∀ Ie ∈ 
Dp, the list of ∀ Dn gets updated into a structure (Is) as {(Ie)i, 

Ts, M}, where i= total number of the Ie∈Dp, Ts is time 
stamping. M is the size of Ie in bytes. For ∀ Ie ∈ Is, perform 
sampling and quantization to get the digitized equivalent 
matrix as I[]m,n,d, where m is several rows, n is the number of 
columns, and d is the number of dimensions, for original 
fundus image, d=3 as [R, G, B] color space. Finally, the 
framework displays Ie ∈ Is: Dp. Fig. 1 illustrates 'k=5' number 
of Ie∈ Is: D The Ophthalmologist can use the FI visualization 
tool to diagnose eye diseases, whereas this facility of the 
framework is helpful for the modeler to data exploration. 

CHASEDB1 DRIONS-DB 

  

  

  

  

  

Fig. 1. Visualization 'k' Fundus Images from a Chosen Dataset CHASEDB1 

and DRIONS-DB (Ie∈ Is: Dp. 

B. Fundus Image Interpolation 

The ophthalmologists require an eye image with highly 
distinct retina layers to diagnose glaucoma [25]. Fundus 
photography aims to provide such imaging methodologies in 
their imaging process [26]. Though the ophthalmic 
photographer adopts various field strategies to achieve the 
perceived enhanced sharpness in the Fundus imagining, it 
requires additional processing by computing image 
processing. The requirement of the down sampling and up a 
sampling of fundus images (FI) arises while the development 
of computing models for the automatic detection of Glaucoma 
(ADG)[27] and other eye-related diseases. One such 
requirement includes maintaining the equal size of the fundus 
images from different datasets for validating the developed 
model of automatic disease detection (ADD) on the different 
datasets as different datasets maintain different sizes of the FI 
[28-29]. The lowest resolution of the ∀ FIo ∈Dp is set to a 
threshold = {Rth, Cth} of the target size of scaling to obtain an 
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interpolated or scaled fundus image (FIs). The framework 
includes a tool for FI interpolation using the nearest 
neighbours as in algorithm 1. The algorithm takes the input of 
original funds image-(FIo), and after processing, it provides 
interpolated enhanced fundus image-(FIs). The algorithm 
computes the size of FIo as row size (nR) and column size 
(nC). The system then initializes the variables Rth (Target 
image row size) and Cth (target image column size) as a 
threshold to obtain an interpolated fundus image. 

Algorithm-1: Fundus Image Interpolation 

Input: FIo, Rth, Cth 

Output: FIs 

Process: 

Start  

1. [nR, nC]  f1(FIo) 

2. Initialize Rth, Cth 

3. Compute:  

a. Ro, Cof2(FIo) 

4. Compute: IposR, IposC 

a.        (∑         
   ) 

b.        (∑         
   ) 

5. [RFIo, GFIo, BFIo ] f3(FIo, CH) , // where, CH∈ R, G, B 

6. RI fRI(RFIo(IposR), IposC) 

7. GI fGI(GFIo(IposR), IposC) 

8. BI fBI(BFIo(IposR), IposC) 

9. Create a matrix of zeros: M              

10. Append: RI, GI, BI  M  

11. FIs M      

End 

In the next step, the system computes the ratio (     ) of 
target image size and size of FIo using explicit function f2 
described in equation 1 and equation 2. 

    
   

                (1) 

    
   

                (2) 

Further, a function fr( ) is applied over the interpolated 
position to compute normalized the row-wise pixel position-
(     ) and column-wise pixel position-(     ) considering   , 

    and the size of FIo as given in equation 3 and equation 4. 

        (∑         
   )             (3) 

        (∑         
   )             (4) 

Where fr() denotes rounding to the nearest integer. In the 
next step of the algorithm, the system performs row-wise and 
column-wise Interpolation considering red-(RFIo), green 
(GFIo), and blue-(BFIo) components extracted from the FIo. 
Further, Interpolation for all three components, such as red 
component-(RI), green component-(GI), and blue component-
(BI) is computed. In the next step, the algorithm creates a 
matrix-(M) of zeros with size Rth and Cth. Further, it performs 
an appending operation that resamples the interpolated RGB 
component's pixel value in matrix M to generate an enhanced 
interpolated image (FIs) outcome. In Fig. 2, the rescaling of 
the fundus input image using nearest-neighbour Interpolation 
is carried out, and the output fundus images are constructed 

with the specified dimension without losing details of the 
fundus image. 

 
 

Input Fundus Image 
(512 x 576) 

Rescaled Fundus Image 
(700 x 500) 

Fig. 2. FI Interpolation using Nearest Neighborhood Interpolation Method. 

C. Region of Interest Extraction 

Since the input FI in the dataset comes with different 
resolutions and fields of views (FOVs). To extract the region 
of interest and eliminate the background from the input FI, the 
proposed framework adopts an adaptive cropping method that 
creates an interactive rectangular mask to cover the RoI region 
of the input FI. The tool comes with a flexible approach to 
operate at the ease of the user on the rectangular mask. Fig. 3 
illustrates the RoI extraction from FI. 

  
Input Fundus Image RoI 

Fig. 3. RoI Extraction using user Interactive Cropping Method. 

In Fig. 3, the left-hand side image is the input or target 
image, and the right-hand side is the RoI extracted from the 
input fundus image using a rectangular mask provided by the 
cropping tool. 

D. Gamma Correction for Fundus Image Enhancement 

The operator gamma (  ) performs encoding of the 
luminance of the input fundus images. The representation of 
this correction is popular by the name Gamma-Correction, and 
it is characterized as in eq.5. 

Ioutput = C x (Iinput)ᵞ             (5) 

In this method, the input image (Iinput) is mapped to the 
Ioutput by applying operator, C as a constant and  as encoding 
and decoding factor, which ranges as 0 ≤    ≤ 1 for a 
compressed domain but in the process of the image 
enhancement, an optimal value of it needs to be arrived based 
on the best PSNR. 

In a particular context where only the gamma correction is 
suitable, the framework provisions manual adjustment of   to 
arrive at a better visual perception from the HVS viewpoint. 
However, it imposes a loss of intrinsic properties, therefore 
not suitable form feature retention objective. 
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In Table II, the performance of gamma correction is 
evaluated with different values of   ranging from 0.25 to 1.25 
for each dataset considered in the proposed study. It can be 
analyzed that the value of PSNR varies depending on the 
value of  operator. Fig. 4 shows that the graph trend exhibits 
the consistency of enhancement with the highest PSNR score 
at a similar range for three datasets. However, one advantage 
is that the value of   can be adjusted flexibly depending on the 
requirement of image analysis. 

 

Fig. 4. Observations of the PSRN with Gamma Value Ranging from 0.25 to 

1.5. 

E. Equalization of the Histogram 

The typical relationship between the Gray points and their 
frequency indicates the histogram of the FI defined in 
equation 6 below: 

FI(k) = Pn/ N              (6) 

Where FI(k) is the histogram of FI, where k indicates the 
gray points of an FI, Pn is the total number of the pixels in the 
gray point k, and N is the summation of all the pixels; 
therefore, the FI(k) is the probability distribution of k. The 
process of the equalization of the histogram adopts a mapping 
procedure, where each pixel of the input FI is mapped to a 
new value as FI(i)FI(j) using a mapping function Mf(i) to 
get a dynamic range of the output image FI(o) such that: 

FI(i) = Mf(i) = (FI(0)-1) ∑   ( ) 
              (7) 

Table III demonstrates a quantitative assessment of 
histogram equalization with different images from the 
particular datasets, which shows a little better pixel 
distribution than gamma correction. The quantitative 
evaluation of the Histogram Equalization technique is 
performed on various dataset images with their probability 
distribution of the pixels and the PSNR values. In this method, 
the larger and smoother areas get over-enhanced, which 
affects the disappointing appearance. If the fundus images are 
captured in the low lighting conditions, then the outputs are 
darker and contain larger smooth regions. Therefore, the 
histogram equalization process over-enhances the fundus 
images. 

TABLE II. QUANTITATIVE ASSESSMENT OF GAMMA CORRECTION WITH VALUE RANGING FROM 0.25 TO 1.5 (3 DATASETS) 

DS1 

Input Image   = 0.25   = 0.5    .75   =1.01   =1.25 

      
PSNR = 10.6271 11.2672 13.6460 37.2933 7.6411 

DS2 

Input Image   = 0.25   = 0.5    .75   =1.01   =1.25 

      

PSNR = 10.4552 11.1387 13.6083 37.4164 6.5681 

TABLE III. QUANTITATIVE ASSESSMENT OF HISTOGRAM EQUALIZATION ON DIFFERENT FUNDUS IMAGES 

Dataset Original Image Enhanced Image PSNR 

DS1 

    

8.6827 

DS2 

    

10.2113 
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TABLE IV. QUANTITATIVE ASSESSMENT OF CLAHE ON DIFFERENT FUNDUS IMAGES 

Dataset Original Image Enhanced Image PSNR 

DS1 

    

20.381 

DS2 

    

17.6048 

F. Contrast Limited Adaptive Histogram Equalization: 

CLAHE 

In order to overcome the limitations of the histogram 
equalization-based enhancement of FI, a method of CLAHE is 
evaluated, which minimizes the artifacts that resemble noise 
associated with the uniform regions. The typical process of the 
CLAHE-for-FI includes the redistribution process of the 
histogram and intra-block bilinear interpolation. The internal 
process of the CLAHE-for-FI initially partitions the original 
FI into a number of the blocks of size B x B, and then on each 
block, the HE-for-FI is implemented. In the process of the HE-
for-FI includes three significant operations as {Hsit, Clipp, 
Redistribution}, the specific mapping procedure provides a 
cumulative distribution from the clipped histogram. Further, 
the bilinear Interpolation provides the filtered blocks of the 
noises so that based on the height of the clips the contrast is 
enhanced. The clip-point (Cp) is computed as in equation 8 as 
below: 

Cp = P/Q(1 + (K/100) x     )            (8) 

Where P is the pixels in each Block (Bi) of the FI, Q is the 
dynamic range in the Bi,      is the maximum value of the 
slope, and K is the clip-factor ranging between [0:100]. The 
performance evaluation on various dataset images is tabulated 
in Table IV below with their probability distribution of the 
pixels and the PSNR values. The block-wise operation used in 
CLAHE-for-FI provides the enhancements into the contrast in 
a lower computational complexity. Thus, the operations where 
the large dataset requires to be fed in the learning models to 
achieve lower computational complexities during the 
preprocessing stage of the contrast enhancement, the CLAHE-
for-FI is preferable to the HE-for-FI. 

G. Retinex 

A Retinex is an image enhancement technique used to 
adjust contrast and address illumination issues in the image. 
The algorithm considers logarithmic single-channel intensity 
images to be processed. The computing steps for Retinex 
based image enhancement are discussed in algorithm 2. The 
explicit function f1() takes the original fundus image (FIori) 
that provides the corresponding number of rows(nR) and 
columns(nC), which indicates the height(H) and width(W), 
respectively, of the fundus image (FI). The system then 
initializes a variable nI as the number of enhanced fundus 
image iterations. The maximum color value (Mcv) from the 

fundus input image (FIori) gets computed using another 
explicit function f2( ), which defines the scale of the values 
possible for the color intensities. Further, an initial shift(s) 
computation gets performed using equation 9, as shown 
below. 

  ∑   (  (    (    (     )))  )
               (9) 

Where, i = 1 to nR and j = 1 to nC. 

Algorithm 2: Retinex based Fundus imageEnhancement 

Input: FIori 

Output: FIe 

Start  

1. [H, W]:[nR,nC]f1(FIori) 

2. Initialize nI 

3. Compute: Mcv  

4. Mcv f2(I) 

5. Perform initial shift:  

   ∑   (  (    (    (     )))  )

   

 

6. Op[ ]mxn     ∑  (     )    

7. Till the condition |S| >= 1) 

8. do check: for each nI 

Hs f4(0, S) 

Vs f4(S, 0) 

9. end 

10.   (  )   

11. Stop 

12. FIe
      

 
 

End 

The explicit function f3( ) is used for truncating the 
numbers in nR and nC to integer, i.e., closer to zero, and the 
function     ( ) is used to compute the smallest element from 
the nR and nC. In the next step of the computation, the system 
performs initialization of the old product (Op) to scale all 
pixel values of nR, and nC equal to the value of Mcv, as 
shown in equation 10. 

          ∑  (     )             (10) 

Where,    . 

However, the absolute value of S is greater or equal to 1 
than for each nI. In that case, the system performs horizontal 
(Hs) and vertical shift (Vs) comparison operation using 
function f4( ), with an input argument of shift row (Sr) and 
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shift column (Sc). The algorithm initializes the variable UOp 
as updated Op, which gets computed based on the condition 
where the sum of the Sr and Sc is greater than zero. The value 
of    is updated with Mcv fas expressed in equation 8. 

Once the condition of(|S| >= 1) becomes false, then the 
final enhanced Fundus image (FIe ) is obtained as in equation 
11.  

    
      

 
            (11) 

The core function of the Retinex algorithm focuses on 
dynamic ranges and color stability. When capturing an image 
by fundus imaging devices, it may be possible that certain 
conditions may cause the image to have a low dynamic range 
or poor color stability. The color of an object in images 
remains unchanged under various lighting conditions 
perceived by HVS, which is called color stability. The key 
mechanism of Retinex is the estimation of illumination. The 
Retinex algorithm is based on the path, recursion, and center-
surround mechanism to enhance details and textures in the 
image by illumination removal. Table V exhibits the 
qualitative outcome of the preprocessing technique based on 
the Retinex algorithm for different fundus image samples with 
their probability distribution of the pixels and the PSNR 
values. 

H. Proposed Image Enhancement 

The fundus images usually suffer from the noises and 
correct poor luminance due to the absence of an element 
extent in the picture sensor of the fundus camera and the 
wrong setting of the lens opening in the camera. The proposed 
algorithm for fundus image enhancement uses the 
convolution property in order to mitigate all forms of 
distortions in the frequency levels. This handles the dark level 
of the fundus image and adjusts the contrast improved 
distribution of pixel density within the restricted range. The 
computing steps for the proposed image enhancement 
algorithm is discussed in algorithm 3. In the proposed 
algorithm, the explicit function f1() takes the original fundus 
image (FIori) that gives the corresponding number of rows(nR) 
and columns(nC), which indicates the height(H) and 
width(W), of the fundus image (FI). The centroidal 

components P and Q get evaluated as H/2 and W/2. The 
system initializes the maximum high frequency and low-
frequency co-efficient as: {rH, rL} and the other co-efficient: 
{hm, d0} as per the frequency adjustment requirements of the 
fundus image contrast. 

Algorithm 3: Proposed Enhancement Technique 

Input: FIori 

Output: FIe 

Start  

1. [H,W]:[nR,nC]f1(FIori) 

2. Compute: P and Q 

3. PH/2 and Q W/2 

4. Initialize, rH, rL, hm, d0 

5. For ∀ pixel ∈FIori 

6. Compute [ ⃗⃗ ]
   

 using equ (12) 

7.  ⃗   ∑    (     )     
8. Apply fast Fourier transformation 

9. Ff2( ⃗ ) 

10. Fo  ⃗ ⨀  ⃗⃗  
11. Fbf3(Fo) 

12. FIe |   | 

End 

and brightness. Further, for each element of every row, the 
computation takes place as in equation 12 to update the vector 

[ ⃗⃗ ]
   

. 

[ ⃗⃗ ]
   

 (       )  (         )             (12) 

Where, coefficient c can be numerically expressed as 
follows: 

   (
(√(    

 ⁄ )
 
  (   

 
 ⁄ )

 
)

  

 

)          (13) 

Where, i = 1 to m and j = 1 to n. The low-frequency co-
efficient (L) computes as in equation 14. 

 ⃗   ∑    ( )               (14) 

TABLE V. QUANTITATIVE ASSESSMENT OF RETINEX ALGORITHM ON DIFFERENT FUNDUS IMAGES 

Dataset  Original Image Enhanced Image PSNR 

DS1 

    

14.9519 

DS2 

   
 

8.8829 
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TABLE VI. QUANTITATIVE ASSESSMENT OF THE PROPOSED IMAGE ENHANCEMENT TECHNIQUE ON DIFFERENT FUNDUS IMAGES 

Dataset  Original Image Enhanced Image PSNR 

DS1 

    

23.3258 

DS2 

    

29.5686 

In the next step,an explicit function f2() is used for two-

dimensional fast Fourier transformation(2D-FFT) that takes  ⃗  

to provide the corresponding co-efficient as   . Many of the 
border frequency (Fb) components are not centered, which 
gets centered by using explicit function f3() for applying 
inverse 2D-FFT on filout portions (Fo). The value of filout is 

the vector product of    and  ⃗⃗ . The final enhanced fundus 
image (FIe) yields better visual perception as per the co-
efficient adjustments with the operations, as in equation 7. 

         (   )            (15) 

In Table VI, a quantitative analysis of the proposed image 
enhancement algorithm for different fundus image samples is 
presented. The fundus image enhancement using a proposed 
method is produced based on the convolution operation 
linear combinations of the neighboring input image pixels. 

VI. RESULT ANALYSIS 

This section discusses the outcomes and performance 
analysis of the proposed framework concerning PSNR and 
SSIM quality metrics. The implementation and design of the 
proposed framework are carried out on a numerical computing 
tool MatLab. A detailed description of the performance 
metrics for evaluating existing techniques and proposed 
techniques for fundus image preprocessing is discussed as 
follows: 

A. PSNR (Peak Signal to Noise Ratio) 

This metric computes the value in decibels (dB) between 
the original and enhanced fundus images as a visual quality 
measurement. The higher value of PSNR indicates a better 
visual perception. There exists a fundamental relationship 
between the error and PSNR. Whenever the fundus image 

undergoes a treatment of enhancement while reconstructing 
the image, and if there are some losses, it is measured by mean 
square error (MSE), and the peak error is mapped with PSNR. 
The value of PSNR is as in equation 17, which uses MSE as in 
equation 16. 

MSE = 
∑ [         ]

 
   

   
           (16) 

PSNR =        (
  

   
)           (17) 

Where R is the maximum variation in the Iorg for double-
precision, it is '1', and for 8-bit unsigned integer: 255. 

B. SSIM (Structural Similarity Index) 

SSIM represents a human visual system-oriented image 
quality metric that deals with the similarity between the input 
and output images. The computation of SSIM is carried out 
over multiple windows of an image as numerically represented 
as follows: 

    (   )  
(        ) (       )

(  
    

    )(  
    

    )
          (18) 

Where,    and    both refer to the mean value of x and y, 

respectively,   
  and   

  denotes variance value of the x and y, 

respectively.     indicates covariance. The    and    

represent constraints whose values lie in the range of pixel 
value 255. 

1) Visual outcome analysis: This section presents a 

qualitative analysis to visualize the quality of the enhanced 

images obtained from implemented existing and proposed 

enhancement techniques. The visual outcome obtained from 

implemented techniques over two different images from both 

datasets is shown in Table VII. 

TABLE VII. VISUAL OUTCOME OF DIFFERENT TECHNIQUES FOR THREE DIFFERENT FUNDUS IMAGES 

 Input image GrayScale 
Gamma 

correction 
Histogram CLAHE Retinex Proposed 

CHASEDB1 

(Image_08R) 

       

DRIONS_DB 

(Image 068) 
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In Table VI, qualitative analysis is shown from the 
perspective of HVS for each technique over two fundus 
images considered from different datasets. It can be clearly 
analyzed that the proposed image enhancement techniques 
provide a clear view of the enhanced fundus image compared 
to other techniques. In the case of gamma correction, the 
evaluation is carried out considering the fixed value of the 
gamma operator for each performance evaluation instance. 
The visual outcome exhibits that gamma-corrected images 
suffer from poor brightness. However, the performance of 
gamma correction largely depends on the gamma operator 
value. The adjustment of brightness tone can be adjusted by 
varying the value of the gamma operator between [0,1]. In the 
case of the histogram, the enhanced images are subjected to 
over brightness issue. The main disadvantage of histogram-
based image enhancement is that the image is usually prone to 
over-amplification in comparatively uniform regions of an 
image. However, this limitation of the histogram is overcome 
by CLAHE as it limits the over-enhanced factor of the image. 
The CLAHE is mostly an adopted technique for image 
enhancement compared to the adaptive histogram technique. 
Also, the Retinex techniques do not provide better visual 
quality of the image, and the performance varies in each test 
case of the images. The comparative analysis based on 
quantitative assessment for each implemented technique in 
terms of PSNR and SSIM is shown in Table VIII. 

2) Numerical outcome analysis: This section presents a 

quantitative analysis based on the numerical outcome 

concerning PSNR and SSIM value of input fundus images 

processed by implemented preprocessing techniques. The 

quantified value obtained for the enhanced output images is 

given in Table VIII as follows. 

In Table VIII, the numerical analysis is shown for 20 
fundus images taken from individual datasets for the 
performance evaluation of the proposed enhancement 
technique and existing technique. Therefore, a total of 40 
fundus images, i.e., 20 fundus images, are taken from the 
CHASEDB1 dataset, and 20 fundus images from the DRIONS_DB 

dataset are enhanced using implemented techniques, including 
existing and proposed enhancement methods. The Numerical 
output is computed based on the mean value of PSNR for 20 
fundus images processed via each individual preprocessing 
technique under consideration of the proposed work. Fig. 5 
demonstrates the comparative analysis for assessing the 
effectiveness of the proposed system with the existing system 
based on the mean of PNSR score. 

TABLE VIII. NUMERICAL OUTCOME 

TECHNIQUES 

Dataset: 

CHASEDB1(DS1) 

Dataset: DRIONS_DB 

(DS2) 

PSNR SSIM PSNR SSIM 

GC 13.7523 0.7684 15.0515 0.7150 

AHE 9.9658 0.4869 10.0935 0.5687 

CLAHE 20.8603 0.6178 18.4775 0.6569 

RETINEX 14.1990 0.6186 10.1988 0.6631 

PROPOSED 23.7442 0.9623 25.0495 0.8275 

 

Fig. 5. Comparative Performance for different Preprocessing Techniques in 

Terms of PSNR. 

From the comparative analysis in Fig. 5, it can be seen that 
the proposed image enhancement algorithm outperforms the 
other enhancement techniques regarding PSNR. However, 
after the proposed system, the CLAHE technique has 
maintained a good score of PNSR for different images 
compared to other existing techniques. In Fig. 6, a 
comparative analysis is presented based on the mean SSIM 
value obtained for each implemented technique. Based on the 
analysis, the proposed image enhancement technique 
outperforms the other enhancement techniques regarding 
SSIM. However, gamma correction has maintained a better 
mean SSIM for different images after the proposed system. It 
has been analyzed from both analysis that each method has a 
different performance score. 

 

Fig. 6. Comparative Performance for different Preprocessing Techniques in 

Terms of SSIM. 

The proposed enhancement technique has provided a 
better visual quality in the enhanced image. In the case of 
gamma correction, the PSNR and SSIM value is 
comparatively low compared to the proposed technique. The 
main disadvantage of gamma correction is that it has restricted 
precision, and multiple input values may be usually mapped to 
the same output or vice-versa. It applies adjustment of 
brightness on overall images. Hence, color space is also not 
perceptually evenly distributed. 

Similarly, it has been analyzed that the adaptive histogram 
is also not suitable for fundus image enhancement. The 
histogram equalization algorithms provided unsatisfactory 
outcomes while dealing with fundus images obtained from a 
different dataset. This technique is associated with over-
amplification of brightness and non-uniform distribution of 
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illumination images. It is because the histogram redistribution 
leads to unfitting pixel values in certain regions of the fundus 
image. The image processed with CLAHE yields a better 
outcome than the ordinary histogram equalization, gamma 
correction, and Retinex techniques. The CLAHE overcomes 
over-amplification in brightness as it operates on multiple 
fixed regions of the image known as tiles, in contrast to the 
overall image. However, CLAHE has certain limitations that, 
for certain images, it introduces noise application in flat tiles. 
CLAHE is computationally expensive compared to the 
ordinary histogram equalization technique and proposed 
technique. However, CLAHE outperforms other existing 
techniques in terms of PSNR and SSIM. But less effective 
compared to gamma correction in terms of SSIM. The Retinex 
technique is widely used in the literature to deal with poor 
illumination in the image. It has been analyzed that the 
performance of the Retinex technique quite varies for different 
images as its performance depends on the visual feature of 
images. It cannot be suitable for all types of fundus images. In 
Retinex based enhancements, reflectance is calculated as the 
image ratio to the smoothed version of the image, which is 
considered an approximation of illumination. The 
disadvantage of the retinex technique is that it can 
simultaneously offer dynamic compressions and visual tone 
reproduction. Also, the input image processed by retinex is 
prone to color distortion, loss of details due to halo artifacts in 
the output image. Another significant issue is observed while 
its execution is that it takes a long run time to process the 
image due to the involvement of the iterative process. 

The proposed enhancement technique is quite flexible and 
evaluated with a large fundus image dataset and has a faster 
response time to execute preprocessing operation over input 
fundus image. The proposed enhancement technique takes 
very little run time as it adopts a simple implementation 
conceptually to process the input image in the frequency 
domain by constructing a filter vector based on different 
frequency coefficients and centroidal image components. On 
the other hand, the convolution operation in the image 
processing leads to yielding a better form of output enhanced 
fundus image. Remarkably, the proposed enhancement 
technique smoothens, sharpens the edges, and preserves the 
useful information in the output image. Based on the outcome 
obtained and comparative analysis, the proposed enhancement 
technique can be claimed to be efficient and suitable to 
operate on fundus images to draw a significant clinical 
conclusion towards eye-related disease detection. 

VII. CONCLUSION 

Medical imaging introduces a high degree of vision into 
the healthcare system, leading to widespread changes in the 
diagnosis and treatment of Glaucoma and diabetic retinopathy. 
The presence of noise, less contrast factor, and the reduction 
in fundus images' sharpness bring vagueness in the clinical 
analysis. This paper proposes an adaptive framework to carry 
out comprehensive image enhancement over fundus images. A 
user-friendly and interactive framework is introduced in the 
proposed study that allows users to select a desirable technique 
to address different issue-related images and meet 
preprocessing needs. The integration of the interpolation 
technique in the proposed framework allows the user or 

ophthalmologist to deal with an imbalanced dataset consisting 
of variable sizes of images. The integration of the RoI 
extraction technique into the proposed framework is also an 
essential contribution, which will assist ophthalmologists in 
carrying out analysis on the interest area of the Fundus. Since 
the performance of each technique also depends on the visual 
characteristics of the input image. The selection of the 
enhancement techniques can be made based on performance 
metrics. In certain circumstances, multiple techniques can be 
checked with the input image, where the suitability of the 
selected technique is based on the output image quality 
metrics, i.e., PSNR and SSIM. Therefore, the proposed work 
contributes to providing deep analysis and understanding of the 
eye-related disease to provide better treatment. The study 
aimed to offer a flexible approach to diagnose the Fundus 
image deeply without compromising any performance-related 
issue. However, the scope of this framework is not only 
limited to the domain of fundus image enhancement. The 
uniqueness of the proposed framework is that it is adaptive 
and can be efficiently applied to other medical imaging 
domains, as it has layers of image enhancements techniques. 
In the future work, the enhanced image obtained from the 
proposed framework will be used to perform segmentation and 
glaucoma classification using machine learning technique. 
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Abstract—For facilitating pilgrims with no delay, quick and 

real-time emergency medical services at ritual sites a delay-

tolerant Medium Access Control (MAC) protocol for the IEEE 

802.15.6 standard based Wireless Body Area Networks (WBANs) 

has been proposed. Since MAC protocol is application-specific 

hence any particular MAC technique may not be appropriate for 

diverse applications. In this research work, we consider dealing 

with medical emergency traffics which is random, independent of 

each other and can be generated at any time. Moreover, 

emergency traffics must be transmitted ahead of normal medical 

data or emergency traffic with a lower severity level; because any 

delay in emergency data transmission may endanger patients’ 

life. The proposed MAC protocol is compared with both 

preemptive and non-preemptive methods. Where, a modified 

MAC superframe (SF) structure, minimum backoff period and 

minimum Contention Window (CWmin) for quick data access to 

the IEEE 802.15.6 standard based EAP channel are also 

considered. The proposed delay-tolerant MAC protocol has been 

experimented with and simulated by the Castalia simulator 

which is based on the OMNeT++ platform. The experimental 

results show that data transmission using the preemptive method 

works faster with reduced delay than that of the non-preemptive 

method. Furthermore, the delay metric of the proposed delay-

tolerant MAC protocol is analyzed, calculated and compared 

with the current Traffic-aware TA-MAC protocol. Results 

demonstrate that delay is relatively low during emergency data 

transmission using the proposed MAC in WBANs environment. 

Keywords—WBAN; MAC; preemptive; non-preemptive; delay; 

emergency traffic 

I. INTRODUCTION 

Due to the huge medical concerns of pilgrimage at 
overcrowded Hajj ritual sites in Makkah and Madinah and 
Kumbh Mela in India, World Health Organization (WHO), 
Ministry of Health (MoH) of Saudi Government, and 
Government of India at different times provided with medical 
awareness guidelines for the pilgrims. During pilgrimage it is 
utmost important to identify pilgrims with serious medical 
issues and to provide them with adequate healthcare services 
[1-2]. In addition, a very few pilgrims‟ monitoring and 
healthcare technologies have been evolved including GPS, 
RFID, and WSN based ITS [3-7]. However, existing healthcare 
facilities are rarely able to observe urgent medical issues in an 
immediate and speedy way. Therefore, there is a vital need of 
emergent healthcare technology to abridge pilgrims‟ 
emergency medical problems. 

According to the study [8-9], WBANs is an embryonic 
technology consists of numerous body sensors and a body 
coordinator and can be a greater option for medical 
applications at different health conditions. WBAN can deal 
with diverse traffic types including emergency, on-demand and 
normal traffic. In healthcare applications patients‟ data must be 
transferred ahead of other non-medical and low critical medical 
data because any data lost or delay may endanger the life. 
Among the WBANs heterogeneous traffics, emergency traffic 
is very unpredictable in nature. Emergency traffic can be 
produced in both regular and random manner. Generally, 
emergency traffics need to transfer in Contention-Free Phase 
(CFP) and non-scheduled mode which is opposite to normal 
medical traffic that can be sent in scheduled phase and in 
Contention Access Phase (CAP). However, the problem may 
occur during transmission of multiple emergency data 
concurrently that may result in inefficient transmission of 
medical data with severe delay, data lost and re-transmission, 
collision and excessive energy consumption. 

Since, WBAN is energy and delay sensitive, hence, one 
particular communication technology and Medium Access 
Control (MAC) protocol will hardly be suitable for every 
possible WBAN applications. The IEEE802.15.6 standard 
based MAC protocol is anticipated to handle heterogeneous 
traffics where Exclusive Access Phase I and II (EAP I and II) 
is designed for emergency data access, Random Access Phase I 
and II (RAP) for on-demand traffics, and Managed Access 
Phase I and II (MAP) for normal medical traffics. But, EAP I 
and EAP II of MAC superframe (SF) structure work based on 
Contention Access Phase (CAP). CAP leads data traffic to 
contend with each other if multiple data aggregate at 
coordinator needs to simultaneously access the channel, which 
is the main reason for data collision and data loss which result 
in higher delay and excessive power consumption. Hence, 
there is a need for deploying appropriate priority and queue 
model for designing MAC protocol that should ensure high 
priority data to be given higher priority during transmission. 
The existing MAC superframe may not be suitable for critical 
data management for medical applications considering both 
IEEE 802.15.6 and IEEE 802.15.4 standards [10]. According to 
their research, for handling medical emergencies, CFP is 
proposed. But, to the best of our knowledge, emergency 
physiological data can be generated and transmitted at any 
time; hence, time-bounded scheme and technology may not be 
suitable for medical emergency applications. Moreover, unlike 
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the IEEE802.15.6 standard, the IEEE802.15.4 standard does 
not support data classification and prioritization features. 
Therefore, the IEEE 802.15.4 MAC superframe is also not 
suitable to be used for monitoring pilgrims‟ emergencies and 
critical health issues during Hajj, Kumbh Mela or any 
overcrowded event. 

To tackle medical emergencies using WBANs, in our 
research we proposed delay-tolerant MAC protocol. For 
deploying delay efficient MAC for WBAN we primarily 
considered both preemptive and non-preemptive methods to 
effectively transmit pilgrims‟ data to the healthcare station. In 
non-preemptive method, packets that are in undergoing 
services are allowed to finish services first without disturbance 
even in the meantime if packets with higher priority arrive. 
Besides, in the non-preemptive method, the packet with the 
highest priority enters service first only when the server 
becomes idle or free. Thus, the non-preemptive priority model 
is not able to deliver medical data with a higher priority before 
data with a lower priority level, which results in higher delay. 
Hence, for tackling medical emergency situation, we finally 
considered preemptive method for developing delay-tolerant 
MAC protocol, because in this scheme, data with higher 
priority must access the channel or SF timeslot ahead of lower 
priority medical data thus results in lower delay in emergency 
data transmission with higher severity. 

To experiment, analyze and validate the obtained results, 
the proposed delay-tolerant MAC protocol has been simulated 
with Castalia simulator which is based on OMNeT++ 
simulator. The result is analyzed considering both preemptive 
and non-preemptive methods. Moreover, the delay metric of 
the proposed delay-tolerant MAC protocol is compared with 
up-to-date Traffic-aware MAC protocol (TA-MAC). Results 
exhibit that delay is comparatively very low during 
transmission of emergency data with different severity levels 
using preemptive method in WBANs environment due to less 
queuing delay, no data re-transmission and no collision. 

The rest of the research paper is structured as follows: 
Section 2 presents the related work. Classification of traffics, 
proposed modified MAC superframe structure, algorithms and 
network management procedures are explained in Section 3. 
Results are discussed in Section 4. Finally, the paper ends with 
conclusion in Section 5. 

II. RELATED WORK 

This section explores the literature in order to discover the 
existing MAC methods and techniques and their limitations 
that are already being designed and deployed for WBANs 
healthcare applications considering different Quality of Service 
(QoS) issues. The delay tolerant MAC protocol must consider 
WBANs heterogeneous traffic. The QoS proficient MAC 
protocol must consider diverse system requirements and 
network development challenges. Major challenges and 
requirements include data classification and prioritization, 
energy consumption issues of sensor nodes, delay in 
transmission, data rate and timely delivery of medical data. In 
WBANs applications, any loss of physiological data and 
excessive delay in transmission may jeopardize patients‟ life. 

Considering WBANs MAC requirements and other 
environmental issues some researchers have designed and 
proposed several priority and QoS efficient MAC protocols for 
WBAN. An energy efficient Adaptive (A-MAC) MAC 
protocol has been proposed in [11]. In this IEEE 802.15.6 
based MAC protocol, data are classified into three priority 
classes and an improved MAC superframe has also been 
proposed. The existing superframe is restructured into four 
different periods or phase such as beacon phase, aperiodic 
contention access phase, periodically scheduled phase or 
contention-free phase, and an inactive phase. The slots lengths 
(time duration) for access phases are being adjusted according 
to the priority level of data, moreover, body sensors must 
compete for accessing channel according to the channel access 
mechanism. 

A radio wake-up mechanism based MAC protocol for 
WBAN is proposed in [12]. Authors consider data 
classification and prioritization to achieve the goal, which is 
„prolong the network lifetime‟. The protocol is designed 
according to the IEEE802.15.4 standard, where the superframe 
is also modified and improved. To represent the limited 
capacity of the buffers, an asymmetric hidden Markov model is 
also illustrated. Another MAC protocol that has been proposed 
by the authors [10] where emergency traffics are being 
classified into diverse data severity levels based on the 
threshold values. In addition, authors have suggested for the 
modification of the MAC superframe based on different time 
slots for accessing communication channel. To access the 
different channel, data is further divided into high priority and 
low priority data. Though data delay and throughput are 
presented in the result, however, energy consumption issue is 
not defined. Moreover, no direction is provided to handle 
various emergency data. 

The authors [13] proposed IEEE802.15.4 based TA-MAC 
protocol of diverse phases of CAP and different levels of traffic 
priority. In the CAP, traffic-aware MAC utilizes the priority-
based CSMA/CA procedure that is supported by the 
IEEE802.15.6 standard to satisfy WBANs standard; however, 
the protocol is restricted to IEEE802.15.4 standard. In [14], the 
IEEE 802.15.6 Traffic Priority based Channel Assignment 
Technique (TP-CAT) has been projected. Authors have 
recommended adaptive time slot management algorithms based 
on data threshold values for QoS efficient TP-CAT. 

A novel Energy Efficient and Load Balanced Priority 
Queue Algorithm (ELBPQA) has been proposed [15], where, 
traffic criticality is defined by data priority levels such as low-
medium-high priority data, and thus data are scheduled and 
transmitted. Data priority and modified superframe are 
proposed for the IEEE802.15.4 standard, and besides, 
CSMA/CA mechanism is used to tackle data with different 
priorities of energy-efficient MAC protocol [16]. A Markov 
model has also been proposed in order to identify the state of 
WBANs sensor nodes. 

Authors [17] have proposed Traffic Adaptive Priority 
(TAP-MAC) MAC protocol with a revised MAC superframe 
structure. The goal of TAP-MAC is to reduce collisions and 
data re-transmission that results in lower delay and minimal 
energy consumption. Naturally, during CAP, low-priority 
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traffic cannot dominant over high-priority traffic thus results in 
lower throughput, higher delay and high energy consumption 
in WBAN [17]. The existing standard for data communication 
does not offer a differentiated QoS to the diverse traffic 
therefore, a Priority-based Adaptive (PA) MAC protocol for 
WBAN was proposed in [18]. In PA-MAC, data is classified 
into four different types. In this protocol, according to data 
priority level, MAC superframe timeslots are being 
dynamically allocated. The proposed protocol works based on 
well-designed IEEE 802.15.4 and IEEE 802.15.6 standards. 
The PA-MAC protocol cares more on traffics with higher 
priority than that of lower priority which affects the overall 
network quality. 

The above mentioned MAC protocols have been proposed 
and designed on the basis of the IEEE 802.15.4 and the IEEE 
802.15.6 standards. In WBANs communication, generally, 
higher-priority traffic is generally the lowermost loaded traffic 
and lower-priority traffic is typically the highermost loaded 
traffic, hence MAC protocols need to accept either one or both 
of the aforementioned concepts in order to ignore the harmful 
situation during data transmission considering diverse QoS 
including delay and energy consumption issues. In addition, 
there is an essential requisite to deliver and provide services 
with utmost importance to manage emergency medical packets 
and its severity levels. Hence, there is an utmost necessity to 
design and develop MAC protocol for WBAN that should deal 
with various QoS related issues along with the traffic-severity 
and priority of WBAN applications for real-time and quick 
monitoring of patients at overcrowded environment. 

III. DELAY-TOLERANT MAC PROTOCOL FOR WBAN 

A. Data Classification and Determination of Severity Levels 

For WBANs coordinator it is less challenging to tackle one 
or a few emergency event than multiple emergency events 
simultaneously. To build a delay-tolerant MAC protocol for 
WBAN application, we classify the emergency traffic into six 
different categories based on the level of severity, which is 
presented in Table I. Data severity or criticality is basically 
meant by a level of medical urgency or emergency. Here in this 
research, we classified, ordered, organized, prioritized WBAN 
emergency traffic based on their QoS requisites for MAC 
which is necessitated for a novel solution in WBAN 
applications. 

Emergency data is event triggered and relies on life-
threatening situation to be generated. Hence, emergency data 
requires smooth and quick transmission in WBAN medium in 
an efficient way. 

TABLE I. SEVERITY LEVEL OF DISEASES 

Medical Syndromes/Diseases  Level of Severity  

Respiratory Syndromes  Extremely severe traffic 

Cardiovascular Problems  Very high severe traffic 

Diabetes Mellitus  High severe traffic 

Blood Pressure (BP) Moderately severe traffic 

Gastroenteritis Low severe traffic 

Body Temperature (BT)  Very low severe traffic 

B. Modified MAC Superframe for Emergency Data 

Transmission 

Based on the nature of WBAN operations and applications, 
the IEEE 802.15.6 and IEEE 802.15.4 based MAC superframe 
can be re-structured in to different time frame [8], where, 
beacon period of the same length encircles the entire timeslot 
of the superframe. Using the IEEE 802.15.6 standard and its 
associated MAC protocols, WBANs are supposed to transmit 
data in three different modes to access channels enabling 
beacon mode and non-beacon mode. Beacon mode supports 
MAC with superframe structure; on the other hand, non-beacon 
mode supports MAC with superframe and without superframe 
structure to operate in WBAN environment. The superframe is 
divided into two phases, such as aperiodic CAP and periodic 
scheduled access phase. CAP is non-scheduled and aperiodic in 
nature; moreover, CAP is random and dynamic. In IEEE 
802.15.6 based CAP supports EAP 1 and EAP 2. It also 
supports RAP 1 and RAP 2 and the CAP slot itself. However, 
MAP is scheduled based access phase which is supported by 
CFP. The slots of superframe have different periods or 
duration, and lengths are identified based on the number of 
timeslots. Hence the MAC superframe structure can be 
improved and restructured by neutralizing definite time 
periods. In our research, we modify and update the existing 
MAC superframe in order to avoid data collision during 
simultaneous transmission of emergency medical data. The 
proposed MAC superframe structure is presented in Fig. 1. 

 

Fig. 1. Proposed MAC Superframe (SF) for WBAN. 

Fig. 1 illustrated the proposed superframe for the delay-
tolerant MAC protocol which is based on the synchronous 
mode of IEEE 802.15.6 standard. In our research, we combine 
EAP1 and EAP2 into EAP for emergency data transmission. In 
IEEE806.15.6 standard, user priority UP7 defines the priority of 
the highest level over medical data of different classes 
including emergency and non-emergency medical data. 
Besides, in our proposed MAC mechanism, a combined 
version of Random Access Phase-RAP1 and RAP2 which is 
named as RAP is proposed for on-demand medical data. In 
addition, a combined version of Managed Access Phase-MAP1 
and MAP2 which is named as MAP is suggested for normal 
medical or non-medical traffic. Normal medical or non-
medical data is scheduled based whereas; emergency data 
requires random access in WBANs transmission medium. 

In our research, we propose CSMA/CA mechanism for 
Extensive Access Phase-EAP along with preemptive method 
over non-preemptive method for contention-free data 
transmission. EAP is a combination of two contention access 
phases such as EAP 1, and EAP 2 has been proposed to deploy 
only for high priority traffic (emergency packets). On the 
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contrary, the RAP phase which is the addition of two random 
access phases RAP 1 and RAP 2 is proposed for on-demand 
traffic having the average user priority and MAP phase is 
assigned to the normal medical or non-medical traffics for the 
traffics with low user priority. 

In this research, we deploy six different sensors for 
measuring different physiological parameters of patients. 
Physiological parameters are then classified based on data 
classification concepts of IEEE802.15.6 standard. The 
emergency data has the highest priority followed by medium 
priority for on-demand data and the lowest priority for normal 
medical data. For prioritizing the emergency data we define 
and classify the medical physiological data on the basis of 
severity level. According to our study [19-20], data severity 
level is defined based on the patients‟ symptoms, mortality rate 
and hospital admission at overcrowded ritual sites. Emergency 
data are non-periodic and random in nature and can be 
generated at any time. Besides, normal medical or non-medical 
data can be observed periodically. Moreover, using the data 
threshold values the emergency data and normal medical data 
can be differentiated easily. Therefore, the priority-severity 
index value of WBAN traffic is formulated by combining the 
highest user priority (P7: emergency data) and the index of 
different data severity level (S1-S6). The priority-severity level 
is defined using the formula i= P7Si where i=1-6, that ranges 
from P7S1-P1S6 with WBANs user priority UP7 followed by 
UP6 for on-demand traffic (P6: on-demand traffic) and UP5 for 
normal traffic (P5: normal traffic). 

In WBAN communication, body sensors are supposed to 
sense or generate data, process data according to the methods 
applied and transmit data to body coordinator (Hub). In 
contrary, WBAN Hub or body coordinator collects data from 
sensors; processes and sorts data according to the methods and 
techniques applied; and then transmit data using appropriate 
transmission channel of MAC superframe (SF) structure for 
further processing. Table II presents the projected severity and 
priority index values. 

TABLE II. SEVERITY-PRIORITY INDEX VALUE 

WBAN UP 

as of IEEE 

806.15.6  

Severity Level 

of Emergency 

Traffic  

Criticality-

Priority Index 

Table 

Types of Access 

Phases 

UP7 = P7, 
indicates 

Emergency 

Medical 
Condition  

Si={1,2,3,4,5,6} 

Various 

Emergency Data 

Types: 
P7Si={P7S1, P7S2, 

P7S3, P7S4, P7S5, 

P7S6} 

Exclusive Access 

Phase EAP that 
combines EAP1 

and EAP2  

UP6 = P6, 

indicates 
High Priority 

Medical Data  

P6Si = 0 

Random Access 

Phase RAP that 
combines RAP1 

and RAP2  

UP5 = P5, 

indicates 
Medical Data 

P5Si = 0 

Managed Access 

Phase MAP that 
combines MAP1 

and MAP2 

C. The Roles of Sensor Nodes and Body Coordinator 

In our proposed delay-tolerant MAC protocol, body 
coordinator allocates data transmission slot based on user 
priority levels which rely on different data types, criticality 
level of emergency data, and priority-severity index value as 
discussed earlier. Priority levels of different data values are 
generated by the nodes, except the on-demand data defined by 
the coordinator. Moreover, criticality levels of emergency data 
and non-critical normal medical data are specified by the 
coordinator. The coordinator also determines the priority-
criticality index table, and then slots are assigned accordingly 
for transmitting data to the healthcare stations. In the proposed 
delay-tolerant MAC protocol we consider M/M/1 technique 
with both preemptive and non-preemptive methods where, 
traffics arrivals are determined by Poisson process. In this 
research, we also consider diverse user priority (UP7-UP5) and 
dissimilar severity level of medical emergency data. 

In general, a body coordinator receives data, processes it 
and then transmits the data for further processing on the basis 
of the priority-severity level. In WBANs operations, multiple 
emergency events may occur at any moment of time; thus, 
specifying the roles of each node which is either sensor or hub is 
urgent to schedule according to the level of criticality and 
priority. At body coordinator level, an emergency traffic is 
classified based on data received from the sensors according to 
the priority severity index values. Hence, upon receiving the 
packets from physiological sensors, the hub is to use its 
severity index values to classify the emergency data and 
express the following resolutions or determinations: 

1) If any emergency data exceeds the threshold value as 

compared to the severity-priority index values, then the status of 

that precise data will be defined as severe or critical. 

2) Moreover, if any data derived from the sensor node (let‟s 

consider as on-demand traffic) categorised as on-demand traffic 

and no corresponding data or type is found in the severity-priority 

index values, then the health status will be designated as non-critical 

but an emergency. Also, since the related traffic is designated as 

an emergency, the coordinator, if required, may include a 

replica of the data related to the new findings to its severity-

priority index table for improvement of the severity index before 

transmitting it. 

3) Finally, if data traffic comes from the sensor or source 

node, which is categorised as normal, then the pilgrims‟ health 

status will be nominated normal medical. 

The following Fig. 2 presents the functions of WBAN hub 
to determine heterogeneous physiological data, data 
classification, and delay-tolerant channel access mechanism. 
Moreover, we explain the severity level of data as presented in 
Fig. 3. 

1) The traffic is called as extremely severe traffic, if the 

severity-priority index value P7Si=P7S1 (the highest severity 

level of emergency data). 

2) The traffic is very high severe traffic, if the severity-

priority index value P7Si=P7S2. 
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3) The traffic is high severe traffic, if the severity-priority 

index value P7Si=P7S3. 

4) The traffic moderate severe traffic, if the severity-

priority index value P7Si=P7S4. 

5) The traffic is low severe traffic, if the severity-priority 

index value P7Si=P7S5. 

6) The traffic is very low severe traffic, if the severity-

priority index value P7Si=P7S6. 

D. Relevant Algorithms and Slot Allocation in Modified MAC 

Superframe Structure 

A slot allocation mechanism for MAC superframe has been 
proposed by the type of data according to threshold values from 
body sensor nodes and order of criticality level of both 
emergency and non-emergency data traffic form body 
coordinator node at different pilgrims‟ health conditions. For 
this, emergency traffic is categorised into six types based on the 
criticality level of vital signs as discussed earlier. 

 

Fig. 2. Identification of Heterogeneous Traffic. 

 

Fig. 3. Body Coordinator‟s Role to Deal with Emergency Traffic 

If the coordinator at any moment of time receives 
emergency data from a sensor, then it assigns EAP slot to this 
particular traffic based on the CSMA/CA mechanism. Here 
there is no need for finding the criticality level of that 
emergency traffic because it has been received from the single 
sensor node. 

When two or more than two emergency traffics are 
received by the coordinator at a time, it invokes the severity-
priority index value as illustrated earlier in Table II. Upon 
classification phase, depending on the traffic types, data are to 
be distributed among the queues. All emergency data shall 
proceed to slot EAP based on their criticality level and queuing 
process. Traffic queuing process at the data transmission 
scheme of the MAC level is illustrated in Fig. 4. Emergency 
traffic is life-threatening, so excessive delay and data loss can 
worsen the health condition or life of the pilgrims. Hence it is 
vital to ensure no data loss and minimal delay in emergency 
traffic. 

In our research, we assume, on-demand and normal traffic 
are not life-threatening. RAP phase is allocated for on-demand 
traffics which are contention-based, since this traffic is 
considered as not life-threatening so low to moderate 
contention for the slots are acceptable when there is multiple 
such traffics. For normal traffic, a scheduled access phase 
MAP is assigned so that data traffic can access the channel at a 
specific period. Again, since this traffic is assumed as not life-
threatening so low to moderate contention and delay for the 
slots are acceptable when there is multiple such traffics. The 
queuing process for emergency data transmission is presented 
in Fig. 4. 
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Fig. 4. Queuing Process of Emergency Data Transmission through MAC 

Protocol. 

Preemptive method is time-critical and applicable for 
emergency traffic which is random in nature. In addition, 
preemptive method allows data with the highest precedence 
access the communication channel ahead of data with lower 
precedence. The preemption technique is illustrated in Fig. 5. 

Non-preemptive method is non-time-critical and applicable 
for normal medical traffic and even can be utilized for the 
emergency traffic with different severity levels in WBAN 
communication. Normal medical traffic can be of time 
bounded or scheduled in nature. The non-preemption technique 
is illustrated in Fig. 6. 

 

Fig. 5. Schematic Diagram of Preemption. 

 

Fig. 6. Schematic Diagram of non-preemption. 

For the proposed delay-tolerant MAC protocol we deploy 
CSMA/CA mechanism for handling emergency traffic of 
WBAN. Since the proposed MAC is supposed to transmit 
emergency traffic with different severity levels hence, the 
length of backoff counter (BC) should be set to minimal and 
data transmission is occurred when BC=0 which is presented in 
Fig 7. In addition, the length of Contention Window (CW) of 
MAC superframe (SF) is varied according to the type of 
applications. In our research, CW is fixed to minimum as 
CW=CWmin for emergency data transmission, however, for 
non-emergency cases the CW is set to CWmax. 

E. Mathematical Analysis of the Proposed Delay-tolerant 

MAC Protocol Considering Preemptive Method 

In our research, the queuing delay is measured using the 
deployment of various queue methods as explained earlier in 
this research paper. The queue model has been proposed in our 
research demonstrates service time as queuing delay that is 
being served in the system. The delay is calculated as follows, 
where; λ is data or traffic arrival rate, μ is the service rate of 
traffic, traffic intensity rate is denoted by    according to our 
research, E(𝑛) is the average number of critical data in the 
queue, E(t) is average or mean delay time for any kind of 
traffic or data. 

Extremely severe traffic: E(𝑡p7s1) = 

 

 

       
           (1) 

Very high severe traffic: E(𝑡p7s2) = 
        

     
 = 

 

 

                         
             (2) 

High severe traffic: E(𝑡p7s3) = 
        

     
 = 

 

 

                                      
           (3) 

Moderately severe traffic: E(𝑡p7s4) = 
        

     
 = 

 

 

                                                    
          (4) 

Low severe traffic: E(𝑡p7s5) = 
        

     
 = 

 

 

                                                                  
     (5) 

Very low severe traffic: E(𝑡p7s6) = 
        

     
 = 

 

 

                                                                         
 (6) 

And applying Little‟s law of Queuing theory we get, 

E(𝑡p7si) = 
        

     
 = 

 

 

    ∑     
   
    

       ∑     
 
    

  
          (7) 
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Fig. 7. CSMA/CA Mechanism and Relevant Operational Flowchart of the Proposed Delay-tolerant MAC Protocol. 
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F. Mathematical Analysis of the Proposed Delay-tolerant 

MAC Protocol Considering Non-Preemptive Method 

In fact, by introducing Little's law in our research work and 
the property of PASTA (Poisson Arrivals See Time Averages), 
E(𝑛p1c1 ) and 𝐸(𝑡p1c1) can be defined directly without expressing 
the probabilities Pn,. According to PASTA, in the system, an 
average number of customers seen by an arriving customer 
equals E(𝑛p7s1 ) and each of the customers has a service time 

(residual) with mean 
 

 
. Additionally, patient must wait for its 

own service time. Hence, the average or mean time for 
extremely severe data can be formulated as, where the queue 
delay is determined considering the packets in service plus the 
packets that are already buffered in the queue. 

E(𝑡p7s1) = 
        

 
 

 

 
 

 

 
                         

                      (8) 

E(𝑡p7s1) = 
        

 
 

 

 
 

 

 
                    (9) 

Very high severe data processing: The very high severe 
data packet has to wait for the extremely severe data in service 
and very high severe data or packets in the queue. The delay 
can be found using the following formula: 

E(𝑡p7s2) = 
        

 
 

 

 
 

 

 
                             (10) 

E(𝑡p7s2) = 
        

 
 

 

 
 

 

 
                       (11) 

High severe data processing: The high severe packet has to 
wait for the extremely severe packet and very high severe 
packets in service and high severe data or packets in the queue. 
The delay can be found using the following formula: 

E(𝑡p7s3) = 
        

 
 

        

 
  

 

 
 

 

 
                    (12) 

E(𝑡p7s3) = 
        

 
 

        

 
 

 

 
 

 

 
               

                    (13) 

Moderately severe data processing: The moderate severe 
data has to wait for the extremely severe packet, very high 
severe packet and high severe packet in service and moderate 
severe da ta or packets in the queue. The delay can be found 
using the following formula: 

E(𝑡p7s4) = 
        

 
 

        

 
 

        

 
 

 

 
 

 

 
               (14) 

E(𝑡p7s4) = 
        

 
 

        

 
 

        

 
 

 

 
 

 

 
         

                             (15) 

Low severe data processing: The low severe data has to 
wait for the extremely severe packet, very high severe packet, 
high severe packet and moderate severe data in service and low 
severe data or packets in the queue. The delay can be found 
using the following formula: 

E(𝑡p7s5) = 
        

 
 

        

 
 

        

 
 

        

 
 

 

 
 

 

 
                                         (16) 

E(𝑡p7s5) = 
        

 
 

        

 
 

        

 
 

        

 
 

 

 
          (17) 

Very low severe data processing: The low severe data has 
to wait for the extremely severe packet, very high severe 
packet, high severe packet, moderate severe data and low 
severe data in service and very low severe data or packets in 
the queue. The delay can be found using the following formula: 

E(𝑡p7s6) = 
        

 
 

        

 
 

        

 
 

        

 
  

        

 
 

 

 
 

 

 
                                 

                    (18) 

E(𝑡p7s6) = 
        

 
 

        

 
 

        

 
 

        

 
  

        

 
 

 

 
            (19) 

IV. RESULT AND DISCUSSION 

A. Simulation Environment 

The proposed delay-tolerant MAC protocol has been 
experimented and simulated using Castalia simulator which is 
based on OMNeT++ platform. Castalia is built for network 
of low-power embedded devices. 

B. Simulation Parameters 

To evaluate the competency of delay-tolerant MAC 
protocol, different scenarios are being considered including 
network size (number of nodes) and diverse traffic size. Varied 
network size has been considered ranging from 1 to 6 sensor 
nodes. In addition, different traffic sizes have been taken 
ranging from 16 bytes to 127 bytes. WBAN operating range is 
considered ranging from 5 to 10 meters with operational 
frequency of 2.4 GHz and channel bandwidth is 250 kbps. 
Simulation parameters are depicted in subsequent Table III. 

TABLE III. MAC SIMULATION PARAMETERS 

Parameters Values  

Total Nodes 6 

Body Coordinator 1 

Data Transmission Range 3m to 5m 

mMaxBANSize < 64 Nodes 

MAC and Superframe Structure IEEE 802.15.6 Standard 

Channel Mode Wireless 

MAC Superframe Size Total 255 Slots 

MAC Superframe Duration 122.88 ms 

Simulation Runtime 150 Seconds 

Operating Frequency 2.4 GHz ISM 

Bandwidth Up to 250 kbps 

Packet Size Variable, up to 512 bytes 

macMaxCSMABackoffs *So far there is no specific unit 

Beacon size 40 bytes 
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C. Performance Evaluation and Results Discussion 

In order to performance evaluation of the proposed delay-
tolerant MAC protocol, different scenarios are considered 
including network size (number of sensor nodes) and diverse 
traffic size. In our proposed MAC model we assume WBAN 
with a star topology. We also set EAP1, EAP2, RAP1, RAP2 
and CAP to zero for the proposed MAC superframe (SF) 
structure and set to EAP, RAP and MAP for diverse traffics. 
The proposed delay-tolerant MAC protocol is compared 
considering both preemptive and non-preemptive methods for 
analyzing the performance. Moreover, the delay is compared 
with Traffic-aware MAC (TA-MAC) protocol for further 
validation of the proposed scheme. 

D. First Scenario 

The first scenario portrays the delay comparison 
considering both preemptive and non-preemptive methods 
considering varying nodes. For analysis delay we considered 
heterogeneous emergency traffic with different levels of 
severity. Fig. 8 presents the WBAN situation where the total 
number of nodes or network size increases from 1 to 6. From 
the obtained result it has been seen that the queue delay 
considering preemptive and non-preemptive methods for 
different emergency data increases with the increasing network 
size. In general, if the network size or number of nodes 
increased in the network then the delay is also increased 
proportionally almost in all the cases as depicted in Fig. 8. 
Moreover, the proposed MAC protocol performs better in term 
of delay by applying preemptive method in the network than 
that of non-premptive method. 

In non-preemptive method, the delay is increased for the 
transmission of emergency traffics because traffic with higher 
severity level has to wait until traffic with lower severity level 
complete its transmission which is already being served. 
However, the proposed delay-tolerant MAC works better with 
preemptive method because in this method emergency traffic 
with higher severity levels proceed ahead of normal medical 
data or emergency data with lower severity level. Form the 
experiment it is obtained that WBAN with single node and 
preemptive method takes 35.87 ms whereas the same network 
model with non-preemptive method takes almost 50 ms for 
data transmission using the modified MAC superframe and 
required EAP channel. Moreover, the delay is increased in all 
the cases if the nodes number is also increased using both 
queue methods. From our experiment it is found that WBAN 
with six nodes and preemptive method takes almost 58.50 ms 
whereas the same network model with non-preemptive method 
takes almost 72 ms for data transmission which is much higher 
than that of the preemptive method. 

E. Second Scenario 

The second scenario analyses the delay efficiency of 
proposed MAC by considering different severity levels of 
emergency traffic. The results are obtained on the basis of 
different traffic sizes which are fluctuating from 16 bytes to 
127 bytes. 

Fig. 9 shows the obtained delay by implementing 
preemptive method for our proposed MAC model for different 

severity levels and the result differs with varied packets 
(medical) sizes up to 127 bytes. According to the results 
obtained as presented in Fig. 9, it is shown that for low sized 
packets (16 bytes) and for extremely severe traffic delay is 
calculated as 5.78 ms. In contrary, for low sized packets (16 
bytes) but for very low severe traffic delay is calculated as 8 
ms. It has been observed that the overall delay is increased in 
the network if the packets sizes up and for 127 bytes packets 
the delay is measure as 8.12 ms and 11.89 ms respectively for 
extremely severe traffic and very low severe traffic in WBAN 
communication. 

On the other hand, Fig. 10 shows the obtained delay by 
implementing non-preemptive method for our proposed MAC 
model for different severity levels with varied packets sizes 
fluctuating from 16 bytes to 127 bytes. According to the results 
obtained as presented in Fig. 10, it is shown that for low sized 
packets (16 bytes) and for extremely severe traffic delay is 
calculated as 9.3 ms. In contrary, for low sized packets (16 
bytes) but for very low severe traffic delay is calculated as 11.1 
ms. It has been observed that the overall delay is increased in 
the network if the packets sizes up and for 127 bytes packets 
the delay is measure as 11.2 ms and 14.8 ms respectively for 
extremely severe traffic and very low severe traffic in WBAN 
communication. 

 

Fig. 8. Delay Comparison of Emergency Data Transmission Considering 

Preemptive and Non-preemptive Methods. 

 

Fig. 9. Delay Assessment of Emergency Traffic Considering Preemptive 

Method. 
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Fig. 10. Delay Assessment of Emergency Traffic Considering Non-

Preemptive Method. 

Moreover, our proposed delay-tolerant MAC protocol with 
both queue methods has been compared with up-to-date 
Traffic-aware (TA-MAC) protocol and it has been found that 
our proposed model with preemptive method preforms much 
better than TA-MAC in terms of delay in data transmission in 
WBAN environment, whereas non-preemptive method based 
approach consume more time for data transmission as 
presented in Fig. 11. According t the results obtained, it is 
shown that for low sized packets (16 bytes) and for extremely 
severe traffic delay is calculated as 5.78 ms. In contrary, for 
low sized packets (16 bytes) but for very low severe traffic 
delay is calculated as 8 ms using preemptive method. However, 
TA-MAC requires 6.3 ms for extremely severe traffic and 9.11 
ms for very low severe traffic transmission in WBAN. 

 

Fig. 11. Delay (ms) is Analysed on the basis of Data Severity Level 

Considering Various Packet Size. 

F. Third Scenario 

The third scenario portrays the delay comparison between 
the proposed delay-tolerant MAC protocol and TA-MAC 
protocol. For analysis delay we considered heterogenous 
emergency traffic with different levels of severity. Fig. 12 
presents the WBAN situation where the network size increases 
from 1 to 6 nodes. Considering 6 as a maximum number of 
nodes, the queue delay of delay-tolerant MAC protocol is 
lower than that of competitive TA-MAC protocol. 

 

Fig. 12. Delay (ms) Comparison between Proposed MAC and TA-MAC. 

V. CONCLUSION 

In order to facilitate patients‟ with real-time and quick 
healthcare services at crowded sites we propose WBANs 
delay-tolerant MAC protocol. We designed the MAC protocol 
on the basis of M/M/1 preemptive method for dealing with 
emergency data. However, to analysis the delay efficiency we 
compare the proposed MAC with both preemptive and non-
preemptive methods. In addition, to design the delay-tolerant 
MAC for monitoring pilgrims‟ emergency conditions we 
categorized emergencies based on level of severity. We 
proposed an improved MAC superframe structure and 
algorithms are also developed for better management of sensor 
nodes and body coordinator at WBANs MAC level. Moreover 
minimum backoff period and minimum Contention Window 
(CMmin) are considered for quick access to the IEEE 802.15.6 
standard based EAP channel. The proposed delay-tolerant 
MAC protocol has been experimented via simulation and 
verified using Castalia simulator which is based on OMNeT++ 
platform. The proposed MAC scheme is designed to handle the 
emergency situation with different severity levels and during 
the experiment it has been shown that data transmission using 
preemptive method works faster with reduced delay than that 
of non-preemptive method. Furthermore, the proposed delay-
tolerant MAC protocol is analyzed and compared with up-to-
date TA-MAC protocol considering its delay matrix. Results 
demonstrate that delay is relatively low during emergency data 
transmission in WBANs environment. Our future research plan 
is to extend the existing work using other queue models 
including M/G/1 and relevant techniques considering WBANs 
heterogeneous traffics. 
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Abstract—The Bidirectional Encoder Representations from 

Transformers (BERT) is a state-of-the-art language model used 

for multiple natural language processing tasks and sequential 

modeling applications. The accuracy of predictions from context-

based sentiment and analysis of customer review data from 

various social media platforms are challenging and time-

consuming tasks due to the high volumes of unstructured data. In 

recent years, more research has been conducted based on the 

recurrent neural network algorithm, Long Short-Term Memory 

(LSTM), Bidirectional LSTM (BiLSTM) as well as hybrid, 

neutral, and traditional text classification algorithms. This paper 

presents our experimental research work to overcome these 

known challenges of the sentiment analysis models, such as its 

performance, accuracy, and context-based predictions. We’ve 

proposed a fine-tuned BERT model to predict customer 

sentiments through the utilization of customer reviews from 

Twitter, IMDB Movie Reviews, Yelp, Amazon. In addition, we 

compared the results of the proposed model with our custom 

Linear Support Vector Machine (LSVM), fastText, BiLSTM and 

hybrid fastText-BiLSTM models, as well as presented a 

comparative analysis dashboard report. This experiment result 

shows that the proposed model performs better than other 

models with respect to various performance measures. 

Keywords—Transformers model; BERT; sequential model; 

deep learning; RNN; LSVM; LSTM; BiLSTM; fastText 

I. INTRODUCTION 

The RNN, LSTM, gated recurrent neural network (GRNN) 
and BiLSTM models are some of the various sequence models 
[1] for NLP tasks, language modeling, and machine 
translation. The Google research team introduced (Year 2017) 
the first Transformer and the first transduction model that 
replaces the recurrent layer with attention. The first 
Transformer model was used for language translation (English 
to France and English to German) tasks and the results showed 
that it outperformed all other neural model architecture with 
convolutional or recurrent layers [2]. Fig. 1 shows the 
Transformer architecture and the build blocks of BERT 
model. In this Transformer architecture, input sequence 
                 ) mapped for symbol representation of 

encoder to the continuous sequence representation of decoder 
                  ) = z the z decoder generates the 

                 ) sequence symbol of an element output at a 

time. 

Model generates the symbols based on the output of 
previously generated symbols as an additional input, it uses 
the auto-regressive method at each step for next generation of 
symbols [2]. The overall Transformer architecture is based on 
self-attention with fully connected encoder and decode. 

BERT is a pre-trained, an open-sourced (Year 2018) [3] 
and transformer-based language model from Google. It’s 
designed to pre-train bidirectional (left and right) text 
representations from unlabeled text [4]. The BERTBASE and 
BERTLARGE are two original models. The base model consists 
of 12 Encoders and bidirectional self-attention, while the large 
model consists of 24 Encoders and 16 bidirectional heads. 
BERT model is pre-trained on 800 million words from 
BooksCorpus and English Wikipedia’s unlabeled text of 2.5 
billion words. As BERT is pre-trained with large unlabeled 
text datasets, this model can be easily fine-tuned for small 
datasets that are specific to an NLP task like sentiment 
prediction on customer or employees’ reviews and question-
answer system for chatbot applications. 

Fig. 2 shows the neural network architecture of BERT’s 
deep bidirectional and OpenAI GPT’s unidirectional (Left-to-
Right) contextual models [1], in which the unidirectional 
model generates a representation for each word based on other 
words in the same sentence. The BERT bidirectional model 
represents both the previous and next context in a sentence. 
However, the context free Word2vec and Glove models 
generate a word representation based on each word in the 
vocabulary. 

There are many organizations that rely on reviews to 
improve customer experience and increase revenue of their 
products and services. Positive sentiments are one of the key 
factors for the success of several online businesses. However, 
determining the context of the review, polarity, and sentiment 
in textual content of customer reviews remain a challenge. The 
custom and hybrid deep learning models (LSTM, BiLSTM, 
fastText and fastText-BiLSTM) perform higher in textual 
datasets compare to traditional models [Naive Bays (NB), 
Logistic Regression (LR), Decision Tree (DT), Random 
Forest (RF), and Support Vector Machines (SVM)]. 
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Fig. 1. Multi-layer Transformer Architecture. 

 

Fig. 2. BERT and OpenAI GPT Neural Network Architecture. 

Evaluating Transformer based models and comparing their 
results with other state-of-the-art LTSM models are important 
for identifying the best model to utilize for Sentiment Analysis 
applications. Several researchers have used traditional models 
for sentiment analysis on datasets of customer reviews and 
discussed about their experience and issues occurred from it. 
These issues include time consumption of tasks such as data 
pre-processing, preparation for testing and training the 
datasets, as well as problems in performance and accuracy. 
We identified the gap in leveraging the pre-trained BERT 
model for datasets of customer reviews and found that the pre-
trained model solves the problems and issues that traditional 
models have. 

The pre-trained BERT model’s performance, accuracy and 
approach motivated the authors to experiment with this model 
for customer sentiment analysis. The main objectives and 
contributions are as follows; 

 Overcome known challenges of SA model 
performance, accuracy and context-based prediction. 

 Train BERT-base-cased model on Twitter, IMDB 
Movie Reviews, Yelp, and Amazon customer reviews 
datasets to improve the accuracy and performance of 
the model. 

 Evaluate the custom deep learning sequential model of 
BiLSTM, hybrid fastText-BiLSTM model and linear 
models of LSVM, fastText models using the same 
datasets. 

 Compare the results of the BERT model with the 
results of the deep learning sequential and linear 
model. 

 Customize the data pre-processing steps for hybrid and 
linear model training. 

 Fine-tune the hyperparameters for fastText-BiLSTM 
models. 

This paper presented with several recent BERT and SA 
related research papers reviews and major contributions from 
various researchers in Section II. The literature reviews of 
BERT, fastText, BiLSTM, and LSVM models are presented in 
Section III. The experimental setting and model evaluation 
results are discussed in the Section IV. In Section V, 
concluded this paper with model results, findings of this 
research work and future work. 

II. RELATED WORK 

Recently, many researchers evaluated BERT model for 
many NLP tasks. In this section, presented most recent 
research papers on SA and pre-trained BERT models. 

In 2021, [5] evaluated RNN+LSTM and BERT model for 
sentiment analysis to detect cyberbullying based on Twitters 
Spanish language dataset. The evaluation results show the 
accuracy and performance of the BERT model outperformed 
RNN+LSTM by 20%. Based on evaluation the bert-base-
multilingual-uncased and Bert-large-uncased models show 
more accuracy. However, BERT model requires higher 
configuration of the computational environment. A challenge 
researchers face is finding the investment on a grand-scale 
infrastructure to train the models. There are many BERT-
based SA experimental research, case studies and review 
papers presented for Arabic aspect-based [6], Italian Twitter 
SA [7] and Bangla-English Machine Translation [8]. 

In 2021, [9] present a large-scale open source pre-trained 
BERTweet model for English Tweets. BERTweet used for 
Part of speech (POS), recognition of Named entity and text 
classifications. Experimental result shows that it outperforms 
XLM-Rbase and RoBERTabse models, all these models are 
having a same architecture of BERT-base. There are several 
models available as open-sourced, whereas other models are 
inaccessible to be customized for commercial use. 

In 2020, [10] presented a research article about a question 
answering (QA) system based on LSTM, multilingual BERT 
and BERT+vnKG models. They had used crafted Vietnam 
tourism QA dataset for this experiment and evaluated three 
models with the same data. The experimental result shows the 
proposed model outperformed other model in terms of time 
and the accuracy. 
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In 2021, [11] conducted an Aspect-based SA study on 
consumers product reviews data. They have proposed two 
BERT models for aspect extraction, sentiment classification 
using parallel and hierarchical aggregation methods based on 
hierarchical transformer model [12]. The following Fig. 3 and 
Fig. 4 show the parallel and hierarchical models. Study result 
shows that applying their proposed model approach improved 
the model performance and eliminate the need of further 
model training. 

 

Fig. 3. Parallel Agrregation Model. 

 

Fig. 4. Hierarchical Aggregation Model. 

In 2021, [13] presented a research paper on attentions and 
hidden representation of learned pre-trained BERT models for 
aspect-based SA (ABSA) on reviews datasets. This research 
study found that BERT uses the aspect representation 
dedicated to semantics of the domain and self-attention head 
encode the context of the words. In 2021, [14] conduct a 
experiment based on Aspect-level SA (ABSA) using ALM-
BERT model on consumer datasets, ALM-BERT model show 
the better performance than the other models. 

In 2021, [15] presented BERT-based SA models research 
paper, in this research analyzed Github, Jira web portal 
comments and Stack Overflow posting datasets related to 
Software Engineering. comments. Authors used vanilla 
BERT, fine-tuned ensemble BERT and compressed 
DistilBERT models [16] and based on F1 score measure the 
ensemble and compressed BERT models improved 
performance by 6-12% over other model. Another research 
study conduted by [17] on GitHub dataset and the exprimental 
results show 94% accuracy of emotion classification. 

In 2021, [18] published an article of SA models 
comparative analysis od machine and deep learnings models, 
SA research work carried out by using Naive Bayes (NB), 
Support Vector Machine (SVM), LSTM and BERT-based 

uncased model on consumer reviews and rating dataset from 
Amazon, Flipkart e-commerce platforms. Binary classification 
of consumer sentiment is categorized as positive and negative. 
This research study results show that deep learning BERT 
uncased model improved performance, and higher accuracy of 
sentiment predictions compared [19][20] to other machine 
learning models. 

III. PROPOSED MODEL AND METHODOLOGY 

Proposed sentiment analysis frameworks and models’ 
architectures present with data pre-processing steps in the 
following section. 

A. Data Pre-processing 

We’ve developed python scripts for data pre-processing 
steps, customized the scripts and steps sequences based on 
dataset. Our custom script consists of data cleansing, reduction 
of unwanted data, data transformation and validations steps. 

 

Fig. 5. Data Pre-processing Steps. 

The above Fig. 5 shows data pre-processing steps. For this 
experiment, Twitter, IMDB Movie Reviews, Yelp, Amazon 
customer reviews datasets are used for training and testing the 
models. To improve the data quality, model performance and 
accuracy, performed the following pre-processing tasks: 
converted text to lowercasing text and removed stop words, 
converted negation words to normal word, removed white 
spaces, special characters, punctuations, stripping recurring 
headers from the text and stemming. 

B. Proposed BERT Model 

We propose fine-tuned BERT-base-cased model for 
sentiment prediction on customer reviews datasets. The 
advantage of BERT model is that it was pre-trained on large 
corpus of raw texts data. These models are used for Masked 
Language Modeling (MLM) and Next Sentence Prediction 
(NSP) and these pre-trained models can be fine-tuned for 
downstream applications [2]. BERT-base fine-tuned SA 
model framework is represented in Fig. 6. This framework 
consists of the following four components, input data pre-
processing, Tokenization of input text for model, BERT-base-
cased model and classification layer. 
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Fig. 6. BERT-base-cased Sentiment Analysis Framework. 

The input layer generated tokens for given pre-processed 
text, the following Fig. 7 shows the embedding layers of 
tokanization of sentences. The Token embeddings is the sum 
of segement and position embeddings. These embeedings are 
learned specific token from WordPiece token vocabulary [4]. 

To train the model on customer review dataset, we follow 
the pre-train procedure with Adam optimzer from Hugging 
Face. following Fig. 8 shows the training history of 
BERTmodel on our datset, the model training result show the 
close to 100% accuracy after 10 epochs. We’ve evaluated the 
pre-trained model and the evalution result show 95% accuracy 
on our test dataset. 

Fine-tuned the hyperparameters for higher accuracy and 
performance for customer reviews datasets. The Softmax 
function applied in the output layer to get the predicted 
probabilities of sentiment values. Here are the questions for 
probabilities and Softmax. 

            
         

           
             (1) 

 

Fig. 7. Input Representation of BERT Model. 

 

Fig. 8. Model Training History. 

Softmax performs the transform on                  
numbers. 

           )  
    

∑  
   

 

   

              (2) 

C. FastText, BiLSTM and FastText-BiLSTM Models 

The Fig. 9 shows the neural networks SA framework used 
for this experimental research. These models are based on 
fastText and LSTM architectures. 

FastText introduce by Facebook AI research (FAIR) lab 
for text representation and classification, it’s a lightweight 
method and works on generic hardware with multicore CPU, 
the fastText models show faster performance, accuracy during 
model training and evaluation [21]. A new extension of the 
continuous skipgram and Continuous Bag of Words (CBOW) 
model like word2vec word embedding is introduced by 
fastText, where each word is represented as a bag of character 
n-grams. fastText model is Pre-Trained on Wikipedia dataset 
(294 languages) [22]. To compare with BERT model result, 
we evaluate customer review dataset using fastText model. 

Authors build a two novel multilayer sequence processing 
custom models using BiLSTM and hybrid fastText-BiLSTM. 
it consists of two LSTM units and multilayers, one unit taking 
the input in a forward direction and other unit taking the input 
in a backward direction [23]. In this experiment, our main goal 
is to compare the BERT model result with authors The Hybrid 
fastText-BiLSTM and custom multilayer BiLSTM. Models 
consist of 196 memory units, 128 Embedding Layer, 5 Dense 
Layer and Softmax activation function at output layer. The 
LSTM unit consists of input, output and forget gates and these 
three gates are the activation of sigmoid function; the sigmoid 
output value is between 0 and 1, when gates are blocked the 
value is 0 and gates allow the input to pass through when the 
value is 1. The following are the equations of sigmoid and 
input, output and forget gates. 

     )  
 

                   (3) 

                    )             (4) 

                    )            (5) 

                    )             (6) 

  represents sigmoid function, 

   represents input at current timestamp. 

      represents LSTM block output of previous state at 

timestamp t-1. 

  ,           are representing weight of input, forget and 

output gates. 

  ,    and    are representing bias for input, output, forget 

gates. 
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Fig. 9. FastText, BiLSTM and FastText-BiLSTM Models. 

D. LSVM Model 

Linear SVM (LSVM) is a most frequently used supervised 
learning algorithm for classification problems. SVM has two 
types of classifiers Linear [24] and Non-Linear. In Linear 
Classifier separates the data in a liner order and a data point 
considered as a p-dimensional vector, but the best hyperplane 
consider one which maximize the margin. The text can be 
categorized linearly using the SVM’s linear kernel and LSVM 
[25] works well with lot of features and also less parameters to 
optimize for training the model. We used linear kernel for this 
experiment. Fig. 10 shows the LSVM architecture and SA 
framework used for this experiment. 

 

Fig. 10. Linear SVM (LSVM) Model. 

Here is the equation for linear kernel function      ) , 
given by the inner product <     , and c represent the 
optional constant. 

     )                    (7) 

IV. EXPERIMENTAL SETTING AND RESULTS 

There are four models and two environments used for this 
experiment. The data source, dataset, environment settings, 
fine-tuned hyperparameters and experimental results are 
presented in the following sub-sections. 

A. Data Source and Dataset 

There are multiple data sources are available online for 
customer reviews data, we have obtained publicly available 

Twitter, IMDB Movie Reviews, Yelp and Amazon customer 
reviews datasets from Kaggle.com. Total 778631 customer 
reviews finalized after preprocessing the raw dataset and split 
the dataset 545041 (70%) for training and 233590 (30%) for 
testing the models. The data pre-processing steps are 
explained in the proposed model Section III. Models have 
trained and tested after fine-tuning the hyper parameters. 

B. Experimental Environments 

Training and evaluation of the BERT model is used 
through the Google Colaboratory cloud environment, while a 
standard server is used for training and evaluating the 
fastText, LSVM and SA-BLSTM models. Table I lists the 
details and components used for this experiment. 

TABLE I. EXPERIMENTAL ENVIRONMENTS 

Environment #1 Description 

Model BERT-base-cased 

Transformer Hugging face 

Server Configuration Google Colab Cloud 

Programming Language & Tool 
PyTorch, Python 3.8.8 
Jupyter Notebook 6.3.0 

Environment #2 Description 

Model fastText, LSVM and SA-BLSTM 

Server Configuration 
Windows 64-bit Operating System with 
Intel core i7 processor, 16 GB Memory. 

Word Embedding  fastText Library and Keras Encoder  

Programming Language & Tool 
Python 3.8.8 

Jupyter Notebook 6.3.0 

Libraries and Frameworks 
fastText, Pandas, Numpy, Seaborn, 
Matplotlib, Nltk, Scikit-learn, Keras 

C. Parameters Fine-tuning for Models 

Table II lists the values of parameters set for these models. 

TABLE II. PARAMETERS SETTINGS 

Model Parameters Value 

BERT 

Mode 

Transformer  
Batch Size  

Token Length  

Epoch  
Learning Rate 

Optimizer  

Loss  

Bert-base-cased 

Hugging Face  
16 

160 

10 
0.0002 

Adam 

Softmax 

LSVM 

Unigram,  
Bigram 

Trigram 

Kernel 

 
 

 

Linear 

fastText 

Unigram  

Bigram 

Trigram 
Epoch  

Learning Rate 

Loss  

 

 

 
10 

0.01 

Softmax 

BLSTM 
Epoch=10 
Learning Rate 

Loss=softmax 

10 
0.01 

Softmax 

fastText-BLSTM 
Epoch 
Learning Rate 

Loss 

10 
0.01 

Softmax 
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D. Performance Measures 

The models evaluated are based on accuracy, recall, 
precision and F1 score while the performance measures are 
calculated based on the True Positive (TP), True Negative 
(TN), False Positive (FP) and False Negative (TN) matrix. 
The following Table III lists the values of performance 
measures. 

TABLE III. EVALUATION METRIC 

Models TP FP TN FN 

BERT 102913 11089 107371 12217 

LSVM 95772 18687 105116 14015 

fastText 107451 11680 98108 16351 

BiLSTM 88764 25695 91100 28031 

fastText-BiLSTM 104117 9885 106036 13552 

The following are the equations to calculate the 
performance measures: 

          
  

     
             (8) 

       
  

     
              (9) 

            
                

                
          (10) 

           
     

           
     

The following Table IV and Table V show the 
performance measures and sentiment score of the models. 

TABLE IV. MODELS PERFORMANCE MEASURES 

Model Accuracy % Recall Precision F1 

BERT 90% 0.91 0.90 0.90 

LSVM 86 % 0.87 0.84 0.85 

fastText 88% 0.87 0.89 0.88 

BiLSTM 77% 0.75 0.77 0.76 

fastText-BiLSTM 90% 0.87 0.91 0.89 

TABLE V. SENTIMENT SCORE 

Models Positive  Negative  

BERT 49.28% 50.71% 

LSVM 46.99% 53.00% 

fastText 52.99% 47.00% 

BiLSTM 50.00% 50.00% 

fastText-BiLSTM 50.37% 49.62% 

The results of the accuracy are compared with other 
researchers’ model results for the same datasets. The result 
showed BERT and fastText models’ accuracy are 90% 
compared to other models. Table VI shows the comparison of 
model accuracy. Our experimental results performance 
measures show that fine-tuned Pre-trained BERT model 
scores highest F1 score of 0.90 and hybrid fastText-BiLSTM 

model scores F1 score of 0.89 and other models scored less 
than 0.85. BERT shows the best result as a state-of-the-art 
model with respect to performance, accuracy, training and 
testing on customer reviews datasets. 

TABLE VI. COMPARE MODELS ACCURACY SCORE 

Et.al Dataset Model Accuracy % 

Ashok and 
Anandan 

Twitter 

Customer 

Review 

fastText 

Unigram 

Bigram 
Trigram 

88.23 
90.55 

90.71 

LSVM 

Unigram 

Bigram 
Trigram 

87.74  
89.96 

90.11 

SA-BLSTM 77.00 

fastText-BLSTM 90.00 

BERT 90.00 

Geetika 

Gautam 

Twitter 
Customer 

Review 

SVM 

Max Entropy 

 Naïve Bayes Semantic 
Analysis (WordNet) 

85.50 

83.80 

88.20 
89.90 

Seyed-Ali 
Bahrainaian 

Twitter Data 

on Smart 

phones 

Hybrid Approach- 

Unigram, Naive Bayes, 

MaxEnt, SVM 

89.78 

Neethu M.S  

Twitter data 
on 

electronic 

products 

Naïve Bayes 
SVM 

Max Entropy 

Ensemble 

89.50 
90.00 

90.00 

90.00 

Dhiraj 

Gurkhe 
Twitter Data 

Unigram 
Bigram 

Unigram-Bigram 

81.20 
15.00 

67.50 

V. CONCLUSION AND FUTURE WORK 

The proposed BERT model outperforms in terms of 
accuracy and model performance compare to other models. 
The results of the fastText model showed low accuracy when 
unigram and bigram methods were used for training the 
model. The overall model training and data preparation tasks 
took less time for BERT model in comparison to others. This 
experiment reveals that the BERT model required more 
computational resources to train compared with other 
traditional models. The fastText model performed well with a 
standard server environment with minimal computational 
resources compare to other models. The fine-tuned BERT 
model simplifies the sentiment analysis tasks on large 
datasets. 

A proposal for future research can be made to build 
transformer models for various domains, and framework for a 
continuous model trained to streamline data processing 
methods. In the future, more work will be done to conduct 
pre-training a BERT-base model on datasets of customer 
reviews for sentiment analysis and detecting emotions. 
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Abstract—Energy use of sensor nodes efficiently and 

extending the lifetime of heterogeneous wireless sensor networks 

(HWSNs) is a main goal of HWSNs routing optimization 

methods, and therefore building an energy-efficient routing 

protocol becomes critical for HWSN performance improvement. 

They present an energy-efficient routing protocol based on the 

grey wolf optimizer (GWO) and the Tabu search algorithm 

(TSA) in this paper. Proposed routing system with primary 

objectives include clustering and the selection of cluster heads 

(CH) utilizing GWO with a fitness function based on the residual 

energy of sensor nodes and the average distance between CH and 

sink nodes base station (BS ) due to the mobility of sensors, the 

quality of service (QoS) parameters such as reliability and energy 

consumption can be improved by discovering multiple optimized 

paths for data transmission from CH to BS and by TSA selecting 

the optimal route from CH to BS based on the forwarding of 

reliable route packets (FRRPs). The experimental results indicate 

that the proposed grey wolf optimizer with tabu Search 

Algorithm (GWO-TSA) can reduce HWSNs energy consumption 

by 10% and 20%, increase lifetime by 13% and 18%, and finally 

increase throughput by 6% and 14% when compared to the 

genetic algorithm with tabu search algorithm (GA-TSA) and 

grey wolf optimizer with crow search algorithm (GWO-CSA). 

When compared to GA-TSA & GWO-CSA, simulation reveals 

that the proposed GWO-TSA protocol improves HWSNs 

performance by minimizing energy consumption, maximizing 

network lifetime, and boosting network throughput. 

Keywords—Heterogeneous wireless sensor networks (HWSNs); 

forwarding of reliable route packets (FRRPs); grey wolf optimizer 

(GWO); routing optimization; tabu search algorithm (TSA); 

quality of service (QoS) 

I. INTRODUCTION 

Wireless sensor networks (WSNs) connect the physical and 
digital worlds via many sensor nodes. Military surveillance, 
environmental monitoring, medical and healthcare applications 
all make use of WSNs. Because nodes are mobile, WSNs have 
a dynamic topology. This frequently results in the battery being 
unable to be changed or replaced, reducing the network's life, 
and it is critical to conserve energy and reduce the energy 
consumption of sensor nodes, as they are critical for 
communication in Wireless sensor networks. In the event of 
battery exhaustion, node and link failures may occur, 
necessitating the immediate suggestion of an alternate route to 
continue data transmission from the source to the destination, 
which requires additional energy. Thus, by establishing 
multiple paths for data communication, the overall efficiency, 
reliability, and integrity of the wireless sensor network can be 

increased, and the network's traffic load can be distributed 
evenly [1]. 

Sensor nodes in WSNs are made up of wireless transceivers 
that can collect data from sensors and communicating with one 
another as in Fig. 1. A self-contained sensor node is a tiny 
device composed of four major components: sensing, 
computation, communication, and power. The sensor node's 
battery capacity is restricted, charging is difficult, and charging 
may be impossible [2]. 

There are two types of wireless sensor networks: 
heterogeneous and homogeneous as in Fig. 2. Heterogeneous 
wireless sensor networks are composed of sensor nodes with 
varying capabilities, including varying computational 
capabilities and sensing ranges, as well as certain sophisticated 
nodes [3]. The sensor node's primary function is to detect data 
from the environment and transmit it to the heterogeneous 
high-level node CH, which has high-level energy or 
communication capabilities as in Fig. 3. Advanced nodes may 
be equipped with greater memory and more powerful 
microprocessors/microcontrollers than cluster member nodes. 
The primary benefit of HWSNs is that it extends the life of the 
network, increases data transmission reliability, and reduces 
latency [4]. 

By reducing the transmission distance between the CH and 
the BS and optimizing the energy consumption of the sensor 
node, the clustering-based hierarchical routing protocol 
improves energy efficiency and network lifespan [5]. 
Clustering splits the region of WSNs sensing into many 
clusters. Each cluster's CH is responsible for connecting to 
other cluster members (CMs), collecting data from them, 
aggregating it, and transmitting it to the BS as in Fig. 4. As a 
consequence, how do you optimize your website? The most 
critical element of clustering-based routing protocols is the 
process of clustering and choosing CHs [6]. 

 

Fig. 1. Sensor Node Structure [16]. 
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Fig. 2. Homogenous & Heterogeneous WSN [22]. 

 

Fig. 3. Heterogeneous WSNs Structure. 

 

Fig. 4. WSN Clusters Structure [17]. 

Because a WSN is a self-organizing network, using a static 
topology increases the routing overhead, resulting in higher 
congestion and sensor node energy consumption [7]. With N 
nodes, the network is said to be enormous in size. Sensors are 
randomly distributed across a sensing range. Due to the large 
number of sensor nodes and their tight energy restrictions, as 
well as the frequent changes in topology, an energy-efficient 
routing method is critical. This may be achieved via the use of 
Tabu search, which is based on FRRPs. This search returns the 
optimal path. FRRPs packets are required for routing choices 
because they take into account path latency, node energy, and 
the frequency at which a node acts as a router. In wireless 
sensor networks, QoS requirements like as latency, throughput, 
and dependability must be considered [1]. 

 

Fig. 5. Hierarchical Routing-Protocol Structure [17]. 

Routing techniques used in WSNs all have the aim of 
effectively using the limited resources available to sensor 
nodes to reduce energy consumption and prolong the network's 
lifespan [23]. Hierarchical Routing is the most often utilized 
routing algorithm in wireless sensor networks as in Fig. 5. Its 
primary objective is to control the energy consumption of 
sensor nodes effectively to optimize system lifespan and to 
sustain numerous clusters through multi-hop communication 
[25] [26]. Each cluster elects a cluster head who is responsible 
for aggregating data from cluster member nodes, while low-
energy nodes may perform sensing duties. The primary 
objective is to minimize the number of messages delivered to 
BS. Clusters are generated using sensor energy storage and 
proximity to the cluster head [8] [24]. 

Due to the large number of sensor nodes that are subject to 
tight energy restrictions and frequent topology changes, the 
objective is to develop a routing protocol that controls node 
mobility and optimizes the routing process because of node 
mobility. The proposed GWO-TSA protocol, which operates 
on moving nodes in HWSNs, seeks to decrease energy 
consumption, increase WSN throughput, and prolong the 
network's life. Since the majority of HWSNs applications need 
dynamic routing methods, we want to manage the routing 
Process in such a way that it achieves the critical objective of 
reducing energy consumption and increasing network lifespan. 
This goal can be achieved by the use of GWO for clustering 
and optimize routing process by the selection of CHs by 
utilizing GWO with a fitness function based on the residual 
energy of sensor nodes and the average distance between CH 
and BS due to the mobility of sensor nodes and use TSA for 
selecting optimal route from CH to BS based on FRRPs. 

The remainder of this paper is arranged as follow. 
Researcher's related work is described in Section II. Section III 
introduces routing optimization in WSNs, First introduce 
GWO, second grey wolf based Optimization for WSNs and 
finally TSA & its theoretical analyses. The Proposed Hybrid 
GWO-TSA protocol and presented in Section IV. Modeling of 
WSN explained in Section V. Experimental results and 
discussion are shown in Section VI Finally, Section VII 
concludes this paper. 

II. RELATED WORK 

Various researchers investigated issues related to the design 
of a routing protocol for a dynamic WSNs topology and its 
routing issues in order to send data from source nodes to the 
BS using a variety of techniques with the primary goal of 
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achieving routing optimization in WSNs by reducing sensor 
nodes' energy consumption, extending the network's lifetime, 
and increasing network performance. 

A cluster head-based routing hierarchy method proposed 
for increasing the energy efficiency of WSNs by splitting the 
routing responsibility between a cluster head and a cooperative 
vice cluster head. The approach is similar to that of a TX/RX 
load balancing issue, except that the vice cluster head selection 
criteria are determined by the CH, resulting in a transparent 
temporary responsibility transfer procedure for all normal 
nodes in a cluster after the death of the cluster head. When 
compared to current vice cluster head-based techniques, the 
suggested system has the benefit of not needing time for each 
round's advertising phase, since the authority transfer 
procedure from a CH to its vice CH (VCH) does not interrupt 
WSN operation. According to simulation data, attaching a vice 
CH (VCH) node to share routing duties with a CH improves 
load balance across the WSN, thus prolonging its lifespan [9]. 

MLHP (Multi-level Hybrid Clustering Routing Protocol) 
was suggested as a technique for optimizing routing in WSNs 
using the GWO. To begin, the BS is critical in the CH selection 
process, and the second routing step utilizes GWO to transmit 
data to the BS. To save energy, nodes choose the most efficient 
route to the BS. & a third-stage clustering method based on a 
cost/fitness function calculated from the node's residual energy 
and the number of its neighbors. MLHP beat the other 
algorithms in terms of network lifespan, stability period, and 
residual energy [10]. 

Dynamic Cluster Formation Method was developed to 
prolong the network's lifespan. Based on coverage and 
connectivity, a WSNs is split into many clusters. The coverage 
range of a network is first confirmed by all nodes. This is done 
by broadcasting a message to all of the nodes in its vicinity. 
The nodes within the sensing range transmit an update message 
to that node. To decide which CH to utilize, the residual energy 
and delay time are used. To begin, each node sends a broadcast 
message to all other nodes. As a consequence, the node count 
is defined as the number of broadcast messages that a 
particular node receives. The delay time is calculated based on 
the number of nodes. The cluster head is the node with the 
lowest delay time and the most energy left. Clusters are 
generated by the cluster head. During data transmission, the 
energy of all nodes is drained. A threshold value is assigned to 
the energy of a node. When the energy of the CH falls below a 
predefined threshold, another node is selected as the cluster 
head based on the remaining energy and delay time. Therefore, 
clusters are generated dynamically by moving the cluster 
heads. Therefore, energy consumption is balanced, extending 
the network's life [2]. 

FIGWO (Fitness value-based Improved GWO) is an 
Energy-Efficient protocol that was implemented based on an 
improved GWO that utilizes a fitness Function to improve the 
selection of the optimal solution in GWO, resulting in a more 
balanced cluster structure and better distribution of CHs. It 
enhanced the process of choosing CHs by calculating a fitness 
value, which ensures that the cluster node nearest to the BS and 

with the most energy is more likely to be selected as a CH. 
When a new CH is chosen, the transmission distance between 
each node and the BS is also changed. This reduces both the 
transmission distance between CHs and BS and the energy 
consumption of sensor nodes. As a consequence, the lifespan 
of the network may be prolonged. According to simulation 
findings, the suggested algorithm's performance was a fitness 
value that improved the discovery of the optimum solution in 
GWO, which ensures a more balanced cluster structure and a 
better distribution of CHs. When compared to other algorithms, 
this method consumes less energy, maintains network stability, 
and increases network throughput (amount of data received by 
BS) [6]. 

Routing Protocol Framework was developed with the 
following primary objectives: construct dynamic topology 
using a genetic algorithm with mutation operator, determine 
the optimal route for data transmission from CH to BS using 
the Tabu search approach, and improve service quality 
characteristics such as reliability and energy constraints by 
discovering various optimum paths. The suggested approach 
starts by clustering normal sensor nodes. Each cluster is given 
a CH using a genetic method. In GA, the fitness function is 
defined only in terms of energy dissipation. If the sensor nodes' 
remaining energy is more than the average energy of all live 
(active) nodes, the BS activates them to maximize energy 
efficiency. Then, using Tabu search, connect the member 
nodes to the cluster heads for data transmission. Due to the 
proposed protocol's optimal route selection technique, 
simulation results indicate that it may enhance service quality 
[1]. 

Routing technique based on the TSA and a fuzzy inference 
system (FIS) was proposed to enhance network stability, 
energy consumption, and packet delivery ratio (PDR). To get 
excellent results in WSN, this technique utilized the TSA 
method for neighborhood solution selection and next-hop 
selection. It then applied FIS to the TSA solutions generated, 
resulting in a route that complied with FIS requirements for 
data transmission between CH and BS. The FIS is computed 
by dividing CH by BS. The simulation findings indicate that 
the proposed protocol may enhance service quality by using an 
optimum route selection method for data transmission from CH 
to BS [11]. 

Optimum cluster head selection method based on a 
combination of GWO and CSA was created for extending the 
lifespan of WSNs by reducing the latency in data transmission 
from CH to BS, the distance between nodes and BS, and 
optimizing energy consumption. To address the issue of early 
convergence, which prevents it from traversing the search 
space efficiently, CSA is combined with the GWO method. To 
select CH efficiently, this hybridization of GWO and CSA 
algorithms preserves the trade-off between exploitation and 
exploration degrees in the search space throughout the 
clustering process. The proposed hybridization of the GWO 
and CSA protocols demonstrated that by lowering node energy 
consumption and balancing active and dead nodes, the lifespan 
of a WSN may be extended [12]. 
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III. ROUTING OPTIMIZATION IN WSNS 

A. Grey Wolf Optimizer 

GWO is an intelligent algorithm that simulates the 
hierarchy and hunting process of wild wolf packs. Wolves have 
a four-tiered social structure. As shown in Fig. 6, alpha (α) 
wolves, beta (β) wolves, delta (δ) wolves, and omega (ω) 
wolves are ranked from top to bottom [18]. 

 

Fig. 6. Hierarchy of GWO [13]. 

Hunting behavior of the wolf is split into three phases: 
tracking and approaching prey, hunting, and encircling prey, 
and attacking prey. The GWO algorithm is led in its hunting 
(optimization) by, and. wolf is iteratively enhanced via the use 
of, and. [13] develops the following mathematical model of 
GWO: 

1) Encircling prey: To mathematically simulate the wolf's 

encircling technique, GWO analyses two points in n-

dimensional space and changes the location of one of the 

points in response to the position of the other. As in [13] and 

[14], the following formulae have been suggested to simulate 

this. 

D = |C ∗ X P(t) − X (t)|             (1) 

X (t + 1) = X P(t) − A ∗ D             (2) 

Where D he distance between the source node (grey wolf ) 
and Destination BS, t is the current iteration, Xp and X indicate 
the position vector of the prey (BS) and a grey wolf 
respectively, A and C are coefficient vectors which are 
calculated as follow as in [13] [14]. 

A = 2a ∗ r1 − a              (3) 

C = 2 ∗ r2              (4) 

where components of a are decreased linearly from 2 to 0 
with iteration, r1 and r2 are randomly generated vectors in [0, 
1]. 

2)  Huntting: Gray wolves can identify and approaching 

prey (BS). Alpha is primarily responsible for hunting, 

sleeping, and waking up. Beta and delta wolves may also take 

part in decision-making or other tasks on occasion. Grey 

wolves' hunting technique may be mathematically 

approximated using alpha, beta, and delta solutions to 

approximate the prey (BS) location. Each wolf may update its 

location using the equations described in [13] and [14]. 

Dα = |C1 ∗ X α − X |             (5) 

Dβ = C2 ∗ X β – X             (6) 

Dδ = |C3 ∗ X δ − X |             (7) 

X 1 = X α − A1 ∗ Dα             (8) 

X 2 = X β − A2 ∗ Dβ             (9) 

X 3 = X δ − A3 ∗ Dδ           (10) 

X (t + 1) = [X 1 (t) + X 2 (t) + X 3 (t)] /3         (11) 

3) Exploreation & Explotation in attacking prey: GWO 

reduced the value of a to mathematically simulate approaching 

the prey (BS). The fluctuation range of A is likewise reduced 

by a, where A is a random variable in the range [a, a], with a 

decreasing from 2 to 0 over repetitions. When |A| 1, candidate 

solutions tend to converge near the prey (BS) and diverge 

from it when |A| > 1. The adaptive values of a and A 

determine the shift between exploration and exploitation. 

When |A| > 1, the focus is on exploration, while when |A| 1, 

the focus is on extraction. 

Algorithm 1: GWO 

Initialize the grey wolf population Xi ( i= 1,2,…………,n) 
Initialize α, A and C. 

Calculate the fitness of each search agent. 

X α = the best search agent 
X β = the second best search agent  

X δ = the third best search agent 
While (t < Max number of iterations) 
 for each search agent 

 Update the position of the current search agent by (11). 

 end for 
 Update α, A and C. 

 Calculate the fitness of all search agents. 

 Update X α, X β , X δ 
 t = t +1 ;  

End while. 

return X α. 

4) Optimization for WSNs: Because the communication 

process utilizes the majority of the energy in a wireless sensor 

network, power consumption may be reasonably lowered by 

carefully choosing the routing technology. The whole network 

life cycle is reduced as a result of improper data packet 

routing, and nodes responsible for forwarding data packets 

play a significant role in routing. An appropriate cluster head 

must be chosen in light of these issues. This is accomplished 

by using the remaining energy and the suggested protocol's 

distance to the BS. To minimize iterations, GWO is employed, 

in which a layered design splits the whole region into four 

levels, each with several duties. The first layer's nodes are 

referred to as leader nodes. When the number surpasses two, 

game theory may be used to elect the head. This technique 

results in substantial energy savings, extending the life of the 

whole network [19]. 

Cluster-based selection is used to determine which cluster 
heads are on the first layer and closest to the base station. If 
layer 1 has several nodes, the nodes' remaining energy is 
utilized to make a choice. GWO technique adheres to the Gray 
Wolf's leadership hierarchy. It has four distinct subspecies of 
grey wolves: alpha (α), beta (β), delta (δ), and omega (w), each 
of which performs a specific function. The following actions 
must be taken to establish this leadership hierarchy in a 
wireless sensor network. Utilize hierarchical and cluster-based 
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architectures. Sensor nodes are placed in various levels based 
on their distance from the base station, with each layer 
consisting of several sensor nodes [15]. 

Each layer is separated by R, the first layer is separated by 
R, and the second layer is separated by 2R. The network is 
similarly divided into four layers: layer 1, layer 2, layer 3, and 
layer 4. Clustering is determined by the sensor nodes' density, 
and the cluster's transmission radius will be 2R. The cluster's 
chief (or)The leader is elected from the sensor nodes in layer 1, 
co-leaders are chosen from the nodes in layer 2, elders are 
elected from the nodes in layer 3, and members are elected 
from the nodes in layer 4, as shown in Fig. 7. 

B. Tabu Search Algorithm 

Tabu search is a meta-heuristic search method that avoids 
looping back to previously used routes by storing information 
about adjacent nodes in short-term memory called Tabu lists. 
Tabu lists include information about neighboring nodes' energy 
levels, their IDs, and status. To prevent loops, Tabu search 
utilizes memory based on recency to avoid some re-instancing 
within a certain time (this is done through a tabu list) [21]. As a 
result, the Tabu list stores the active routes that are accessible 
at each energy level. This kind of information is represented in 
the form of dynamic data packets termed FRRP, which are 
utilized during data transmission to determine the optimal way 
from the source to the sink among the many possible routes as 
in Fig. 8. 

 

Fig. 7. A Grey-Wolf Optimization Approach [20]. 

 

Fig. 8. Optimal Path Selection from Multiple Available Paths [1]. 

Algorithm 2: Tabu Search Algorithm 

1. Start 

2. Select An initial x € X 
3.  Let x*: = x {x* denote the optimal solution recently founded} 

4. Set the iteration number k=0. 

5. T=Ø (T is Tabu list). 
6. If S(x) T is empty. 

7.  Go to step 16 

8. Else 
9.  K=k+1; 

10. Select ….() kx € Sx – T such…..that() (() : ( )) ksx € Optimum s xs € 

Sx – T 
11. End if  

12.  : () kx=sx 

13. If C(x) < C(x*) 
14.  X* := x 

15. End if  

16.  If a number of iteration within a stipulated time has elapsed either in 
total 

17.  Upon reaching this step directly from step 6 
18. Else 

19. Update T ( as subsequently identified) 

20. Return to step 6. 
21. End if 

22. End  

IV. PROPOSED GWO-TSA PROTOCOL 

Proposed GWO-TSA Protocol combines the GWO method 
with a fitness function for clustering and a procedure for 
selecting CHs based on sensor node residual energy and the 
average distance between the CH and BS. Then, using TSA 
with FRRPs for optimum route selection from CH to BS, 
enhance QoS factors such as reliability and energy restrictions 
in WSN. The proposed GWO-TSA aims to improve WSN 
performance by reducing sensor energy consumption, 
extending the network's lifespan, and increasing network 
throughput. 

A. Fitness Function 

The proposed GWO-TSA identified CHs based on the 
GWO and computed their fitness values using Fitness Function 
(12), where the fitness value of a node is determined by its 
distance from the BS and residual energy. 

F= w * (TDN-BS- DCH-N) + (1-w) * (Et-Er)        (12) 

Where the w coefficient in the fitness function shows the 
contribution of the residual energy and distance parameters? 

TDN-BS - represents the total distance from all nodes to BS. 

DCH-BS - represents a distance from CH to its related Nodes in its 

cluster. 

Et – represents the total energy of nodes. 

Er – represents residual energy of nodes. 

B. Steps of the Proposed GWO-TSA in a Dynamically 

Deployed WSN for Optimal Route Selection for Data 

Transmission from CH To BS in Fig. 9 

1) Setup Initialization of the HWSN and deployment of 

sensor nodes. 

2) Clustering using GWO with a fitness function based on 

the node's distance to the BS and residual energy for CHs 
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selection (grey wolves, alpha (α), beta (β), and delta (δ)) three 

optimum CHs. 

3) Initiate TSA by generating FRRPs from (grey wolves, 

alpha (α), beta (β), and delta (δ)) three optimum CHs energy 

values for each sensor node and its distance from the BS and 

inserting them into the Tabu list. 

4) Using the TSA method on the values in the Tabu list, 

choose the optimum route for data transfer from CH to BS 

from the possible routes in the Tabu list. 

5) Remove FRRP from the Tabu list if it transmits from 

CH to BS. 

6) Conduct an energy dissipation analysis and update the 

Tabu list. 

7) Repeat steps 2–6 above until all data has been sent 

from CH to BS. 

C. Improving QoS Parameters by using Proposed GWO-TSA 
The GWO-TSA proposal is primarily concerned with 

network quality metrics like as network lifespan, node energy 
consumption, and network throughput as shown above in 
Fig. 10. 

Dynamic networks, node deployment, network scalability, 
and network reliability are all linked issues. These issues have 
to be resolved in order to improve QoS in areas like as 
dependability, energy consumption, throughput, data loss, and 
network lifespan. 

1) Node deployment: Instead of randomly dispersed 

nodes, GWO is utilized to deploy sensor nodes depending on 

their remaining energy and distance to the base station. 

2) Formation of Dynamic Clusters: Network nodes this 

needed more time and energy for the findings to be moved 

into dynamic clusters and the CH selection process. This is 

enhanced using GWO with a Fitness Function to choose CHs 

based on two primary criteria (energy and distance to BS), 

which significantly lowers the amount of time and energy 

spent on the clustering process. 

3) Network Scalability: The proposed GWO-TSA 

performance is unaffected by the number of sensors nodes but 

is influenced by the node's energy and distance to the base 

station. 

4) Network Reliability: TSA identifies several optimal 

routes for data transmission from CH to BS to increase data 

transmission reliability; rather of using a single path, many 

paths may be utilized concurrently. 

5) Network Throughput: Data transfer from CH to BS was 

improved by delivering data through several optimal routes 

identified by TSA. This allows load balancing to concentrate 

on nodes that influence the network's lifespan rather than on 

the whole network. 

 

Fig. 9. Proposed GWO-TSA Main Steps. 

1. WSN initiation & sensor nodes deployment 

2. Clustering using GWO with fitness function based on node's 

distance to the BS, and residual energy for CHs Selection (grey 

wolves, alpha (α), beta (β), delta (δ)) three optimal CHs. 

3. Initiate TSA by Generating FRRPs using (grey wolves, alpha 

(α), beta (β), delta (δ)) three optimal CHs energy of each sensor 

node and its distance to the BS and insert it into Tabu list  

4. Apply TSA technique on Values on Tabu list to select optimal 

route from the available routes in Tabu list for data transmission 

5. If FRRP send from CH to BS remove it from Tabu list to prevent 

cycling. 

6. Evaluate energy dissipation & update Tabu list  

 

7. Repeat the above steps from (2-6) until all data transmit from 
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Fig. 10. Proposed GWO-TSA Protocol Flowchart. 
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V. MODELING OF WSNS 

A. Energy Model 

When transmitting an L-bit long data packet across the 
distance d, the energy model is utilized, as shown in [2]. 
Specifically, the amount of energy needed is: 

ETX ( l ,d) = l × E elec + l × ε fs × d
 2
 , if d < d0 

l × E elec + l × ε mp × d
 4
 , if d > d0 

Where ETX indicates the energy transferred and Eelec 
indicates the energy used per bit by the transmitter or receiver 
circuit. The values for fs and mp are dependent on the 
transmitter amplifier type. The open space model is utilized if 
the distance between the transmitter and receiver is less than a 
threshold d0; otherwise, the multi-path model is used. d0 is 
often computed as follows: 

d0 = ε fs / ε mp 

B. Simulation Model 

1) Assumptions made for this routing: 

a) The sink (Base Station) is located inside the sensor 

field. 

b) Heterogeneous WSN. 

c) After deployment sensor nodes are unattended. So 

that recharging or changing of battery is not possible. 

d) Links are asymmetric because of nodes mobility. 

e) Mobility of the node is controllable and predictable. 

Proposed GWO-TSA is done in MATLAB 2017b with 
16GB RAM, 1TB HDD, and an i7 CPU. The GWO-TSA 
network and energy models were built in MATLAB to assess 
the algorithm's performance. 

The following metrics used performance evaluation: 

1) Network lifetime. 

2) Network Throughput. 

3) Network Residual /Remaining energy. 

The proposed GWO-TSA aims to improve WSN by 
reducing sensor energy consumption, extending network 
lifespan, and increasing network throughput. 

VI. RESULTS AND DISCUSSION 

GWO-TSA algorithm is compared to GA-TSA) and GWO-
CSA algorithms when the identical WSN simulation 
parameters Table I are being used. 

Fig. 11 show Wireless sensor network simulation area as 
(200*200) m2, where sensor nodes deployment and BS are in 
the center of the sensing area while Fig. 12 Heterogeneous 
WSN nodes. 

A. Network Lifetime 

It is used to determine the WSN's stability period; it is one 
of the most critical metric parameters in WSNs. We depict it as 
a series of alive & dead nodes with varying round counts. 

Fig. 13 show number of alive sensor nodes for three 
comparative procedures with a varied number of rounds (0-

2800 rounds). Initially, when the number of rounds grew from 
0 to 2800 number of alive nodes decreased. Proposed GWO-
TSA, as shown in Fig. 13 maintains nodes alive for a greater 
number of cycles than the GA-TSA and GWO-CSA. Nodes 
remain viable for about 2780 rounds in the planned GWO-
TSA, but only for approximately 2630 and 2260 rounds in the 
GA-TSA and GWO-CSA, respectively. 

TABLE I. SIMULATION PARAMETERS 

Simulation parameters Value 

Number of sensor nodes 100 

Sensing Area (200*200) 

Position of the sink node (100*100)  

The initial energy of the sensor nodes 0.5J 

Control packet size 2000 

Data packet size 4096 

Data Aggregation Energy  EDA = 50 nJ/bit  

Transmitter/receiver energy  Eelec =50 nJ/bit  

Transmitter Amplifier(free space)  εfs =10 nJ/(bit. m2)  

Transmitter Amplifier (multi-path space)  εmp =0.0013pJ/(bit.m4)  

Maximum node speed 10 m/s 

W 0.3 

 

Fig. 11. Wireless Sensor Network Simulation Area. 

 

Fig. 12. Heterogenous WSN Nodes. 
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Fig. 13. Number of Alive Nodes in a different Number of Rounds. 

 

Fig. 14. Number of Dead nodes in a different Number of Rounds. 

Fig. 14 show number of dead sensor nodes for three 
comparative procedures with a varied number of rounds (0-
2800 rounds). Initially, the number of dead nodes increased as 
the number of rounds increased from 0 to 2800, as sensor 
nodes lost energy and their batteries became difficult to 
recharge. Fig. 14 shows that nodes died approximately at 2780 
rounds in the proposed GWO-TSA, while they died at 2630 
and 2260 rounds in the GA-TSA and GWO-CSA, respectively. 
Finally, the Dead & Alive nodes findings indicate that the 
proposed GWO-TSA reduces node energy consumption, which 
results in nodes being alive longer, which increases network 
lifespan, one of the most critical aspects in WSN performance. 

Fig. 15 shows WSN lifetime with a different number of 
sensor nodes Start with 100 sensors until 1000 sensors node to 
show network lifetime for three compared protocols. Fig. 15 
show that the proposed GWO-TSA enhances network lifetime 
by improving node energy consumption that leads to nodes 
alive more times. GWO-TSA improves network lifetime 
percentage by 13% & 18% over the compared protocols GA-
TSA & GWO-CSA respectively. 

B. Network Throughput 

It's defined as the Number of packets received by BS from 
CHs, It's another necessary facto in WSN Routing 
optimization. 

 

Fig. 15. Network Lifetime of a different Number of Sensor Nodes. 

 

Fig. 16. Network Throughput with a different Number of Rounds. 

Fig. 16 show Average of WSN Throughput with a different 
number of rounds from (0-2800 rounds) for three compared 
protocols. Fig. 16 shows that the proposed GWO-TSA 
increases Network Throughput over the compared GA-TSA 
&GWO-CSA protocols. 

 

Fig. 17. Network throughput of a different Number of Sensor Nodes. 
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Fig. 17 show average of WSN throughput with a different 
number of sensors nodes Start with 100 sensors until 1000 
sensors node to show network throughput for three compared 
protocols. Fig. 17, show that the proposed GWO-TSA 
improved network throughput percentage by 6% & 14% over 
GA-TSA & GWO-CSA respectively, this means GWO-TSA 
increases the number of bits sends by CHs to BS.GWO-TSA 
using GWO & Tabu search techniques for clustering & Cluster 
heads selection for transmitting aggregated data from cluster 
nodes to BS by CHs to save energy for data transmission this 
lead to increase network throughput. 

C. 5 Network Residual Energy 

Residual Energy is one of the most important Metric 
elements in WSN Routing Optimization because the main goal 
is to minimize nodes' energy consumption. 

Fig. 18 shows average of WSN residual energy with a 
different number of rounds from (0-2800 rounds) for three 
compared protocols. Fig. 18, show that the proposed GWO-
TSA increase Network Residual energy over the compared 
GA-TSA &GWO-CSA protocols. 

Fig. 19 shows the Average of WSN residual energy with a 
different number of sensors nodes Start with 100 sensors until 
1000 sensors node to show energy consumption for three 
compared protocols. Fig. 19, show that the proposed GWO-
TSA enhances network residual energy by 10% & 20% over 
GA-TSA & GWO-CSA respectively. GWO-TSA enhances the 
energy consumption of sensor nodes by using the Tabu search 
technique for optimal route selection to reduce energy 
consumption that leads to increased residual energy of the 
network. 

Table II explain the Performance of the proposed GWO-
TSA over the compared protocols GA-TSA & GWO-CSA. 
The experimental results indicate that the proposed GWO-TSA 
enhances WSN Energy consumption by 10% and 20%, 
Increase in WSN Lifetime by 13% and 18% and finally 
Increase in WSN Throughput by 6% and 14% over GA-TSA 
and GWO-TSA respectively. 

 

Fig. 18. Network Residual Energy with a different Number of Rounds. 

 

Fig. 19. Network Residaul Energy of a different Number of Sensor Nodes. 

TABLE II. PROPOSED GWO-TSA PERFORMANCE 

protocols 
WSN Performance 

Energy consumption Lifetime Throughput 

GA-TSA 10% 13% 6% 

GWO-CSA 20% 18% 14% 

VII. CONCLUSION 

In this paper, we propose a new energy-efficient multi-hop 
routing protocol based on GWO and TSA, with the primary 
goal of optimizing routing by reducing the energy consumption 
of Sensor nodes, extending the lifetime of WSNs, and 
increasing network throughput. The proposed GWO-TSA 
protocol accomplished this goal by incorporating GWO into 
the CH selection process. By utilizing a fitness function based 
on the sensor node's energy residual and its distance to BS, 
TSA determined the optimal route from the CH to BS using 
FRRPs. The suggested GWO-TSA satisfies QoS requirements 
such as network scalability, since the proposed GWO- TSA's 
performance is unaffected by the number of sensor nodes but is 
influenced by the node's energy and distance to the base 
station, and network dependability. TSA identifies several 
optimal routes for data transmission from CH to BS to increase 
data transmission reliability; rather than using a single path, 
many paths may be utilized concurrently. Through simulations 
in MATLAB, it was shown that the proposed approach 
accomplished the route optimization goal by combining GWO 
and TSA. 
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Abstract—In the era of cloud computing, everyone is 

somehow using cloud resources. However, the resources are 

limited in the Cloud. Cloud vendors look for enhanced returns on 

investments. Promising return on investment is possible only 

when the cloud resources are scheduled efficiently to execute jobs 

within the stipulated time. However, brute force methods require 

exponential time to produce a schedule. Heuristic and meta-

heuristic algorithms have been proposed in the literature to 

allocate resources to the jobs. These algorithms still suffer from 

slow convergence. To overcome this problem, researchers 

clubbed various heuristics and meta-heuristic to form a new 

hybrid algorithm. With the same motive, this paper explores the 

limitations of greedy random adaptive search and shows that 

learning through a fixed set search enhances efficiency. Based on 

the results, it can be concluded that the proposed algorithm is on 

par with existing hybrid meta-heuristic algorithms. 

Keywords—Cloud computing; task scheduling; meta-heuristics; 

fixed set search; GRASP; resource allocation 

I. INTRODUCTION 

Cloud computing is one of the emerging technologies in 
this era. It creates a new paradigm in information technology 
and computing. Conventional computing methods are ousted 
by Cloud computing by making "usage of computing as a 
utility" [1] which is charged on pay-as-you-use provision 
similar to "utilities like water, electricity, gas, and internet" 
[1]. 

Cloud provides a metered service that automatically 
delivers services when and where they are needed. It provides 
virtualized, well-managed, abstracted, and on-demand 
compute, storage, and network services with a deep internet 
backbone. 

While cloud computing has origins in Cluster, Parallel, and 
Grid computing, it differs in terms of virtualization, resource 
pooling, elasticity, and heterogeneity from these technologies. 
The Cloud imposes several challenges to provide the features. 

The challenges range from security, privacy, scalability, 
fault tolerance, energy consumption, interoperability, and 
scheduling. Cloud vendors have to be cautious with all these 
challenges to dispense the service to the users. It is an arduous 
task to stick to the service level agreement (SLA). Violations 
of SLA lead to many legal problems. 

Resource scheduling is required to balance the service 
provider's challenges and fulfill the cloud user's requirements. 

However, resource scheduling is an NP-hard problem. With 

exhaustive search, it takes a longer time to give the schedule. 
Within a polynomial-time, it is not proven to give an 
optimal solution. 

Cloud computing provides an infinite number of resources 
on demand. The users can focus on business innovations 
rather than focussing on the accumulation of physical 
resources. Its pervasiveness helps the users by providing the 
resources on-demand, convenient, and tailored to the 
requirements. Many start-ups can effectively utilize the 
services offered by cloud vendors. Special pricing schemes are 
offered to the corporate users, as the resources are needed at a 
large scale. The services can be divided into IaaS, PaaS, and 
SaaS. The phrase "everything as service" XaaS was termed in 
[2]. Many companies have moved to the Cloud to compute 
and store information. The characteristics of cloud computing 
benefit both cloud providers and users. 

Three types of clouds exist based on their ownership. 
Public, private, and hybrid clouds fulfill the user's 
requirements. Public Cloud is made up of resources of third-
party companies. Private clouds, in general, will be located on 
the premises of the organizations. Hybrid clouds consist of 
combined features of public and private clouds. 

Resource scheduling in a Cloud computing environment is 
an important phenomenon. Researchers have been proposing 
new heuristic and metaheuristic algorithms. In this paper, an 
improved Greedy randomized adaptive search algorithm has 
been proposed. The learning mechanism is added to the 
existing algorithm. It is shown that the algorithm's simplicity 
is not lost even after the addition of the learning to the existing 
algorithm. Tasks will be allocated to the virtual machines with 
efficiency. The main objective is to minimize the makespan. 

A. GRASP 

The "Greedy Random Adaptive Search Procedure 
(GRASP)" [3] is one among many familiar meta-heuristic 
algorithms proposed by Feo and Resende. It helps to solve the 
NP hard problems, precisely like combinatorial problems. 
This algorithm has two phases in each iteration. The algorithm 
begins with a "randomized greedy allocation" [3]. The second 
phase will be added with a procedure of local search with 
existing solutions. If any improvement is added to the existing 
solution in the objective function, the new solution is 
considered a new incumbent solution. This procedure is 
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continued till it reaches an optimal solution or to stopping 
criteria. However, it has a limitation of not learning. 

The addition of the local search method improves the 
performance of the metaheuristic algorithm. Hybridization is 
such a process that can combine one or more metaheuristics, 
to enhance efficiency. However, complexity may be increased 
if such hybridization is done. 

Model-based heuristic algorithms are made up of 
identifying sets of parameters that define that model and help 
to find the target in the search space. These algorithms 
progressively modify their model after every iteration. In turn, 
the possibility of finding a quality solution is increased. The 
learning mechanism is part of Swarm intelligence, in which 
the information will be shared among the particles 
(components) so that the direction of the search will be 
changed. More emphasis is put on the learning mechanism in 
the recent past. In this phase, the focus is maintained to collect 
the information to enhance the quality of the solution. 

GRASP algorithm falls into the class of population-based 
metaheuristics. The greedy function and stochastic model 
clubbed together to improve the efficiency of the algorithm. In 
addition to the GRASP, instances such as Semi-greedy 
heuristics[4] prove that rather than complex algorithms, 
simple algorithms also can give promising results. 

In this paper, the boundaries of GRASP are extended by 
adding a learning mechanism [5]. A few examples of such 
methods are the "Dynamic Convexized method" [6] and 
"GRASP with Path relinking" [7]. These two algorithms show 
instances of intensified foraging behavior in the solution 
space. A significant level of improvement was shown with 
these methods. 

The majority of the existing hybridized methods focus on 
the best quality solutions found so far to enhance the quality 
of the solution. However, algorithms like ACO use the 
elements of high-quality solutions with probability. The cross-
entropy method (CE) [8] is akin to the concept in which the 
solutions are constructed based on the frequency of the 
elements from high-quality solutions. In the proposed 
algorithm, the focus is on the best elements of the finest 
solutions. The existing GRASP will be added with the theory 
of fixed set search to learn and select elements that direct 
towards the solution. Based on the prevalence of the elements 
which are part of high-quality solutions, a new solution is 
constructed. 

II. RELATED WORK 

Scheduling started way back in Johnson's proposed work 
[9] to use the machinery efficiently as part of manufacturing. 
Scheduling had taken new directions with the invention of 
operating systems in computers. However, scheduling 
methods which have been part of the operating system are not 
suitable for the Cloud. 

The Grid computing algorithms were tailor-made to suit 
Cloud computing. Batch and online mode heuristic [10] 
algorithms are two types of requirements for scheduling in the 
Cloud. Min-Min, Max-min, Round robin, and FCFS are part 

of batch mode. Most-fit task scheduling falls into online 
scheduling. 

A. Deterministic and Exhaustive Algorithms 

Online mode heuristic algorithms (OMHA) and batch 
mode heuristic algorithms (BMHA) [10] are two categories of 
scheduling algorithms in the Cloud. "First Come First Serve 
(FCFS), Round Robin(RR), Min- Min algorithms, and Max-
Min algorithms come under BMHA. Most Fit Task 
Scheduling(MFTS) algorithms come under OHMA, in which 
schedule will be done when the job is received" [11]. First 
come, first serve, Shortest time remaining job, Priority 
scheduling, and Round-robin are not optimal for the Cloud. 

The deterministic and exhaustive algorithms are two 
methods for scheduling algorithms. Both these methods are 
not suitable for large-scale environments like clouds. It is 
evident that finding the optimal solution within the 
polynomial-time for such NP-hard problems is not possible. 
The metaheuristic algorithms [12] could find the solutions 
within a short time by compromising the optimality. 
Simulated annealing(SA), Genetic algorithm (GA), Ant 
colony optimization, Particle swarm optimization (PSO) are a 
few such metaheuristic algorithms. Analytical Hierarchical 
processing was applied to prioritize the tasks in [13], which 
proved that there is some improvement in the makespan 

B. Metaheuristic Scheduling Algorithms 

The term "metaheuristic" was coined by Fred Glover in 
1986 [14]. It indicates a heuristic with a non-problem-specific 
approach, and it is a combination of exploration and 
exploitation. 

Applying metaheuristic algorithms for scheduling in the 
Cloud has become a common practice because of its 
efficiency. One among many such algorithms is ant colony 
optimization. It proved a significant improvement in the time 
complexity for optimization problems. It also proved that a 
near-optimal solution could be achieved by iteration after 
iteration. One such algorithm is proposed and applied by M. A 
Tawfeek et al. [15]. They compared with FCFS and round-
robin algorithms. Since then, many researchers have shown 
some improvement by either hybridization or adding extra 
features. 

Moon et al. [16] discuss ant colony optimization-based 
task scheduling. They claim that the global optimization 
problem was solved with slave ants by avoiding long paths 
where pheromone gets accumulated. Z. Chen et al. [17], used 
multiple populations in ACO to solve two objectives in the 
Cloud. They dealt with a new pheromone update by using 
non-dominated solutions from the global archive to guide a 
complementary heuristic to avoid the single-objective 
optimization. 

In [18], the authors proposed an algorithm in which the 
greedy strategy is combined with the GA algorithm. They 
show that their method shows better results in task scheduling. 
The Differential algorithm in [19] was considered as one of 
the simple algorithms to search for the optimal solutions in the 
search space. To derive potential off-springs, better 
individuals were applied with the Taguchi method. In [20], the 
moth search algorithm and differential algorithms were 
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hybridized. In the presence of Levy flights, they used a 
differential evolutionary algorithm to enhance the exploitation 
potential and used phototaxis for explorations. In [21], the 
authors integrate project scheduling along with the workflow 
scheduling problem. Two artificial bee colony algorithms 
proposed by them help to solve the workflow scheduling. 
They claim that their method is practically applicable for 
complicated workflow scheduling problems. In [22], the 
researchers discuss the provision of resources with QoS such 
as makespan, cost, and task migration reduction. They show 
that their method achieves better results with their objectives 
with improved efficient artificial bee colony. In [23], by using 
whale optimization, they proposed a W-scheduler. Multi-
objectives were proposed and compared with PBACO, 
SLPSOSA, and SPSO-SA. Agarwal et.al. [24], discusses the 
application of genetic algorithms. They discuss mainly the 
distribution of the load among the virtual machines. They 
compare it with FCFS and prove that their method 
outperforms in terms of QoS. 

C. Maintaining the Integrity of the Specifications 

The initial stages of the metaheuristic algorithm exhibit 
divergence, which covers a large search space, and decreases 
as the solution is near-optimal. Premature and slow 
convergence[12] are the problems with existing metaheuristic 
algorithms. The probability of achieving an optimal solution 
with high diversity is maximum. This high diversity suffers 
from slow convergence. Contrary to this, the convergence 
might be fast with a less accurate solution if divergence is less. 
To enhance the efficiency of the metaheuristic algorithm, it 
has become a general practice to add two or more 
metaheuristic algorithms to form a new hybrid algorithm. 

Generally, three kinds of combinations [12] are used to 
hybridize the algorithms. The first type is a mix of population-
driven and single solution-based algorithms. Combining two 
population-based algorithms is the second type, and the 
combination of metaheuristic and heuristic algorithms is the 
third type. 

In [25] and [26], the authors fused the Genetic algorithm 
with the Particle swarm optimization algorithm (HGPSO) and 
the Genetic algorithm with Ant colony optimization (HGA-
ACO), respectively. In the former algorithm, the initial 
population is generated by GA, and the individuals with good 
fitness are selected as candidates for PSO. In the latter, the 
efficient pheromone for ant colony optimization is initialized 
using a genetic algorithm. The ACO is used to improve GA 
solutions for crossover GA action. The findings of the 
experiments demonstrate that the suggested system performs 
well in terms of mission allocation and maintaining service 
efficiency parameters. 

Two-hybrid metaheuristic algorithms have been 
introduced [27] by Ben Alla, H. et al. PSO, which is 
hybridized with fuzzy logic, is the first proposed algorithm. 
Simulated annealing is combined with PSO in the second 
algorithm. They use Dynamic dispatch queues for these 
algorithms. Discrete PSO has been combined [28] with a local 
search in which the authors use hill climbing for the avoidance 
of local optima. They claim that their algorithm has shown 
better performance in the minimization of makespan. In [29-

32], PSO and fruit fly algorithms (FOA) were merged. The 
essential parameters, position, and velocity of PSO have been 
redefined. With the help of a fruit fly smell operator, the issue 
of prematurity has been resolved. 

III. PROPOSED WORK: IMPROVED GRASP ALGORITHM 

Fixed set search and GRASP are combined to make an 
improvement in the performance of the algorithm to allocate 
jobs to VMs. 

A. General Procedure for GRASP 

As GRASP is an iterative process [3], each iteration 
consists of the construction phase and a local search phase. A 
feasible solution is built iteratively, one element at a time in 
the development process. The choice of the next element to be 
added is decided at each construction iteration by ordering all 
the elements in a candidate list with respect to a greedy 
function. The pseudocode for GRASP is presented in Fig. 1 
with algorithm 1. 

The advantage of choosing each element is calculated. The 
heuristic is adaptive because, during each iteration of the 
construction process, the benefit associated with each element 
is modified to accommodate the improvements made by the 
previous element's selection. 

Algorithm 1. Pseudocode – GRASP 

while GRASP Stop Criteria not Satisfied do 

  create solution Sol using greedy random method  

  local search (Sol) 

  update if Sol is the new best  

end while 

Fig. 1. Pseudo Code for GRASP. 

The "Restricted candidate list (RCL)" [3] is labeled by 
considering the list of best candidates. This technique makes it 
possible to obtain new solutions in every iteration of GRASP 
without compromising the power of adaptive greedy 
processes. 

The procedure for creating the initial population is 
presented in algorithm 2, Fig. 2, J is a set of n jobs represented 
with J1, J2...Jn. In this discussion, tasks and jobs are considered 
the same for simplicity. VM is a set of virtual machines 
denoted with VM1, VM2, VM3…VMn. The greedy adaptive 
random search procedure is applied to generate an initial 
population Pop. This procedure is presented in Fig. 2 in 
algorithm 2. 

Algorithm 2: Generate the initial population with GRASP 

1. J={J1, J2, J3…...Jn} is the set of jobs  

2. VM= {VM1, VM2,VM3….VMn} 

3. Pop ={ }// null  

4. while not completed, do 

5.  Pop= Pop Ս Apply GRASP and allocate jobs to VMs 

6. calculate the overall completion time 

7. end while 

8. Rmbest= AGRASP( Pop,n) 

9. end. 

Fig. 2. Algorithm to Generate Initial Population and RCL. 
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The set of solutions generated by GRASP will be sorted 
according to the overall completion time. RCL is helpful in 
reducing the search space. Top 'm' best solutions considered, 
and in the present case, RCL is stored in the Rmbest. This 
procedure is presented in Fig. 3 in algorithm 3. 

Algorithm 3: AGRASP 

1. Algorithm(Pop,n) 

2. Sort the jobs in increasing order of execution time 

3. temp=Select top 'm' elements from the sorted list of jobs 

4. return(temp) 

5. end 

Fig. 3. AGRASP for Best Solutions. 

The solution created by GRASP may not be locally 
optimal. It adds benefits by applying local search. Iteratively, 
a local search algorithm operates by successively substituting 
the incumbent solution with a more robust solution in the 
neighborhood. 

The right choice of the neighborhood structure with good 
neighborhood search techniques and a better initial solution 
leads to a thriving local search. Exponential time may be 
required for such a local optimization procedure as it starts 
arbitrarily. However, efficiency improves significantly with 
the best initial solution. As it is known that the initial 
population is generated with greedy random selection in the 
GRASP algorithm, the algorithm may not be optimal. But 
with the help of local search like, 2-opt, or 3-opt there can be 
improvements. The procedure for the local search is shown in 
the following algorithm 4 in Fig. 4. 

Algorithm 4:Procedure for the Local search 

1. Local search(LS(RCL)) 

2. Swap two randomly selected allocations. 

3. Calculate the overall completion time. 

4. If the newly calculated completion time is less than the best 

5. best= new best 

6. end  

Fig. 4. Algorithm for Local- Search. 

B. Fixed Set Search (F-GRASP) 

GRASP algorithm does not incorporate any learning in its 
iterations [5]. The idea of the addition of "learning" called 
fixed set search(FSS) was proposed in [5]. This added feature 
will not affect the simplicity of the GRASP algorithm in both 
calculations and complexity. This learning is used in this 
paper to address the scheduling in the Cloud. 

To make fixed set search more efficient, two rules are 
used. First, the solution space can be minimized by fixing 
certain sections of the solution. Second if a large number of 
good solutions are considered, there might be some 
similarities among them. A fixed set is defined as the set 
created by these standard components. It is possible to 
discover a near-optimal solution by "filling the gap." 

FS represents a fixed set. The set consists of the elements 
which help to generate the best solutions. The following 
requirements should be satisfied by the proposed method. 

First, the engendered fixed set FS should consist of elements 
from the best solutions. Second, it should be able to generate 
random fixed sets. In turn, these sets should help to generate 
high-quality solutions. Third, feasible solutions should be 
generated from fixed set FS. Fourth, the capability to monitor 
the number of elements in the fixed set generated should be 
possible. 

The random selection of high-quality solutions can achieve 
the first and second requirements. Select k random solutions 
from the set Pop and store in a set Rmbest = {R1, R2, R3…Rk}. 
The set of edges Ed={ed11, ed12,..ed1j, ed21, ed2j…edi1, edi2.. 
edij}, iϵ| J |, j ϵ | VM |, denotes the solution. The representation 
edij is used to indicate that job 'i' is delegated to VM ' j.' A cost 
function C(edi,j,Rmbest) equal to '1' if edi,j ϵ Rmbest and '0' 
otherwise. If job 3 is allocated to VM 4, for example, and is 
present in R1, R2, and R4. The cost function gets calculated as 
follows. 

T(ed3,4,{R1,R2,R3,R4}) = C(ed3,4,R1) + C(ed3,4,R2) + C(ed3,4,R3) 

    + C(ed3,4,R4). 

The count is 3. 

                ∑                       
           (1) 

The size of the FS has to be adaptable. It will be fixed to a 
value, and changes made as required. To simplify, Eq. (2) is 
used. 

        [   ]  |   |   ⌊
| |

  ⌋ 'i' is the iteration number          (2) 

The fixed set size is initialized to maxsize and changes 
after each iteration. If the number of jobs is 5, then the size of 
the fixed set can be considered as 3. This indicates that three 
assignments from the fixed set with the highest count for 
edges will be considered. 

The notation F-GRASP is considered for fixed set search 
GRASP. Fig. 5 explains the procedure for finding the best 
allocation with F-GRASP. The notation Popn, Rmbest represent 
the initial population and RCL, respectively. 

Algorithm 5. Pseudo-code for the fixed set search  

1. Popn represents initial population using GRASP with n elements 

2. Rmbest ={R1,R2,R3…Rk} where Ri ϵ Popn, i ϵ N,1 ≤ i ≤ k 

3. Count=                  //find the frequency of each edge with Eq. (1) 

4. Set FS={ed1(jobi,vmk),ed2(jobi,vmk,…edmaxsize(jobi,vmk }  

5. Allocate the jobs to VMs according to FS. 

6. Allocate the remaining jobs according to GRASP 

7. while stopping criteria not reached do 

8.  Apply local search to S 

9. end while 

Fig. 5. Algorithm F-GRASP. 

The set FS is used to store the edges with the highest 
allocation. By considering the fixed set with the highest count, 
an initial allocation in the solution space is done. The 
remaining allocation is done with the GRASP. By this, it 
reduces the number of iterations. After fixing the allocation, 
the total completion time will be calculated. The swap in the 
allocation of the jobs is done till there is no improvement in 
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the makespan. The same is explained with an example in 
section 4. 

Table I is considered for the execution times of each job 
on every VM. J1, J2, J3, J4, and J5 are the given jobs. VM1, 
VM2, VM3, VM4, and VM5 are the VMs available for 
allocation. The challenge is to allocate the jobs to VMs with 
minimum makespan by the scheduler. 

Table II consists of the initial population represented by 
Popn. For example, the representation J1VM1, J5VM2, 
J1VM3, J3VM4, J4VM5 considered as one of the 
allocations. 

For each allocation, fitness (total execution time) is 
calculated and sorted in ascending order of fitness function. 
Table III holds these values. Top 'm' best allocations 
considering fitness function are selected. 

C. Worked Out Example 

Table I is considered for the execution times of each job 
on every VM. J1, J2, J3, J4, and J5 are the given jobs. VM1, 
VM2, VM3, VM4, and VM5 are the VMs available for 
allocation. The challenge is to allocate the jobs to VMs with 
minimum makespan by the scheduler. 

Table II consists of the initial population represented by 
Popn. For example, the representation J1VM1, J5VM2, 
J1VM3, J3VM4, J4VM5 considered as one of the 
allocations. 

For each allocation, fitness (total execution time) is 
calculated and sorted in ascending order of fitness function. 
Table III holds these values. Top 'm' best allocations 
considering fitness function are selected for allocation and 
presented in Table IV. This list is considered as 
RCL(Restricted Candidate List). Rmbest is the notation used for 
RCL. The allocation will be done randomly. As an example, 
an allocation of J3-J5-J4-J1-J2 is considered. The execution time 
of J3 on VM1 is 11, J5 on VM2 is 10, J4 on VM3 is 14, J1 on 
VM4 is 9, J2 on VM5 is 9. The overall completion time 
(11+10+14+9+9 ) is 53. 

By applying a local search, there can be an improvement. 
However, in the proposed method, to reduce the number of 
swaps as part of 2-opt, a fixed set is introduced. 

Equ. (2) calculates the size of the fixed set—the number of 
VMs=5. Hence the maxsize=3. From Table IV, allocation with 
minimum completion time is J3 VM1, J5VM2 , J4VM3, 
J1VM4, J2VM5 . 

Frequency of the allocation is counted with variable 
Count. Count(J3,VM1) = 1, Count(J5,VM2)= 2, 
Count(J4,VM3)= 1, Count ( J1,VM4) = 1, Count( J2,VM5) = 
4.From the values, it is evident that allocation of J5 toVM2 has 
a count as 2, and J2 to VM5 as 4. As the remaining counts are 
not considerable, the fixed set holds the two allocations. The 
fixed set is FS={(J5,VM2), (J2,M5)}, therefore the new 
allocation is  

{ J5VM2, J2M5} 

TABLE I. EXECUTION TIME OF JOBS ON EACH VM 

Execution times of a job on a Virtual machine 

 VM1 VM2 VM3 VM4 VM5 

J1 13 10 18 9 13 

J2 19 18 15 11 9 

J3 11 15 12 10 18 

J4 11 15 14 11 19 

J5 10 10 13 11 14 

TABLE II. INITIAL POPULATION 

Initial Population Popn  

VM1 VM2 VM3 VM4 VM5 

J2 J5 J1 J3 J4 

J3 J4 J5 J2 J1 

J4 J5 J1 J3 J2 

J1 J2 J3 J5 J4 

J4 J3 J1 J2 J5 

J1 J4 J3 J5 J2 

J3 J5 J4 J1 J2 

J5 J3 J2 J4 J1 

J1 J3 J5 J4 J2 

J4 J2 J1 J5 J3 

J1 J2 J5 J3 J4 

J4 J5 J3 J1 J2 

J4 J2 J5 J3 J1 

J2 J5 J4 J3 J1 

J2 J4 J3 J5 J1 

TABLE III.  SORTED LIST OF VMS 

Sorted list of allocation of jobs to VMs Popn 
Total execution 

time 

J3 J5 J4 J1 J2 53 

J4 J5 J1 J3 J2 58 

J 1 J4 J3 J5 J2 60 

 J1 J3 J5 J4 J2 61 

 J3 J4 J5 J2 J1 63 

 J5 J3 J2 J4 J1 64 

J4 J2 J5 J3 J1 65 

J2 J5 J4 J3 J1 66 

J4  J3 J1 J2 J5 69 

 J2  J4 J3 J5 J1 70 

 J1  J2 J3 J5 J4 73 

 J1  J2 J5 J3 J4 73 

 J2  J5 J1 J3 J4 76 

 J4  J2 J1 J5 J3 76 
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TABLE IV.  SELECTION OF BEST CANDIDATES 

Rmbest= Best Candidates selected from Popn 

J3 J5 J4 J1 J2 53 

J4 J5 J1 J3 J2 58 

J1 J4 J3 J5 J2 60 

J1 J3 J5 J4 J2 61 

J3 J4 J5 J2 J1 63 

The greedy random method can be applied to the 
remaining. For VM1 the jobs J1, J3, and J4 are the choices. As 
J3 and J4 are the same, VM1 decisions cannot be taken. Move 
on to the next VM, i.e., on to VM3. J3's execution time is 
minimum on VM3. Based on this, J3 is allocated to VM3. VM4 
is left with J1 and J4. Here, J1 having less execution time, 
hence assigned to VM4. VM1 will be allocated with J4. VM1 
can be allocated either with J3 or J4 as they both have equal 
values. Here, J3 is allocated to VM3. And VM1 is left with J4 
and is allocated. The overall completion time is 51, which is 
the newly updated value. The best solution is shown in 
Table V. 

TABLE V. FINAL ALLOCATION 

VM1 VM2 VM3 VM4 VM5 Completion time 

J4 J5 J3 J1 J2 51 

IV. RESULT 

The proposed algorithm is implemented in MATLAB 
R2020a. Computations are performed on a PC with Intel 
core™ i7 CPU@1.80-GHz with 8 GB of RAM.The 
comparison is done among three algorithms. The Genetic 
algorithm(GA), Fixed set search-GRASP from now 
considered as (F-GRASP), GRASP are chosen for 
comparison. The overall completion (makespan) time is 
calculated. The allocation with minimum overall completion 
time is considered as the best allocation. However, as the 
scheduling is NP-complete, the near-optimal allocation 
changes in each run. With 10 jobs, and in 100 iterations, the 
best makespan with the algorithms GA=140, F-GRASP=148, 
GRASP=160, with 200 iterations GA=134, F-GRASP=132, 
GRASP=133, 300 iterations GA=133, F-GRASP=130, 
GRASP=135, 400 iterations GA=133, F-GRASP=130, 
GRASP=132, and after 500 iterations GA=132 F-
GRASP=129 GRASP=131, GA=132, F-GRASP= 130 
GRASP=130. The results show that the proposed algorithm is 
equally competing with existing metaheuristic algorithms like 
the Genetic algorithm and GRASP. In some instances, it is 
showing better results than the algorithms with which it has 
been compared. 

The usage of fixed set search reduces the search space. 
Thus it converges with the near-optimal solution faster than 
the other two algorithms. Fig. 6. represents the number of 
iterations on the X coordinate and best makespan on the Y 
coordinate. F-GRASP shows promising results with the 
Genetic algorithm and GRASP. 

 

Fig. 6. Comparison of Makespan of F-GRASP with GA and GRASP. 

V. CONCLUSION AND FUTURE WORK 

This paper discusses the limitations of the GRASP 
algorithm. Learning is added to improve the efficiency of the 
algorithm. With the inclusion of a fixed set search, the 
learning is accomplished. The algorithm's search space 
reduces by accumulating the elements of high-quality 
solutions. The algorithm starts with a greedy random 
approach, and each iteration shows some improvement and 
finally reaches an optimal solution. The algorithm shows 
remarkable improvement in performance. While the addition 
of fixed set search and the 2-Opt algorithm strengthens the 
algorithm significantly, there is still space to test with 3-Opt or 
4-Opt algorithms. The proposed algorithm is evaluated using 
MATLAB. The time complexity is O(2

n
 n

2
) and space 

complexity is O(n
2
). Alternative methods can be explored to 

reduce the time complexity. The open-source cloud platforms 
such as Open stack or Cloud stack by interested researchers 
with the proposed algorithm. 
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Abstract—The magical buzzword Internet of Things (IoT) 

connects any objects which are diverse in nature. The restricted 

capacity, heterogeneity and large scale implementation of the IoT 

technology tend to have lot of security threats to the IoT 

networks. RPL is the routing protocol for the constraint devices 

like IoT nodes. ICMPv6 protocol plays a major role in 

constructing the tree-like topology called DODAG. It is 

vulnerable to several security attacks. Version Number Attack, 

DIS flooding attack and DAO attack are the ICMPv6 based 

attacks discussed in this paper. The network traffic is collected 

from the simulated environment in the normal and attacker 

settings. An AdaBoost ensemble model termed Ada-IDS is 

developed in this research to detect these three ICMPv6 based 

security attacks in RPL based Internet of Things. The proposed 

model detects the attacks with 99.6% accuracy and there is no 

false alarm rate. The Ada-IDS ensemble model is deployed in the 

Border Router of the IoT network to safeguard the IoT nodes 

and network. 

Keywords—IoT; ICMPv6; version number attack; DIS attack; 

DAO attack; Ada-IDS 

I. INTRODUCTION 

Internet of Things (IoT) is a network of embedded objects 
having unique identifier with sensing and actuation capacities 
and limited resources. IoT has the ability to connect any 
objects in the real world to the global network. Though IoT 
makes the people‟s life easier, it has lot of security issues and 
challenges. The privacy and security vulnerabilities increase 
as the global network includes greater number of connected 
devices from various fields and domain [1][2]. The large 
volume of connected devices in IoT network are uniquely 
identified using IPv6 addressing. IPv6 inherited several 
features from its previous version IPv4. So, it has the 
associated vulnerabilities of IPv4 and the specific security 
challenges of IPv6 [3]. These security threats have to be 
addressed in order to enhance the IoT security schemes. 

IoT resource limited devices form Low-Power Lossy 
Networks (LLNs). To meet the requirements of the LLNs, the 
Routing Protocol for Low-Power Lossy Network (RPL) is 
designed. This RPL protocol is exposed to several security 
threats [4]. In RPL, the routing is performed by the control 
messages of the Internet Control Message Protocol version 6 
(ICMPv6). The control messages construct a Destination 
Oriented Directed Acyclic Graph (DODAG). It is a tree 
structure with hierarchy of nodes with a single root node 

called as Border Router which acts as a gateway to the global 
network [5]. 

The ICMPv6 messages are grouped as error messages and 
informational messages. The communication between the 
IPv6 nodes totally depends upon the ICMPv6 Protocol. It is 
also responsible for router and node configuration. The error 
messages have a preceding „0‟ in the high-order bit of the 
„Type‟ field and the informational message contains a 
preceding „1‟ in the „Type‟ field. ICMPv6 is the backbone of 
IPv6 and RPL as it has the building blocks such as DODAG 
Information Object (DIO), Destination Advertisement Object 
(DAO), DODAG Information Solicitation (DIS) and DAO-
Acknowledgement (DAO-ACK) informational messages for 
constructing the DODAG for routing [6]. 

The root node initiates the DODAG formation by emitting 
DIO messages in a multicasting fashion. When a node 
receives the DIO message, based on the information available 
in the DIO message, it joins the DODAG and sends back the 
DAO message to the sender. Then it starts multicasting the 
DIO messages to its children. The DIO messages are regulated 
by the Algorithm. In order to identify the neighbors and join 
the DODAG, a node transmits DIS messages in a unicast or 
multicast manner. After receiving the DAO messages from the 
children, the parent node acknowledges the DAO message by 
sending DAO-ACK messages [7]. 

RPL and ICMPv6 protocols are prone to several security 
threats and attacks. According to Anthéa Mayzaud et al. [8], 
the attacks in RPL protocol are classified into three types such 
as attack against topology, attacks against resources and 
attacks against network. The attacks against the resources 
consumes more resources of the constrained devices, the 
attacks against topology cause sub-optimization and isolation 
in the topology and the attacks against the traffic creates 
security threats using the network traffic. 

The ICMPv6 based attacks are created by manipulating the 
control messages. These attacks cause many damages to the 
networks. It also leads to Denial of Service (DoS) and 
Distributed Denial of Service (DDoS) in the resource 
constrained networks. Version Number attacks, DIS flooding 
attacks and DAO attacks are some of the ICMPv6 control 
message based attacks which lead to harmful effects in the IoT 
environment [9]. Machine Learning models are used to detect 
the intrusions from the network traces and log files. It is very 
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difficult to design IDS that performs well in terms of accuracy 
and less false alarm rate. Ensemble machine learning 
algorithms boosts the accuracy by combining many classifiers 
[10]. 

In this paper, an AdaBoost ensemble Intrusion Detection 
System called Ada-IDS is proposed to detect the Version 
Number attack, DIS flooding attack and DAO attacks in the 
IoT network. To develop this system, the IoT network 
communication traces are collected from the normal 
simulation environment and attack scenarios such as Version 
Number attack, DIS flooding attack and DAO attack. The 
Ada-IDS is developed by using the collected network traces. 
For that, the pre-processing and feature engineering processes 
are carried out on these collected data. Finally, an ensemble 
AdaBoost machine learning algorithms is applied on the 
collected dataset to build the Ada-IDS for detecting the 
ICMPv6 based attacks. The proposed Ada-IDS detects the 
Version Number Attack, DIS flooding attack and DAO attacks 
with 99.6% accuracy and with very less false alarm rate. 

The rest of the paper is organized as follows: Section II 
explicates the related works of this research. The three 
ICMPv6 based attacks are explained in Section III. The 
Icmpv6 dataset used in this research and the proposed Ada-
IDS is elaborately discussed in Section IV. The results 
obtained by the Ada-IDS model are presented in Section V. 
Finally, the Section VI concludes the paper. 

II. RELATED WORK 

Adnan Hasan Bdair et al. [11] critically reviewed the latest 
ICMPv6 based Intrusion Detection mechanisms with a special 
focus on the Denial of Service (DoS) and Distributed Denial 
of Service (DDoS) attacks. Three types of ICMPv6 based 
attacks such as ICMPv6 flood, ICMPv6 amplification and 
ICMPv6 protocol exploitation were addressed. Different types 
of Intrusion Detection systems for ICMPv6 based attacks were 
also explicated in this paper. 

Arul Anitha et al. [12] proposed an Artificial Neural 
Network based Intrusion Detection System for Internet of 
Things using Multilayer Perceptron for detecting the Version 
Attacks and DIS attacks from the dataset collected from the 
Cooja Simulator and the proposed method classified the 
attacks and normal nodes correctly. 

EmreAydogan et al. [13] developed a Centralized Intrusion 
Detection System for RPL based Industrial IoT using Genetic 
Programming concept. This system detects „Hello Flood 
Attacks‟ and „Version Number Attacks‟ using the Genetic 
Algorithm approach with 50 population and other default 
parameters. Network traces are not analyzed in this work. 

Nour Mustafa et al. [14] developed an AdaBoost ensemble 
Network Intrusion Detection System (NIDS) by using 
Decision Tree (DT), Naive Bayes (NB) and Artificial Neural 
Network (ANN) algorithm. This system detects the 
application layer related IoT attacks. The UNSW-NB15 and 
NIMS botnet dataset were used to develop this ensemble 
model. According to their findings, the proposed model 
detects the attacks in the UNSW-NB15 dataset with 99.54% 
accuracy and NIMS botnet dataset with 98.29% accuracy. 

Dan Tang et al. [15] proposed a multi-feature based 
AdaBoost system for detecting the low-rate Denial of Service 
(LDoS) attacks. At fixed time intervals the network traffics 
were captured and the obtained samples were analyzed using 
various statistical measures. The correlation scores between 
the features and the class labels were attained to choose the 
optimal feature set. Using the optimal features, the AdaBoost 
ensemble model was developed. NS2 simulator and a test-bed 
were used to evaluate the performance of the model and 
achieved 94.05% and 97.06% attack detection accuracy 
respectively. 

A.R.Javed et al. [16] proposed an AdaBoost ensemble 
classifier to detect botnet attacks in connected vehicles. The 
decision tree algorithm was used as the base estimator and the 
cluster size was 100 in the AdaBoost algorithm. The 
performance of the AdaBoost classifier was compared with 
the decision tree, probabilistic neural network and sequential 
minimal optimization. According to their findings, the 
AdaBoost classifier outperformed other models and achieved 
99.7% true positive rate and 99.1% accuracy. 

Amin Shahraki et al. [17] performed a comparative 
analysis on various AdaBoost algorithms like Real Adaboost, 
Gentle Adaboost and Modest Adaboost using the well-known 
Intrusion detection datasets such as KDDCUP99, NSL-KDD, 
CICIDS2017, UNSW-NB15 and TRAbID. In this research, 
the authors identified that Gentle AdaBoost and Real 
AdaBoost performed better than the Modest AdaBoost 
algorithm. At the same time, the Modest AdaBoost algorithm 
was faster than the other AdaBoost algorithms. 

III. ICMPV6 ATTACKS IN RPL BASED IOT 

The ICMPv6 protocol is susceptible to various security 
threats and attacks. In this research, three ICMPv6 based 
attacks are implemented such as Version Number Attack DIS 
attack and DAO attack. The characteristics of these attacks are 
explained below: 

A. Version Number Attacks 

Version Number is an 8-bit number which denotes the 
Version of the DODAG topology. It is multicasted by the 
parent nodes using the DIO control message. Whenever there 
is an inconsistency in the DODAG, the global repair 
mechanism is initiated and the Version Number is updated by 
the root node. This updated information is multicasted from 
the root node via DIO control message. A Version Number 
Attacker without the knowledge of the root node updates the 
Version Number periodically and sends the updated version 
number using the DIO messages to its neighbors. On receiving 
this DIO message, the neighboring nodes join the global repair 
mechanism. Hence, the DODAG is reconstructed again and 
again. This malicious act affects the normal responsibilities of 
the legitimate nodes and consumes the constrained resources 
of the IoT devices. In the long run, it increases the control 
traffic while constructing the DODAG repeatedly in the 
network and this leads to Denial of Service (DoS) attacks 
[18][19]. 
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B. DIS Flooding Attacks 

This attack is created by manipulating the header details of 
the DIS messages. The DIS Control messages are used to 
probe its neighbors in order to join the DODAG. On receiving 
this DIS message, the neighbor nodes send back DIO 
messages to the sender. The Time duration for sending DIO 
messages is scheduled by the Trickle Timer. A DIS flooding 
attacker continuously multicasts DIS messages to its 
neighbors even though it received DIO message already. This 
heavy flooding of DIS messages in the network degrades the 
performance of the Network and leads to Denial of Service 
(DoS) attack [20]. 

C. DAO Attacks 

DAO attack is generated by manipulating the DAO 
Control Message. When a Child node receives a DIO message 
from its parent, it has to send back a DAO message for 
maintaining the reverse root. The DAO message sent by the 
child node traverses multiple ancestors until it reaches the root 
node. A DAO attacker continuously transmits the DAO 
message to its parent list. All such unnecessary messages in 
the network have to be forwarded to the root node. It 
consumes more network resources and also prohibits the 
legitimate nodes to perform regular activities. Finally, the 
network will be in an inconsistent state which causes Denial of 
Service (DoS) attacks in the network [21]. 

These three attacks are created by using the ICMPv6 
control messages which consumes more resources in the IoT 
network and reduces network performance. At last, all the 
three attacks lead to Denial of Service (DoS) attack which 
causes more damage to the RPL based IoT network. 

IV. PROPOSED ADA-IDS MODEL 

Network or Centralized Intrusion Detection System and 
Distributed Intrusion Detection System are the major two 
categories of IDS. In the centralized concept, the IDS is 
installed in the border router or a dedicated server. In the 
Distributed IDS, it is deployed in the client nodes. As the IoT 
nodes are resource constrained, the Distributed IDS concept is 
not suitable for limited resource devices. 

The proposed Ada-IDS belongs to the Centralized IDS 
category. It monitors the nodes in the network and whenever 
there is an intrusion occurs, it raises an alarm to notify the 
admin about the issue. The various phases involved in 
developing the Ada-IDS are given in Fig. 1. 

As it is given in Fig. 1, there are five phases for 
developing the Ada- IDS that are Data Collection Phase, Pre-
Processing Phase, Feature Engineering Phase, Model Building 
Phase and Deployment Phase. 

A. Data Collection Phase 

The data is collected from the simulation environment. 
There are 50 normal client nodes, one root node and an 
attacker involved in the simulation. The Version Number 
Attack, DIS flooding Attack DAO attacks and a simulation 
without attacker are implemented in the Cooja simulator and 
the network traces from all these experimental setups were 
captured using the 6LoWPAN Analyzer tool. The simulation 
is performed for 30 minutes in each scenario. The captured 
packets are analyzed using the WireShark tool and the .pcap 
files were converted into .csv files. The file is named as 
„Icmpv6.csv‟ that is used for building the Ada-IDS model. 
The collected dataset contains normal packets, Version 
Number Attacks, DIS flooding Attacks and DAO Attacks. The 
Normal and Attack instances are listed in Table I. 

As it is given in Table I, there are 127684 samples in the 
dataset including 125184 Normal, 325 DIS Attacks, 1193 
DAO Attacks and 982 Version Number Attacks. There are 
nine attributes in the dataset. The description of the dataset is 
given in Table II. 

TABLE I. NORMAL AND ATTACK INSTANCES 

S.No. Type No. of Packets 

1. Normal 125184 

2. DIS Attacks 325 

3. DAO Attacks 1193 

4. Version Number Attacks 982 

Total 127684 

 

Fig. 1. Ada-IDS Model. 
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Table II explains the attributes of the Icmpv6 dataset. The 
screenshot with sample records captured using python code is 
shown in Fig. 2. 

As it is given in Fig. 2, the Class field and Type field 
denote whether a packet is attack or normal. The Type field 
also gives the details of an attack as Version Attack, DIS 
Attack or DAO Attack. 

TABLE II. DESCRIPTION OF THE ICMPV6 DATASET 

S.No. Attribute Name Data Type Description 

1. No. Integer Packet Number 

2. Source String Source Address of a packet 

3. Time Float Time represented in millisecond 

4. Destination String Destination Address of a packet 

5. Protocol String Protocol for Communication 

6. Length Integer Packet length in Bytes 

7. Info String Description about the protocol 

8. Class String The packet is Attack or Normal 

9. Type String 
Type of the Attack 
(Version, DIS, DAO) 

B. Pre-Processing Phase 

The dataset collected from the simulation environment has 
to undergo a pre-processing stage in order to be relevant for 
building the AdaBoost ensemble model. There are 394 missing 
values in Source and Destination fields. Since these two fields 

represent the IPv6 address of the nodes, the missing values 
cannot be replaced by mean, median or mode values. A new 
value is given for the Source and Destination Addresses. 

C. Feature Engineering 

One hot encoding and label encoding are performed on the 
categorical features to make them relevant for the ML 
algorithms. The frequency encoding is applied for the „Time‟ 
feature. The Class feature is created which separates the 
Normal data samples from the Attack samples. The Type 
feature categorizes the different types of attacks such as DIS 
Attack, DAO Attack and Version Number Attack. The feature 
„No.‟ indicates the packet number which doesn‟t have any 
significance in predicting the target and hence it is eliminated 
from the dataset. The null values in the „Source‟ feature are 
replaced by a dummy value „a‟. Similarly, the null values in 
the „Destination‟ field are replaced by a dummy value „b‟. 
After the accomplishment of the pre-processing and feature 
engineering tasks, the dataset will look like the Fig. 3. 

As shown in Fig. 3, all the categorical values of the dataset 
are converted into numerical values. Now, the dataset is 
relevant for model building. 

D. Model Building Phase 

The pre-processed dataset with eight features is used in 
this experiment. The combined dataset has 127684 data 
samples. 80% of the data samples are split into a training set 
which contains 102147 instances and the remaining 20% of 
data samples are treated as the test set which contains 25537 
instances. 

 

Fig. 2. Screenshot with Sample Date. 
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Fig. 3. Sample Data after Pre-processing. 

E. AdaBoost Ensemble Model 

An Ada-Boost (Adaptive Boosting) model is built to detect 
the Version Number Attack, DIS flooding attack and DAO 
attacks in the IoT environment. It was developed by Yoav 
Freund and Robert Schapire in 1996 as a classifier that uses 
ensemble boosting. Classifier accuracy is improved by 
combining multiple classifiers [22]. AdaBoost classifier 
creates a powerful classifier by combining several weak 
classifiers, resulting in a powerful classifier with high 
accuracy. The basic idea behind Adaboost is to train the data 
sample and adjust the classifier weights in each iteration, so 
that unusual observations can be accurately predicted [23]. 
Interactive training on a variety of weighted training examples 
should be used to fine-tune the classifier. It tries to minimize 
training error in order to provide the best fit possible for these 
examples in each iteration. The steps for obtaining the 
ensemble model are given below: 

1) Adaboost begins by picking a training subset at 

random. 

2) The AdaBoost machine learning model is trained 

iteratively by selecting the training set based on the accuracy of 

the previous training prediction. 

3) It gives more weight to observations that were 

incorrectly classified, increasing the likelihood that these 

observations will be correctly classified during the next 

iteration. 

4) Additionally, the trained classifier is given more weight 

in each iteration based on how accurately it classifies. 

5) Classifiers that are more precise will be given more 

credit. 

6) In this process, the training data is iterated until it fits 

perfectly, or until the specified maximum number of estimators 

has been reached. 

In AdaBoost classifier, there are three basic parameters 
such as base_estimator, n_estmator and learning_rate. The 
parameters used in this research are given below: 

 base_estimator: A weak learner is used to train the 
model. In this work, the default DecisionTreeClassifier 
is used to train the ensemble model. 

 n_estimator: It specifies how many weak learners are 
used for training the model repeatedly. In this model 10 
estimators are used. The performance is analyzed. 
Then increment by 10 until it reaches 100 estimators. 

 learning_rate: The default learning rate is 1, it denotes 
the weights of the weak learner. In this ensemble 
model, the default learning rate is used. 

In AdaBoost ensemble approach, weak learners are 
combined to improve accuracy, which is done iteratively by 
fixing the faults of the weak classifier. AdaBoost isn't prone to 
being overfit issue. Though AdaBoost has these advantages, 
the performance is degraded if there are outliers in the dataset. 

F. Deployment Phase 

The proposed Ada-IDS model is installed in the Border 
Router (Gateway). The Pseudo Code for the Ada-IDS is given 
in Fig. 4. 

This Ada-IDS detects the icmpv6 based attacks such as 
Version Number Attacks, DIS flooding attacks and DAO 
attacks in RPL based IoT networks. 
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Fig. 4. Pseudo Code for Ada-IDS. 

V. RESULT AND DISCUSSION 

This section elaborates the results obtained by the 
AdaBoost ensemble model. After accomplishing preprocess 
and feature engineering phases, the dataset is split into two 
sets like training and testing set. The training set contains 
80% of the original data samples and the testing set consists of 
20% of the dataset. The No. of samples in both categories is 
given in Table III. 

The training samples are used to build the AdaBoost 
ensemble model. The DecisionTreeClassifier is selected as 
the weak classifier to fine tune the model iteratively. The 
learning rate parameter takes the default value. The no. of 
base_estimator is initially given as 10. The training time and 
testing time with 10 base estimators are analyzed. The testing 
accuracy for the AdaBoost Classifier with 10 base estimators 
is noted. To check whether there will be any change in the 
accuracy with respect to the number of estimators, the base 
estimator is incremented by 10 until it reaches 100. 
Surprisingly, the accuracy is 99.6% and it is not affected by 
the number of estimators used for building the AdaBoost 
classifier. The parameters and accuracy of the AdaBoost 
ensemble model is listed in Table IV. 

As it is given in Table IV, the learning_rate is constant of 
all experiments. The number of Decision Trees used for 
building the AdaBoost ensemble model for each experiment 
varies from 10 to 100. The accuracy obtained is the same in all 
experiments. The training time and testing time varies in each 

experiment according to the no. of base estimators used. The 
relationship between the training time and the testing time is 
indicated by using Fig. 5. 

As Fig. 5 depicts, the training time required for building 
the model is more compared to the testing time. Because, the 
training set contains 80% of data. Also when number of 
DecisonTreeClassifier increases, the training time also 
increases. So, there is a positive correlation between the 
number of samples, number of estimators and the training 
time. The testing time also varies according to the no. of 
estimators in each experiment. When more 
DecisionTreeClassifiers are included, the testing time also 
increases. 

TABLE III. DESCRIPTION OF THE ICMPV6 DATASET 

Type of Instance Training (80%) Testing (20%) Total 

Normal 100169 25015 125184 

DAO Attack 79 246 325 

DIS Attack 1115 78 1193 

Version Attack 784 198 982 

Total Samples 102147 25537 127684 

TABLE IV. ADABOOST PARAMETERS AND ACCURACY 

n_Estimator 
Learning  

Rate 

Training 

Time ( Sec.) 

Testing 

Time (Sec.) 
Accuracy 

10 1 0.62 0.069 0.996 

20 1 1.77 0.092 0.996 

30 1 1.662 0.163 0.996 

40 1 2.406 0.355 0.996 

50 1 2.937 0.272 0.996 

60 1 4.881 0.363 0.996 

70 1 5.21 0.357 0.996 

80 1 6.627 0.428 0.996 

90 1 5.561 0.786 0.996 

100 1 6.923 0.872 0.996 

 

Fig. 5. Training and Testing Time Comparison. 
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A. Evaluation Metrics 

There are three classes of attacks in the dataset. The 
confusion matrices are generated for each experiment which 
shows the actual and predicted class labels for each sample. 
To evaluate the performance of the models, the metrics such 
as accuracy, precision, Recall, F-Score are also computed 
[24]. 

 True Positive (TP): TP represents the correct 
classification of an attack packet as attack. 

 True Negative (TN): TN specifies the correct 
classification of normal packets as normal. 

 False Negative (FN): FN illustrates the wrong 
classification of an attack packet as normal. When this 
value increases, it affects the confidentiality and 
availability which are very important security 
concerns. 

 False Positive (FP): FP signifies the incorrect 
classification where the normal packet is classified as 
attack. 

 Accuracy: It denotes the ratio between the sum of 
correctly classified samples as normal and attack to the 
total instances. The formula for computing Accuracy is 
given in the Eq.1 

Accuracy= (TP+TN) / (TP+TN+FP+FN)           (1) 

 Recall (Sensitivity): Recall quantifies the number of 
correct positive predictions made out of all correct 
classifications that could have been made. Eq. 2 is the 
formula for calculating the sensitivity or recall. 

Recall = (TP) / (TP+FN)             (2) 

 Precision: It represents the total number of records that 
are correctly classified as attack divided by a total 
number of records classified as attack. The precision 
can be calculated according to the Eq.3. 

Precision = (TP) / (TP+FP)            (3) 

 F-Score: F-Score combines the properties of both 
precision and recall and it expresses them using a 
single measure. The formula for computing the F-Score 
is given in Eq.4. 

F-Score = 2*(Recall*Precision)/(Recall +Precision)          (4) 

In this work, the CPU time for training the model and 
testing the model are also taken into account for each 
experiment. The confusion matrix obtained for each 
experiment is almost the same and it is given in Table V. 

In Table V, the correctly classified samples in the testing 
set are given blue color text, but the misclassified samples are 
denoted by using red font color. As it is shown in the table, all 
normal events are identified correctly. There are very few 
misclassifications in other categories. Using the confusion 
matrix and by applying the equations Eq. 1 to Eq. 4, the 
accuracy, precision, recall and f1-score values are calculated 
and listed in Table VI. 

TABLE V. CONFUSION MATRIX 

 Normal 
DAO 

Attack 

DIS 

Attack 

Version 

Attack 

Normal 25015 0 0 0 

DAO Attack 0 214 32 0 

DIS Attack 0 21 57 0 

Version Attack 0 0 38 160 

TABLE VI. RESULTS FROM COFUSION MATRIX 

n_Estimator Accuracy Precision Recall F-Score 

10 0.996 0.99 1.00 1.00 

20 0.996 0.99 1.00 1.00 

30 0.996 0.99 1.00 1.00 

40 0.996 0.99 1.00 1.00 

50 0.996 0.99 1.00 1.00 

60 0.996 0.99 1.00 1.00 

70 0.996 0.99 1.00 1.00 

80 0.996 0.99 1.00 1.00 

90 0.996 0.99 1.00 1.00 

100 0.996 0.99 1.00 1.00 

As Table VI denotes, the Ada-IDS model, developed by 
using AdaBoost Ensemble model with DecisionTreeClassifier 
provides better results in terms of accuracy, precision, recall 
and f-score. The obtained confusion matrix is the same for all 
observations, so that it gives the same accuracy, precision, 
recall and f-score values. Since it doesn‟t have any false 
alarm-rate, it is suitable for anomaly detection. The Ada-IDS 
is implemented in the Border Router (6BR) to safeguard the 
connected devices in the IoT network. 

VI. CONCLUSION 

The security attacks are inevitable in RPL based Internet 
of Things as they have limited resources compared to other 
networks. In this paper, an ensemble IDS named Ada-IDS is 
developed using the AdaBoost ensemble model and it is 
deployed in the Border Router to protect the IoT network from 
Version Number Attack, DIS flooding Attack and DAO 
Attack. According to the experiments, this Ada-IDS ensemble 
model detected these three types of attacks with 99.6% 
accuracy and with no false alarm rate. Hence, it will act as an 
anomaly based Intrusion System. It is suitable for all IoT 
domains and it acts as a shield to protect the nodes from 
flooding of ICMPv6 messages, unnecessary version updates 
and bulk sending of the DAO message in the RPL based IoT 
network. Availability and reliability of the IoT nodes for their 
normal responsibilities are also ensured. To enhance this 
system further, more ICMPv6 related attacks can be included 
in the „icmpv6.csv‟ dataset. 
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Abstract—The student feedback offer effective insight into 

their experience of knowledge transfer, routinely collected in 

academic institutions. However, the existing research literature 

lacks reporting whether the comments in education system are 

helpful or non-useful. Most of the existing works are limited to 

sentiment polarity computation only, and teacher evaluation is 

carried out without considering the aspects of the teaching. This 

study analyzes student comments and classifies comments as 

applicable and non-useful for the teacher scoring system. In the 

proposed research, the data considered is the student feedback 

collected from the teacher rating website. The study performed 

phase-by-phase text data modeling. First, exploratory analysis is 

carried out on the student feedback dataset to understand text 

data characteristics and features. Based on the exploratory 

analysis, appropriate steps are determined to perform 

preprocessing operations for data cleaning. Using natural 

language processing context, the study only focuses on removing 

stop words and common words that belong to both useful and 

non-useful contexts. BoW model is considered for features 

extraction, and two probabilistic supervised machine learning 

models are used for comment classification. The study outcome 

exhibits that Gaussian Naïve Bayes outperforms Multinominal 

Naïve Bayes in accuracy, precision, recall rate, and F1-score. 

Keywords—Education; knowledge transfer; machine learning; 

natural language processing; student feedback 

I. INTRODUCTION 

Education is the key to success and serves as a foundation 
that enables people to learn about the society and world 
around them. People have a preconceived notion that getting 
an education gives them basic survival skills and is essential 
for good citizenship. However, education provides many 
opportunities in life through acquiring fundamental skills, 
values, ethics, morals, and life survival skills. Over the past 
decades, the trend of education has undergone tremendous 
evolutions. With the advent of technology tools and the 
Internet, people have raised many questions about the best 
teaching model. The upsurge of growth in the educational 
sector has a long history. The initial increase is related to 
personal background involving learning and memorization [1]. 
The upturn appeared in the education system in the early 
twentieth century regarding mass learning [2]. In the late 
1990s, with the advent of computers and the Internet, teaching 
and learning methods have changed significantly. As a result, 
the trend of distance learning emerged parallel with the 
learning from books, libraries, and teaching on the blackboard. 
Over time, a revolutionary advancement in electronic and 

network communication technologies has changed education. 
It induces a trend of online learning and knowledge delivery 
or transfer as a service at a global scale. The availability of 
digital platforms in the form of Information and 
Communication Technology (ICT) utilizes a knowledge-based 
learning model that will be made available to everyone by 
experts in various educational topics and domain disciplines 
[3-4]. The vision of education to all is being evidenced 
through different e-learning systems and MOOCS [5-6] like 
Khan Academy, Course era, NPTEL, etc. Various educational 
institutions and an educational corporate [7-8] race this. Such 
Institutions or learning platforms are continually looking for 
an efficient mechanism that can be utilized to improvise 
knowledge transfer and learning services. This improvement 
can be achieved by collecting feedback from students about 
the knowledge transfer by their teachers. According to the 
researchers [9], students' feedback provides a vital means for 
analyzing the student's level of understanding, attitude 
towards learning, and scoring teachers concerning the quality 
of knowledge transfer in the particular class or session. Thus, 
the students' feedback must be addressed efficiently by 
learning and education platforms to successfully enhance the 
quality of education in terms of helping to improve student 
achievement that can benefit society and the nation. 

Students' feedback consists of both quantitative and 
qualitative information. Quantitative information such as 
personal feelings, beliefs, sentiments, and desires can be 
identified and handled easily. However, the qualitative data 
such as useful and non-useful comments may consist of 
positive and negative sentiments. Still, selecting helpful 
comments requires an effective classification mechanism to 
utilize the improvising education model and knowledge 
transfer services. In fact, in most cases, quantitative comments 
are considered, while qualitative comments are either treated 
manually or entirely ignored. Qualitative analysis can be 
performed with less data, but if the amount of information is 
large, a challenge will occur and be considered a text mining 
problem. Researches in the context of qualitative analysis of 
feedbacks in the education sector are relatively new. The 
previous study reported their contribution to student reviews 
mining using Natural Language Processing (NLP). The NLP-
based approach uses dictionary- methods that use sentiment 
words match them with textual terms of comments to 
determine the polarity, how positive, negative, or neutral the 
words are like happy, sad, satisfied, dissatisfied, or angry [10-
12]. Also, Machine Learning (ML) techniques such as Support 
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Vector Machine (SVM), clustering, neural network, and many 
more have been utilized in the literature to describe student 
understating from the various aspects level of teaching 
methodology, communication skills, and technical skills 
knowledge, etc. Though sentiment analysis plays a vital role 
in assessing learning effectiveness. However, most of the 
existing works are limited to finding the polarity of feedbacks. 
They do not focus on understanding and categorizing useful 
and non-useful review/comments patterns to effectively 
improve the learning organization's performance and 
formulate plans to enhance the knowledge transfer by teachers 
and students' learning experience. 

Despite the variety of efforts and solutions available in the 
existing literature, the proposed study considers classifying 
helpful and un-useful comments as a text classification 
problem and offers an alternative approach to help score 
teachers, improve knowledge transfer services. In the 
proposed work, NLP and ML are applied to student feedback 
to classify valuable and useless comments benefiting learning 
platforms to overcome potential barriers to effective 
knowledge transfer services and the quality of learning 
processes. The idea of the proposed system is to present a 
novel computational framework to enhance the teaching-
learning system in a digitized educational system. The 
importance of the research is briefed with respect to key 
contributions of this paper include. 

 The paper highlights all the significant work carried out 
in a similar domain to extract unaddressed research 
problems. 

 The paper presents a novel and simplified 
computational framework capable of analyzing the 
binary response in the form of valuable and non-useful 
remarks. 

 The paper presents an exploratory analysis of the 
dataset of student response data from a teacher review 
site to recognize the characteristics of the feedback 
dataset and understate the requirement of preprocessing 
steps. 

 The paper presents an intelligent filter to score the 
performance of teachers based on categorizing 
functional and non-useful patterns of comments using 
the probabilistic model-based supervised classifier. 

If all the above stated research contribution is implemented 
than a novel framework is evolved which is capable to 
automating the teaching-learning experience enhancement, 
which doesn’t exist in current research work or any 
commercial application. Apart from the above stated research 
contribution, the limitation of proposed study are viz. i) it 
doesn’t address any distributed storage management over data 
center or in warehouse, ii) it doesn’t address any form of 
security encapsulation for the extracted knowledge from the 
analyzed data, and iii) it doesn’t consider analyzing any other 
language apart from English. The remaining parts of this paper 
are organized in the following manner: Section II. Presents 
brief discussion about existing techniques used for enhancing 
the education delivery as well as a management system. 
Section III discusses the motivational factors about this topic 

and briefing of significant reasons behind the proposed work. 
Section IV describes a proposed solution to the identified 
research problem and detailed research methodology 
describing the exploratory study, preprocessing, and 
classification of valuable and non-useful comments. Section V 
discusses the experimental results presented to evaluate the 
proposed system's performance, whereas Section VI concludes 
the overall work carried out in this paper. 

II. RELATED WORK 

This section discusses the related work regarding 
improvement in education based on student attitude analysis 
and teaching evaluation using feedback. 

In recent years, researchers have begun to score teachers 
and evaluate student understanding and attitude. For instance, 
Beatrice Tucker [13] investigated feedback and reviews from 
an Australian University's aggressive or unprofessional. The 
investigational analysis showed that 20 comments were 
recognized as abusive directed towards professors and 
teaching, and 34 comments were recognized as unprofessional 
directed towards education units. A recent study by Boca [14] 
showed an interesting work on analyzing factors that impact 
student learning and attitude towards online classes during the 
current pandemic situation. The author surveyed by preparing 
a questionnaire from 300 students from technical university 
Romania. The findings of this study reveal that online classes 
and materials are beneficial for most students in a pandemic 
situation. But also, students found this approach to learning 
stressful. This study has provided good background in the 
context of improving education to meet the needs of new 
generations. Similar efforts have been made by Wu et al. [15] 
and Zughoul et al. [16], where the authors have analyzed 
students' performances and attitudes towards teachers. 

The remarkable use of text mining approaches to examine 
student reviews and comments has led to an excess of 
methods. Various ML and NLP-based approaches have been 
applied to the education field. The work of Dhanalakshmi et 
al. [17] examined different ML approaches and demonstrated 
effective of each ML technique under consideration. The 
authors showed Naïve Bayes is the most suitable ML 
approach to compute the probability of input comments 
directed to specific attributes. Meanwhile, the authors in the 
study of Nasim et al. [18] reported lexicon-based text analysis 
does not require extensive data and high processing power. Qi 
and Liu [19] used a latent Dirichlet allocation scheme to 
perform texting mining over the feedback provided by the 
student for MOOC courses. A matrix was constructed to 
describe comments regarding courses. Bi-long-short-term 
memory (LSTM), a deep learning approach, is used to classify 
the sentiments from the comments. 

Liu et al. [20] developed a model opinion and topic mining 
to forecast the worldwide acceptance level of MOOC courses. 
The authors have obtained sentimental comments regarding 
improving knowledge transfer strategies and courses. 
Similarly, Weng et al. [21] designed a computing model based 
on the feedback regarding MOOC courses. The presented 
model was developed based on the sentiment analysis to help 
education providers understand the reason for changing 
students' sentiments and accordingly perform course 
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adjustment and teaching methods. The work carried out by 
Koufakou et al. [22] adopted the data analytics method to 
mine meaningful information from student reviews to assist 
teachers, and educational organizations gain insights into 
students' emotions and attitudes. Another work done by Leong 
et al. [23] considered messaging texts for carrying out 
teaching assessments. The authors have initially classified 
different contexts presented within the text messages and 
performed data modeling using a multi-level data analytics 
approach. The study finding shows sentiment analysis-based 
model is better to conduct teacher scoring and teaching 
evaluation. The authors in the study of Kumar and Jain [24] 
introduced a model in which significant features are first 
analyzed. 

Then, TFIDF scores were used to select features for the 
classification. The classification of comments is done based 
on the sentiment analysis-based polarity prediction using 
Naïve Bayes. The result indicated that 81.06% of features 
were correctly predicted, and 89.67 % of accuracy was 
achieved in the comment classification. The researchers in 
Chetan and Vinay's [25] study focus on optimizing data 
storage related to knowledge delivery systems in a cloud-
based e-learning system using an advanced data analysis 
method using a semantic-based approach. Kastrati et al. [26] 
presented work on systematic mapping of existing studies on 
the sentiment analysis of Students' feedback with dictionary-
based approaches and Learning models. The findings of this 
study indicated that despite many challenges, education and 
teacher evaluation are booming concerning the application of 
learning mechanisms. The authors have also highlighted the 
requirement of structured datasets, standardized solutions, and 
increased focus on emotional expression and classification. A 
significant study carried out by Skedsmo and Huber [27] has 
presented an investigational analysis based on teacher 
evaluation regarding the valid measures and teacher 
involvement. The authors discussed the various issues 
associated with procedures adopted in the existing studies for 
teacher rating in this study. The author's contribution is an 
essential question of the relevance between teacher rating 
policies and existing research procedures. Zerihun et al. [28] 
showed that student learning experience and achievement 
indicators rated teachers similarly. The authors have 
developed a questionnaire oriented on the students' 
experiences, and a hypothesis in the questionnaire is made by 
exploring the literature. The hypothesized evaluation 
parameters were designed that consist of different factors such 
as evaluation and review, course structure and presentation, 
self-assessment, and engagement. 

A study conducted by Sindhu et al. [29] presented a vital 
work relevant to the current research. The authors have 
focused on the extraction of qualitative information from the 
student's feedback. In this work, the authors considered 
various aspects of teaching and used supervised learning-
based sentiment analysis using multi-layer LSTM. The first 
layer classifies the characteristics described within the 
comments, and further aspect-based sentiments polarity is 
predicted. The dataset used in this study is prepared based on 
the student's observations from the specific educational 
institution as a use case. The study outcome indicated good 

accuracy regarding aspect-based prediction with 91%and 
sentiment polarity with93%. This study has provided 
significant concern as it focuses on different aspects needed in 
the teacher evaluation process. However, none of the other 
studies considered teaching characteristics and other necessary 
attributes to classify useful and non-useful features from the 
student feedback data. Most of the existing research is limited 
to polarity computation, which is suitable to highlight the 
emotion and sentiments of students but not much significant to 
score teachers. Since the student's comments and feedback 
often consist of irrelevant, unprofessional, abusive words, 
which need to be analyzed whether it is valuable or not 
valuable for the context of scoring or rating the teacher. The 
following section presents the motivation and reason behind 
this study. 

III. MOTIVATION 

The discussion in the first section is carried out from the 
perspective of the education system and its improvement. In 
the present section, the discussion is carried out from the 
teachers' perspective and the influential factors that motivated 
and the reason behind the proposed work. A teacher has a 
significant role in everyone's life. Teachers engage students' 
minds to help in gaining knowledge and understanding the 
subject of interest. The teaching aspects from different 
perspectives are illustrated in Fig. 1. 

 

Fig. 1. An Illustration of Teaching Aspects. 

In education, teachers have to contribute in several ways, 
including understanding their students, what student learning 
needs, what type of task design and assessments should be 
included. Another important thing is determining the quality 
of knowledge or teaching action required to create positive 
associations with students, make an operative learning 
environment, and establish proficiency and accountability. 
However, society is constantly evolving, and the performance 
requirements of education organizations and online learning 
platforms are also changing. The teaching profession is no 
exception except to bring about a change in academic life and 
professional commitments. In this regard, the requirements for 
teachers have become more and more complex. Although 
teachers try to do their best, sometimes the quality of 
knowledge deliverance is questioned. Reflecting on these 
changes and requirements in the current scenario, teacher 
scoring or rating systems have become more challenging and 
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complex. Rating teacher refers to accessing teaching skills, the 
approach of knowledge transfer, and teachers' achievement. 
Based on the discussion in the previous section, the sentiments 
analysis from students' feedback provides correlational 
attributes to score teachers and courses. Particularly in the 
context of education, the positive sentiments are believed to 
have good learning from the teachers, while negative 
sentiments believed to be knowledge transfer by teachers for 
their classes is not satisfactory. The sentiment analysis from 
textual data (student's feedback or comments) raises many 
technical challenges. A key challenge is understanding the 
essential features and classifying helpful and non-useful 
comments regarding scoring teachers. However, none of the 
existing research works have focused on this challenge. The 
proposed study believes that analyzing the sentiments from 
textual data is highly contextual as the wording meaning 
varies across different domains. For instance, in terms of 
education context, the word "extremely" indicates a negative 
sentiment in the comment-1"She moves extremely fast, 
teaches different methods than the book." 

However, the same word 'extremely' indicates a positive 
one in comment-2 "Extremely an important class". The word 
'extremely' in both sentences reflects different sentiments. Let 
us consider another example with the same word that reflects 
positive sentiment in comment-3"This is her favorite class and 
is extremely passionate about it". The comment-3 reflects 
positive sentiments, but it is not helpful because it does not 
describe any clear information and basis for improvement. 
Careful observation reveals that though comment-1 and 
comment-2 reflect different sentiments, they can be 
considered useful comments. They have significant intentions 
that contribute to improvising teaching methods and an 
effective learning environment. To get more clarity, let us see 
another example in terms of a different domain. The word 
"quickly" indicates a negative sentiment in the comment, "The 
explanation ended too quickly!". However, in a restaurant 
context, it means a positive sentiment in the comment "The 
service provided quickly". These examples show how 
important it is to understand the critical feature of comments 
to determine the valuable and non-useful comments regarding 
educational context. 

It should also be noted here that useful and useless 
comments can be composed of positive and negative 
emotions, and the task is to determine or classify useful and 
useless. Unfortunately, most existing literature does not 
consider the above factors and generally divides comments 
into positive, negative, and sometimes even neutral. They do 
not consider the correlation between sentiment and the 
usefulness of comments, whether it is understood as a 
sentiment classification problem without considering salient 
features and contextual significance. In turn, this raises serious 
questions about the current approach to the rating or 
assessment of teaching aspects. In this sense, the vagueness in 
the existing literature leaves education providers and learning 
organizations with a constrained direction about an effective 
way to make new policies towards improving courses, 
knowledge transfer services, and reforming other units of 
education. The proposed research aims to present an effective 
intelligent filter to score teachers based on identifying helpful 

and non-useful comments from student feedback. This work 
can be defined as a problem of text classification from the 
given comments in textual representation concerning helpful 
comment (Uc) and non-useful comment (Nc) aspect: {Uc Nc; 
  comments (c)} function  such that (c)={Uc, Nc}. The 
study performs phase-by-phase analytics of textual data to 
determine the main aspects to be taken into account for 
designing a teacher scoring model. 

IV. PROPOSED SYSTEM 

This section discusses the methodology and 
implementation strategy for the proposed system. The 
suggested word presents a significant contribution in the field 
of learning analytics. The study has been carried out to 
analyze substantial comments from the students' feedback 
rather than the sentiment polarity computation. The study 
considers that if good data analytics is carried out, then helpful 
and non-useful comments can be distinguished efficiently, 
positively impacting the teacher scoring system, thereby 
improving the quality of knowledge transfer in e-learning 
systems and academic institutions. 

The workflow of the proposed system architecture is 
shown in Fig. 2, which has five core components: the first 
collection of text from the student's feedback; second 
exploratory analysis to understand characteristics of data and 
steps required in data cleaning in the third preprocessing, 
where irrelevant information associated with text data is 
excluded, and unique words specific to helpful comments are 
analyzed; fourth feature extraction is carried out using bag of 
word (BoW) model making text data suitable to fit in 
classification model; then designing an intelligent filter for 
classification of a useful and non-useful comment using the 
supervised classifier. All these processes are performed phase-
by-phase, and a text cloud is used to visualize the essential 
words related to helpful and non-useful comments. The 
system uses the open-source Python programming language to 
perform modeling and implementation of the entire system. 

 

Fig. 2. Systematic Workflow of the Proposed System. 
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A. Data Aggregation 

The data aggregation in the proposed research work is 
student feedback from the teacher review site. Academic 
institutions and online learning platforms often do not disclose 
their internal input or review by students to assess teaching 
quality. Several online platforms have emerged, which allow 
students to evaluate their teachers publicly. The most popular 
online evaluation platform is RateMyProfessors.com. Fig. 3 
illustrates the online student learning and feedback sharing 
over the learning management system. 

k
th

learning VL C-ILMS
 

Fig. 3. The Conceptual Scenario of Learning and Feedback Sharing. 

In Fig. 3, the conceptual scenario of e-learning or online 
system and the feedback sharing process is demonstrated. The 
students get education and knowledge via a virtual layer (VL) 
connected with a Cloud-Enabled Intelligent Learning 
Management System (C-ILMS). This kind of platform also 
allows students to evaluate their teachers anonymously. 
Students present their opinion through review or comment 
from different aspects. For teacher rating, clarity, helpfulness, 
and difficulty are considered the most. While rating the 
courses and learning platform, students give comments 
considering different aspects such as academic institution 
reputation, education-related services offered, test and 
assessments, activities, and opportunities. "RateMyProfessors" 
(RMP) is a teacher review website where students can provide 
an open comment and express their emotions very 
transparently. RMC provides a simple way of sharing what 
students experience in a course and their professor's ratings. 
On this website, "ratings" refers to students' responses to a 
single survey question about overall professor quality that 
includes rating indicators, content knowledge, interest, clarity 
of lectures, etc. 

In the proposed study, data of student feedback regarding 
teacher ratings are collected from the RMP website. The 
collected dataset considers comments indicating a review of 
several professors. A web scraping technique is used on RMP 
in the data collection process. The dataset represents only 
textual and numerical data, therefore of small dimensions. 

B. Data Exploratory Analysis 

In the system model, the data intuition is first created 
utilizing the word cloud. The entire dataset in the un-
structured format is considered as a universal set ( ) which 
consists of subsets of helpful comments (Uc) and non-useful 
comments (Nc) such as Uc   and Nc  . Table I presents 
the sample view of the student feedback dataset. 

Table I shows the data reading process from the dataset 
provided by ratemyproffesor.com. The first step in this data 
analysis phase is to observe the most common word in the 
comments or text specific to users and no useful comments. 
The dataset is labeled as class usefulness with two possible 
states {usefulness-state (Uc):1, non-usefulness (Nc):0}. The 
total number of samples (Ts) in the dataset is 562, whereas 
only 358 samples are applicable and 204  non-useful states. 
Therefore, the proportion of usefulness-state and non-
usefulness state can be found using equations 1, 2 and 3, 
which are x= 63.7% and y= 36.3%, respectively.  

   ∑(     )              (1) 
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To understand the distinct pattern between    and   , the 
mean length of the feedback comment text is computed using 
equations 4 and 5 for both    and   .  
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The mean (  ) length of each class of the comments 
computed is shown in Fig. 4. Computation of the mean value 
will offer a simplified way to understand the type of comment 
for further assisting in data analysis in upcoming operation 
steps. On an analysis as in Fig. 1, it is found that the average 
size of the Uc is 46.26 words, and the average length of the Nc 
is 26.59 words per comment. This numerical score offers a 
clear picture for the filtered formed of statements concerning 
the usefulness and non-usefulness state of the response. 

The primary classification is possible even based on the 
word count. However, it may not be so in a real-time scenario, 
as sometimes or many times the average length of expression 
might be interchangeable. The study also presents text cloud 
to get more insight into both Uc (Fig. 5(a)) and Nc (Fig. 5(b)) 
as follows. 

TABLE I. SAMPLE VIEW OF COMMENTS IN THE DATASET 

Index Comments Label  

0 He was boring and ruined psychology for me. No Nc 

1 challenging course. I thought I was go Uc 

2 Hard to understand at times. Tests are ok. Not. Uc 

3 SO glad to be the hell out of this class Nc 

4 great teacher and very smart, the class is very Uc 
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Fig. 4. Mean Length of Comment Text for Both Uc and Nc. 

 
(a) For Uc   (b) For Nc 

Fig. 5. Visualization of Text Cloud. 

The study then checks for the most common words in the 
useful and non-useful categories. If the comments are 
insightful, it is considered useful, but the not constructive 
comments are not useful. The mapping of {useful, non-
useful}:{1,0}. The short comments are also ignored. The 
text cloud is constructed with useful and non-useful. However, 
if the size of the word in the text cloud is big and bold then 
repeated, then it is more repeated, significant and smaller 
means less repeated. 

The analysis obtained from text cloud Fig. 5(a) and 
Fig. 5(b) provides essential information that will help make 
the dataset suitable for the input to the model input by 
normalizing and discarding irrelevant and repetitive data. This 
process positively impacts the computational dependency of 
the model, i.e., it lessens the computational requirement in the 
feature representation and learning process. In this regard, the 
proposed exploratory analysis further explores the unique 
words in the Uc and Nc. A closer look indicates that many 
words stop words, so the next step is to remove the common 
and stop words. Fig. 6 highlights some stops words       . 

 

Fig. 6. Illustration of Some Stop Words. 

The Stop words are the words that contain less information 
and are repetitive in the same line of comments as well as 
other lines of comments that  *     +  The amount of 
information on a particular word is measured by entropy as 
described in equation 6 and equation 7 as follows: 

     ∑ ( )    ( ( ))             (6) 

Where H denotes entropy of information reflected from 
particular words, p(x) represents the probability of the word. 

 ( )   
                                     

                     
           (7) 

If a word is most probable, it is closer to 1, and log(1) is 
zero, meaning it carries no information. However, it can be 
seen that a negative sign at the beginning of equation (6). 
Hence, the less repeated word carries more information since 
the value of log(p(x)) is more. However, if a word is not 
appearing at all, then also it carries no information. In order to 
represent this, the p(x) is multiplied to log(p(x)). 

Furthermore, when considering valuable comments, the 
punctuation cannot be ignored in the proposed study. People 
writing serious comments or helpful comments will not use 
punctuation marks like '!!' or '??' or multiple dots. Hence, the 
words 'completed' and 'completed!!' give a very different 
meaning in the proposed study. The first word reflects the 
writer's seriousness, whereas the second word represents 
either excitement or frustration of the writer. When a professor 
or a teacher is being rated, such comments, which reflect 
emotion more than real criticism or appreciation, must be 
avoided. Therefore, the proposed study considers the only 
removal of stop words using preprocessing algorithm. 

C. Data Preprocessing  

The proposed system initiates a preprocessing operation to 
ensure better retention of data. Stop words commonly exist in 
all forms of text, and hence they should be first removed. 
Therefore, the preprocessing algorithm is designed to remove 
the stops words from the entire text corpus in this 
implementation phase. 
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The description of the algorithm is as follows: 

1. Algorithm for Preprocessing  

Input: Dataset (DS) 

Output:                             
Start: 

           (    ) 
                 (    ) 

                                   

           (        ) do 

      (        (      ) do 

                    

                               

           (        ) do 

      (        (      ) do 

                

    Apply           (       {     }) 
    List useful comments & non useful comments 

End 

The algorithm has an inclusion of multiple parameters 
which are briefed as follow: i) DS is used as a dataset acting as 
input to proposed system, ii) df is used as non-useful 
comments which is required to be filtered out, iii) W is used as 
a useful comments which is considered for further analysis, 
iv) Uc and Nc is final matrix which restores useful and non-
useful comments respectively. The algorithm takes all the 
textual feedback data and applies the rmv_stop function to 
remove stop words without scarifying the meaning of the 
sentences. The explicit function rmv_stop is used from the 
python library, representing all the stops words defined in the 
English language. Each sentence is passed into the functions, 
and all the stops' words are removed. 

For each Nc in the text field of the dataset, a condition is 
evaluated that class of text is found to be 0 then remove stop 
word in the non-useful comments and joined to word vector 
W. Another condition gets evaluated to remove stop words 
from the valuable comments and further filtered helpful 
comments were appended to the W. Another function is then 
used, i.e., text. Split to separate the sequence of text and lists 
the word belonging to the Nc and Uc. Fig. 7 indicates the word 
cloud. The study explores to get insight on the common word 
contained in both Uc and Nc. Table II highlights common 
words extracted during analysis. A closer look into Table III 
and analysis of the word cloud shows some common words in 
Uc and Nc. Therefore, looking at the Venn diagram, only 
valuable words are considered, and common words are 
avoided. 

Fig. 7 Venn diagram provides an analysis that words 
belong to both Uc and Nc such that: Uc Nc words are avoided. 
The familiar words are non-constructive, and only non-useful 
words are filtered. Those words will be considered if the 
phrase is uncommon in the helpful comment, and all the 
common words will be avoided. Similarly, uncommon words 
are selected for Nc, and common words are avoided. A 
frequency distribution plot is mentioned in Fig. 9 and Fig. 10 
for unique words  *     +. 

The exploratory data analysis provided an understanding 
of data towards a better decision in the preprocessing, where 
only stops words and common words are removed. The study 
does not carry out any removal of punctuation as it has 
significant intent in the comments. The above processes 
provided a substantial analysis of the data, which positively 
impacted the feature reduction and training of the model. 

From the visuals of Fig. 8, it is clear that the proposed 
system performs filtration of the words on the basis, thereby 
preprocessing the text. 

TABLE II. SAMPLE OF COMMON WORDS 

Rounds  Extracted Common Words 

1 'extremely', 'difficult', 'course.', 'I', 'thought', 'I', 'was' 

2 'going', 'to', 'have', 'to', 'retake', 'it', 'many', 'have', 'The' 

3 'labs', 'are', 'hard', 'and', 'quite', 'time', 'and', 'the', 'pop' 

4 'quizzes', 'are', 'I', 'think', 'the', 'tests', 'should', 'have' 

5 'questions', 'but', 'be', 'If', 'you', '2', 'multiple', 'you' 

6 'drop', 'a', 'grade.', 'this', 'course', 'is', 'VERY' 

7 'Hard', 'to', 'understand', 'at', 'times.', 'Tests', 'are' 

8 'Not', 'too', 'with', 'great', 'teacher', and', 'very' 

9 'smart', ',', 'the', 'class', 'is' 

 

Fig. 7. Intersection of the Uc and Nc words is avoided 

 
(a) Text cloud for   after removal of stops, words. 

 
(b)Text cloud for    after removal of stop words. 

Fig. 8. Text cloud analysis after removal of stop words. 
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Fig. 9. Frequency Distribution of Words     . 

 

Fig. 10. Frequency Distribution of Words    . 

The entire process discussed above is carried out phase-by-
phase, providing effective feedback data modeling and 
preprocessing steps. The next step discusses the classification 
module, where the dataset split process is carried first, and 
different features are extracted using the BoW model. The 
algorithm for Uc and Nc classification is discussed as follows: 

2. Algorithm for Classification  

Input: Dataset DS 

Output:                         (     ) 
Start: 

Init DF     (  ) 
For each text   DF, do 

Preprocessing:                  
                      (    ) 

Split DS  [Tr, Ts] 

                [Tr] 

     , - 
       (  ) 

                      
               ,                           -do  

                    (       ) 
                    

                  (       ) 
                     ,                                  -  

End 

The algorithm takes the input dataset. After processing, it 
provides a classified class of comments. Initially, it loads the 
attributes of the dataset as a data frame. In the next step, the 
algorithm for the calls pre-processing operation is described in 
the first algorithm. In the next step, dataset split operation is 
carried out in terms of 80:20 ratio where 80% of the dataset is 
subjected to training set and 20% dataset as testing set. 

Further feature extraction and vectorization are performed 
to make the training dataset a suitable input for the 
classification. The study uses the BoW model to extract 
features followed by the stemming and lemmatization process. 
In the proposed research, the probabilistic model, i.e., the 
Naïve Bayes approach, is used to perform classification as it is 
free from extensive training data and capable of handling both 
discrete and continuous data. The Naïve Bayes is based on the 
method of Bayes theorem numerically expressed in equation 6 
as follows: 

 ( | )  
 ( | ) ( )

 ( )
             (8) 

In above equation(8), where ( )  denotes the prior 
probability being true,  ( )  refers to the probability of the 
data,  ( | )  is the probability of presumption   for the 
available data y, and  ( | ) denotes the probability of y given 
that presumption   is true. In the proposed work the study 
implements two types of Naïve Bayes algorithm such as 
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i) Multinomial Naïve bayes, and ii) Gaussian Naïve bayes for 
performance analysis.The model is trained in a supervised 
manner using the function model. Tthe train takes input 
argument of feature and training set. The performance 
evaluation model is carried out with multiple performance 
metrics. 

D. Performance Metrics 

This section discusses the performance metrics considered 
in the proposed system for model evaluation. Accuracy is the 
ratio of the number of correct predictions over a total number 
of predictions; it can be computed as follows: 

         
    

                      (9) 

In above equation(9), the variable   represents true 
positive,    is the true negative metric,   indicates true 
negative and    represents false negative evaluation metric. 

The precision metric is the ratio of correct predictions over 
a total number of predictions made to the current class. The 
numerical expression for precision is mentioned as shown in 
equation (10). 

Precision  
 

   
            (10) 

Recall rate is the ratio of correctly predicted values over 
the number of values in that class. Recall rate can be 
numerically expressed as shown in equation (11): 

Recall rate  
 

               (11) 

F1 score is the weighted mean of precision and recall, 
which genuinely represents the system's performance. It can 
be computed as shown in equation (12): 

         (
.

 

   
/ (

 

    )

.
 

   
/ (

 

    )
)          (12) 

V. RESULT ANALYSIS 

In this section, the result and performance analysis of the 
proposed system is discussed. The proposed method for 
teacher rating based on valuable and non-useful comments is 
carried out in Python's numerical computing environment. 
Based on the probabilistic model, two supervised classifiers 
such as i) Multinomial Naïve Bayes and ii) Gaussian Naïve 
Bayes, are considered to classify helpful and non-useful 
comments. These classifiers are selected because they can 
handle large text datasets and are suitable for natural language 
processing tasks. Numerical outcomes are shown in Table III. 
The model training is carried out by 80 % of dataset text 
samples, i.e., 450 text samples out of 562 text samples, and 
model testing is carried out with 20% of text samples, i.e., 112 
text samples. The performance of the proposed model is 
measured in terms of multiple performance metrics such as 
recall, F1-score, and accuracy rate. Fig. 10 shows the 
performance analysis of the proposed model based on the 
outcome achieved in terms of accuracy (%). 

Fig. 11 compares the outcome achieved from the Gaussian 
probabilistic model and the multinomial probabilistic model. 
The graph trend exhibits that the Gaussian Naïve Bayes 

outperforms the multinominal naïve byes classifier. The 
gaussian NB has achieved an 83.74% accuracy rate in the text 
class prediction, i.e., approximately 75 text samples were 
correctly predicted out of 112 text samples in the testing 
dataset. In the case of multi-nominal NB, only 71.15 % of the 
accuracy rate is achieved with the same training dataset. Total 
63 text samples were correctly predicted as useful and non-
useful by multi-nominal NB from the total 112 text samples in 
the testing dataset. The overall analysis suggests that the 
Gaussian Naïve Bayes classifier achieved a similar 
performance pattern concerning all metrics such as precision, 
recall, F1-score, and accuracy. Therefore, the Gaussian Naïve 
Bayes algorithm is most stable and suitable for comment 
classification. Apart from this, the proposed system is also 
assessed concerning processing time. Upon execution over a 
similar testbed, it is found that the Gaussian Naïve Bayes 
approach consumes less processing time than the Multinomial 
approach. The former method is appropriate for addressing 
prediction problems with multiple classes and hence they are 
ideal for the proposed study over the educational domain. 
From the numerical outcomes obtained in proposed analysis, it 
is seen that there are various rationale behind the improved 
outcomes of Gaussian Naïve Bayes approach in Machine 
learning in comparison to Multinomial Naïve Bayes approach. 
It is undeniable to state that Multinomial Naïve Bayes is one 
of the effective analytical approach used in natural language 
processing using probability concept; however, when this is 
exposed to larger set of dynamic data, irrespective of any 
domain of data, the prediction accuracy is usually lower in 
contrast to other schemes. Multinomial Naïve Bayes also 
computes the probability of all the tags in sample corpus with 
highest probability however, that is never satisfactory. Apart 
from this, it cannot be used for any regression and is restricted 
to forecast numerical value prediction. However, Gaussian 
Naïve Bayes, when exposed to proposed dataset, is witnessed 
to work in speedy manner and consumes less time. It is also 
found suitable for solving prediction of multi-class of data.  

TABLE III. NUMERICAL OUTCOME 

 Multinomial Gaussian 

Precision 0.726531 0.839381 

Recall 0.771429 0.839286 

F1-Score 0.715584 0.833227 

Accuracy 0.715556 0.839286 

 

Fig. 11. Comparative Analysis. 
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VI. CONCLUSION 

The study aims to understand feedback data from the 
teaching aspect, recognize its critical feature to classify 
comments as applicable and non-useful to score teachers, and 
lead to high student achievement. The proposed model 
performs exploratory analysis of the textual feedbacks and 
identifies unique and common words concerning contextual 
meaning. Further, the necessary data cleaning process is 
carried out to make the dataset suitable for comment 
classification two using the probabilistic model of the 
supervised learning approach. With a practical and phase-wise 
data modeling, the proposed model that does not suffer from 
high dimensional feature space provides a compelling analysis 
of student feedback that helps improve learning and teaching 
aspects in knowledge transfer as service platforms, like 
service MOOCs and e-learning education systems. The result 
indicated the effectiveness of the Gaussian Naïve Bayes 
classifier with a higher accuracy rate than the multi-nominal 
Naïve Bayes classifier. 
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Abstract—Originating and striking from anywhere, cyber-

attacks have become ever more sophisticated in our modern 

society and users are forced to adopt increasingly good and 

vigilant practices to protect from them. Among these, 

ransomware remains a major cyber-attack whose major threat to 

end users (disrupted operations, restricted files, scrambled 

sensitive data, financial demands, etc.) does not particularly lie in 

number but in severity. In this study we explore the possibility of 

real-time detection of ransomware source through a linguistic 

analysis that examines machine translation relative to the 

Levenshtein Distance and may thereby provide important 

indications as to attacker’s language of origin. Specifically, the 

aim of our research is to advance a metric to assist in 

determining whether an external ransom text is an indicator of 

either a human- or a machine-generated cyber-attack. Our 

proposed method works its argument on a set of Eastern 

European languages but is applicable to a large(r) range of 

languages and/or probabilistic patterns, being characterized by 

usage of limited resources and scalability properties. 

Keywords—Cyber-security; cyber-attacks; machine translation; 

language; Levenshtein distance 

I. INTRODUCTION 

The recent COVID-19 pandemic has determined an 
upsurge of remote work that has increased both companies’ 
and end users’ exposure to various cyber-attacks. This has 
complicated an already existing landscape of risks associated 
with hacking and cyberattacks that the exponential 
advancement in technologies has brought about. Cyberattacks 
may be motivated by ideological, financial, or personal reasons 
and are directed at governments and institutions, businesses 
and private individuals engendering geopolitical, security, 
reputational and privacy concerns. While there is a wide 
literature on the typology, counter measures, policies and 
security information sharing across state and private sectors [1-
8], for our practical purposes, we shall briefly refer in this 
section to ransomware and ways to address cybersecurity by 
means of linguistic approaches and instruments. 

Ransomware represents a subset of cryptovirology malware 
that threatens to release and expose the victim's personal 
information or to permanently disable access to that data until a 
certain ransom is paid. Whereas some ransomware is designed 
to lock the system in such a way that it is easily reversible, 
more advanced malware employs techniques such as 
cryptoviral blackmail that encrypts the victim's data, rendering 
them unusable, and demands payment for their decryption [9]. 

Recovery of data without a decryption key is an uncontrollable 
problem in a cryptoviral extortion attack, one all the more 
difficult to trace as crypto currencies, such as Bitcoin, and Dark 
Web environments are used for completion of ransom 
payments. 

What actually happens in the space between the human 
brain’s complexity and the keyboard strokes on the computers’ 
starred-out password field has been an object of constant 
inquiry for researchers coming from fields of cognitive 
sciences, including psychology, philosophy, logic, computer 
science, neuroscience, etc. In the world of cybersecurity, 
linguistics has also provided a wide array of approaches, 
methods and instruments to expose in particular the 
vulnerability of password creation by exploring various 
password strength metrics and creation strategies. Such 
approaches concern lexical patterns (word choices), structural 
preferences (in composition rules) and syntactic and semantic 
patterns (such as preference for semantic categories and/or 
their sequences). Thus, while areas concerning grammar and 
grammatical rules to crack passphrases [10], or general 
linguistic patterns in multi-word passphrase selection [11] have 
been investigated, other practical models and approaches, such 
as semantic segmentation frameworks of passwords based on 
Natural Language Processing algorithms [12], phrase 
generators for cracking pass-phrases [13], probabilistic 
context-free grammars [14] or predicting technologies [15, 16], 
represent as many functional models devised to assist in 
understanding password creation processes and ensuring users’ 
protection in the cyberspace. 

With ransomware, linguistic approaches have been either in 
the form of actual text-analyses (see [8]) or of ransomware 
detection devices and apps based on linguistic parsing [17]. 
Two types of linguistic analysis can be distinguished: one that 
examines the way the source code was written and another that 
examines the text that was used. While the former examines 
the code's style and compares it to other pieces of code 
discovered in malware samples, the latter is more concerned 
with the word choices made in user dialogues, code comments, 
input screens, and other user-visible displays. All ransomware 
includes ransom notes, however, unlike spam and phishing 
messages, where attackers must impersonate legitimate 
entities, ransom notes can conceal clues about the writer's 
proficiency in that language as well as his/her geographic 
location.Within efforts of linguists who have struggled with the 
question of attribution (2014 Sony breach, Coin Vault, Shadow 
Brokers and Guccifer 2.0), has been the infamous WannaCry 
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and Petya ransomware attacks, part of which a thorough 
linguistic and cultural review of ransom notes was conducted 
so as to determine the native tongue of the authors (Flashpoint 
2017). The research found that almost all ransom notes were 
translated using Google Translate, three of which being likely 
to have been written by a human rather than machine 
translated. Further discovered within the same examination 
was the fact that machine translation into the other languages 
was performed by using the English note as the source text. 
Despite such spectacular results, the main attribute of such 
linguistic analyses as the above is that they try to shed light on 
the varying levels of language proficiency of attackers, which, 
in practice, can often obscure the very origin of a ransom 
attack. Thus, in order to mislead analysts, attackers frequently 
use red herrings, manipulate time stamps and/or deliberately 
implant false language clues and insert cultural references and 
phrases to instill confusion about either their backgrounds or 
their locations. This makes a linguist’s effort a very complex 
yet an equally critical task. Nonetheless, linguistic 
examinations of ransom notes are all the more successful if 
they can be further combined with additional computer science 
evidence that points the way toward attribution. 

This study is structured as follows: Section I includes some 
preliminary considerations concerning ransomware and a few 
linguistic approaches and instruments by means of which 
cybersecurity can be addressed. Section II describes the reason 
for using the English language (II-A) scope of our research 
relative to corpus (II-B) and the Levenshtein Distance metric 
(II-C) whereas Section III presents the research methodology, 
operations and emerging results. The final Section IV presents 
the conclusions and the implications of our study for further 
research in the field. 

II. SCOPE OF RESEARCH 

Internet access facilitates global outreach which is why a 
cyber-attack, launched to potentially target any location on 
Earth, is unconstrained by geography and/or distance. A 
variable vulnerability may represent the language of the 
attacker (and/or that) in the ransom notes however recent cases 
of malicious ransomware indicate that cyber-attackers have 
been able to develop additional language functionalities, such 
as the ability to issue ransom demands in as many as 30 
languages

1
, to enable them to more easily target their cyber-

victims worldwide. 

In previous studies [7, 8], we have analyzed ransomware 
external messaging via a mechanism that has involved six 
extensively used languages (French, Spanish, German, 
Russian, Chinese, and Hindi) and several round-trip translation 
(RTT) operations from target language into English using the 
Google Translate (GT) functionality. Our analysis was then 
conducted on a number of random quotations from popular 
culture and English literature and that finally allowed us to 
devise a procedure which could establish whether a perceived 
attack was initiated by a human writer with some knowledge of 
English, or alternatively, by a machine translation. An index 

                                                           
1For more, see: https://www.zdnet.com/article/locky-ransomware-how-

this-malware-menace-evolved-in-just-12-months/; 

https://www.zdnet.com/article/ransomware-an-executive-guide-to-one-of-the-
biggest-menaces-on-the-web/ 

was further advanced to assist the cyber-defender in the 
profiling of potential human or machine cyber-attacks in which 
the attack message might have been originally written in a 
different language than English. 

Starting from these assumptions and results, and looking to 
extend our analysis to other regional zones of interest, the 
scope of this research is to provide a methodology and a 
systematic metric to assist in detecting the possible origins 
(language/location-wise) of a remote cyber-attack potentially 
originating from the Southeast region of Europe. To conduct 
this analysis, we will use the GT functionality on a number of 
sampled texts analyzed in six Southeast European languages 
(Macedonian, Romanian, Albanian, Bulgarian, Greek and 
Serbian) through a RTT process (a back and forth translation 
hereafter referred to as ABA). Additionally, while the 
effectiveness of GT is under scrutiny as well, several 
comparisons between the earlier data [7] and the languages that 
now form the basis of our approach will afford a better grasp of 
the method we are proposing relative to its general use and 
scalability properties. 

A. The Medium: The English Language Rationale 

There are a variety of reasons why a cyber-attack launched 
from any location on the planet may include text or instructions 
to the target written in the English language. For one reason, 
cyber-attackers might perceive that potentially more lucrative 
targets might be easier to find in the English-speaking world. A 
second reason may well be that there is a far greater usage of 
the English language throughout the Internet, which from its 
very inception tended to be far easier to use than compared to 
any other language based for example on logograms (Chinese) 
or the Cyrillic writing system (Bulgarian, Macedonian, 
Serbian, Russian, etc.). Thirdly, as experience has often shown, 
non-English language speakers are very likely to use English in 
their Internet communication and resort to GT whenever cyber-
attackers are not proficient in English. 

To push the argument further, for any analysis of cyber-
attacks involving exclusively the languages of the South 
Eastern European countries, it would be also reasonable to ask 
why any measurements of translation effectiveness should use 
English at all, since there are currently 24 official languages 
spoken within the Member States of the EU. Being the world's 
lingua franca, English is spoken by nearly 360 million native 
speakers worldwide, with slightly less than 60 million of them 
residing in Europe. It is the most spoken language in the 
EU (44%) and the most spoken second language by roughly 
half European language speakers within the 15- 35 age group 
who can communicate in English. More recent studies [18] 
assume that English still remains the EU’s most spoken 
language post-Brexit and that the English figure is in reality 
much higher as English proficiency has recently increased 
rapidly among young people across the continent. 

B. The Corpus: Southeastern European Languages Medium 

The Southeastern European countries represent particular 
zones of interest for cybersecurity issues due to their increasing 
reputation on digital skills and education, internet usage 
(Table I), strengthened national cybersecurity capabilities, IT 
savviness, and increasing number of successful technology 
companies. In particular, Romania is home to the European 

https://www.coe.int/en/web/cybercrime/-/european-cybersecurity-competence-center-to-be-located-in-bucharest
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Cybersecurity Competence Center, has a high performance in 
broadband internet speed and its talent pool in IT is ranked 
among the best in Europe. 

TABLE I. INTERNET USAGE IN THE EASTERN EUROPEAN REGION 

SOURCE:(INFO COMPILED BY AUTHORS) 

Country 

World 

pop. 

rank 

World 

population 

Internet 

users 

Internet 

user % 

World 

rank of 

internet 

users 

North 

Macedonia 
124 2,083,160 1,589,659 76.3% 72 

Albania 117 2,930,187 2,105,339 71.8% 81 

Greece 58 11,159,773 7,923,438 71.0% 83 

Serbia 75 8,790,574 6,182,411 70.3% 85 

Romania 45 19,679,306 12,545,558 63.8% 105 

Bulgaria 88 7,084,571 4,492,326 63.4% 106 

The geographical area of the South Eastern European 
region and the prevalence of languages throughout this region 
are the very basis for our examination of cybersecurity issues 
in this study. The six corpus languages are Albanian, 
Bulgarian, Greek, Macedonian, Romanian, and Serbian which 
are spoken by a population of approximately 66 million people 
(Table II). The area of this study has a population of 
51,727,571, which, if it were a single country, would rank 28

th
 

in the world by population. 

TABLE II. PREVALENCE OF LANGUAGES UNDER CONSIDERATION IN THIS 

STUDY SOURCE: (INFO COMPILED BY AUTHORS) 

Language Approximate number of speakers in Millions (M) 

Romanian 24. 3 M 

Greek 13. 1 M 

Serbian 11 M 

Bulgarian 8 M 

Albanian 6 M 

Macedonian 3.5 M 

C. The Metric: The Levenshtein Distance 

Levenshtein distance is a string metric used in information 
theory to quantify the difference between two sequences [19]. 
The Levenshtein distance established between two units/words 
is the least possible number of single-character modifications 
required to convert one to the other. The Levenshtein distance 
(MLD) was modified to elucidate the fact that certain 
languages swap the positions of parts of speech when 
performing an ABA translation. Strings are compared until no 
characters match. Then proceeding forward, the number of 
mismatched characters are counted until another match is met. 
Processing is continued until the example ends. MLD is the 
sum of mismatched pairs. These three examples demonstrate 
the process. 

1) ERE English-Romanian-English: Romanian: Dintre 

toate articulațiile de gin din toate orașele din întreaga lume, ea 

intră în a mea. 

Of all the gin joints in / all the towns / in all / the world, she  

Of all the gin joints in / every city /around / the world, she  

   / store 9 ↑ store 6 ↑ 

/ walks into / mine. 

/ enters / mine.  

/ store 9 ↑ 

  

Thus MLD = 9 + 6 + 9 = 24. 

============================================ 

2) EBE English-Bulgarian-English:Bulgarian: Лъжата се 

разпростира на половината земя, преди истината да има 

шанса да си сложи гащите. 

A /lie /gets / half / way around / the earth before the  

The / lie / spreads to / half / / the earth before the  

Store 3↑ store 9↑ / store 9↑  

truth has a chance to / get / its pants on. 

truth has a chance to / put on / its pants. 

 / store 6 ↑  

Thus MLD = 3 + 9 + 9 +6 = 27. 

============================================ 

3) EGE English-Greek-English: Greek: Ένα υέμα 

υτάνειστα μισάτηςγης πριν η αλήθεια έτειτηνεσκαιρία να 

υορέσειτο παντελόνιτης. 

A lie / gets / half / way / around the earth before the truth  

A lie /reaches / half / / around the earth before the truth  

 / store7 ↑ / store 3 ↑  

has a chance to / get its/ pants on. 

has a chance to / put on/ her pants. 

 / store 6 ↑ store 8↑ 

Thus MLD = 7 + 3 + 6 + 8 = 24. 

III. RESEARCH METHODOLOGY 

The goal of this research is to construct a metric that may 
be used to ascertain the probability that a text retrieved from an 
external source is representative of a cyberattack, whether 
human- or machine-initiated. We can capture the text in order 
to establish a profile against which an unrecognized text can be 
checked and subject it to the ABA test mentioned above in 
order to ascertain the original language of the probable 
cyberattack. We created a sequence of twenty English 
quotations, half of which are quotations from English literature 
(Q), Table III and the other half from English popular culture, 
specifically movies (F). Each text sample was exposed to the 
ABA procedure in each of the six languages mentioned above. 

One can reasonably inquire why familiar English language 
phrases and film or television dialogue should be employed as 
a test bed. The rationale is that recognized quotations are more 
likely to adhere to proper English grammar and syntax, 
whereas cinema dialogue is frequently intended to emulate 
actual English conversation, being thus more likely to adhere 
to the conventions of everyday speech. 

https://www.coe.int/en/web/cybercrime/-/european-cybersecurity-competence-center-to-be-located-in-bucharest
https://worldpopulationreview.com/country-rankings/internet-speeds-by-country
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TABLE III. TEST QUOTATIONS FROM ENGLISH LITERATURE AND FILM 

SCRIPTS 

No. Category Quotation 

Length 

(no. of 

chars) 

T1 F 
“I'm as mad as hell, and I'm not going to take 

this anymore! 
60 

T2 Q 
When a person suffers from delirium, we 
speak of madness. When many people are 

delirious, we talk about religion. 

113 

T3 F 
Of all the gin joints in all the towns in all the 

world, she walks into mine. 
77 

T4 F Open the pod bay doors, please, HAL. 36 

T5 F 
Mrs. Robinson, you're trying to seduce me. 
Aren't you? 

54 

T6 F 
Keep your friends close, but your enemies 

closer. 
49 

T7 F If you build it, he will come. 30 

T8 Q 
A lie gets halfway around the earth before the 

truth has a chance to get its pants on. 
86 

T9 F 
I have always depended on the kindness of 

strangers. 
52 

T10 Q 
Sex and divinity are closer to each other than 
either might prefer. 

67 

T11 Q 
Political correctness is despotism with 

manners. 
48 

T12 Q 
The only way to get rid of a desire is to yield 
to it. 

54 

T13 Q 
Whether you think that you can, or that you 

can't, you are usually right. 
73 

T14 Q There are no facts, only connotations. 38 

T15 Q 
I'm living so far beyond my income that we 

may almost be said to be living apart. 
81 

T16 Q 
People demand freedom of speech to make up 
for the freedom of conviction which they 

avoid. 

90 

T17 F 
Tell'em to go out there with all they got and 

win just one for the Gipper. 
75 

T18 F Round up the usual suspects. 28 

T19 F Love means never having to say you're sorry. 44 

T20 Q 
The greatest glory in living lies not in never 

falling but in rising every time we fall.” 
89 

  TOTAL CHARACTERS 1244 

The average MLD values, emerging from the translation 
into one of the available languages and then back to English for 
each of the test sentences, are provided in Table IV. The 
sources for the quotations can be found at [8]. 

This examination is intended to ascertain the cyberattack's 
original source language. If the other language could be limited 
to the six instances, the attacked party would be able to 
condense the spectrum range of probable assault sources. 
Additional analyses to ascertain the translated material's 
validity are used. 

A. Comparing Literary Quotes (Q) and Film Dialog (F) 

Half of the text quotes were taken from Q examples and 
half from F examples, on the presumption that the majority of 
writers quoted in literature observe strict grammatical rules and 
that screenwriters may be more prone to deviate from 
grammatical norms for achievement of dramatic effect. As a 
result, we compared the two subsets of Q and F in order to 

determine whether translation systems were more accurate in 
terms of MLD (Table V). 

TABLE IV. VALUE OF MODIFIED LEVENSHTEIN DISTANCE (MLD) FOR 

LANGUAGE PAIRS 

ABA Example 
Code for 

Translation 

MLD Value Averaged 

Over All Test Entries 

English-Romanian-English ERE 29.0% 

English-Bulgarian-English EBE 25.1% 

English-Macedonian-English EME 30.2% 

English-Greek-English EGE 30.5% 

English-Serbian-English ESE 26.5% 

English Albanian-English EAE 28.5% 

English-French-English EFE 15.5% 

English Spanish-English ESpE 17.0% 

English-German-English EGeE 20.7% 

English-Russian-English ERuE 32.6% 

English-Chinese-English ECE 35.5% 

English-Hindi-English EHE 30.0% 

These findings appear to imply that the translation program 
works similarly across all sets of cases, regardless of the 
translation type. 

B. Comparing the Most and Least Accurate MLD Measures 

The MLD was compared for each language's test bed of 
twenty items, T1-T20. In terms of accuracy, the six languages 
under examination fell into two categories (of three languages 
each): Bulgarian, Serbian, and Albanian, and Greek, 
Macedonian, and Romanian. Across the entire range of quotes, 
those for which the MLDs were minimal were found in 
Table VI. 

The identification of specific test items and the MLD 
values aid in the refinement of the type of test bed that will 
provide a more precise characterization of the test item. For 
instance, the T7 test item translation is 94 percent accurate 
across all ABA language translations chosen. Thus, the T7 is 
unlikely to be a strong option for determining the source 
language of a potential hacker. Additionally, Table VII 
demonstrates the usefulness of the translation type and the test 
quote. For example, the MLD is zero in six of the test instances 
T1-T20, indicating that these items are useless for identifying 
malicious cyberattacks. This is also true for T11 and T14 
which correspond to flawless translations in four of our six 
language pairs. 

TABLE V. MLD SCORES ON FILM DIALOGUE (F) AND LITERARY QUOTES 

(Q) 

Language Pair 
MLD F 

Score  

MLD Q 

Score 

Total 

MLD 

Score 

% 

Differenc

e 

English – Romanian 25.54% 20.97% 22.83% 4.57% 

English – Bulgarian 17.23% 21.38% 19.69% 4.15% 

English – Macedonian 23.17% 24.09% 23.71% 0.92% 

English – Greek 22.57% 24.90% 23.95% 2.33% 

English – Serbian 21.39% 20.43% 20.82% 0.96% 

English – Albanian 21.39% 23.55% 22.67% 2.16% 
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TABLE VI. QUOTATIONS AMONG T1-T20 WITH MINIMAL AND MAXIMAL 

MLD VALUES 

Minimal  

MLD Case 

Film (F) or 

Quotation 

(Q) 

MLD 

Value 

Max. 

MLD 

Case 

Film (F) or 

Quotation 

(Q) 

MLD 

Value 

T9 F 0.7 T15 Q 30.8 

T7 F 2.0 T3 F 27.0 

T14 Q 3.3 T8 Q 24.3 

T6 F 3.7 T2 Q 23.8 

T11 Q 5.3 T16 Q 23.7 

T19 F 6.0 T17 F 21.3 

T4 F 9.5 T20 Q 21.2 

T18 F 9.5 T1 F 19.0 

T12 Q 10.8 T10 Q 12.0 

T13 Q 11.3 T5 F 11.8 

C. Alternative Test to Further Distinguish Eastern European 

Region Languages 

Comparisons are made in this study among the six chosen 
Eastern European region nations, but the linguistic differences 
among these nations and their natural languages are somewhat 
obscured when analyzed in the context of these languages 
compared to other world languages where the linguistic 
structures are so different. For example, in an earlier paper [8] 
we considered more closely related European-based languages 
compared to Hindi, Russian and Chinese. In order to draw 
greater distinctions between the set of languages in this study, 
we used the same test bed (T1-T20) of well-known English 
language text, and sought to find a subset of the test items that 
would provide a greater discrimination between the Eastern 
European languages in the study. One approach to doing this 
could be to consider subsets of the test items to see if the 
differences in results applied only to the Eastern European 
languages would be more pronounced when only a subset of 
the test items is considered. 

To measure the difference in the results for only our six 
Eastern European countries in consideration, we compute the 
following. Consider the differences of the results for each pair 
of languages. In order to ensure that we can eliminate positive 
and negative differences, we square each comparison of values. 
For these six languages, there are (6 x 5)/2 = 15 pairs for 
comparison (Table VIII). 

Calculate the squares of the differences for each of the 15 
pairs. For example: Albanian – Bulgarian: (282 – 245)

2
 – 37

2
 = 

1369; Macedonia – Romanian: (295 – 284)
2
 = 11

2
 = 121. 

Express each term as a fraction of the square of the overall 
number of comparisons, N = 1244 (see page 4). Thus N

2
 = 

1547536. Thus, the Albanian – Bulgarian ratio is 
1369/1547536 = 0.00088463. Averaging all the difference for 
the 15 comparisons gives a separation factor related to the 
specific quotation differences, in this case 0.0043163. 

In order to be able to distinguish GT for the translation, we 
look for a subset of the test items where the separation factor is 
greatest. In that way, we can more easily distinguish which 
languages were used through the average magnitude of the 
separation factor. To give a more distinct separation, we 
choose the following subset of test items, {T1, T3, T13, T15, 
T17, T20}. Constructing the same table as before, one obtains 
(Table IX). 

Calculate the squares of the differences for each of the 15 
pairs. For example: Albanian – Bulgarian: (120 – 108)

2
 – 12

2
 = 

144; Macedonian – Romanian: (155 – 139)
 2

 = 16
2
 = 256. 

Express each term as a fraction of the square of the overall 
number of comparisons, N = 455. Thus N

2
 = 207025. Thus, the 

Albanian – Bulgarian ratio is 144/207025 = 0.00069556. 
Averaging all the difference for the 15 comparisons gives a 
separation factor related to the specific quotation differences, 
in this case 0.043163. Thus, the separation ratio is multiplied 
by approximately 5 between the values calculated (0.043163 
vs. 0.00847) for the selected test items { T1, T3, T13, T15, 
T17, T20 } as compared to all 20 test items T1-T20. 

TABLE VII. FONT SIZES OF HEADINGS 

Translation 

Type 

No. of Exact 

Translations (of 20) 

Test Quotation 

(T or Q) 

No. of Exact 

Translations 

EBE 5 T9 (F), 5 

ERE 4 
T11 (Q), T14 

(Q) 
4 

EME, ESE 3 T6 (F) 3 

EAE 2 T4 (F) 2 

EGE 1   

TABLE VIII. CHARACTERS CHANGED IN TRANSLATION FOR EACH LANGUAGE PAIR USING ALL QUOTES T1-T20 

 Albanian Bulgarian Greek Macedonia Romanian Serbian 

Chars changed in translation 282 245 298 295 284 259 

Albanian  1369 256 169 4 529 

Bulgarian   2809 2500 1521 196 

Greek    9 196 1521 

Macedonia     121 1296 

Romanian      625 

Serbian       

Column sum  1369 3065 2678 1842 4167 

% of total chars squared  8936/ 207025 = .0043163 (see below)   8936 
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TABLE IX. CHARACTERS CHANGED IN TRANSLATION FOR EACH LANGUAGE PAIR USING 6 INDICATED QUOTES 

 Albanian Bulgarian Greek Macedonia Romanian Serbian 

Chars changed in translation of subset 120 108 141 155 139 121 

Albanian  144 441 1225 361 1 

Bulgarian   1089 2209 961 169 

Greek    196 4 400 

Macedonia     256 1156 

Romanian      324 

Serbian       

Column sum  144 1530 3630 1582 2050 

% of total chars squared   .00847864   8936 

IV. CONCLUSION 

Despite the fact that the information gathered from the 
given data set of quotations and language translation methods 
is to a certain extent limited, the study may be a valuable 
strategy in real-time detection of ransomware and other 
cyberattacks because it can narrow the field of suspects of an 
attack. For instance, if the language used in a suspected attack 
is exposed to the methods given in this paper, the approaches 
presented herein may yield critical information on the language 
of origin used by the attacker. The metric we have presented 
above is applicable to a large range of languages and is 
characterized by sustainability, usage of limited resources and 
scalability properties. 
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Abstract—One of the principal goals of 5G is to enhance 

performance in connection with speed and delay curtailment. To 

accomplish this, IETF has proposed Multipath TCP to utilize the 

accessible interface for communication. The demand for mobile 

communication is escalating day by day. The predominant 

communication option for people is mobile. For giving better 

service for users’, nodes are fitted out with multiple interfaces. 

Multiple interfaces are as well one of the benefits of 5G. Multi 

path protocols are used to load balancing and resilience to 

failure. When communicating with asymmetric interfaces, 

latency is an imperative factor. To attain low latency is hard 

when asymmetric interfaces are used. When communication 

happens using multiple interfaces, the scheduler plays a central 

role since it decides which interface needs to be used for the 

packet. In this article we spotlight on scheduling algorithms, how 

this schedule will play a vital role to transfer data to receiver 

nodes with low latency. In this paper, we emphasize on the 

Scheduler named DPSWWA with the objective of minimizing 

delay and effective usage of interfaces. 

Keywords—MPTCP; scheduler; latency; delay; transport 

protocol; waiting time 

I. INTRODUCTION 

Mobile devices are one of the predominant communication 
devices to users. Mobile devices are steadily increasing day by 
day. Mobile devices are equipped with multiple interfaces like 
3G and Wi-Fi interface for better communication. Many 
researchers are developing algorithms for multipath 
communication. Multipath TCP provides resilience to failure 
and better communication [1]. When compared to single path 
TCP, MPTCP will give better performance [2]. Mainly multi 
path TCP is useful in one of the scenarios is data centers [3]. 
Latency is more important for sensitive applications [4]. 
Latency is very important when the interfaces are asymmetric 
[28]. This paper mainly focused on scheduling data packets 
using MPTCP protocol to multiple interfaces of type 
asymmetric. Here we mentioned some of the widely used 
state-of-the-art MPTCP schedulers. Most of the schedulers are 
not effectively utilizing and reaching the goal of MPTCP in 
terms of using all interfaces. In this paper we propose an 
algorithm Dynamic Packet scheduling with Waiting time 
Aware (DPSWWA). We mainly focused on how to effectively 
utilize the interface and schedule the packets not to occur late 
at the receiver end. This paper covers both the implementation 
and the design of scheduling techniques in the Linux kernel. 
The result shows that DPSWWA fulfill its design goals. 

Compared to existing default MPTCP schedulers DPSWWA 
is increasing the speed of communication between nodes. 

This article is structured as follows: Section II presents 
background; Section III presents the state-of-the-art-of-the 
MPTCP scheduler, Section IV presents the state-of-the-art-of-
the schedulers, Section V discussed about DPSWWA, 
Section VI evaluated through experiments with the goal of 
less latency. Throughout this scenario we use web traffic. In 
Section VII, we present an evaluation report. In Section VIII, 
we present conclusion and in Section IX is presented the 
future enhancement. 

II. PARALLEL RESEARCH WORK 

Smart phones are equipped with multiple interfaces. The 
advantage of multiple interfaces is easy to handover from one 
interface to another interface when a problem occurs. This 
advantage is given to mobile devices to grow like anything 
and make it the people predominant communication device. 
MPTCP was designed as an alternative to TCP for working on 
multiple interfaces at the same time. The available Transport 
protocols are not supported to multiple interfaces used at the 
same time. So we need new protocols to support multiple 
interfaces at the same time. IETF is standardized by MPTCP 
in RFC 6824[5]. There are commercial applications that use 
MPTCP; one of the MPTCP used is Apple Siri [6]. Fig. 1 
shows how the MPTCP can transfer the data to multiple sub-
flows, once it receives data from the application layer. 

Fig. 1 shows how data is delivered from sender application 
layer to receiver network layer via MPTCP sub layer. Once 
data is available to the application layer it can send the data to 
the transport layer. Here MPTCP protocol comes into picture, 
by taking data from the upper layer it sends the packets to all 
available flows. MPTCP considers all the factors before 
sending the packet to sub-flow. Like RTT, when MPTCP 
contains more than one sub flow, then the scheduler will 
decide which sub-flow should send packets. Which sub-flow 
has lowest round trip time. The scheduler will select that sub-
flow with consideration of the network properties. 

Fig. 2 represents the MPTCP connection establishment 
from client to server or node/node. Connection establishment 
of MPTCP is same as to TCP. Here MPTCP can create a one 
connection first then he will establish another connection to 
server. Initially client sends a request packet to server, then 
server will accept that request and sends the acknowledgment. 
Once the client has received the acknowledgment it is send to 
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server segment. Once the first flow connection establishment 
is over then client can create another flow connection from 
client to server. In this manner a client can create multiple 
flow form client to server. The diagram clearly represents the 
connection establishment flow from source to destination or 
client to server or one node to another node. The 
comprehensive connection establishment is also known as 
MPTCP 3-way handshake. 

 

Fig. 1. Data flow from Application to Network via MPTCP. 

 

Fig. 2. MPTCP Connection Establishment. 

Fig. 3 represents the connections/flows from sender to 
receiver or client to server or client host to server host. The 
above picture sows two flows from client to server. Here one 
flow is from Wi-Fi and another flow is 3G/4G/LTE 
connection. The above two flows are simultaneously used to 
transfer the data from client to server. 

Fig. 4 presents protocol stack of TCP and MPTCP. In TCP 
we can make use of only one interface communication 
whereas MPTCP can use multiple interfaces at the same time 
using multiple interfaces. MPTCP have multiple interfaces to 
transfer the data from client to server / node to node. 

Fig. 5 represents the functional flow from sender 
application layer to receiver buffer. Here data flow will start 
from multiple flows. More exactly once data is available from 
application layer to MPTCP send buffer, then MPTCP send 
buffer will apply scheduling algorithm to schedule the 
segments to available flows not to occur HOL problem, 
receiver buffer problem and out-of-order packets problem. 
Here scheduler plays a vital role to schedule the segments to 

available flow. When the MPTCP buffer received the data 
from upper layer, then it can check all available resources like 
path characteristics and send the packet to flows. The above 
diagram represents two flows from sender to receiver. One 
flow is named as sub-flow-1 and another flow is named as 
sub-flow-2. The characteristics of flows are flow-1 rtt time is 
10ms, cwnd is 30 bytes and flow-2 rtt is 30 ms and cwnd is 30 
bytes. 

Most of the communications requires data in the same 
order as what the sender sends. Multipath protocol splits data 
to different flows, so chances are there to receive the packets 
out of order on the receiver side. When data arrives out of 
order many problems may occur. Some of the well-known 
problems are discussed in [7]. 

Fig. 6 explains problems of transmitting data over 
asymmetric paths. 

 

Fig. 3. MPTCP Connection Representation from Sender to Receiver. 

 

Fig. 4. Comparison of Standard TCP and MPTCP Protocol Stacks. 

 

Fig. 5. Data flow from Sender Application Layer to Receiver Buffer. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

525 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 6. Represents the Work Flow of Sender and Receiver, how the HOL 

Problem Occurs. 

Here two nodes are communicating using two paths to 
share information. In the two paths path one has the RTT 10 
times larger than the path two. Segments are transferred to 1, 2 
using slow path and 3,4 using fact path Fig. 6b. Fig. 6c 
represents a well-known problem of HOL. Where 3 and 4 
received and kept buffered until received 1,2. So it introduces 
delay in delivering data to applications explained in Fig. 6d. If 
the receiver buffer is filled with unordered packets then the 
sender will block them from sending. Then will face reduced 
throughput and increased delay. So to address this issue, we 
are very careful while selecting interfaces to use segment 
segments using multipath protocols. For work explained in 
this article, the Linux Kernel implementation. Some variants 
are available LowRTT [8]. Now take one example to send 15 
packets using MPTCP. One flow is using 3G and another flow 
is used with WLAN. One of the interfaces is WLAN having 
RTT 10ms and another one having 100 ms in 3G of RTT. 
Now if we apply LRTT it immediately uses 10ms flow instead 
of 100ms flow. Initial congestion window will take 10 
segments. First 10 will send in fast flow remaining 5 segments 
will send in slow sub flow. To address the buffer problem 
many researchers have put forward schedulers for MPTCP. 
The four state-of-the-art-of-the schedulers DAPS, ECF, 
OTIAS, BLEST will be explained in the next section. 

S. Habib, [13] present a report on the need for a single path 
to multipath TCP. They offer multiple features like load 
balancing and reduced delay. 

Y.-C. Chen [14] mentioned the advantages of multipath 
over single path; flow capacity and how scheduling will affect 
the performance. 

M. Baerts, [15] has identified the gap between TCP and 
MPTCP; he implemented the MPTCP in android smartphones 
to understand the performance of heavy applications. 

L. Ji, [16] studied multipath TCP; he mentioned the 
advantages of multipath TCP in mobile communication and 
gained less delay by considering the low rtt flows. 

B. Briscoe [17] specifies the sources of reducing 
performance of multipath tcp in terms of latency and 
throughput. 

S. Ferlin [4] finds the results of asymmetric links do not 
make MPTCP performance better than TCP. 

A. Barnstorm, [18] mentioned his report on cloud based 
multipath mobile communication he mentioned how the 
latency has decreased and improved the performance of cloud 
based communication. 

M. Wang [19] assessed the MPTCP in high quality video 
streaming, he assessed the video streaming with multiple 
interfaces facing issues. He mentioned data retransmission 
also. 

A. Gurney, [20] specifies that low latency is not achieved 
by using multiple paths, but we can achieve low latency by 
using a good scheduler. He mentioned that scheduling plays a 
vital role in the MPTCP packet scheduling when having 
multiple interfaces. 

S. Alfred son, [21], specifies that Network delay and 
latency plays a very important role in cellular networks. He 
studied a detailed report on delay in respect to network, 
application and transport application perspective. 

J. Huang, [22], specifies that lower latency and higher 
bandwidth is attracting many users. He discovered various 
limitations in TCP over LTE. He proposed a novel and light 
weight algorithm to estimation of bandwidth. Based on his 
observation many tcp connections are under utilizing the 
available bandwidth. 

J. Vehkaperä, [23], specifies the optimized scheduling 
based on the traffic. He suggests that for scheduling on 
different types of traffic different types of mechanism is 
needed. Making network aware applications play a vital role 
in scheduling segments. 

G. Texier, [24], online video services are sensitive to 
overall quality of video stream and a more important factor is 
latency between video generation and video playback. He 
addresses some of the problems in video streaming. He 
proposed an implementation of multipath video delivery at the 
application level. 

A. Alheid, [25] specifies that multipath TCP achieves 
higher bandwidth and higher resilience against network path 
failures. He mentioned how out-of-order packets affect the 
communication. He specifies how best we can re-order the 
packet technique. 

N. Kuhn, [26] specifies that the increasing heterogeneity 
and asymmetry in network communication makes delay and 
quality of service to be a challenging task. He proposed a 
novel scheduling algorithm to reduce the receiver buffer 
blocking problem. 

J. Rexford, [27], points out delay sensitive applications 
like video streaming, voice over IP and live streaming requires 
low end-to end delay. Recent year’s popularity of low delay 
applications has increased. He proposed an algorithm that 
minimizes the end-to-end delay experienced by inelastic 
traffic. 

III. STATE-OF -THE-ART-OF-THE MPTCP SCHEDULER 

MPTCP default scheduler will allocate packets to the facts 
path by considering the congestion window with low RTT [8]. 
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This will work fine in symmetric paths but not in asymmetric 
paths like 3G and WLAN. 

1) Delay aware packet scheduling: The main goal of this 

scheduler is to send segments to the receiver in order. DAPS 

[9] can send segments to the receiver by considering only “not 

to block the receiver buffer”. It can send the data to sub flows. 

First it selects which sub-flow to use then it determines which 

segment to send which sub-flow and last it sends data 

segments according to the selected sub-flow. 

2) Out-of-order-transmission-for-in-order-arrival: TIAS 

[10] sends the packets based on the low RTT. It uses 

simplification of RTT/2. Here with, it considers the one way 

delay. OTIAS differs from LRTT and DAPS. Every time 

OTIAS calculates the transfer time for every packet then it 

selects the flow which has very less transfer time flow. 

3) Earliest completion first: ECF [11] addresses the issue 

of performance degradation problems that come from path 

asymmetric. It minimizes the fast path waiting time. ECF can 

consider the parameters CWND.RTT A and data available to 

send. By considering the factors ECF schedules the packets to 

sub-flow. ECF can wait and send data to the fast path. 

4) Block estimation scheduler: BLEST [12], which aims 

to, reduce the buffer blocking of receiver buffers in 

heterogeneous networks. By increasing throughput and 

reducing spurious retransmission. It increases the good-put 

also. 

IV. START-OF-THE-ART-OF-THE SCHEDULER EVALUATION 

AND DISCUSSION 

For WLAN/3G, we observe the OTIAS is similar to LRF 
and DAPS, ECF worse than LRF. BLEST gives better 
performance compared to DAPS. 

Fig. 7 is the functional flow diagram of default RTT 
algorithm and Fig. 8 is the proposed algorithm functional 
flow. Fig. 9 shows the good put of WLAN/3G. 

 

Fig. 7. Functional flow Diagram for Default Min-RTT Scheduler. 

 

Fig. 8. Functional flow Diagram for Proposed DPSWWA Scheduler. 

 

Fig. 9. Illustrates the Performance of State-of-the-art-of-the Scheduler using 

Bulk Transfer; we Consider the Good-put as a Metric. 

V. PROPOSED METHODOLOGY 

Waiting-Aware MPTCP-Scheduler: Design and 
Implementation. 

Asymmetric interfaces flow, to avoid out-of-order 
delivery, delay can be reduced. However, state-of-the-art-of-
the schedulers do not completely address this issue. To 
address this issue, we introduce the new scheduling algorithm: 
DPSWWA. 

A. DPSWWA 

The main idea of DPSWWA is to utilize all the available 
sub flows and reduce the delay in segment delivery to the 
receiver. Here we explained the design of DPSWWA, new 
metric to estimate the waiting time of sub flow that might 
result from scheduling the segment on an available flow. The 
DPSWWA algorithm 1 is present in 
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Algorithm 1: Proposed Algorithm: DPSW2A 

Step1: Schedule the packet 

Step2: Calculate waiting time of flow 

Step3: waiting=RTT of fast path /2 

Step4: if Fast path waiting time >= Waiting 

Step5: then calculate the packet Arrival Time 

Step6: if packet arrival time is equal to slow path of RTT/2 

Step7: then 

Step8: send the packet into available flow J else 

Step9: Select the another path of available cwnd with min rtt to send  

Step10: Calculate arrival time of the packet  

Step11: Do 

To address the issue of not utilizing all sub flows, we 
present a dynamic scheduling algorithm with waiting time 
awareness. MPTCP maintains the send window on connection 
level for each connection, which is necessary for multiplexing 
the data. DPSWWA assumes that the provided segment will 
occupy the space in the MPTCP window. We infer all packets 
in the window will wait at the same time. 

We estimate the data that will send on flow during one 
RTT. For every RTT we increase by 1segment of the 
congestion window. 

rtts=RTTSRTTF              (1) 

x=MSSF (CWND+ (rtts-1)2)*rtts            (2) 

1) Functional comparison of LRF and DPSWWA: We will 

show how scheduling decisions are made by LRF and 

DPSWWA. The data shown in Fig. 4 was collected from 

emulation experiments using Linux with an enabled MPTCP 

kernel. We show how the scheduler act when a burst of 15 

segments are sent by an application using tow flows. Paths 

RTT are p1=10ms and p2=100ms, the availability capacity for 

both paths have taken (0.5Gbits/s) and congestion window 

capacity is 10 segments. 

First we consider the LRF scheduler 4a when scheduling 
first 6 packets are selected path p1 having 10ms of rtt. Then 
6.7 are selected to 100ms flow. We allocate segments to all 
flows because of TSQ mechanism. After the two segments are 
scheduled to slow path, then remaining packets are scheduled 
to fast path, after the window full of fast flow schedulers 
schedule the packets to slow path. 

The scheduling decision of DPSWWA is made with 
waiting time of flows. DPSWWA schedule the packets to fast 
flow once the window is full, then it moves to slow path 
equation taken from [10]. 

RTTTOWAITJI= (NOTYETSENTJ-PACKCANSENDJCWNDJ) 

Packets are scheduled based on the waiting time of fast 
path, then the scheduler will schedule the packets to slow path. 

VI. EVALUATING DPSWWA 

To assess the blocking and overuse of fast flow, we 
performed controlled experiments comparing the performance 
of LRF and DPSWWA. We evaluated latency and throughput 

of the scheduler. The scheduler is evaluated in Linux kernel 
implementation and the results are reported in section 

VII. EXPERIMENTAL SETUP 

We implemented this experiment in Linux Kernel and NS-
3 Implementation; setup is consisting of two machines. A 
client, two Wireless access points (WLAN/3G), a server 
accessing router equipped with two interfaces. We used 
Experiment, throughput and latency. Table mentioned the 
parameters used in the experiments. 

To enable MPTCP communication between two nodes, the 
nodes were equipped with the MPTCP-enabled Linux kernel. 
The client used the MPTCP kernel and a server equipped with 
a modified DPSWWA MPTCP Linux kernel. For experiment, 
MPTCP was configured to use path one as the primary path. 
Table I has Network Parameters. 

A. Throughput and Latency 

We assess the scheduler’s latency and throughput; we 
compare transmission of two paths. (Path one has 10 to 50 ms 
and path 2 having 10 to 50ms). 

Below Diagram shows the results of the experiment, the y-
axis shows the transmission time from sender to receiver. X-
axis shows the size of the segment to transfer the sender to 
receiver. 

Fig. 10 will shows the transmission time of all algorithms, 
Fig. 11 has mentioned the page load time of algorithms with 
page load time. Table II has site information, objects size and 
size. Fig. 12 shows the path sharing of WLAN and 3G. 

The difference among the scheduler, LRF scheduler with 
approximately 67% of the traffic over WLAN, BLEST a little 
more 72 % of traffic will use WLAN and DPSWWA is 79% 
of traffic use WLAN. 

TABLE I. NETWORK CHARACTERISTICS, LATENCY AND THROUGHPUT 

EXPERIMENT 

 Latency and Throughput 

Path/Parameter Path-1 Path-2 

Capacity [Mbps] 100 100 

Delay[ms] 10…50 10...50 

Loss[%] 0 0 

 

Fig. 10. Average Transmission Time for Burst of different Sizes over Sub-

flows with Asymmetric Paths. 
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Fig. 11. Represent the Page Load Time of different Site of Schedulers. 

TABLE II. WEB SITES USED IN THE EVALUATION 

Web Site Objects Total Size[Kbits] 

Amazon 10 300 

Google 15 120 

Wikipedia 19 40 

Yahoo 22 250 

 

Fig. 12. Represents the Path Load Share between WLAN and 3G for Real 

Experiment. 

VIII. CONCLUSION 

The present-day devices are outfitted with multiple 
interfaces. Networks are often multipath. A node can extend to 
another node by utilizing multiple paths. For example, mobile 
phones have multiple interfaces and data centers having 
redundant paths to transfer the data. It has been shown to 
increase delay and throughput/output when using asymmetric 
interfaces. The rationale for poor performance can be 
encountered with the scheduler. If the scheduler will react 
dynamically to schedule the packet, then we achieve less delay 
and more throughputs. This paper provides in-depth analysis 
of state-of-the-art-of-the scheduler (DAPS, ECF, OTIAS, 
BLEST) for MPTCP to problems of asymmetric. DPSWWA 
is schedule the packet and reduce the delay and increase more 
throughputs with using all available paths. 

IX. FUTURE ENHANCEMENT 

Future work includes refinement of the DPSWWA to 
schedule packets in more network changes. 
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Abstract—Over the recent years, Schizophrenia has become a 

serious mental disorder that is affecting almost 21 million people 

globally. There are different symptoms to recognize 

schizophrenia from healthy people. It can affect the thinking 

pattern of the brain. Delusions, hallucinations, and disorganized 

speech are the common symptoms of Schizophrenia. In this 

study, we have used electroencephalography (EEG) signals to 

analyze and diagnose Schizophrenia using machine learning 

algorithms and found that temporal features performed well as 

compared to statistical features. EEG signals are the best way to 

analyze this disorder as they are intimately linked with human 

thinking patterns and provide information about brain activities. 

The present work proposes a Machine Learning (ML) model 

based on Logistic Regression (LR) along with two feature 

extraction libraries Time Series Feature Extraction Library 

(TSFEL) and MNE Python toolkit to diagnose Schizophrenia 

from EEG signals. The results are analyzed based on 5 different 

sampling techniques. The dataset was cross-validated using leave 

one subject out cross-validation (LOSOCV) using Scikit learn 

and achieve greater accuracy, sensitivity, specificity, macro 

average recall, and macro f1 score on temporal features 

respectively. 

Keywords—Artificial intelligence (AI); Logistic Regression 

(LR); smote-class weight (S-CW); borderline smote-class weight 

(BS-CW); electroencephalography; Time Series Feature Extraction 

Library (TSFEL) 

I. INTRODUCTION 

Schizophrenia is one of the most common and severe 
mental disorders which is affecting more than 21 million 
people around the globe[1] and almost 50% of the total 
population of men [2] are suffering from this mental disease 
than women. This mental disorder directly affects the thinking 
pattern of human beings if it is not treated properly and can 
cause discrimination, stigmatization, and disobedience of 
human rights [3], [4]. 

Delusions, hallucinations, and disorganized speech [5] are 
the most common examples of this severe psychotic disorder. 
Hallucinations are sensory illusions that appear to be real [6] 
but are generated by your mind. Delusions are false beliefs 
that contradict reality and are not true. One cannot distinguish 
between what is real and what is imagined [7]. The patients 

having this psychotic disorder have a relative life expectancy 
is between 10 to 15 years and it also increases the risk of 
suicide to 10% which is not a great sign for human beings [8]. 

The diagnosis and analysis of schizophrenic patients can 
be done through the use of electroencephalogram (EEG) 
signals [9], [10]. The EEG signals have unique characteristics, 
variability, and dimensionality [11] as they can provide 
information about the electrical activities of a human brain 
[12], [13], and also they have the great potential to predict 
whether a person is a healthy control or schizophrenic [14]–
[16]. In the medical field, EEG signals have vast applications 
like it can be used to detect epilepsy, comma, clinical death, 
and schizophrenia [17]. The scalp-based activity of EEG 
signals exhibits oscillations at different frequencies [18]. The 
main advantage of using EEG signal is that it is non-invasive, 
cheap, and possesses a high temporal resolution which gives a 
clear advantage over other techniques being used to diagnose 
schizophrenia [19]. 

According to researchers, there are five types of 
frequencies emitted by the human brain. Based on their 
frequency bands and locations they are categorized into delta 
(δ), theta (θ), alpha (α), beta (β), and gamma (γ) respectively 
which is shown in Table I [20]. 

Schizophrenia is classified into five categories according 
to the Diagnostic and Statistical Manual of Mental Disorders, 
4

th
 edition DSM-IV[21], [22]. The well-known five categories 

are further classified into positive and negative symptoms. 
Delusions and hallucinations are positive symptoms while 
avolition, alogia, and anhedonia are negative symptoms [23], 
[24]. 

TABLE I. EEG SIGNAL FREQUENCY BANDS 

ACTIVITY 
FREQUENCIES 

(KHz) 

SIGNAL 

CHARACTERISTICS 
BEHAVIOR 

Delta 0.005-0.004 Lowest Frequency Sleeping 

Theta 0.004-0.008 Low Frequency Drowsy 

Alpha 0.008-0.013 High Frequency Relaxing 

Beta 0.013-0.03 High Frequency Busy 

Gamma 0.03-0.04 Highest Frequency Concentration 
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Several techniques and methods have been employed to 
diagnose schizophrenia with the help of 
electroencephalography. In [25] the authors have used a 
thirteen (13) layers Convolutional Neural Network model to 
diagnose practical, normal, and seizure classes. In [26] they 
have used a deep learning algorithm such as CNN with 
random forest. They have implemented a voting layer to 
differentiate between those individuals who are at high-risk 
with schizophrenia and healthy controls. In [27]authors have 
used a CNN model to diagnose and evaluate different 
partitions of EEG to visualize unusual brain activities. In 
[28]authors have used EEG signals to compare real and 
imaginary music and classified them using CNN. In [29] have 
used a cross trail encoding technique with the aid of 
convolutional autoencoders and used EEG signals. The dataset 
used in the training was very small. In [30] have utilized a 
single electrode approach to classify and diagnose 
schizophrenia from EEG recordings. They have used the time-
frequency technique to differentiate between schizophrenia 
and healthy controls. The authors have proposed a state-of-
the-art model to recognize Alzheimer's disease with the help 
of logistic regression and achieved higher accuracy as 
compared to the domain knowledge-based handcrafted 
features [31]. 

The motivation behind this research is to evaluate the 
performance of different sampling techniques with the help of 
EEG signals for the diagnosis of schizophrenia and also to 
assist and verify the psychiatrist's decision because the 
diagnosis takes around 6-12 months as it is based on the 
questionnaire surveys. 

The objective of this research is to develop a Machine 
Learning (ML) model and to compare the effect of different 
sampling techniques on the mentioned dataset that can 
validate the doctor‟s decision and quickly diagnose this severe 
mental disorder. 

The following is the structure of this research paper. The 
introduction is included in Section I. Section II explains the 
methodology and different python toolkits used in the 
experiment. Section III includes the results on three different 
techniques with filtered, no Z score, and no filter and 
unfiltered datasets. Section IV concludes the conclusion and 
how this study can be useful to diagnose Schizophrenia with 
the help of machine learning algorithms. Section V explains 
the future work. 

II. METHODOLOGY 

A. EEG Dataset and Preprocessing 

The raw EEG data of fourteen (14) patients having 
schizophrenia, comprised of seven (7) males and seven (7) 

females with their average ages of 27.9 ± 3.3 and 28.3 ± 4.1 
years, respectively. The experiment was carried out at the 
Institute of Psychiatry and Neurology in Warsaw, Poland [32]. 
Similarly, fourteen (14) healthy patients having no major 
disease were recruited of the same gender and same age group 
with seven (7) males and (7) females, respectively. The raw 
data were collected with the consent of all the participants. 

 

Fig. 1. International 10-20 System Electrode Placement Method [33]. 

Data were collected at a sample rate of 250 Hz using the 
International 10-20 system [33] as depicted in Fig. 1. Raw 
data were obtained when the patients were in a relaxed state 
with their eyes closed. The channels utilized to collect data 
were Fp1, Fp2, F7, F3, Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, 
Pz, P4, T6, O1, and O2 respectively. The acquired EEG data 
was partitioned into different partitions and are considered 
stationary signals. Each segment had a window duration of 25 
seconds (6250 samples). There were 1142 EEG segments in 
total, with each segment containing 6250 x 19 sample points 
and were normalized with Z-score before being sent to the 
logistic regression (LR). 

B. Research Toolkits 

1) Time Series Feature Extraction Library (TSFEL): 

TSFEL is one of the most effective available libraries of 

python to compute the extracted features of EEG signals. It 

helps the data scientist to evaluate a variety of domain 

knowledge features as well as handcrafted features. It can 

compute 60 distinct features which are extracted from 

statistical, temporal, and spectral domains [34]. 

2) MNE tool python: MNE Python toolkit [35] is an open-

source python package used to evaluate and analyze human 

neurophysiological data such as EEG, MEG, sEEG, ECoG, 

NIRS, and many more. This toolkit is very helpful to visualize 

EEG signals. It can compute 28 univariate features and 6 

bivariate features. 

C. Proposed Methodology 

The raw EEG data of schizophrenia was downloaded from 
the Repository of Open Data (RepOD), Department of 
Methods of Brain Imaging and Functional Research of 
Nervous System[36]. A bandpass filter of 0.1 Hz to 45 Hz was 
applied to remove the unwanted frequencies and data 
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segmentation was done in the first phase. After data 
segmentation different features were extracted with the help of 
feature extraction libraries such as Time Series Feature 
Extraction Library (TSFEL) and MNE Python toolkit. Logistic 
Regression (LR) was utilized for classification and to 
differentiate the schizophrenic and healthy control patients 
depicted in Fig. 2. 

 

Fig. 2. Proposed Model for Automated Recognition of Schizophrenia. 

III. EXPERIMENTAL RESULT 

In the experimental phase, two feature extraction libraries 
are used such as TSFEL and MNE Python toolkit. The 
experimental results are divided into three phases. First, we 
have analyzed results by applying Z score normalization 
(Filtered), No Z score normalization and no filter in the 
second phase, and unfiltered data in the third phase. For the 
classification purpose, Logistic Regression (LR) was 
employed as a machine learning algorithm. 

1) Logistic regression on TSFEL filtered data: LR was 

implemented on the TSFEL library with Z score normalization 

and applied five different sampling techniques such as 

Synthetic Minority Oversampling Technique (SMOTE) with 

Class Weight abbreviated as S-CW, Borderline SMOTE Class 

Weight (BS-CW), Random Oversampling Class Weight 

(ROS-CW), None-Class Weight (N-CW) and None-None (N-

N). It is found that S-CW and ROS-CW achieved an accuracy 

of 77.90% which is quite good when we have a smaller data 

size as shown in Table II and Fig. 3. 

TABLE II. SUMMARY OF LR ON TSFEL FILTERED DATA 

Channels 
Sampling 

Technique 

Macro-

recall 

Macro 

F1 score 
Sens. Spec. Acc. 

All  S-CW 78.07 77.89 75.34 80.81 77.90 

All  BS-CW 77.77 77.62 75.51 80.03 77.63 

All ROS-CW 78.10 77.90 75 81.20 77.90 

All N-CW 77.37 77.37 78.59 76.16 77.45 

All N-N 77.70 77.53 75.17 80.23 77.54 

 

Fig. 3. Summary of LR on TSFEL Filtered Data. 

2) Logistic regression on TSFEL with No Z score & no 

filtered data: In Table III, S-CW AND BS-CW achieved the 

higher accuracy of 82.27% and 82.72%, respectively when 

filtering and normalization was not implemented shown in 

Fig. 4. 

TABLE III. SUMMARY OF LR ON TSFEL NO Z SCORE AND NO FILTERED 

DATA 

Channels 
Sampling 

Technique 

Macro-

recall 

Macro 

F1 score 
Sens. Spec. Acc. 

All  S-CW 82.36 82.25 80.82 83.91 82.27 

All  BS-CW 82.88 82.71 80.30 85.46 82.72 

All ROS-CW 82.27 81.80 74.82 89.72 81.81 

All N-CW 82.19 81.71 74.65 89.72 81.72 

All N-N 81.58 81.50 80.99 82.17 81.54 

 

Fig. 4. Summary of LR on TSFEL No Z Score and No Filtered Data. 
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3) Logistic regression on TSFEL unfiltered data: In 

Table IV. LR was implemented on unfiltered data and 

interestingly the accuracy of N-CW was 79.36 which was very 

good as compared to other sampling techniques shown in 

Fig. 5. 

TABLE IV. SUMMARY OF LR ON TSFEL UNFILTERED DATA 

Channels 
Sampling 

Technique 

Macro-

recall 

Macro 

F1 score 
Sens. Spec. Acc. 

All  S-CW 79.17 78.90 74.82 83.52 78.90 

All  BS-CW 78.25 78.15 77.05 79.45 78.18 

All ROS-CW 79.41 79.17 75.68 83.13 79.18 

All N-CW 79.60 79.36 75.68 83.25 79.36 

All N-N 78.25 78.15 77.05 79.45 78.18 

 

Fig. 5. Summary of LR on TSFEL Unfiltered Data. 

4) Logistic regression on MNE filtered data: In Table V, 

MNE-Python toolkit was used on Filtered data with Z score 

normalization and BS-CW accuracy was 77.45% as compared 

to other sampling techniques used in the experiment shown in 

Fig. 6. 

5) Logistic regression on MNE with no Z score and no 

filter data: In Table VI, LR was used with MNE, and No Z 

Score, and No Filtered data, and S-CW performed better than 

other oversampling techniques. S-CW achieved an accuracy of 

91.63% which is very good as shown in Fig. 7. 

TABLE V. SUMMARY OF LR ON MNE FILTERED DATA 

Channels 
Sampling 

Technique 

Macro-

recall 

Macro 

F1 score 
Sens. Spec. Acc. 

All  S-CW 77.13 76.98 75 79.26 77 

All  BS-CW 77.61 77.44 75 80.23 77.45 

All ROS-CW 76.86 76.71 74.65 79.06 76.72 

All N-CW 77.03 76.89 75 79.06 76.90 

All N-N 76.57 76.43 74.65 78.48 76.45 

 

Fig. 6. Summary of LR on MNE Filtered Data. 

TABLE VI. SUMMARY OF LR ON MNE NO Z SCORE & NO FILTER DATA 

Channels 
Sampling 

Technique 

Macro-

recall 

Macro 

F1 score 
Sens. Spec. Acc. 

All  S-CW 80.02 79.52 72.26 87.79 91.63 

All  BS-CW 79.87 79.34 71.57 88.17 79.36 

All ROS-CW 80.31 79.79 72.26 88.37 79.81 

All N-CW 80.49 79.98 72.43 88.56 80 

All N-N 80.18 79.71 72.77 87.59 79.72 

 

Fig. 7. Summary of LR on MNE no Z Score & no Filter Data. 

6) Logistic regression on MNE unfiltered data: In 

Table VII, LR was used on the unfiltered data and S-CW and 

N-CW performed better and achieved the accuracies of 

79.45% each shown in Fig. 8. 

7) Comparison of logistic regression on TSFEL: After 

applying LR on three different datasets such as filtered, no z 

score, and no filter and unfiltered data we found that BS-CW 

has the highest unweighted macro recall value of 82.88 on no 

z score and no filter data as shown in Table VIII. 
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8) Comparison of logistic regression on MNE python: 

Similarly, we have applied LR on the MNE Python toolkit to 

observe the performance of three different datasets and we 

have analyzed that N-CW has achieved the highest 

unweighted macro recall value of 80.49 as compared to others 

as shown in Table IX. 

TABLE VII. SUMMARY OF LR ON MNE UNFILTERED DATA 

Channels 
Sampling 

Technique 

Macro-

recall 

Macro 

F1 score 
Sens. Spec. Acc. 

All  S-CW 79.37 79.37 80.65 78.10 79.45 

All  BS-CW 79.29 79.28 80.47 78.10 79.36 

All ROS-CW 78.73 78.73 80.13 77.32 78.81 

All N-CW 79.38 79.38 80.47 78.29 79.45 

All N-N 78.68 78.71 80.82 76.55 78.81 

 
Fig. 8. Summary of LR on MNE Unfiltered Data 

TABLE VIII. SUMMARY OF LR ON MNE UNFILTERED DATA 

Sampling 

Techniques 
Filtered 

No Z Score No 

Filter 
Unfiltered 

S-CW 78.07 82.36 79.17 

BS-CW 77.07 82.88 78.25 

ROS-CW 78.10 82.27 79.41 

N-CW 77.37 82.19 79.60 

N-N 77.70 81.58 78.25 

TABLE IX. SUMMARY OF LR ON MNE UNFILTERED DATA 

Sampling 

Techniques 
Filtered 

No Z Score No 

Filter 
Unfiltered 

S-CW 77.13 80.02 79.37 

BS-CW 77.61 79.87 79.29 

ROS-CW 76.86 80.31 78.73 

N-CW 77.03 80.49 79.38 

N-N 76.57 80.18 78.68 

IV. CONCLUSION 

In this paper, a deep learning model is proposed to 
diagnose schizophrenia from EEG signals as they contain 
information about the electrical activities of the human brain. 
We have proposed a machine learning model that can 
diagnose Schizophrenia from EEG signals. According to 
World Health Organization (WHO), it is affecting almost 21 
million people worldwide and it is very hard to diagnose 
Schizophrenia as the treatment can take from 6 months to 1 
year because doctors ask several questionaries and take the 
survey from the patients. Different studies suggest that it can 
be found more in men than women. So, we need to take help 
from machine learning algorithms to diagnose this chronic 
mental disorder as quickly as possible. In our proposed model, 
we have used Logistic Regression (LR) as a classifier because 
it provides very good results when we have smaller datasets. 
We have evaluated the results in three different domains. First 
filtered data with Z score normalization, then without Z score 
normalization, and finally on the unfiltered data. We have 
used 5 different sampling techniques like SMOTE Class 
Weight (S-CW), Borderline SMOTE Class Weight (BS-CW), 
Random oversampling Class Weight (ROS-CW), None Class 
Weight (N-CW), and None-None (N-N), respectively. From 
our observation we have analyzed that the results achieved 
with no z score and no filter have the highest unweighted 
macro recall value it is due to the EEG recordings obtained 
from 14 SZ and 14 HC people does not have artifacts. It is 
also observed that when we have applied some filtering 
techniques so the ML model performance significantly 
decreased. 

For cross-validation of ML model the leave-one-subject-
out cross-validation technique using Scikit Learn has been 
utilized to validate the results in the form of evaluations 
parameters macro recall, macro f1 score, sensitivity, 
specificity, and accuracy, respectively. 

V. FUTURE WORK 

This research has still some limitations as the proposed 
model can predict and diagnose schizophrenic patients (SP) 
and the healthy control (HC) from the EEG signals. It cannot 
predict the disease severity. Also, this experiment has been 
done on the smaller dataset, but it can be carried out on the 
larger datasets as well to verify the model‟s accuracy. 
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Abstract—The usage of renewable energy sources has 

increased manifolds in terms of electric utilities. From other non-

conventional sources, solar energy has been seen as a promising 

and convenient source used around the globe. In terms of 

meeting the daily requirements, solar energy has huge potential 

to fulfil the world’s demand. However, firstly the characteristic 

of solar energy is very unpredictable and intermittent due to 

variation of weather. Secondly, the optimization and the planning 

of smart grid effect the operation of PV system. Thus, prediction 

on the long horizon is needed to address this problem. 

Nevertheless, long term forecasting of solar power generation is 

deliberated as a challenging problem. Therefore, this paper 

proposes a 10 day ahead solar power forecasting using 

combination of linear and non-linear machine learning models. 

At first, the outputs are generated from Recurrent Neural 

Network (RNN), Support Vector Machine (SVM) and 

Autoregressive with exogenous variable (ARX). Later on, these 

three outputs are combined and are made as a strong classifier 

with the Adaptive boost (Adaboost) algorithm. The simulations 

were conducted on the data obtained from real PV plant. By the 

experimental results and discussion, it was endogenously 

concluded that the combination of all techniques with the 

Adaboost have increased the performances and showing the high 

accuracy as compare to the individual machine learning models. 

The hybrid Adaboost shows %MAPE 8.88, which proven high 

accuracy. While on the other hand, for the individual technique, 

RNN shows 10.88, SVM reveals 11.78 and ARX gives 13.00 of 

percentage MAPE. The improvement proves that combination of 

techniques performs better than individual models and proclaims 

the high accuracy. 

Keywords—Recurrent neural network (RNN); support vector 

machine (SVM); autoregressive with exogenous variable (ARX); 

adaptive boosting (Adaboost) and photovoltaic system (PV) 

I. INTRODUCTION 

In recent years, the attention has been drawn towards the 
renewable energies. The importance of wind and solar 
energies are at glance around the globe. Development of clean 
and green energy is highly considered by the researches in the 
present-day [1]. Wind turbines and photovoltaic array (PV) 
are vital technologies for harvesting energy from solar 
irradiance, module temperature and wind speed etc. Due to the 
rapid increase in population and the economy, the demand of 
electricity has been raised up in the past decade. 
Consequently, solar power systems and other renewable 
energy sources are widely used as a solution [2]. The solar 

energy is eco-friendly non-conventional sources which is why 
it is adopted widely. Industrial, commercial and residential 
applications can be operated by the solar energy sufficiently 
[3]. While contrastingly, the nature of solar energy is sporadic 
and unpredictable due to which errors can be caused to the 
power grid. It can greatly limits the large-scale integration of 
PV power generation system to the power or smart grid. 
Forecasting on the large horizon is most promising key 
solution to the problems of intermittency and volatility. 
Forecasting energy is used for mitigating the unresolved 
challenges in the resources. In the research community, solar 
power forecasting is growing rapidly. 

The collection of solar power data is itself a field. The 
nature of the solar power data set depends upon the model 
from which it has been collected. Solar power production has 
become the limelight of sustainability and planning of 
electricity generation and there are few models of energy 
generation of PV system. The observed values of solar power 
or other renewable energies are usually fetched from physical 
or statistical model. Generally in the past researches, 
forecasting is done by three models. First one and extensively 
used are physical models. Physical models usually contain the 
natural parameters from Numerical Weather Prediction 
(NWP) models. The forecasted data conventionally is solar 
irradiance, wind speed, orography, humidity, wind power and 
solar power, etc. [4]. The second one is statistical model 
which contains the historical data. And the third one is hybrid 
model, which is the ensemble of physical and statistical model 
[5]. In this paper, the input data is taken from physical model. 

On the other side, forecasting also depends upon the time 
horizon and the usage of source. There are three types of 
forecasting based on the range of time period: (1) Short term 
forecasting (2) Medium-term forecasting and (3) long term-
forecasting. Numerous studies have been carried out for short 
and medium forecasting which ranges from 3 to 72 hour ahead 
[6]. Less amount of work has been done for having a long 
term forecasting. The maximum range of prediction is days 
ahead. This paper aims to bring originality and predicts 10 
days ahead solar power generation. This research also 
highlights the usefulness of solar power forecasting for the 
integration of electricity generation. In actual fact, if the 
prediction is done accurately, the integration and utilizement 
of electricity can be of better service. 
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The paper is organized in a way that summarizes all 
aspects of the originality of this research work. The paper is 
structured as follows: in Sections 2 and 3 brief review of the 
machine learning models and problem statement has been 
discussed. In Section 4, proposed methodology is described 
step by step. In Section 5, the proposed models with 
implementations are discussed extensively. Whereas, 
Section 6 shows the 10 days ahead solar power generation 
prediction using different machine learning algorithms, in 
terms of root mean square error, mean absolute error and 
mean absolute percentage error. Furthermore, Section 6 also 
compares and analyze the precision of all proposed models. In 
the end, conclusion and future work are stated. 

II. LITERATURE REVIEW 

Over the few decades, machine learning techniques are 
substantially used for prediction, forecasting, classification, 
image and pattern recognition etc. Machine learning and 
Artificial Intelligence (AI) plays a vital role in forecasting of 
solar power. Neural networks and various kinds are popular 
for prediction purposes. Feed-forward Neural Network 
(FFNN), Multi-layer perceptron (MLP), Recurrent Neural 
Network (RNN) and Elman Neural Networks are always in 
demand of researches and studies. Recently, Artificial Neural 
Networks (ANN) is widely chosen for electricity demand 
forecasting field [7-8]. On the other hand, Support Vector 
Machine (SVM) and related regression techniques are also 
performing well in the field of forecasting. Aforementioned 
studies showed that SVM performs equally and greater than 
neural networks and other statistical models [9]. SVM has 
non-linear features with fitting ability and it can easily predict 
solar radiation at its fine [10]. While on the other hand, linear 
models like regression model, Autoregressive model (AR), 
Autoregressive with exogenous variable (ARX), and 
Autoregressive integrated moving average (ARIMA) are also 
widely used for prediction purpose for its time-series analysis 
with variable co-efficient [11]. 

There always been a comparison in linear and non-linear 
models with respect to prediction. It has been seen from the 
past studies that linear models mostly need time-series data for 
prediction while non-linear models like ANN, SVM and fuzzy 
logics does not depend on the historical data. They are usually 
depend upon the machine learning algorithms to maintain and 
create a relationship between Numerical Weather Prediction 
(NWP) data and solar power generation [12]. In [13], a new 
way of RNN has been proposed for short term solar 
forecasting. Non-linear features were extracted from data set 
and then RNN was applied. Previous PV data was taken as 
input data. Later on, output was compared with persistence 
model and other machine learning techniques. RNN proved to 
be better performer in terms of accuracy. RNN is very well 
known for solving the complex networks and architecture. It is 
also keenly observed in past studies that was using long-short 
term memory recurrent neural network (LSTM-RNN) for 
forecasting can also be applicable for efficacy. This study was 
evaluated using hourly dataset of almost one year. The results 
were compared with three PV forecasting methods and 
showed accurate and precise output. It was also concluded that 
this propose model is effective tool for controlling and 
planning of PV grid system [14] while SVM is also a very 

promising technique in terms of classification and regression. 
In [15], SVM with least square has been applied to the 
historical data. The predicted output was atmospheric 
transmissivity and then it was converted into short term solar 
power. By the results, it was observed that SVM flaunted 
more refined outputs as compare to the conventional AR 
model and radial base neural network function. Using 
satellite’s image data to predict solar power with the help of 
SVM has shown remarkable results and then the proposed 
model was compared with ANN and time-series model to 
observe the accuracy [16]. Contradictory to the non-linear 
model, linear models have got their own specifications and 
characteristics. ARX and ARIMA have been extensively used 
over the past few years. ARX works best on the time series 
data and historical data as well. A piece of research showed 
that ARX as compare to the persistence models can be useful 
for 24 hour ahead prediction and it can be fully improved in 
terms of forecasting precision [17]. Solar power were 
predicted using Gaussian Conditional Random fields (GCRF). 
After obtaining the results, the final solar power was 
compared with persistence and ARX model after several 
experiments with and without pre-processing of data. It was 
concluded by the RMSE that GCRF has attained the 
forecasting estimation accurately as compare to persistence 
and ARX [18]. 

According to the data type, the good predictive models are 
selected and then trained to have precise results. Ensemble 
approaches are gaining popularity in terms of best 
performance. In the past research, it has been seen at a higher 
rate that hybrid approach of linear or non-linear models brings 
the better accuracy and performance. The combination and 
contrast of linear and non-linear models brings explicit results 
[19]. Numerous works has been done in the hybrid machine 
learning approaches. A research showed well-refined results 
using combination of different linear and non-linear models. A 
data of wind speed was taken from NWP and then employed 
to the Feed-forward Neural Network (FFNN), SVM and 
regression model. 72 hour ahead prediction was made into the 
consideration. Quantifying measures showed that ensemble 
approaches of different algorithms can perform much better as 
compare to the individual ones [20]. In [21], different training 
models i.e. Levenberg-Marquardt (LM) and Bayesian 
Regularization (BR) embedded in neural networks are used for 
solar power forecasting. It was observed that BR 
outperformed and bought significant results. Hybrid 
approaches using machine learning tools are attractive 
proposed methodologies with respect to the performance. 
Different kind of adaptive boosting techniques have been used 
in the past. Adaboost is best known for its combination with 
the weak classifier to form a strong classifier. In [22], 
ensemble approach of sparse Adaboost with Echo State 
Network (ECN) has been implemented on the electrical 
consumption in the Hubei, China. Aforementioned studies 
depicts that ensemble approach is a good choice for Industrial 
Electrical Consumption (IEC) planning and controlling. 

Lots of review studies have been executed for analyzing 
the hybrid behavior. Ensemble approaches are categorized into 
two main categories: (1) Competitive ensemble forecasting 
and (2) Cooperative ensemble forecasting. Competitive 
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ensemble forecast is about training the different kinds of 
predictor with same or different datasets while cooperative 
divides the task to the different predictors and finally sums up 
the outputs [23]. In this paper, competitive ensemble approach 
has been adopted due to the parameters diversity. 

In this work, linear and non-linear models are combined 
with each other using Adaboost algorithm. It makes use of 
different inputs obtained by the physical model i.e. solar 
irradiance, module temperature and solar power with per 
minute resolution. Non-linear models like RNN and SVM, 
while linear models like ARX are employed to the input data 
individually. Later on, the output obtained from the individual 
models are trained and combined with the assistance of 
Adaboost to form a strong classifier. They are trained with 
accurate ratio of training and testing to have best forecast 
accuracy with minimal error. 

III. PROBLEM STATEMENT 

Due to higher rate of fluctuations and intermittency in 
solar energy, there is always a need of accurate predictive 
model. In this regard, this paper provides an extensive 
comparison and combination of different machine learning 
approaches. The predictive models used in this study are 
RNN, SVM and ARX. Later then, the outputs from these 
predictive models are fed to Adaboost. This boosting 
technique is used in this research as an ensemble approach. In 
context of combining the techniques, several problems have 
been noticed in the past research. Firstly, lack of quality data 
and pre-processing of data. Secondly, choosing the right 
parameters for predictive models chosen. Lastly, the capability 
of churning the load of bid data sets. These are the key 
problems which usually researchers face while making 
combining the different machine learning models [24]. 
Therefore, Adaboost is chosen as combination of RNN, SVM 
and ARX for addressing these problems related to the data set 
because this combiner understands how to resist from over-
fitting which makes a better hybrid approach [25]. 

Major contributions of the solar power prediction 
generation differ from other methods shown in the literature 
review, are listed down in the following aspect: 

1) A new approach of combination of linear and non-

linear models with different inputs are considered. Hybrid 

approach is contemplated with Adaboost, which has brought 

originality in the work done. Adaboost has chosen for 

combining the techniques because it efficiently increases the 

accuracy of predictors. It constructs the strong classifier by 

combining all weak classifiers with the poor performance and 

help them to achieve high accuracy. 

2) Long term solar power prediction is proposed with the 

ensemble approach. Least amount of work has been carried 

out in the past for the long term forecasting. The main 

objective was to predict 10 day ahead solar power for 

combating the problem of variation of weather climate. 

Trading of electric supply to the smart grid shows errors 

sometimes due to intermittent nature of solar energy. For 

combating this issue in controlling and planning, a system is 

designed and implemented. 

By the literature review and several experiments, it has 
been observed keenly that individual model would not be 
enough to have sharp accuracy. It was a great challenge to 
foster the precision with individual models. For the sake of 
having precision, amalgamation of different machine learning 
models has been proposed. 

IV. PROPOSED METHODOLOGY 

The multi-stage solar power forecasting techniques are 
generically comprises of three main stages. Firstly, data set is 
obtained from physical model and is molded and sifted 
according to the desired output then the predictive models are 
picked as stated in the past researches. Secondly, the outputs 
taken from linear and non-models are taken as an input for the 
ensemble model. Lastly, the hybrid model is trained and 
exhibits the final predicted output. The block diagram is 
shown in Fig. 1, which demonstrates the long term solar 
power forecasting using amalgamation of different machine 
learning algorithms with Adaboost model. Each stage is 
described below briefly: 

Stage 1: First and foremost step is to analyse the data set. 
The availability of data set is very important for training the 
predictive model. The data was obtained from a physical 
model. The data set contains solar power (MW), solar 
irradiance (W/m

2)
 and module temperature and these 

parameters are the inputs of the RNN, SVM and ARX model. 
The division of data set is decided by the hit and trail rule, 
70% of the data is set for the training purpose while 30% for 
the testing and validation. For the training purpose, the data is 
divided into months and 12283 samples are taken per month. 

Stage 2: After sifting the data according to the nature of 
predictive models, the input data (12283×3) is fed to the RNN 
model first. The same input data is designated to SVM and 
then ARX. Every model shows us the solar power as their 
outputs. These outputs are now taken as an input to the 
ensemble approach proposed in this methodology. The process 
of how each model has performed is shown in Fig. 2. 

Stage 3: The outputs taken from RNN, SVM and ARX are 
actually serving as an input to the Adaboost algorithm. All the 
predictive tools used in the proposed model are the weak 
classifiers and they are trained again with new and updated 
weights. After having new weights, strong classifier is formed 
by applying signum function as shown in the Fig. 3. In the 
end, the strong classifier shows the final predicted solar power 
with precision and accuracy. 

 

Fig. 1. Block Diagram of Proposed Methodology. 
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Fig. 2. Flow Chart of Performance of Stage 2 in Proposed Model. 

 

Fig. 3. Process of Adaboost Algorithm. 

V. APPLICATIONS OF MODEL USED 

The implementation and design of solar power forecasting 
has been enhanced with the methodology proposed in this 
paper. This research aims to determine the efficient use of 
solar power forecasting in terms of solar energy trading and 
management of electricity grid. It also emphasize in the 
planning and controlling of the PV power system. Due to the 

variation in climate, difficulties occur in the generation of 
energy and trading the electrical energy to the power grid. 
Therefore, a multi-stage long term solar power generation has 
been predicted with the use of ensemble machine learning 
approaches [26]. 

Observations has been made by the past researches that 
combining models can bring efficacy in the predicted output. 
There are ample of advantages of using ensemble approaches. 
Combination of models brings more refined results as 
compare to the individual models. It also reveals good results 
with small datasets, as it removes all necessary outliers due to 
several iterations. Ensemble approach can easily be applicable 
to other domain of energy management systems. As described 
in the proposed methodology, RNN, SVM and ARX are the 
input generators for the hybrid approach used in this research. 
In this section, all the machine learning approaches are 
explained briefly with their working schematics. All the 
proposed models are using three basic parameters as an input 
i.e. solar power (MW), solar irradiance (W/m

2
) and model 

temperature (K). In terms of predicting solar power, solar 
irradiance and power plays a vital role. Accurate solar power 
forecasting can help the grid operations to be optimized the 
electricity production. 

A. Implementation of RNN 

RNN is a different type of neural network with deals with 
a complex structure and data sets. It can deal with multiple 
hidden layers with a back propagation function. The training 
model used in this neural network is Levenberg-Marquadt 
(LM). LM is highly adaptive training model used in the neural 
networks. It has significant number of adaptive weights with 
respect to the training. It is also very well-known about its 
memory and operations [27]. RNN are also known as 
traditional kind of Elman neural networks. The output 
summation of RNN is stated in Equation 1. 

 ( )   ( (   )  ( )  )            (1) 

Where v(t) denotes the output obtained after training. 
While h(t) operates as a function which deals with the past 
sequence with respect to the input x(t) and b shows the 
parameters chosen in the study. Now v(t) is transferred 
through an activation function shown below in Equation 2. 

 ( )   ( ( ))              (2) 

The reason that solar power generation being a positive 
number, sigmoid activation is considered for boosting up the 
training. It’s a connection between output and hidden layer 
shown in Equation 3. 

  
 

(      (   )
               (3) 

Where a is the slope and z is an input of activation 
function. 

For having the optimal solution, the right parameters and 
the values should be chosen accordingly. Hit and trial method 
is always adopted to find out the number of hidden layers 
between input and output. After several trials, 30 layers were 
chosen to quantify the output. Supervised machine learning 
technique is introduced for input and output pairing. Main 
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objective of training the model is to minimize the biases and 
errors at its best. The process of having solar power as an 
output is shown in Fig. 4 with the assistance of flow chart. 

B. Implementation of SVM 

SVM is a popular supervised machine learning model 
which is a leading classifier [28]. By the past researches, SVM 
has gained the attention due to its high accuracy. Every so 
often, it shows accuracy more than any neural network and 
sometimes gives equal to it [29]. For forecasting purpose, 
SVM trains the response values at low-dimensions and shows 
good results. In SVM, the data is separated by hyper plane and 
defines classes. More the data is closed to the hyper plane, 
more it is incline towards high accuracy [30]. The expression 
of the SVM is given below in Equation 4. 

  ∑   
     ( )                   (4) 

Where y is the corresponding output, n is the training 
samples, w is the value of weights, K(.) is the kernel function, 
b0 is the bias while   is the error. 

There are several types of kernel function used in the past 
studies. It is very critical to choose kernel function which 
should be operational to both linear and non-linear models. 
Radial base kernel function has been chosen for this paper. 
This function is also selected after several trials. The main 
reason behind choosing Radial base kernel function is to 
minimize the distance and ranges between input points and the 
hyper-plane. Appropriate kernel function is always obtained 
after the continuous iterative process until the square of the 
error gets decrease [31]. 

The process of working of SVM in this study is illustrated 
in Fig. 5. The operation shows that after selecting the input 
parameters i.e. solar power, solar irradiance and module 
temperature; the functional parameters are set for training the 
SVM model. After successive training, converging fitness 
model is calculated for model’s accuracy. If solar power is 
achieved with minimal percentage error as output then SVM 
model will get stop else it will again select the weights, kernel 
function and train itself again. 

 

Fig. 4. Flow Chart showing Process of RNN. 

C. Implementation of ARX 

ARX is used as a linear machine learning model in the 
proposed method. ARX is one of the widely adopted linear 
technique in the past studies [32]. ARX is basically a time-
series linear model which creates a relationship between 
dependent and independent variable. The basic criterion in 
ARX is choosing the exogenous variable based on priori 
analysis. In this study, module temperature and solar 
irradiance are the dependent variables for having the solar 
power at the output [33]. Accuracy of the model is calculated 
based on the co-efficient and training phase. The ARX model 
is demonstrated in the Equation 5 below [34]: 

 ( ) ( )   ( ) ( )   ( )            (5) 

Where y(t) is the desired output i.e. solar power (MW), 
x(t) is an input, e(t) is the white noise produced in the system. 
While A(z) and B(z) are the coefficients varies with the time 
delay. Fig. 6 shows the process of ARX model which is 
implemented in this study. Operation of ARX model is started 
with initializing input i.e. solar power (MW). After 
introducing the input, the estimator is chosen according to the 
complexity of dataset. Cascaded feed-forward neural network 
is selected with 20 hidden layers to have better accuracy. Later 
then, ARX model is applied with a delay of 0.2 seconds with 
coefficients A(z) and B(z). In this model, forecasting is 
estimated with the help of Mean Square Error (MSE). 
Uncertainly, if model is giving good accuracy then ARX 
model is ready to show the predicted solar power (MW). 
Otherwise, again the estimator is selected and training will be 
held. 

In past researches, ARX is constructed for predicting the 
solar power with good accuracy. It was also observed that 
ARX model or other regression techniques gives more 
accuracy when combine with other machine learning 
techniques [35]. 

 

Fig. 5. Flow Chart showing the Process of SVM. 
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D. Hybrid of all Models using AdaBoost 

In this study, the predictive models are combined by the 
Adaboost technique. Adaboost plays an important and vital 
role in this research. The main purpose of Adaboost is to 
ensemble machine learning models and improves the accuracy 
and precision. Adaboost has been extensively adopted in the 
recent years [36].In the mechanism of this model, weights are 
generated at each step of algorithm for better classification 
and prediction. In this paper, outputs taken from RNN, SVM 
and ARX are fed to Adaboost to form a strong classifier as 
shown in Fig. 7 [37]. 

The figure shows the generic schematics of Adaboost 
model. The expression below depicts the function of n=3 
variables used as an input. 

 (        )                  (6) 

Where          are the outputs taken from the RNN, 
SVM and ARX while y is the final predicted solar power. 

 

Fig. 6. Flowchart showing the Process of ARX. 

 

Fig. 7. Block Diagram of Output Fed to the Ababoost. 

There are mainly two parts consists in the Adaptive 
boosting technique: First is step-by-step forward model and 
second is additional model [38]. In this paper, additional 
model is adopted for the linear combination of weak 
classifiers. The algorithm prepared for this research is 
demonstrated below in the Table I. The Pseudo code below 
describes well the whole process of Adaboost. In this paper, 
additional model Adaboost type is used. The expression of 
additional model is shown below in the Equation 7: 

 ( )  ∑     ( )
 
                (7) 

In the above equation, H(x) shows the linear combination 
of weak classifier, whereas h(x) is a weak classifier itself with 
a product of at weights generated of every step. On the other 
hand, there is also an expression found to calculate the 
weighted strategy, which is depicted below in Equation 8: 

        (
             

           
)             (8) 

Where total error is the classification error at the nth 
iteration while training. Lastly, the strong classifier is formed 
by the linear combination of weak classifier with the 
assistance of signum function as shown in Equation 9: 

 ( )      ( ( ))              (9) 

However, sign function is a symbolic function which 
converts the prediction results into the desired output. The 
block diagram of strong classifier is demonstrated in the 
Fig. 8. 

TABLE I. ALGORITHM OF ADAPTIVE BOOSTING LEARNING MODEL 

Pseudo code of the Adaptive boost algorithm 

Input: The data A; The number of weak classifier T 

Output: The strong classifier f(x) 

1: Initializing sample weights a1,a2,……at 

2: for t=1; t<T ; t++ do 

3: Training weak classifier ht based on at and A. 

4: Calculating the total classification error 

5: Calculating the weight at of the weak classifier ht , at= 0.5ln (1-total 
error/total error)  

6: Updating new sample weights= wt *    

7: Forming a linear combination of weak classifiers, H(x)=∑   
 
      (x)  

8: end for  

9: Forming a strong classifier, f(x)=sign(H(x))  

10: return f(x)  

 

Fig. 8. The Schematics of Adaptive Boost Model. 
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VI. RESULT AND DISCUSSION 

Training period of data set is 9 months from July-2019 to 
Mar-2020, solar power and solar irradiance varies according 
to the weather changes. Noticeably, the data set was 
maintained in per minute resolution according to each day. 
Solar irradiance plays an important role in solar power 
forecasting. For having a smooth power supply and balance in 
energy trading, it is necessary to have predicted solar power 
along solar irradiance. The nature of solar energy is sporadic 
in nature due to so many climate variations and deviation in 
the solar radiation. The solar power can be varied minute to 
minute as shown in Fig. 9. The characteristic of solar power 
below in the plot shows the behaviour of solar power from 
8:00 am to 5:30 pm respectively. It can be observed easily that 
every day, every minute even every second matters in terms of 
forecasting. Therefore, an effective method of prediction is 
proposed to address this issue for generating solar power using 
different machine learning techniques. 

In this section, individual and combined behaviour of all 
proposed model is discussed briefly in order. Comparison of 
all the models is also performed with the Adaboost to observe 
the performance of each technique with the performance 
indices. There are different kind of quantifying measures used 
in the past researches for observing the accuracy and 
precision. In this paper, Root Mean Square Error (RMSE), 
Mean Absolute Error (MAE) and Percentage Mean Absolute 
Error (%MAPE) are chosen as performance evaluators and are 
expressed below: 

     
√∑ (    )  

   

 
           (10) 

 

Fig. 9. Trend of Solar Power. 
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Where y is the observed value and y’ is the predicted 
value. For a comparative analysis, these values are contrasted 
with each model to check the efficacy and precision. While on 
the other hand, the ranges of good and worst accuracy have 
also been setup by checking percentage MAPE. Table II 
shows the estimation of accurate forecasting. 

TABLE II. ESTIMATION OF FORECASTING ACCURACY BY THE %MAPE 

CRITERION 

%MAPE Forecasting Evaluation 

≤ 10% High accuracy 

%10 to 20% Good accuracy 

20% to 50% Reasonable accuracy 

≥ 50% Inaccurate accuracy 

A. Comparison of RNN, SVM and ARX 

In the first stage, the outputs are taken from RNN, SVM 
and ARX individually. The outputs are matched with the 
response taken as a catalyst in the proposed predictive models. 
Each model is trained separately with the data set of different 
months. The process of obtaining output is already shown in 
Fig. 4. 

Firstly, RNN was trained and the output was validated 
until it shows a refine output with minimal errors as shown in 
the Fig. 10. In all the figures discussed in this section 
represents time on the horizontal axis while solar power (MW) 
on the vertical axis. The trend between output and response is 
plotted in the graph. The blue colored segment illustrates the 
predicted solar power obtained from RNN while red trend 
shows the target chosen for training purpose. The plot is 
constructed on the test indices. The solar power characteristic 
illustrates that there is serrated relation between output and the 
target. It is seen that the RMSE, MAE and %MAPE by the 
RNN model for the month of August, 2019 is 30.18, 37.40 and 
& 11.29%, respectively. According to the Table II, the 
%MAPE lies in the category of good accuracy. It is also 
concluded that RNN removes up to 70 percent of the errors 
between actual and predicted values. 

 

Fig. 10. Solar Power Characteristic Obtained by RNN. 

After the training of RNN, same dataset is applied to the 
SVM for the same purpose. In the past studies, it was seen that 
SVM outperforms better than any other neural network [39]. 
In this proposed methodology, RNN and SVM performed 
approximately equal to each other with a minor difference. 
According to the performance indicators, SVM has attained 
32.25 of RMSE, 40.55 of MAE while 11.77 percent of 
%MAPE. The output gained by the SVM is demonstrated in 
the Fig. 11. In the mentioned figure below, the red peaks 
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shows target while the blue highlights the output i.e. solar 
power (MW). The relationship between target and the output 
attained by the SVM is quite level-headed. By the criterion of 
percentage MAPE, SVM has showed good accuracy slightly 
equal as compare to the RNN. 

In line with, the implementation of non-linear model is 
more adaptive as compare to the linear models in 
aforementioned studies. It depends on the data set that which 
model is working well. In the perspective of statistical 
analysis, regression models like ARX, ARMA and ARIMA 
performs well on the skewed and historical data while non-
linear predictive tools such as neural networks, support vector 
machines and fuzzy logics performs excellent on the real data 
[40]. 

Together with non-linear models, ARX is applied to the 
same data set as this research heads to competitive ensemble 
approach. As the data used in this study was real data, ARX 
showed good accuracy as depicted in Fig. 12. In the graph 
below, the blue crests and troughs shows target while red ones 
are showing the output obtained after the training by ARX. It 
attained good accuracy with respect to the MAPE criterion 
showing 13.81 percentage MAPE. While on the other hand, 
ARX obtained 35.09 of RMSE and 44.29 of MAE. 
Conclusively, it is observed that RNN outperformed well as 
compare to the SVM and ARX in this research. The order of 
the performance is shown below in the expression: 

             

 

Fig. 11. The Solar Power Characteristic Obtained by SVM. 

 

Fig. 12. The Solar Power Characteristic Obtained by ARX. 

B. Comparison of Techniques with Adaboost 

Adaptive boosting algorithm has been seen as a hallmark 
in terms of combining classifiers [41]. In terms of prediction 
and forecasting, any kind of boosting technique would 
perform well and gives suitable accuracy and precision as 
compare to other individual machine learning techniques [42]. 
In this paper, RNN, SVM and ARX are combined together 
and formed a strong classifier with the help of Adaboost 
algorithm. By the results and simulations, it was keenly 
observed that Adaboost is showing some major decrease in the 
performance indicators as shown in Table III. The statistical 
figures in the table depicts that Adaboost has served as strong 
classifier and has obtained the high performance among all 
other models proposed. By looking at the Table III, it is 
obvious that hybrid of linear and non-linear models showed up 
with high accuracy of forecasting. Almost in all months from 
August 2019 to March 2020, the results are quite same but 
there are fluctuations and disparities due to the weather 
changes. 

C. Comparison of all Models used 

By the brief analysis of results and simulations, it was 
concluded that all linear and non-linear models used in the 
proposed method are showing good accuracy while Adaboost 
is attaining high accuracy by the combination of RNN, SVM 
and ARX. Fig. 13 demonstrates the performance of each 
model and showing that Adaboost has lowest %MAPE well as 
compare to the other machine learning models. In Fig. 14, it is 
depicted that Adaboost outperforms well than RNN, SVM and 
ARX by the means of quantifying measures as shown in the 
expression below. 

                      

 

Fig. 13. %MAPE of Proposed Models. 

In the aforementioned studies, the performance of 
ensemble approach is always better than individual models. 
Latently, the data set went through lots of variant processes 
and training sessions which finally show the precision in the 
prediction. In [26], simple neural networks are used and 
%MAPE has been calculated. It has bought 9.97% accuracy. 
On the other hand, the proposed model in this research has 
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shown more precision till 8.05. In this study also, the 
combination of techniques forming Adaboost gives major 
goals of attaining high accuracy and led to successful long 
term solar power generation prediction. Hence, it shows the 
combination of technique can achieve high accuracy and 
brings effective results. 

 

Fig. 14. Performance Indicator of Proposed Model. 

TABLE III. QUANTIFYING MEASURES OBTAINED BY THE PROPOSED 

METHOD 

Months Errors RNN SVM ARX Adaboost 

August 2019 

RMSE 

MAE 
%MAPE 

30.18 

37.40 
11.29 

32.45 

40.35 
11.77 

35.09 

44.29 
13.81 

25.25 

29.56 
8.46 

September 

2019 

RMSE 

MAE 
%MAPE 

31.54 

39.22 
11.97 

31.79 

39.10 
11.61 

31.57 

37.03 
12.26 

25.26 

29.6 
8.52 

October 2019 

RMSE 

MAE 

%MAPE 

31.47 

39.18 

11.83 

32.6 

40.72 

11.92 

35.9 

43.06 

15.26 

25.27 

29.7 

8.40 

November 
2019 

RMSE 

MAE 

%MAPE 

30.8 

38.2 

11.59 

32.42 

40.36 

12.16 

34.12 

40.25 

14.15 

25.3 

29.5 

8.53 

December 

2019 

RMSE 
MAE 

%MAPE 

31.39 
39.5 

11.88 

32.28 
40.48 

11.92 

41.00 
38.88 

6.00 

25.23 
29.6 

8.58 

January 2020 

RMSE 
MAE 

%MAPE 

29.87 
39.6 

6.06 

31.20 
41.32 

11.33 

44.00 
57.20 

17.63 

24.22 
28.4 

8.05 

February 

2020 

RMSE 

MAE 
%MAPE 

31.38 

38.6 
11.90 

31.31 

37.89 
11.44 

34.14 

44.24 
13.33 

27.15 

31.86 
9.98 

March 2020 

RMSE 

MAE 
%MAPE 

30.19 

37.40 
11.29 

31.97 

36.5 
12.23 

30.30 

36.40 
11.62 

28.48 

34.03 
10.54 

VII. CONCLUSION AND FUTURE WORK 

The importance of renewable energy has been taken into 
the consideration since last two decades. Economic dispatch, 
integration to the power grid and mismanagement in the 
power management system due to the variability in the solar 
energy are the key issues to address. Therefore, to resolve 
these problems, an effective model is proposed to predict the 

solar power generation for 10 days ahead using the hybrid 
approach. The ensemble technique utilizing RNN, SVM and 
ARX with the adaptive boosting classifier is presented in this 
paper. The results and discussion brought a significance stance 
that using adaptive boosting algorithm for combination of 
linear and non-linear models produces good results and shows 
high accuracy. From the output, it was seen that percentage 
MAPE of solar power characteristic lies between the ranges of 
8 to 10 percent, which is a high accuracy for forecasting 
estimation. On the other hand, hybrid approach has obtained 
25.77 of RMSE and 30.28 of MAE respectively. It is 
noteworthy that the optimizations and improvement brought in 
solar power generation prediction using combination of RNN, 
SVM and ARX with the Adaboost is significant and 
applicable. 
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Abstract—Now-a-days in most of the sectors digitization has 

taken place to store data and process it easily with enhanced 

techniques. Online transactions produce very huge data daily in 

various sectors like health care, military, government office. To 

store huge data many firms, take the help of third-party 

organizations and store data on machines provided by them 

which creates new security issues. While performing operations 

on the data or accessing data metadata leakage may happen due 

to untrustworthy systems. This paper proposed hybrid oblivious 

random-access memory (HORAM) offers users to access their 

data from untrusted storage devices without sharing any 

information about their access patterns or techniques. Here 

random data block shuffling approach is used which helps in 

hiding storage policies about the user data blocks placement and 

preserving privacy of data. HORAM techniques perform pull-

push operations on data in a parallel manner which in turn 

minimizes network overhead and reduces the execution time of 

operation. An extensive experimental analysis of the proposed 

system produces better results than weak and strong Federated 

oblivious random access memory (FEDORAM) respectively. The 

method is faster than weak FEDORAM and strong FEDORAM 

as it takes 0.96 seconds for communication with 5 servers 

whereas weak and strong FEDORAM takes 1.5 and 2 seconds 

respectively for reading and writing data. 

Keywords—HORAM; metadata; data blocks; privacy; block 

shuffling 

I. INTRODUCTION 

Big data analytics is becoming very easy with the evolving 
techniques in big data management and cloud storage. 
Nonetheless, placing information on untrusted servers raises 
security concerns. Nowadays privacy is required in every 
sector as everything is becoming digital [1]. Every system is 
getting transformed from offline form to online as it can be 
accessed from anywhere. Many of the people are giving 
priority to online system instead of offline system. In the 
current situation of corona pandemic most of the systems like 
government offices, educational systems, healthcare systems as 
well as private sectors put everything online to make it easy to 
people. Online platform opens easy entrance to security threats 
to enter in the database systems and obtain the information 
easily [1][4]. Especially if the information is extremely 
sensitive it becomes very harmful and owner may need to pay 
high cost for it if it gets stolen by third party. 

If for example a health care system is considered with a 
database of patient records, specific record denotes each patient 
information, and columns reflect various characteristics. By 
executing queries on a particular attribute, a health care system 
may obtain details of the patient. For example, a point query 
will return results for people aged 30, while a range query 
would provide data for those aged between 19 and 30. 
Outsourcing such information to a user is a common practice 
that allows for efficient querying [2]. While executing queries 
encryption is employed because a user could always be trusted 
with critical information. To query the leased database 
effectively, system creates a key and encrypts it together with a 
data encryption structure, balancing system security and 
reliability. There are many existing techniques like encryption 
to protect data but it’s not much efficient as data is 
exponentially growing. With existing cryptographic technique 
data can be secured but metadata about data can’t be secured 
because it is created daily with the various web activities 
hosted by web server in many organizations [2][4]. Only 
encryption cannot secure dataset completely. 

Applying encryption algorithm to user message may give 
information privacy, however it isn't adequate to address 
metadata concerns. Specifically, if information regarding 
access pattern get disclosed then it is going to damage whole 
record. By guessing access pattern attacker can get access 
directly to the private data. There is scope for cloud as well as 
other attacker for catching the leaked access pattern and misuse 
it [3]. Everyday internet thefts are finding new tricks to access 
data for the financial advantage. Thus, there is need Oblivious 
Random Access Machine (ORAM) is a strategy that allows 
customer to retrieve encrypted data from the cloud servers in 
secret way without disclosing path of data retrieval. Path of 
physical location is different from actual data access by user in 
ORAM. Basically to accomplish the motive of ORAM many 
researchers have contributed. Researchers have updated basic 
model of ORAM to improve performance of ORAM. As 
ORAM is limited in terms of complexity researchers tried to 
reduce it so that it will be more functional [5] to have dynamic 
strategy to deal with these security risks to sensitive 
information [4]. The Path ORAM techniques are used for 
security in recent years, initially anticipated by Stefanov et al. 
[5]. Path ORAM works to store the data blocks into the binary 
tree structure, including multiple leaf nodes such as buckets. 
Every bucket of a tree having a specific constant number of 
blocks which is denoted as z. When the tree has initialized, the 
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leaf bucket is defined as 0 to N-1, while each block has a 
random tag or position from range 0 to N [5]. Moreover, it 
contains a single small stash region that holds numerous blocks 
temporarily. If a block contains tag p, it will reside in the cache 
or some along the route from the base of the plant to the p

th
 leaf 

node, according to the tree's constant. 

A fully functional Oblivious RAM [6], sometimes 
abbreviated as ORAM, is fundamental that obscures the 
device's access privileges to a repository such as DRAM. In 
contrast, an attacker cannot learn very little about the data 
transmitted by watching the main memory trends. The ORAM 
interface converts the user's program accessing sequencing into 
a series of ORAM visits to seemingly random address 
information. Because the opponent is aware of the actual 
locations getting accessed, the ORAM implementation of 
global that the physical and logical sequence is autonomous of 
the proper access sequence, ensuring that the user's access 
sequences are not disclosed. Moreover, information stored 
inside database is secured using stochastic encryption to hide 
the captured data. Some security problem arises in hardware, 
software, and application levels. Several recent studies have 
taken use of the growing availability of trustworthy equipment 
for database systems. 

Bajaj et al. [7] introduced TrustedDB which implements 
tamper-proof data aggregation using IBM 4758 PCI [8]. 
CryptSQLite encases the SQLite processor in an Intel SGX 
compartment to provide secrecy with a bit of efficiency hit [9]. 
ObliDB, a more recent study, improves point query speed to 
722x quicker than current encrypted communication oblivious 
databases [10]. Access pattern threats in untrustworthy storage 
are identified by StealthDB and EnclaveDB which offer 
cryptographic solutions based on protected hardware [11] [12]. 
They are distinct from their ProDB regarding security border, 
access pattern depreciation, and high connectivity adjustments 
with hardware enclave, ORAM, and disk space. Hardware 
enclaves are used to solve database problems or build data 
structures with particular usage [13] [14]. 

ZeroTrace uses a new components library in its suggested 
ORAM microcontroller to offer extra protection against 
application attacks are launched on the SGX enclave, i.e., the 
oblivious positioning map access [15]. Even with processor 
enclaves, Oblix and ObliDB recognize the presence of access 
pattern leaking of the insight of database table employed in 
index searches and provide more effective performance than 
the naive worst-case buffer [16] [17]. Pro-ORAM increases 
system performance by utilizing the number of co Shuffle with 
SGX enclaves. Even though many researchers put efforts in 
providing security to metadata it is very difficult to fill the gap 
between security and practical usability of system [18]. 

Even though there are many ORAM techniques as 
mentioned above to secure metadata in online transaction they 
have some limitations as mentioned below. 

 Traditional ORAM techniques suffer from more 
complexity in model construction. 

 Many of the existing techniques are able to provide 
obliviousness to metadata but failed to improve 
performance with increasing data. 

 As more number of users increases response time 
decreases. 

 Existing system are unable to maintain balance 
between security and performance. 

By considering previous works main inspiration of this 
paper is to seek out solution which can provide combined 
solution with maintaining privacy and improving performance 
of existing ORAM technique. 

Our Contribution: 

We design our system to achieve main three goals: 1) To 
reduce complexity and response time 2) To secure metadata 
with active adversary attacks 3) To improve performance of 
overall system with increase in number of users. 

The proposed system focuses on providing security to 
metadata in online transactions. As previous ORAM technique 
strong FEDORAM [28] faces problem of high response time 
for communication in between client and server, our proposed 
system tries to reduce the execution time for pull-push 
operations by making the system work in parallel manner. 
Parallelizing tasks will optimize the ORAM system in turn 
reducing response time and will improve performance of 
overall system. As we observed weak FEDORAM suffers from 
sensitive data leakage problem in active adversary attacks, our 
proposed system focuses on protecting data from various 
attacks like collusion attack, session hijacking, bypass 
authentication, sink hole and warn hole attacks with designing 
an XOR-based lightweight cryptographic technique for data 
encryption as well as decryption during the communication. 

Moreover, the further sections of the paper are divided as 
follows: Section II describes related work done by previous 
researchers. In Section III describes the algorithm for proposed 
implementation. The Section IV describes the experimental 
setup for evaluating the proposed work and results achieved 
with our methodology and comparative analysis with various 
state-of-art methods. Section V concludes the proposed work 
and provides future work guidelines. 

II. RELATED WORK 

Yanyu Huang et al. [19] proposed real-time oblivious data 
exchange into the Fog Computing. This approach can eliminate 
the complex execution process of the client-side and requires 
low communication cost, including the minimum response 
time, and it reduces to computation up to 2x than state-of-art 
methods. The Edge computing environment has been 
deployed, and all transactions are performed on the edge node. 
This system depicts an extensive experiment analysis, and it 
achieves low network bandwidth utilization, fixed data storage 
on the client machine, and minimum network overhead. The 
new approach of path oblivious random-access memory is 
called as R-Path ORAM with large root basket dimensions 
including the small constant size of remaining buckets in the 
tree [20]. A thorough examination of the root bucket capacity 
is carried out in order to arrive at a restricted solution for such 
necessary root buckets size with a minimal error possibility. 
Using a common platform, the effectiveness of the R-Path 
ORAM is assessed to that of the conventional Path ORAM. 
The results of the tests indicate that R-Path ORAM offers 
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much less server bandwidth and time taken than the original 
Path ORAM. This is also a hidden eviction method for 
reducing the size of the bottom bucket and preventing system 
failure. 

Cao et al. [21] proposed an approach string ORAM access 
using spatial and temporal optimization techniques. This 
approach can improve the string ORAM access by using 
temporal and spatial optimization methodologies. Initially it 
recognizes dummy data blocks with significantly waste storage 
space and defines the optimized ORAM scheme that reduces 
high time computation and effective scheduling. The outcome 
of this approach reduces the 30% execution time complexity, 
thus a 40% reduction of memory utilization during the 
execution. A similar approach of fast and secure ring data 
retrieval techniques has been proposed by Yeuzhi che et. al. 
[22]. According to Fletcher et al. [23] secure processors have a 
quality and speed inefficiency of more than 50%. Fletcher et al. 
[23] suggested a dynamic system with a limited amount of 
emission allowed. 

The first Path ORAM implementations on hardware were 
presented by Maas et al. [24]. Parallel Computing techniques 
have been used with implementing the super demon during the 
process of read and write execution. In demon, two methods 
were employed to improve Path ORAM's effectiveness. 
Treetop caching is the first method. Treetop caching saves the 
first coefficient of determination of the tree in the cache 
because only the bottom layers are changed while reading and 
writing to the ORAM, decreasing latency and complexity. The 
Phantom is the second method. The second Phantom method is 
min-heap evictions, which stores the cache as a min-heap and 
evicts the blocks that have been utilized the least in the past 
initially. 

In addition, Fork Path ORAM was introduced by Zhang et 
al. [25]. Fork Path ORAM combines two successive ORAM 
applications. Researchers highlighted two consecutive queries 
could have containers in their routes which are overlapped. As 
a result, they recommended when a noticed request is made 
and the entire pathway of the requested data block is received 
from the servers and put into the stash, the rewriting back of 
the whole route be postponed until the subsequent request is 
made. The buckets that intersect in the two ways are not 
written back in the given details, and only the containers in the 
first request's path are published back. Furthermore, only the 
elements in the second route that do not overlap with the 
direction of the first demand were read into the cache to 
execute the new request. The procedure is then repeated with 
the second and third requests, and so on. Researchers also 
recommended postponing any outstanding ORAM requests. 
Even though all of their studies were done using the safe 
processor option, Sanchez [26] found that the advantage of 
combining the requests is negligible. Sanchez demonstrated 
that combining queries of size two may save one bucket. 
Fletcher et al. [27] proposes an optimization that uses a large 
group counter and many tiny individual numbers per Position 
Map block to condense these markers to a manageable amount. 

Pujol et al. [29] presented FEDORAM. Weak and strong 
FEDORAM tried to tradeoff between security and performance 
in the instance messaging. Weak FEDORAM focused on 

performance of system while strong FEDORAM focused on 
security of the system. Weak FEDORAM suffers sensitive data 
leakage problem while strong FEDORAM suffers from 
increasing response time with increase in number of users. 

Apart from the access cost imposed by ORAM procedures, 
contemporary ORAM architectures ignore the current 
computer system's extensive memory and processing 
hierarchy. According to [28], if the data size is higher than 
actual memory capacity, it directly enhances the leaf nodes of 
storage in the background illustrated in Fig. 1(a). Although 
most layers will be in the high-speed memory area, the tree-top 
caching has a simple design. On the other hand, each path 
access is converted into a series of rapid memory locations and 
sluggish I/O accesses. Due to the general poor locality, 
alternative caching methods find it difficult to adapt the tree-
type structure. Such a design is improvident in terms of I/O 
frequency cost due to the design difference between storage 
and I/O access, as well as the disparity of storage and I/O use. 

In FEDORAM and Multi-User Oblivious Storage via 
Secure Enclaves (MOSE), both techniques emphasize on 
reducing the input-output overhead because they extract single 
block data during the transaction from backend storage which 
is demonstrated in Fig. 1(b) and Fig. 1(c). Furthermore, the flat 
memory structure enables effective top-layer buffering. On the 
other hand, the shuffling procedure must be done often, and the 
whole storage must wait for such shuffled to finish before 
proceeding to another ORAM process. It adds extra waiting 
time to the process resulting in delayed output [29] [30]. 

   
(a). Path ORAM  (b). MOSE  (c). FEDORAM  

Fig. 1. Various ORAM Techniques for Efficient Input and Output Data 

Access. 

III. PROPOSED SYSTEM DESIGN 

A. System Architecture 

In the proposed system client server architecture is 
considered. Fig. 2 shows architecture of proposed HORAM. 
Initially if client     wants to send message to client     from 
server destination list (         list), then the client     
generates the message according to below equation 1. 

  *      +              (1) 

Here      is the random dummy leaf of destination node 
list. The     establishes connection with entry server 
          establishes connection to root server    to forward 
  to   . The    established parallel connection with      
candidate servers such as distributed environment. The all-
candidate servers perform the decrypt operation with given  , 
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and if it is accurate with server id then it is destination server 
selected by      The same time data has been stored in internal 
tree structure by particular   . SR stores positionMap[id] and 
OTMap[id] in which the positionMap[id] describes each leaf 
node information while OTMap[id] gives the information of 
message identifier of encrypted text. 

In the system architecture four terms are more important. 

1) Client 

2) Entry Server 

3) Root Server 

4) Destination Server 

In this architecture direct connection between client and 
destination server is avoided. Instead two entities are added in 
between client and destination server for secure 
communication. 

In data storage algorithm initially client generates a 
message to Entry server   . Then    establishes connection 
with root server    which keeps virtual id of all real and 
dummy messages received from entry server to destination 
server. Then encrypted message will be sent to all servers in 
the federation to get reply from actual destination server in 
parallel manner. The server who has authority to decrypt the 
message will get back to root server by decrypting message 
with its keys. Sending message in parallel manner saves 
communication time instead of sending it in parallel manner. 
After that root server makes entry about the current transaction 
id, user id and server id in its position map for further 
reference. 

In data access algorithm, step 1 to step 3 states about 
connection establishment from user to root server through 
entry server. After establishment of connection to root server 
current server id for transaction is fetched and data will be 
extracted from specific server. After that for securing metadata 
and hiding path of current access to destination server current 
destination id will be replaced with new destination server id. 
Then entry for current sever id will get deleted and root server 
will be updated with new server id. In this way metadata 
privacy preserving access can be performed using the HORAM 
data access algorithm with employing parallelism in 
architecture to reduce overall response time of system. 

 

Fig. 2. Architecture of Proposed HORAM. 

In data access algorithm we describe the pull activity 
perform by client      Once data has been extracted it decrypts 
outside of ORAM, and perform the eviction function for 
update the repository of access patterns. 

B. Algorithm Design 

Some basic data structures have been used for 
implementation for proposed system. Basic ORAM tree is a 
binary tree of encoded text. Every node of tree contains certain 
number of data blocks. In the below section we describe data 
structure used for proposed hybrid ORAM during the 
execution. 

TABLE I. SYMBOLS USED IN PROPOSED HORAM 

Symbol Operation 

  Generated message block 

 (  ) server id  

    Current session user identity 

    Database transaction identity 

      (   ) Random function for selection from n to m 

        (  ) Current utilized server 

    (  ) Selected new server 

positionMap Positional map 

Stash Temporary buffer memory 

R & W Read and write operation representation 

SD Destination server 

msg Message 

SE Entry server 

Data storage algorithm (Push): 

1: Initially client generates a message using below equation to 

send to entry server   , Message is the random text data. 

M  Genereate_Message_Block(msg,   )           (2) 

2: Send message M to entry server SE. 

3: Once entry server receives message from client then    

creates connection to   . 

Now,    establishes concurrent online transactions with all m 

servers. 

 (  )  ∑ (              (   ))
 

   
           (3) 

4: Once server connection has done, according to decryption 

process only one server who can decrypt the data will return 

data. The data has forwarded to push function in the form of 

Push (M, S(id),    ). 

5: Then root server generates transaction id for further 

transaction and add entry into the positional map with 

encrypted data like below. 

Function- Add_ positionMap(   ,    , S(id)) 
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TABLE II. POSITION MAP 

         (  ) 

T454565 U343 SS203 

T454568 U345 SS204 

T454575 U347 SS201 

T454589 U349 SS203 

6: Commit transaction 

Data access algorithm (Pull): 

1: Client sends message to Entry server as below: 

M  requestMessage (Msg,    )  (4)  

2: Entry server gives request to root server to get allocated 

server with get_Server_info (   ) and detect the allocated 

server for specific user. 

        (  )  ∑ (         ((      ))
 

   
            (5) 

3: Establish connection with  (  ) from entry server and 

extract data from  

Dset  getData (        (  )    )             (6) 

4: Now, select server from set of servers by entry server 

    (  )  ∑ (      (   ))
 

   
            (7) 

5: Once server selection has done, forward data to alter 

function given as Alter(M,     (  ),    ). 

6: Entry server generates transaction id for further transaction 

and update the positional map on root party server like below 

step 7 and step 8. 

7: Delete (        (  )  ) 

8: Update positionMap(   ,    , (  ) ) 

Here, Table I shows symbols used in the algorithm of 
proposed HORAM technique and Table II shows entries of 
position map for particular transaction along with user id and 
server id. 

IV. DISCUSSION 

A. Environmental Setup 

The proposed implementation is an open-source java 
environment with 10 data servers in parallel computation for 
HORAM. In the configuration setup, all are homogeneous with 
a single client. In all servers there should be a single entry 
server and single root server, and one destination server in the 
remaining servers. 

B. HORAM Performance 

1) Response time: Fig. 6 depicts the average response time 

for the system when 100 messages sent over the network. It 

shows better result than existing strong FEDORAM as it took 

less time than strong FEDORAM with increase in number of 

users. It took little less time than weak FEDORAM. For 300 

users it takes average 5 seconds for strong FEDORAM, 2.6 

seconds for weak FEDORAM and 3.2 seconds for HORAM. It 

is observed with the experiment that our technique takes less 

response time with increase in number of servers. It takes 1.4 

seconds for weak FEDORAM, 2 seconds for strong 

FEDORAM while 0.9 seconds for HORAM. 

2) Complexity: Table III illustrates our innovations and 

compares our system to some of the most cutting-edge ORAM 

structures, as seen above. Where N denotes the total number of 

messages stored in the whole oblivious system. Because our 

HORAM's client-to-server connection is based on the RAM, 

they have similar client-to-server bandwidth and device storage 

complexity. The federation's communication channels and 

server computation are both linear. 

TABLE III. PROPOSED ORAM AND EXISTING ORAM COMPLEXITY 

COMPARATIVE ANALYSIS 

Scheme Bandwidth cost 
Client 

storage 
Server storage  

Weak  

FEDORAM 
 (       )  (  )  (  ) 

Strong  

FEDORAM 
 (       )  (  )  (  ) 

HORAM 

(Proposed) 
 (       )  (       ) 

 (       ) 

 

C. Security Analysis 

The proposed approach provides how it achieves higher 
security and eliminate the metadata leakage problem during 
communication. 

 Data Generation: The client generates random 
message, and encrypt with proposed XOR operation 
techniques with the help of receiver’s token id. The 
encryption works like one-way hash function, due to 
no existence of both encryption and decryption key in 
message generation and transmission. The encrypted 
data could transfer to    and    respectively. Moreover 
if    or    compromised with attacker even though 
attacker can’t extract the decrypted text, due to 
dependency of receiver’s token. 

 Data Forwarding: The    and    can forward data to 
next hops or servers. Initially    receives the M and he 
knows the client as well as   . The    forward similar 
data to    and generate positionMap and OTMap 
respectively. The positionMap[id] describes each leaf 
node information while OTMap[id] gives the 
information of message identifier of encrypted text, 
this information stored on root server. The    securely 
keeps both records in ciphertext format that eliminates 
the possibility of internal or external attacks. The 
defined ciphertext works like a one-way hash function, 
which requires a negligible cost to operate; it also does 
not require significant dependency for encryption and 
decryption. Moreover, worst case, we consider root 
server compromised with any attacker even then they 
are not able to extract actual plain text due to this 
lightweight cryptographic policy. 
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 Data Extraction: When any client wants to extract the 
data, it gives a request to entry server    and    
forward to   . The message extracted from 
positionMap with its server information and similar 
requests were forwarded to SD from    and 
downloaded the plain text. Once the user extracts data 
properly, the proposed algorithm works to provide 
additional security to stored information. It first erases 
the current record from positionMap and selects any 
random server from the available server set. When the 
user extract data from    holds that decrypted plain 
text in cache memory. The selected new server and 
current plain encrypt again by cryptography function 
and generate a new entry into the positionMap. Once a 
new transaction is successfully committed, it erases the 
previous entry of duplicate data. 

In proposed architecture, it can be observed that the last 
transaction has changed on root server into the positional map. 
This activity can change every time when similar frequent 
access request has generated by client. The stash memory auto 
release when time complexity generates such 2N for N data 
blocks. This functionality provides eliminate the dummy 
blocks and reduce the time as well as space complexity 
respectively. This algorithm automatically erases the previous 
entry of a particular transaction with location details from the 
position map when the user has performed a data pool 
operation. It generates and stores the new entry into the 
position map. The significant advantage of this functionality 
traitor never identifies the background knowledge extracted 
data source as well as the location of data source. 

V. RESULTS 

Fig. 3 describes the time required in seconds for data 
encryption as well as decryption. Based on this experiment, the 
decryption could take high time than the encryption process. 

The two-way encryption techniques are also carried out to 
achieve security to data during transmission and dynamic 
decryption at the selection of the destination server. The below 
table we demonstrate the complexity of proposed and existing 
systems. 

According to above Fig. 4, the data uploading and 
downloading time required for the client-server in the proposed 
HORAM. The time required based on the proposed 
configuration could be flexible when the operating 
environment has changed. Fig. 5 shows network utilization in 
communication with number of servers. 

The performance evaluation of the proposed evaluation is 
based on the communication cost required for data push and 
pull events. When a data push event has been generated, all n 
receiver data nodes are utilized for communication. 
Furthermore, the network capacity is handled to 10kb data in a 
single M. The message size could be changed when the client 
updates the information or generate a new message. The below 
Fig. 5 describes a network utilization in MB during data 
transmission. 

In another experiment, we evaluated the communication 
cost required for data push and pop event from    to   . 

According to FEDORAM, it describes one-to-one 
communication between all servers, which may produce high 
communication costs [29]. The proposed module generates a 
parallel connection between    to all available sets of 
servers S. 

Fig. 6 and Fig. 7 depict response with number of servers 
and number of users and how proposed approach reduces the 
computation cost than state of the art methods. 

 

Fig. 3. Time Required in Seconds for Data Encryption and Decryption. 

 

Fig. 4. Time Required in Seconds for Data Push and Pop Operation with all 

(10) Servers. 

 

Fig. 5. Network Utilization (MB) with Number of Servers. 
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Fig. 6. Average Response Time with Number of Servers. 

 

Fig. 7. Average Response Time with Number of Users. 

Table IV compares different existing techniques with 
HORAM for response time taken in data communication. 

The proposed approach has evaluated with number of users 
and number of servers for communication cost, based on both 
results our system is efficient than [29] in both experiments. 

TABLE IV. AVERAGE RESPONSE TIME REQUIRED FOR HORAM AND 

EXISTING TECHNIQUES 

Sr. 

No. 
Techniques 

Response time with 

number of servers in 

seconds 

Response time with 

number of users in 

seconds 

No. of users N=5 N=10 N=30 N=100 N=200 N=300 

1 
Weak 

FEDORAM 
1.4 1.5 1.8 2 2.4 2.6 

2 
Strong 

FEDORAM 
2 2.4 3.6 2.1 3 5 

3 HORAM 0.9 0.96 1.45 2.3 3.1 3.2 

VI. CONCLUSION 

The proposed HORAM, an innovative ORAM approach 
achieves high level data privacy and low time computation in 
distributed environment with untrusted memory. The proposed 
parallel distribution HORAM provides low computation for 
database transaction such as push and pull respectively. 
Experimental analysis shows that the HORAM gives better 
results in terms of computation time. The method is faster than 
weak FEDORAM and strong FEDORAM as it takes 0.96 
seconds for communication with 5 servers whereas weak and 
strong FEDORAM takes 1.5 and 2 seconds respectively for 
reading and writing operation. It improves security in 
comparison with weak FEDORAM by avoiding direct contact 
of user with destination sever and provides more privacy to 
metadata with data shuffling and XOR based lightweight 
cryptographic technique. To enhance this system with large 
data processing environment for achieving security and privacy 
of data will be addressed in future work. In future work 
emphasis will be on reducing complexity of encryption and 
decryption of extensive data. 
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Abstract—With the rapid development of unmanned aerial 

vehicles assisted applications enabled with a communication 

system, they are open to various malicious attacks. As a new 

form of flying things, they can access the network for better 

communication via the aerial base station. Most of the 

Unmanned aerial vehicles assisted flying objects' optimal path 

selection schemes does not consider the path deviation. In path 

deviation attacks, secure data transmission are not addressed in 

existing works. The secure communication process between 

Unmanned aerial vehicles and base station are exploited through 

security-based attacks. Moreover, path loss issue leads to 

multicast packet loss and unsecured broadcast. The existing 

network architecture setup does not fulfill the secure data 

communication and privacy issues. In this paper, Blockchain is 

utilized to investigate the secure communication between 

Unmanned aerial vehicles to Wireless Unmanned aerial vehicles 

Base stations. Since the destination information is dynamic under 

an uncertain environment, it will cause a delay in data 

communication. Unmanned aerial vehicles are more vulnerable 

to security attacks. The proposed blockchain-based architecture 

supports secure data communication in Unmanned aerial 

vehicles uncertain environments. To improve network security, 

this paper designs a modified particle swarm optimization 

method for better path selection. Through these experimental 

results, a blockchain-based data communication scheme is outer 

performed concerning network security. 

Keywords—Unmanned aerial vehicles; path planning; swarm 

optimization; denial of service attack; blockchain; security and 

privacy; data communication 

I. INTRODUCTION 

Unmanned aerial vehicles (UAV) can be enabled with high 
flexibility based on harsh environment data communications. 
The major harsh environments are landscape country border 
monitoring, deep-sea monitoring, Industrial Monitoring, IoT 
agricultural monitoring, and UAV-based thermal tracking tool. 
UAV is one such potential communication field. The harsh 
environments can be monitored through UAV in large-scale 
integration with network security aspects. The UAVs are 
moving randomly across the environments with controller 
specifications to collect the information about network 
moving objects as well static ones. A UAV-enabled 
communication system is considered which will be a better 
one in between terrestrial and air medium. However, the 
available routing path up-gradation of the unmanned aerial 

vehicle is not enough to complete the data communication. 
Assuming the ideal path up-gradation is to determine the 
specifically targeted place of UAV or sink of the network that 
the UAV can carry the sensing details to reach them out. The 
UAV sensing data relay communication will face interrupt, 
distortion, and path selection issues. The analysis of relay 
network communication will affect the quality of data and 
communication time delay. The UAV data communication is 
defined with routing path state and data relay state. In such 
routing path up-gradation, the data can be broadcast via radio 
propagation. Once the jamming attacker enters into the UAV 
communication network it will remove the controller of the 
ground node from the attacker. The UAV network is 
controlled by the attacker and the UAV remote wireless sensor 
control ground node will be disconnected. The communication 
between the UAVs which are participating in the network 
needs to be secured since the data can be interpreted by a 
malicious attacker and the total mission can be compromised. 
The UAV device can also be compromised and it can be used 
against the UAV swarm. Most attacks focus on draining the 
resources which lead to the failure of the UAV mission. And 
to mitigate attacks on the modified swarm of UAVs, a secure 
authentication mechanism needs to be followed that identifies 
the participating UAVs identity and confirms that it is not 
malicious. The existing routing path selection process is 
updated through the conventional anti-jamming technique 
which focused only on transmit power functions with 
beamforming. The routing path selection should be highly 
controllable in the proposed algorithm. In UAV-based data 
communication facing optimal path selection in the wireless 
network and one of the recent experimental studies is 
conventional OSPF protocol-based path selection. The 
existing conventional scheme doesn‟t consider the successful 
data communication, time delay, and quality of the data. Due 
to the conventional path selection scheme implementing the 
trajectory planning didn‟t restrict the jammers' attack. The 
movements of UAVs like climbing angles and turnings are not 
restricted in the conventional method. However, the UAV‟s 
behaviour will affect the performance of the system. 

The UAV‟s movements are reducing the higher risk of 
collision. The updated routing path will provide the ideal 
climbing angle to do the relay state communication. To handle 
these issues, UAV‟s multi-path selection is proposed and 
introducing successful data communication to improve the 
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performance of the UAV system. Routing path up-gradation is 
considered in the UAV communication process which is a 
novel proposal to remove the constraints. The constraints of 
path selection are identified as a research gap and the novel 
multi-path flashing meta-heuristic optimization algorithm is 
the proposed solution. To overcome such difficulties, a 
multipath flashing meta-heuristic algorithm is proposed to 
solve the path selection and up-gradation. The experimental 
numerical results show that the proposed algorithm can 
improve the UAV data communication process via optimized 
path selection design especially when there is high mobile 
traffic in the wireless network. 

The high-speed increase of technologies in the wireless 
network has also simultaneously increased many challenges in 
data security. The data shared via networks need to be secured 
by strong encryption and cryptography mechanisms. The data 
are broken down into blocks in which each block consist of 
the data such as time, and the hash of the previous block. 
Blockchain plays a vital role to address the data security 
challenges and in preventing cyber-attacks. It ensures that the 
data available in the network cannot be tampered with or 
removed by any external users, who are not authenticated. The 
data can be added to the network only if its authenticity is 
verified by the peer nodes in the network. And if any 
malicious user tries to alter the data, the attacker needs to alter 
every block of the data, since the data blocks are interlinked 
and carries the hash of the previous block. So it will be a 
tedious task for the attacker to alter every consecutive block 
and gain access to the network. 

The rest of the research paper is constructed with the 
following sections. In Section II, Existing works, analysis of 
existing objectives and results is discussed. Section III 
discusses the evaluation of path deciding factors for path 
planning. Further in Section IV, how blockchain secures UAV 
swarm and Section V UAV network-level Denial of Service 
Attack scenario further implementing blockchain settings, 
respectively. Section VI. The experimental level simulation 
settings and results are presented, further validating the 
blockchain performance in security and privacy in terms of 
data communication. Section VII discussions on simulation 
results and in Section VIII, the conclusion work is presented. 

II. EXISTING WORK 

In this section, brief review details on the network security 
and path selection problem for UAV are discussed. The 
various path selection approaches are applied to find optimal 
path selection for UAV data communication. 

T. Zhao, X. Pan and Q. He [1], the author proposed a 
dynamic Ant colony algorithm for path planning in UAV 
where the proposed algorithm is applied in the scenario of 
UAV reconnaissance. The main drawback of the Ant colony 
algorithm is that it will be effective in only a confined space. 
Optimal results are not guaranteed when the distance is 
increased. And the authors applied the algorithm on the 
UAV‟s which are deployed in a pre-planned location. This 
algorithm cannot be optimal when the UAV‟s target location 
is undefined and will not be feasible in an uncertain dynamic 
environment where the search space can be extended. 

Li, Z., & Han, R. [2], the author studied the UAV flight 
path planning where the ant colony algorithm is used and a 
digital signal map is derived. The UAV movements are 
tracked in both vertical and horizontal directions, which will 
help to stimulate the UAV flight path. The proposed algorithm 
is not feasible when the threat area is dynamic and can‟t be 
optimal in real-time complex scenarios. 

Bai, X., Wang, P., Wang, Z., & Zhang, L. [3], the author 
proposed a hybrid algorithm of an artificial bee colony and A* 
and studied on an iterative selection of arrival time where the 
UAV select the arrival time which is shortest and enhances the 
multiple UAV sequential arrival time. The proposed algorithm 
will not be suitable for the complex mission where the 
multiple UAVs needs to operate simultaneously to complete a 
task and the task offloading is not possible in this case. 

Muntasha, G., Karna, N., & Shin, S. Y. [4], the author 
designed an algorithm anti-collision algorithm using an 
artificial bee colony where it optimizes the velocity of the 
UAV to reach the target. And an alternate path is designed if 
obstacles are detected. The proposed algorithm will be 
effective when the population size is increased. And it has a 
high computational cost. 

Priyadarsini, P. L. K. [5], the author proposed an area 
partitioning algorithm and the area is partitioned as rectangles 
and midpoints are calculated for each partitioned rectangle 
which is further used for optimal path planning. And a graph 
is constructed by joining the midpoints and the optimal path is 
found using firefly and particle swarm optimization algorithm, 
where the results show that the particle swarm optimization 
algorithm is better than the firefly algorithm. But the proposed 
algorithm is not suitable for environments with dynamic 
obstacles. 

Wei, Y., Wang, B., Liu, W., & Zhang, L. [6] the author 
focused on using an improved firefly algorithm for 
hierarchical task assignment. The author used the Metropolis 
criterion to avoid local optimum. And the firefly algorithm 
uses a multi-neighbour search algorithm to discretize the 
problem. The main problem in the proposed algorithm the 
defined parameters do not change over time and its not 
optimal in an uncertain environment where the targets are 
obstacles are dynamic. 

Aliwi, M., Aslan, S., & Demirci, S. [7], the author used the 
firefly algorithm to find the best coverage area for the UAV 
placement for better communication and to reduce the 
consumption of energy. But this proposed work focuses only 
on one UAV and doesn‟t concentrate on multiple UAV 
environments. The optimal usage of battery power of the UAV 
is essential for effective communication. And since the firefly 
algorithm has a slow convergence rate and it can easily fall 
into local optimum. 

Wang, S., Bai, Y., & Zhou, C. [8], the author proposed a 
method that focuses on yaw angle and height for mapping 
UAV devised on particle swarm optimization. Here the 
algorithm calculates the fitness value of each particle and the 
position of each particle is updated which outputs the optimal 
position. The main gap in the particle swarm optimization 
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algorithm is that the iterations don‟t guarantee the optimal 
result and it can easily fall into local optimum. 

Aggarwal, K., & Goyal, A. [9], the author used particle 
swarm optimization algorithm to coordinate multiple UAVs 
for disaster management. The work focuses on locating 
humans in the disaster management site. The main gap in the 
particle swarm optimization algorithm is that it is influenced 
by the inertia weight and has low flexibility. 

Evs¸en Yanmaz, Robert Kuschnig, Markus Quaritsch, 
Christian Bettstetter, and Bernhard Rinner., [10] discussed 
deterministic and probabilistic path planning algorithms, its 
drawback and benefits. They studied that the deterministic 
approach takes more time in deciding the action plan and 
probabilistic approaches can only give probabilistic guarantees 
in any task. 

TarunRana, Achyut Shankar, Mohd Kamran Sultan, 
RizwanPatan, [11] Authors highlighting drones are controlled 
remotely via radio frequency and it makes the signal jamming 
in a susceptible manner. Radiofrequency jamming is a very 
frequent attempt from attackers. There are so many existing 
techniques that easily hack the drones and disconnect the 
communication channel. The UAV timestamp is a time log 
system that provides more security to the UAV. The 
timestamp follows the block which contains the hash value. 
The attacker changes the hash values and it creates a 
communication problem. 

Jiyang Chen1, Zhiwei Feng2,1, Jen-Yang Wen1, Bo Liu, 
and LuiSha.,[12] author referring defending against UAV 
network internal Denial service of attack requires continuous 
tracking of all aspect running the system which creates huge 
overhead for the system. The real-time difficulties like system 
memory size, hardware capability, power consumption and 
reliability are hard to maintain the system functionality. 

The above all related works in the optimal path planning in 
Unmanned Aerial Vehicle focuses on the coverage space 
which is already pre-defined and only finds an optimal 
solution in that defined coverage space. And the existing 
swarm algorithms such as Firefly, Ant colony, Artificial bee 
colony and Particle Swarm optimization algorithm all are 
capable of finding an optimal path in a search space where the 
target and the obstacle positions are pre-planned. It doesn‟t 
focus on dynamic targets and obstacles with the factor of 
uncertainty. When it comes to uncertainty, the navigation of 
UAVs is affected by many external factors. And the UAV 
system should be able to continue the mission when it is 
affected by external factors such as heavy gusts of wind, 
changing temperature, high altitude and moving obstacles. 
And another main security gap observed is secure 
communication. The data and the parameters defined should 
be securely communicated to the UAVs for a mission. And 
compromise of the data can lead to mission failure. 

From the existing works, the optimal path algorithms such 
as Firefly algorithm, Iterative algorithm, Deterministic & 
Probabilistic Algorithm, GNSS and m-TSP mostly focus on 
the path selection in a static network environment. So, when 
these optimal algorithms are in an uncertain high mobility 
dynamic network, data loss and path deviation attacks are 

expected which compromises the successful data 
communication among the UAVs. The most frequently used 
optimal path algorithms and their limitations are listed out in 
Table I. The main research objective is to allow authenticated 
UAVs to operate in a high mobility dynamic environment and 
despite the uncertain factors and the path selection and the 
data transmission should happen securely and successfully. So 
based on these factors, a Meta-Heuristic optimization-based 
path planning model is proposed for path up-gradation aided 
with secure data communication. 

TABLE I. COMPARISON OF EXISTING ALGORITHMS 

Algorithm 

Comparisons of Existing Algorithms 

Advantages Limitations 

Performance 

in a dynamic 

environment 

Proposed 

Solution 

Firefly 

Low UAV 

Energy 

Consumption 

Limited 
Coverage 

Partial 
environment 

Need high 
coverage 

M-TSP Multi-Target 
Not in 

Dynamic 

Trilateration 

Method. 

Dynamic 

Coverage 

Genetic 
Easy Target 
Access 

Small Scale 
coverage 

Limited 
Need high 
coverage 

III. PATH DECIDING FACTOR EVALUATION IN PATH 

PLANNING 

The heuristic optimization system installed on an 
unmanned aerial vehicle network can provide a lot of changes 
in the uncertain environment from not only static UAV 
network secure data communication but also in high mobility 
UAV network. The features can be highlighted into two 
different levels of improvements, heuristic optimization path 
planning and secure data communication. 

In this section, the Meta-Heuristic optimization-based path 
planning model is discussed in detail. Since the proposed 
modified swarm optimization method is developed with 
dynamic UAV movement which is influenced by the nearby 
base station and it is also guided exact UAV position based on 
the entire domain. There is no restriction on range. For 
evaluating the optimal dynamic UAV network Metaheuristic 
optimization method, an evaluation method is followed which 
maintains the distance of intra UAV path, energy level, and 
throughput and packet loss. The proposed metaheuristic 
optimization method provides exact distance measurement of 
intra UAV path which reduces the UAV minimum relay link 
requirements between the UAV nodes. This evaluation 
function is proposed as the fitness sum of mentioned 
parameters. The parameter functions are as follows: 

In = α x UAVm /∑i=ie + α1 x 1/∑i=ie1 + α2 x 1/Tuav (

∑i=n (∑i=ie + ∑i=ie1) / Tuav )            (1) 

In the above-mentioned equation ∑ i=ie, ∑ i=ie1 is the 

distance between two UAV nodes and ∑i=ie, ie is the initial 

node energy level of the UAV network. After deciding the 
destination, the assigned UAV nodes get updated with the 
location of the destination, energy level and distance between 
the UAV nodes. These are the parameters considered in the 
UAV assisted UAV nodes. The Heuristic optimization 
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collected the UAV network data from the uncertain 
environment. The initial step evaluates the values of each 
UAV node and the instructions are proposed in the optimal 
path based on Meta - Heuristic optimization algorithm. 

The UAV network node evaluation values are derived with 
the following equation (2). In this equation, the distance 
between two UAV nodes and UAV node data collecting 
capacity is utilized for UAV path deciding factors. 

Pdf = α1 x ∑i=1 j=1(∑i=ie∑i=ie1) + α1 x∑i=1 A dc    (2) 

∑ i=1 ∑ i=ie1 are represented values of the two UAV 

nodes, ∑i=1 A dc - Average Data Collection. 

Path deciding factors (Pdf) are used to indicate the 

distance between UAV nodes (∑i=1 j=1) Pdf. The collecting 

data capacity is calculated from the UAV node sensing quality 
which is frequently evaluated for path deciding factor. 

The evolution method was initiated through UAV network 
node deployment and implemented Meta-Heuristic 
optimization, multiple UAV nodes are integrated high 
dynamic UAV network data communication and ensure 
privacy and security. Based on the UAV network, multiple 
numbers of UAV nodes are integrated and the evolution 
method calculates the path deciding values. The existing 
localization variable structure filtering problems and 
computational performance calculation occasional errors 
issues are overcome with evolution method path deciding 
values. The presented values are highlighted as deciding 
factors among the UAV network. In meta-heuristic 
optimization techniques are utilized for path planning and 
instant path selection. Among all the path planning and path 
up-gradation techniques in meta-heuristic term is 
mathematically optimized to select the upgraded instant path 
through high-level mathematical procedure specifically 
limited computational capacity and incomplete information 
structure. The path planning factors are discussed in the next 
section. 

IV. UAV SWARM AND BLOCKCHAIN 

Blockchain is a growing technology in the cyber security 
area and it‟s a promising technology in securing data and 
identity. It has many impacts in a wide range of areas in 
inventory management, the health industry and Internet of 
Things (IoT) in the domain of UAV. 

The management of the UAV swarm is a critical task since 
it involves the coordination of multiple UAVs and the data 
communication in UAVs needs to be secured. And the 
security concerns are more when multiple UAVs are operating 
in a surveillance operation. And the main security challenge is 
to secure the UAVs in the network and to prevent the UAV 
swarm from security attacks such as denial-of-service attacks 
and ground control station jamming attacks. And to address 
these problems, Blockchain technology will be a promising 
solution. The UAVs in the swarm are registered with a valid 
key which will make them an authorized UAV in the network 
as depicted in Fig. 1. The UAVs which don‟t have valid keys 
will be automatically rejected by the UAV network. The 
blockchain maintains a distributed ledger and tracks the 
activity of the UAVs in the swarm network. And the collected 

data in the UAV are secured and cannot be tampered with. So, 
once the UAVs collect and store the data, the collected 
information is secured and it cannot be modified. Any slight 
modification in the blockchain will be detected and it will be 
rejected by the network. So, Blockchain will be effective in 
securing the UAV‟s identity and the data collected in the UAV 
swarm and preventing it from malicious attacks. 

 

Fig. 1. A Scenario of an uncertain UAV Network. 

The evolution factors are described for path planning 
constraint and the UAV nodes are followed updated searching 
state. The updated searching state is following three different 
segments finding the next hop duration in the assigned UAV 
network, UAV identity, and UAV location with the exact 
position. The described factors involved provide an updated 
routing path that ensures the security of data communication 
between two UAVs. UAV path planning convergence and 
combining matrix decomposition issues and multipath 
distortion errors are solved through this evolution constraints 
method. These three factors are updated through real-time 
values from the experimental part. The coordination of the 
factors kept maintains the updated routing table. 

In such case the destination has not maintained the energy 
to carry over the data communication to reach the destination, 
the UAV communication node, exchange the data to reach the 
destination, the data exchange can be the safest way and the 
UAV network communication system should ensure the UAV 
node energy and threshold level. The UAV network routing 
table keeps the updated UAV path deciding factor parameters. 
To ensure the longest distance data communication between 
two UAV nodes, the updated parameter values are decided on 
the stability of the network. The local trajectory planner is 
applied in the decision mode which provides the current 
direction of motion based on parameter index. According to 
the current parameter values, the data communication is not 
suitable for direct communication then it is upgraded for 
indirect communication. Indirect communication is suggested 
if the stability of the network connection is not suited for 
direct communication. In this case, the routing table updates 
the revised path to make the indirect path. 

The blockchain-based UAE server is responsible for 
forwarding the data. The UAV node energy details are 
managed through the UAV server. To improve the efficient 
data communication enhanced interior gateway routing 
protocol was implemented in the UAV mounted server 
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network. The high potential bandwidth creates better 
connectivity. This proposed blockchain-based architecture 
supports secure data communication in UAV uncertain 
environments. The enhanced interior gateway routing protocol 
in the UAV mounted server network is implemented which 
featured an advanced distance vector in x86 architecture and 
storage access. The secure data communication adopted 
asymmetric encryption and passed through meta-heuristic 
optimization. The enhanced interior gateway protocol updates 
the further position while the UAV node hovers the position in 
the assigned duration. So, the UAV node is prepared to move 
for a further position with the help of an updated routing 
protocol. The UAV node keeps the distributed ledger and it 
receives the encrypted data. The UAV node sends the 
encrypted data to the UAE server and the UAE server will 
check the encrypted data and allow meta-heuristic 
optimization. The meta-heuristic optimization forwards 
encrypted data to the UAE server and then the UAE server 
decrypted the data to get the actual data. The distributed 
ledger keeps the transaction of all the details within the UAV 
node and UAE server communication. The Malicious UAV 
node moves to the neighbour UAV nodes without following 
the updated routing table. The malicious UAV node exhausts 
the energy level due to unplanned moments in the uncertain 
environment. 

V. DENIAL OF SERVICE ATTACK SCENARIO 

The UAV network-level Denial of Service Attack scenario 
further implementing blockchain settings respectively are 
discussed. A scenario of Uncertain Environment UAV 
network is illustrated in Fig. 2. The heuristic optimization 
assists the system by protecting UAV network data 
Communication channel, memory and CPU utilization. The 
Implementation of this proposed system provides a secure 
UAV network. 

A. System Model 

The proposed heuristic optimization-assisted system is 
composed of a performance control system and security data 
system. The Optimization system controls the uncertain 
environment and maintains the performance. The controlling 
system provides optimized performance and advanced path 
planning with malicious activity avoidance. The proposed 
method running inside the uncertain environment UAV 
network is normally operated by industrial applications which 
have high secure architectures and update instant activities. 
The advanced optimization system will be practical to track 
the system and control the potential vulnerabilities. 

 

Fig. 2. A Scenario of an uncertain UAV Network. 

The optimization assisted system refers to the client 
operating system and the security system running over on top 
of it. It is implemented for data security motive and maintains 
the simple systematic such that the system could be applied 
and analyzed. The client operating system process runs inside 
which ensures safety. The optimization controller rules the 
client operating system with simple modules which support 
the UAV network functionalities. The proposed system 
completely controls the uncertain environment in case of 
routing update failure for the path details due to a Denial-of-
service attack which ensures a secure UAV network [13]. 

The main aim is to secure the data communication in the 
UAV swarm. The optimization system helps to regulate the 
security of the data in which it monitors the activity of the 
UAV nodes. So this will enable to track the position, UAV 
node energy capacity and distance from the base station for 
instant path planning. 

A scenario of uncertain UAV networks is illustrated in 
Fig. 1. The optimization highlighted features in the uncertain 
environment, tracks the output from the client operating 
system. The identification of malicious activity, the tracking 
feature monitors the results from the client operating system 
and controls the major changes further [14]. 

B. Attacker Model 

The real-time applications in the uncertain environment 
could maintain the data security in the initial stage, whereas 
the malicious embedded in an uncertain environment couldn‟t 
implement the optimization controller. The client operating 
system suffers adversary launch of Denial-of-service attack 
against the uncertain environment. The denial-of-service 
attack does not maintain the protection to overcome the 
optimization controller. The malicious movements do utilize 
the Denial-of-service attack to spoil the uncertain environment 
and UAV network performance [15]. 

C. CPU Denial of Service Attack Protection 

In data security and CPU resource management, it will 
utilize the controlling system and maintain high performance. 
The CPU utilization priority improves against user requests. 
Every real-time application implements the first in first serve 
priority assignment; a high priority process could finish first 
and which is followed by the low priority [16]. This process 
helps the uncertain environment CPU utilization properly. 

D. Memory Allocation and DoS Protection 

The malicious movements in an uncertain environment 
could embed the Denial of Service (DoS) attack on the 
memory allocation by collecting a high amount of data from 
allocated memories which will affect the UAV network 
performance. The memory measurement feature encounters 
the CPU utilization in which the related system does not 
access the exceeding memory. The optimization controller 
uses the UAV network performance counter provided by the 
controller to monitor the memory access within the allocated 
period. The allocated period is maintained for accessing the 
memory without any restriction. It is highly suggested to 
resolve the memory constraint issues [17]. 
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E. Data Communication DoS Protection 

The optimization controller inside an uncertain 
environment maintains sensor data and utilizes client inputs to 
the UAV network to function properly [18]. The highlighted 
feature secures the system against DoS attacks. This will be 
required to control the uncertain environment and ensure 
system monitoring. 

F. Simulation Mode 

Times Sensible Sensors in uncertain environments are 
important components that should be protected from malicious 
activities in applications. The mandatory requirement in the 
simulation node is an optimization controller, where it doesn‟t 
control the memory access but will receive all necessary 
details from system activities. The thread activities showing in 
an uncertain environment will receive the data from sensor 
data and passes towards the optimization controller. This 
activity will arrest all Denial-of-service attack activities. 

G. Data Security Monitoring 

The scenario of an uncertain environment with a 
blockchain network is depicted in Fig. 3. The optimization 
controller maintains the network access to interface uncertain 
environment. To protect the uncertain environment from 
malicious activities, the UAV network controls have been 
separated in two ways. 

 

Fig. 3. A Scenario of Uncertain Environment with Blockchain Network. 

The UAV network is deployed in an isolated application 
space where the UAV network does not have an internet 
connection to access data and through interface only it has to 
process the communication. An updated routing table is 
utilized to control the communication system which reduces 
the unwanted communication and damages caused by denial-
of-service attacks. The modified swarm optimization method 
is developed with a dynamic UAV uncertain environment and 
identifying the positions in dynamic search space. The 
dynamic search space has identified the destination then the 
sender confirms the destination area which should not be 
smaller than pre-defined positions. The unrestricted area 
coverage is modelled with a sparse multi-link collaboration 
with unrestricted distance. 

The optimization controller continuously monitors the 
results from the client operating system. The continuous 
monitoring system controls the uncertain environment and 
identifies the thread activity which diverts to the optimization 
controller. The consecutive sensing data receiving interval 
should not be set to a normal threshold and it should be set to 
average. The normal interval suggestions will fail the 
optimization controller. 

VI. EXPERIMENTAL RESULTS 

The experimental level simulation settings and results are 
presented, further validating the blockchain performance in 
security and privacy in terms of data communication. 

In this section, the Meta-Heuristic optimization algorithm 
is compared in experimental models and also various UAV 
environments. The ContikiCooja Experimental setup is 
introduced. In the cooja simulation, the area of interest is a 
3Km radius. The main parameters utilized in our experiment 
are provided in Table II. The allocated bandwidth of each 
UAV node is assigned as 10 MHz. The other side of the UAV 
network servers also carries a 20 MHz band which means the 
high data traffic can be scheduled on the allocated bandwidth 
forwarded by the UAV nodes which could avoid congestion. 
The airframe spectrum range is assigned as 2.6, so the 20 
MHz bandwidth can produce a 32 Mbps data rate. To this 
segment, here the UAV nodes are uniformly distributed on a 
geographical position. And the UAV nodes are operating in an 
uncertain environment with x = 22.45 and y=2.30 at 4 GHz 
carrier frequency. Considering the multipath flashing 
technology, the entire communication UAV network resources 
can be planned for a 180 Mbps data rate, which is the same as 
25 Mbyte/s. The p is set as 10 x 103 which equates to the 
packet cost as 800 bits. In each UAV node, it has the packet 
cost in an uncertain field of each layer of the data transaction. 
The identification of the UAVs height and depth-dependent 
parameters α (h1) and δ(d1) are positioned according to the 
uncertain environment. The highest range of the position λnu 
is 24 ~36 dB while every UAV is at the height of 20m.In this 
experimental simulation, the value of λnu is assigned which is 
equivalent to the network locations of UAV node n and UAV 
servers. The special attention the subordinate UAV nodes in 
uncertain environment series location, share and update the 
values in λnu. The ideal value of the UAV network path loss 
is identified with the updated values and updates the location 
to the proposed path planning system. 
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TABLE II. SIMULATION PARAMETERS 

Parameter Description Value 

( X:Y ) Values in Uncertain Environment (22.45;2.30) 

p Packet loss Cost (800 bit) 10x 103 

λnu Highest Range of the position 24~36 dB 

α (h1) UAV height 20m 

δ(d1) UAV depth 20m 

Rdr UAV Resource data rate (25Mbyte/s) 180 Mbps 

UAVc UAV coverage radius 100~2000m 

Eno Total Episodes Number 10 

N Total UAV nodes 15 

S Total UAV server 1 

A. Path Selection Scheme Evaluation 

In this section, the access path selection scheme 
performance of the proposed Meta-Heuristic optimization 
algorithm is evaluated under an uncertain environment. The 
UAV node and UAV server scenario are executed. The 
sequence of the scenarios is considered for performance 
evaluations where all UAV nodes access the UAV server, one 
UAV server accessing all UAV nodes, and multipath flashing 
method. The multi-path flashing method always processes the 
UAV node with multipath channel access to the UAV server 
until the data traffic is cleared or all the UAV nodes are 
getting a response from the UAV server. The Meta-Heuristic 
optimization algorithm is hard to obtain the multipath flashing 
method due to the huge area and the comparisons with other 
schemes verify the performance of the proposed system. The 
ideal transformation straight line coordination system is 
produced to minimize the complexity and computational cost 
in the UAV path planning process. The existing methods 
produce high computational costs due to the complex 
optimization method. 

Fig. 4 shows that the experimental radius of the region is 
occupied 900m, when the UAV coverage transmission radius 
is moving more than the assigned value of 900m, extended the 
excess UAV nodes wouldn‟t allow the transmission range and 
transmission cost. 

 

Fig. 4. Data Packet Transmission towards the UAV Network from Source to 

Destination. 

The performance of the extended UAV nodes has a low 
packet transmission rate. Every uncertain environment UAV 
coverage is small about below 900m, the multipath flashing is 
done successfully in UAV node access in the UAV network. 
The assigned transmission range is fully occupied with 
resources and a scheduled pattern is achieved in the data 
traffic in the UAV network. 

B. Multi-Path Flashing Model 

This section proposes that countermeasures when multiple 
UAV nodes participate in the uncertain environment and 
investigate a scenario in which malicious activities and attacks 
are involved. The initial step of the environment that the 
attack could be using multipath signal receivers since every 
single attacker can spoil many numbers of receivers in its data 
transmission range. The attacker captures multiple signal 
receivers. The multiple numbers of signal receivers bounded 
the uncertain environment from which the attacker can be 
highly performed. The DoS locations depend on the UAV 
resource data range, called resource-based attack, constrained 
by the resource range between UAV nodes and UAV servers. 
The attacker activities purely depend on the locations, the 
possible position to reach the resources is suitable for them. 
The updated routing path keeps the updated routing details in 
a table. The update routing table keeps sending the details 
only to source and destination and the possible positions are 
set with two points. The fewer number of UAV nodes will 
entertain the attacks whereas a greater number of UAV nodes 
participated in uncertain environment UAV network doesn‟t 
allow to attack launch. The proposed system doesn‟t allow 
multiple UAV spoofing. The optimization method is based on 
defence cooperation localization. From these experimental 
results, the number of UAV node location is preserved and the 
distance maintained are safe [19]. The proposed distribution-
based blockchain system spread out the defence model against 
spoofing attacks and the entire UAV network. The real 
experimental scenario offers multiple UAVs together, without 
any restrictions, offers opportunities for a DoS attack which 
encourages the malicious behaviour and captures the path. 
However, the defence model should also evaluate the attack 
behaviour and arrest the malicious activities [20]. 

C. Path Planning Algorithm Execution 

Simulations were executed from this proposed enhanced 
interior gateway protocol method and tested through the 
following scenarios. 

The testing is executed for observing the path planning of 
data packets from a UAV to another UAV when the attacker 
involves the usual routing paths. The process of sending data 
packets in transmission follows the usual links and avoids 
unusual paths where it occurs high computational costing. The 
experimental setup was tested using the EIGRP protocol and 
the computational cost and delay proves the proposed method 
and updates the instant path up-gradation at the time of 
execution. The proposed EIGRP protocol was tested through 
scenario 1 U1 to U11, Scenario 2 U2 to U12, Scenario 3 U3 to 
U13, Scenario 4 U4 to U14 and Scenario 5 U5 to U15. 
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TABLE III. COMPARISON VALUE OF DELAY IN PATH UP-GRADATION 

Comparison value of delay in Path Up-gradation (seconds) 

Method 
Scenarios 

1 2 3 4 5 

Proposed 

EIGRP 
0.00634 0.00543 0.00435 0.00342 0.00234 

Existing 

Routing 
0.01245 0.01123 0.01103 0.01100 0.01023 

The Table III results are obtained for the delay in path up-
gradation resulting from the five different scenarios and the 
obtained delay in path up-gradation is as below: 

1) Proposed EIGRP protocol 

= (0.00634+0.00543+0.00435+0.00342+0.00234)/5 

=0.004376 Seconds 

2) Existing Path Up Planning Protocol 

= (0.01245+0.01123+0.01103+0.01100+0.01023)/5 

=0.011188 Seconds. 

The Next scenario was tested before the path up-gradation 
attacker termination. The routing path considers for data 
packet transmission from U2 to U15 is U2 is switch UAV, 
Base Station 1, Base Station 2, Base Station 3 and U15 is 
Switch UAV. The path planning process is performed with 
different metric values which are utilized for sending data 
packets from source to destination. 

Path Planning Metric = 256 * ((107/Minimum bandwidth) 
+ (total path up gradation delay /10)). 

The path planning up-gradation for sending data packets 
towards U2 to U15 with a minimum bandwidth of 200 kbps, 
delay 40000 ms, ethernet interface 200 ms delay, Path 
planning metric calculation is mentioned below, 

Path Planning Metric= 256 *(107/200 kbps +( 40000ms + 
40000ms + 200 ms )/10) =53253120. 

This value indicates that the data packet will send 
53253120 metric values. 

Metric values are derived for total path planning for data 
transmission from source to destination. Based on the Metric 
value calculation the updated routing details are distributed 
through a decentralized blockchain system with the existing 
network routing paths. The Distributed metric values based 
routing details support quickly and support multiple UAV‟s 
with normal computation delay and cost to reach the 
destination. The Proposed path planning algorithm overcomes 
the existing problems like restricted area path planning and 
specific autonomous area path planning. The low capability 
and minimized routing table with limited hop counts. These 
are the challenges that have been solved through the proposed 
path planning up-gradation model. 

VII. SIMULATION RESULTS 

Fig. 5, Fig. 6, and Fig. 7 are illustrated that the proposed 
algorithm in the case of uncertain environments performs 
better than the existing method since the UAV data 

transmission from one hop to another hop, neighbour count 
information, and received packets indicates the high impact 
created in the proposed algorithm. The proposed algorithm 
outperforms the novel approaches of path selection and moves 
directly to the uncertain UAV network environments all the 
time, and the improved performance gap between the 
proposed solution and the optimal access path selection 
solution is less than 3dB. The uncertain environment has the 
condition of attacker interception and when the average 
changing interval is suddenly increased, the proposed 
algorithm can perform the optimized path selection approach 
about crossing the malicious channel state path and outer 
performs a position with exact destination channel state, thus 
the overall performance is improved from the results provided 
by the proposed method. 

 

Fig. 5. Hop based Transmission Rate. 

 

Fig. 6. Engaged Neighbour Count. 
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Fig. 5 shows that a high data transmission rate can reach a 
satisfactory result in the end, while the usage needed data 
transmission rate can reach a better result. Fig. 6 shows that 
high time engaged neighbour count can accelerate data 
transmission at the beginning stage; it will achieve the exact 
path selection methodology and does improve the data 
transmission in an uncertain UAV environment. Fig. 7 shows 
that the estimated received packets and estimated loss packets 
after implementing the proposed model. 

The proposed algorithm is compared with GNSS based 
optimal access path selection approach of UAV flying object 
towards the same UAV network with different heights in 
Fig. 8. The existing Deterministic probabilistic algorithm and 
GNSS algorithm applied the fixed methodology to obtain the 
path where the fault tolerance was medium. Table IV shows 
the comparison of performance metrics between the existing 
Deterministic probabilistic algorithm and GNSS algorithm and 
the proposed optimization path selection and Meta-Heuristic 
path planning algorithm. The proposed Optimization path 
selection and Meta-Heuristic Path Planning algorithm apply a 
hybrid fuzzy possibility algorithm which creates the accurate 
destination path with dynamic location and overcomes the 
obstacle detection and radio path detection issues. Also, the 
Existing method does not provide proper ideology for data 
security against attacks whereas the proposed blockchain 
methodology, distributed the path location to the source point 
which creates smooth data delivery, no path deviation, and 
redirects path. 

The proposed methodology reduces the time delay and 
improves the throughput. The uncertain UAV network 
environment is considered and the average channel path loss 
interval is set as 200s. The common value of the additional 
path loss λnu is very small when the UAV height is too high. 

 

Fig. 7. Estimated Received Packets and Estimated Loss Packets. 

 

Fig. 8. Average Cost with different Values of UAV Coverage Radius. 

TABLE IV. PERFORMANCE COMPARISONS OF META-HEURISTIC PATH 

PLANNING 

Comparison 

Parameters 

Deterministic 

& 

Probabilistic 

Algorithm 

GNSS(Global 

Navigation 

Satellite System-

based Path 

selection 

Algorithm) 

Proposed -

optimization 

path selection 

and Meta-

Heuristic path 

planning 

Technique 
Applied 

Explore 
Obstacles  

Radio Path 
detection 

HFPCM- 

Hybrid Fuzzy 

Possibility 

Throughput Low Low High 

Fault Tolerance Low Medium High 

Bandwidth 20% 25% 35% 

Process 
Efficiency 

35% 40% 50% 

Node to Node 

Delay 
30% 25% 10% 

Security 

Improvement 
Low Security Normal Security High Security 

Overhead 
Latency 

Low Priority & 
High Latency 

Average Priority & 
Medium Latency 

High Priority & 
Low Latency 

Scalability 
Low 

Adaptability  

Medium 

Adaptability  

High 

Adaptability 

Packet Delivery 

Ratio 
Low  Medium  High  

Packet Loss High  Medium  Low  

Mean Time 
Delay 

High  Medium  Low 

VIII. CONCLUSION AND FUTURE WORK 

In this paper, the issues in UAV assisted flying object 
optimal path selection schemes and the path deviation attacks 
against UAVs are investigated. The proposed model clearly 
defined the optimization path selection method and Meta-
Heuristic optimization in path planning to effectively increase 
the secure data transmission in an uncertain environment UAV 
network, where extended coverage in real time scenarios of 
uncertain environment is successfully performed by the 
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proposed algorithm which is not addressed in the existing 
algorithms. The proposed blockchain aided UAV swarm will 
secure the UAV network from the security attacks. Blockchain 
provides promising results in the terms of preserving the 
security of the network. And tit can be implemented in the 
UAV domains for rescue operations, surveillance operations 
and inspection of critical resources. The secure communication 
process is proposed using blockchain and controlled the attack 
activities through a blockchain based defense distribution 
system. The distribution-based defense blockchain system 
supports, updated routing table which has been scheduled and 
the data is transmitted perfectly. In this paper, the results have 
been validated and swarm optimization controls the network 
security. In the future, experiments with multi-agent machine 
learning-based path selection in UAV networks with different 
environments will be considered and the energy consumption 
of a UAV which depends on its speed and transmits power 
will be discussed. 
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Abstract—Spectrum scarcity is a major challenge in wireless 

communication for next generation applications. The spectrum 

sharing and utilization of other user available spectrum is an 

optimal solution, which has outcome with a new mode of 

communication called cognitive network. Cognitive devices are 

capable of requesting and sharing free spectrum among each 

other in a communication range. The spectrums are shared 

among primary and secondary user (PU, SU). To extend the 

range of spectrum utilization, users from other clusters are 

requested in sharing of spectrum which is called as third party 

user (TSU). In detection of free spectrum a jamming based 

approach is proposed in recent work. Jamming approach 

generates a periodic jamming signal for TSU in sensing of free 

spectrum. The repetitive requesting of spectrum availability 

result in large jamming probability for engaged TSU users 

resulting in large delay. In minimizing the delay observed, in this 

paper, a new monitored jamming approach is proposed. 

Proposed Monitored jamming approach is develop in recent to 

the engagement of each TSU for communication and governing 

the jamming signal based on the spectrum engagement. The 

proposed approach minimizes the delay due to jamming 

signaling in existing system. The Experimental results obtained 

shows an enhancement to the system throughput, fairness factor 

and minimizes the delay metric for proposed approach. 

Keywords—Slot monitoring; spectrum sensing; primary user 

(PU); secondary user (SU); third-party spectrum utilization (TSU) 

I. INTRODUCTION 

The evolution of wireless communication has resulted in 
the interfacing of various advanced services on portable 
communication devices, with many new services being 
integrated at a rapid pace. The incorporation of new services 
requires a higher data rate and high offers service quality. 
Wherein users are increasing rapidly, and the services 
integrated are also increasing, it is the need of the existing 
wireless communication system to improve the 
communication architecture to offer the best data exchange. 
The wireless spectrum constraint has given rise to the concept 
of spectrum sharing, in which users are interfaced to use the 
free spectrum of other users to meet the newly evolving 
service demand. The most suitable approach is the cognitive 
radio network (CRN) where each user interfaces with other 
users for spectrum sharing. The advantage of spectrum sharing 
has resulted in higher service compatibility. However, the 
issues of spectrum sensing, and allocation are critical in these 

networks. The sensing of the available spectrum with minimal 
network overhead is the primary requirement for an efficient 
CRN operation. In the sharing of free spectrum, primary user 
(PU) and secondary user (SU) undergoes a communication 
phase for signal status sensing and based on signal energy 
spectrum sensing is developed. In improving the objective of 
spectrum sensing, new methods of recurrent learning 
approaches, fusion based approach and machine learning 
techniques were developed. In [1] the accessing data rate is 
increased by the sensing spectrum of side cognitive nodes 
which are added into the network with course of time. The 
sensing operation developed performs spectrum sharing 
minimizing the packet delivery failure in the network.  A 
multi-scale spectrum sensor in a CRN is outlined in [2]. This 
method developed a spectrum sensing approach based on an 
interference-matched design, where more accurate information 
interfaces with the network for proper communication control. 
A Spectrum sensing approach in CRN using multi-metric 
monitoring in an outline in [3]. The spectrum sensing were 
developed based on the concurrent monitoring of traffic 
condition, delay and channel usage. In communication system 
using as frequency division multiplexing [4], spectrum sensing 
is developed using time-frequency signal estimation. The 
proposed approach was developed using a blind signal 
estimation approach, which enhanced the energy detection 
performance. In [5] for multipath and multi-channel 
conditions a window-based blind spectrum estimation is 
proposed. This approach also improved the energy detection 
performance and hence the spectrum sensing in cognitive 
radio. An adaptive threshold approach for the detection of 
spectrum under channel interference is outlined in[6]. This 
work presented a covariance approach for channel sensing 
where an adaptive threshold is proposed to reduce the error 
probability in spectrum sensing. In recent past to improve the 
blind sensing performance, regression models were used for a 
faster convergence. A Markov approach for spectrum sensing 
based on a distributed coordinate function (DCF) is presented 
in [7]. The approach derives from a Markova chain model in 
developing a CRN operation for spectrum sensing.  In the 
application of a wide area network, an opportunistic spectrum 
sensing approach using a cognitive sensor network was 
presented in [8]. This approach presented a likelihood 
distribution of channel availability using Markov chain 
computing for primary users using the spatial distribution of 
the channel. In other techniques of spectrum sensing advanced 
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machine learning approaches were also introduced. In [9,10] a 
novel fusion model for spectrum sensing is presented. This 
approach used a machine learning model in which the k-
nearest neighbor estimation is used in spectrum sensing. A 
similar approach for a trust-based spectrum sensing model 
based on a data fusion model was presented in [11]. The 
approach developed a „mechanism design theory‟ for 
detecting false requests for spectrum sharing owing to 
unauthentic users in the network with cognitive nodes. A 
centralized data fusion model was presented to monitor the 
node's operation in validating user sensing requests. The 
author in [12] proposed a multi-channel cooperative spectrum 
sensing (MCSS) method for optimizing spectrum sensing in a 
cognitive radio network. This approach develops a novel game 
theory of node selection to extend energy savings in a 
cognitive device. In [13], a fusion center (FC) model was 
proposed for cooperative spectrum sensing. The proposed 
approach improves the throughput by minimizing the amount 
of reporting time in the network. The approach is a centralized 
monitoring scheme of spectrum sensing where the network is 
divided into two clusters and the spectrum sensing 
observations are monitored at the FC in deciding for spectrum 
sensing based on defined fusion rules. Under multi user 
environment a centralized cooperative spectrum sensing (CSS) 
approach is presented in [14]. This method was created using 
k-means shift clustering over local energy vectors. In [15] 
Formal paraphrase the sensing of opportunistic spectrum by a 
primary user in the mobility scenario is presented with 
authentic access to spectrum usage. A k-means approach to 
spectrum sensing is proposed in which the identification of 
suspected users in spectrum access is developed for optimal 
spectrum utilization. In [16] a reinforcement learning (RL) 
method for cooperative spectrum seeing in CRN operation is 
presented. This approach developed a channel scanning 
approach for spectrum sensing and requesting, where a 
confidence bound approach was proposed for secondary user 
(SU) spectrum sensing. An approach for a malicious free 
processing of spectrum allocation in a cognitive radio network 
was outlined in [17] where the issue of false sensing of the 
spectrum in the network and allocation is encountered and 
solved. Similar approach to energy detection for different false 
alarms and noise variance is outlined in [18]. The presented 
interface for different communication networks with cognitive 
devices for sensing the opportunistic spectrum is outlined. In 
the application of improved spectrum sensing for real time 
usage a cognitive Internet of Things (CIOT) was presented in 
[19]. Spatially correlated approach for spectrum sensing using 
energy-efficient processing in cognitive radio devices. 
However, to cope with rapid evolving service demands and 
user accessibility, the spectrum sharing needs a further 
enhancement, which is overcome by other neighboring cluster 
node termed as third party users [20]. These users share 
spectrum to nodes which are not registered into their clusters. 
To sense such user spectrum, nodes generate a jamming signal 
for reading the signaling status of the node. In this case, the 
random jamming signal is generated by different nodes to 

detect the accessing free spectrum. However, a random 
jamming signal leads to delay in node operation and intern 
reduces the network throughput. In [21] a sparse based coding 
approach for detection of jamming attack is presented. This 
method proposed a dictionary is used in classifying the 
spectrum hole and a jamming state. The dictionary is used by 
machine learning approach in classification of the user 
emulation. A max-min method for the optimization of energy 
saving in congestive sensor network is outlined in [22]. The 
proposed approach schedules the request a node operational 
unit of the sensing spectrum based on the channel sensing of a 
node. A Rendezvous algorithm using channel Hopping (CH) 
for spectrum sensing in asynchronous and asymmetric model 
is presented in [23]. The jamming conditions were minimized 
by a Hybrid Rendezvous Algorithm which operates on 
jamming and non-jamming conditions. The jamming signaling 
was observed for minimizing the jamming conditions in 
cognitive network. However, the past developments observe 
the jamming condition based on a pre existing dictionary 
model or based on the channel conditions. In these approaches 
the requesting overhead is not addressed and a repetitive 
jamming signaling for spectrum sensing leads to a large delay. 
In this paper a new monitoring approach for user engagement 
based on channel occupancy is proposed. The centralized 
fusion monitoring of the channel engagement leads to 
minimization of requesting overhead for high engaged users, 
resulting in minimization of jamming delay. The outcomes of 
the presented work are: 

1) A new method for monitoring of jamming signal based 

on user‟s engagement is proposed. 

2) The Jamming overhead due to random scheduling is 

minimized. 

3) The Delay metric is minimized and throughput is 

improved by the monitored approach of spectrum engagement. 

The rest of this paper is outline in 6 sections. The system 
outline and the operation of jamming signaling in cognitive 
radio network for spectrum sensing is outlined in Section 2. 
Section 3 presents the process of spectrum allocation using 
jamming condition. The proposed approach of slot monitoring 
is outlined in Section 4. Experimental result observations for 
the developed approach are outlined in Section 5. Section 6 
presents the conclusion of presented work. 

II. SYSTEM OUTLINE 

A cognitive radio network (CRN) consists of a Secondary 
User (SU) -Tx/Rx, a relay unit, and a Primary User (PU) -
Tx/Rx unit. These communication units are equipped with a 
single transmitting and receiving antenna. All nodes in this 
connection are in full-duplex operation. In the communication 
of data packets, information is exchanged using a relay node. 
The uplink of a packet is made based on the position of the 
users in the network. A generic architecture of a CRN system 
is shown in Fig. 1. 
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Fig. 1. Communication Architecture of the CRN System. 

In the spectrum sensing operation, the Secondary User 
(SU) detects the freely licensed Primary User (PU) spectrum 
when the user does not use the spectrum to communicate. 
Spectrum availability is estimated using an energy detection 
approach of signal energy. This method uses a threshold-based 
estimation technique which operates under two hypotheses, h0 
and h1, respectively, 

0 : Xi ih N
 

:i i i ih X S N 
             (1) 

Hypotheses h0 specifies the nonexistence of a signal, 
where h1 denotes the occurrence of the signal and the coupling 
of the PU spectrum by the transmission signal Si interfering 
with the additive Gaussian noise of the channel with mean 
zero and variance σ. Under the generalized likelihood 
Gaussian distribution, the probability of estimation for the two 
hypotheses h0 and h1 is defined as, 
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Here m > 0 is a random static value where the threshold is 
defined by the channel variance. For usage of the additional 
spectrum from other clusters, a third-party secondary user 
(TSU) was used. The spectrum sharing operation with TSU 
operation is illustrated in Fig. 2. 

In the detraction of spectrum, a medium access control 
(MAC) layer approach using jamming signals termed as 
probing functions is used. The probing function is developed 
as a trial and error-based approach where a jamming signal is 
used in the detection of channel occupancy. This process 
generates a jamming signal and senses the behavior of a user 
in sensing the occupied channel. As a result, the holding delay 
for TSU is longer, resulting in a lower throughput. The delay 
is observed as an overhead on the network due to a jammed 
signal. The nodes here generate the jamming signal on a 

random basis by sensing the free spectrum from TSU. The 
operation of the probing function in the spectrum sensing 
operation is outlined in Fig. 3. 

The random generation of the Jamming signal results in 
higher overhead and introduces a large delay in the network. 
This overhead minimizes network throughput. To improve the 
sensing performance, a slot-monitored jamming system is 
proposed. This approach records the channel engagement, and 
the jamming is generated for the node with minimum channel 
allocated. Here, each node in the network shares the channel 
engagement with a monitoring central node, and all the 
requests are processed on the decision of this node. The 
illustration of the slot sensing approach is shown in Fig. 4. 

 

Fig. 2. CRN System with TSU Interface. 

 

Fig. 3. Probing Function for Spectrum Sensing. 

 

Fig. 4. The Proposed Approach of Slot Monitored Probing. 
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The existing approach of random jamming-based spectrum 
sensing, and the proposed approach of slot monitored 
spectrum sensing are outlined in the following section. 

III. SPECTRUM UTILIZATION CODING 

The signal estimators are limited by the channel diversity. 
The signals are estimated with prior knowledge of channel 
parameters and a recursive process performs the estimation 
error minimization in recovering the originally transmitted 
information. The diversity in propagating channels and the 
variant data rate service demand have led to a minimization of 
the estimation performance. 

The limiting constraint to wireless communication is the 
convergence period where estimation is expected to be as near 
the actual transmitted information. In the approach of 
estimation, the recursion process affects the convergence 
period, and a larger delay is observed for a diverse channel 
condition. The estimator is expected to process estimation at a 
faster rate to minimize the convergence delay. 

In the estimation of communicating signal under a channel 
variant condition, the communicating node is processed for 
spectrum sensing using an energy detection model. The 
estimation of the signal under the channel variation plays a 
critical role in the detection of free spectrum in the network. 

 In the allocation process, the third-party secondary user 
defines the spectrum sensing operation as a state of transition 
illustrated as Fig. 5. 

 

Fig. 5. Transition Diagram for Spectrum Sensing. 

In the spectrum sensing process, each of the channels is 
processed for spectrum sensing, where the node remains in an 
idle state, indicating free channel availability. The PU and SU 
nodes represent the used and occupied channels. In spectrum 
sensing operations, a probing function is defined, which is 
integrated with a jamming operator to sense the free channel 
availability. In the process of the sensing operation, the 
jamming operator passes a value of „1‟ when the node has to 
go for sensing. The jamming probability of a node, in this 
case, is given by „p‟ where 0<p<1. The value of „Pmin‟ 
indicates that the winning probability of the node for a SU is 
obtained by jamming operation. Each time channel access is 
achieved, a throughput variation is observed. In this case, the 

throughput gain is changed from, p  to 
'

p  which is given 

as, 

Where, 

' 0.99p p  
              (3) 

Where, 

p

p

p p




 



              (4) 

Here, the sensing probability is based on the energy 
detection and rate of a jamming signal generated. The 
jamming condition generated in the network introduces a 
delay for each request generated. This gives a higher 
probability of delay in the spectrum sensing operation. To 
avoid the spectrum sensing operation, in this work a new slot 
allocation approach is proposed. The operation outline of the 
conventional approach is given, as is the arrival and departure 
rate of the primary user (PU). 

The value of jamming probability is defined by, 

1 (1 )n

np p                (5) 

Here, 

np Is the jamming rate. 

n is the spectrum unit size. 

In a wireless network, for spectrum sensing, the node 
generates a jamming signal at a probability of „p‟. The 
aggregated time for a k-third party user node to allocate for 
sensing is given by, 

1

n

i i i

i

N P


                (6) 

Where 

Ni is the number of third-party secondary users increasing

iP is the probability of jamming associated with each node. 

The system is developed using an assumption of known 
channel variation. The jamming error is taken as a reference 
for the prediction of signal in estimation. The maximum 
channel interference is defined as a non-linear time variant 
interference observed in the channel.  The variation in channel 
parameters leads to an unstable condition of signal estimation 
and hence leads to improper sensing. To improve the 
estimation performance, in this study, a new approach to slot-
based monitoring of channels is proposed. 

IV. SLOT MONITORING PROBING FUNCTION FOR JAMMING 

OPERATION 

For the spectrum sensing operation, each primary user 
requests the secondary user for a free spectrum using a 
jamming signal. In the process of the spectrum sensing and 
allocation of spectrum, the node generates multiple requests 
for jamming from the secondary node. This repetitive request 
results in overhead for the secondary node and channel 
congestion. To avoid the repetitive requests in this study, a 
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slot monitoring approach is proposed. In this approach, a 

monitoring parameter called slot count ( ns ) is introduced. 

This approach monitors all the registered users' slot 
allocations engaged in communication. In the process of 
communication, each of the user nodes allocated for 
communication is allotted a slot to keep updated with a 
centralized monitoring node at a macro cell level. This node 
centralizes all registered users and records the allocated slots. 
In the occupied channel, the aggregated slot count is given by, 

1

n

n i

i

s s



              (7) 

indicates the channel slot that is currently occupied. Each 
of the allocated slots in this case is given a value of '1‟ when 
occupied and „0‟ when released. The aggregated slot count 
results from the overall occupied channels in the network. A 
repository for the allocated slots in the network is made at the 
centralized node where K TSU nodes are registered. The 
repository structure was built as. 

1, 2, 3,...........[ ]n n n nkR s s s s
             (8) 

This repository is used as a reference unit for the allocation 
permission for slot allocation. In the spectrum sensing 
operation, the primary user (PU) requests the secondary user's 
spectrum via a centralized monitoring node. For each of the 
requests generated for a SU or TSU, the centralized node 
searches for a slot allocation level. In this case, the monitoring 
unit process is used to select a node for a request that meets 
the minimal condition. 

min( )sensTSU R              (9) 

This means that the minimal engaged node is selected in 
the process of spectrum sensing to avoid non-regular jamming 
of the node. 

The aggregated jamming probability for a secondary node 
is observed as, 

1

k

agg i i

i

p p t


 
           (10) 

Where ip is the jamming rate for a node and     is the time 

period allocated for jamming. This delay is minimized by. 

1

k

agg isel i

i

p p t


 
           (11)

 

The overall spectrum sensing contention delay is 
minimized by the allocation of the selected node jamming rate

iselp  for the request made. This proposed approach minimizes 

the overall overhead of sensing requisition and the jamming 
probability of a node. 

The algorithm for the proposed work is outlined as follows: 

Algorithm 

Input: Allocated slot (Si), Repository (R)  

Output: Jamming Probability  

Do,  

Step 1: Create Repository (R) by registering all nodes of 

PU, SU and TSU to centralized monitoring node, 

1, 2, 3,...........[ ]n n n nkR s s s s   

Step 2: Allocate ‘1’ for a slot engaged and ‘0’ for a free 

channel  

Step 3:  Request jamming from PU to a centralized 

node, for TSU 

Step 4: compute slot allocation count for request TSU, 

1

n

n i

i

s s


  

Step 5: allocate jamming on satisfying allocation 

criterion.  

Step 6: On allocation criterion not satisfied, search best 

possible allocation. min( )sensTSU R   

Step 7: allocate the probable TSU to requesting PU 

Step 8: Performing a Jamming probing. 

Step 9: Sense the free spectrum  

Step10: Request and allocate the TSU spectrum. 

Step 11: Update the allocation status to Repository (R). 

End 

V. RESULT AND DISCUSSION 

The proposed approach is evaluated for a cognitive 
network with random users deployed under channel variation 
conditions. The approach can update the error weight value 
based on the jamming operation. The basic design model of a 
jamming estimator is defined by a state updating process 
where a Jamming error response is made in the responsibility 
of jamming error. A set of the processing bits is shown in 
Fig. 6. 

The request developed by the TSU node for sensing the 
free spectrum is received at the receiver. The jamming 
requests are generated for a requesting node to detect the node 
spectrum availability. Fig. 7 shows the jamming request 
received at the receiver node. 

 

Fig. 6. Jamming Request Probability to TSU. 
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Fig. 7. Received Request at TSU. 

In the detection of spectrum availability from a third-party 
secondary user (TSU), a copy of the received signal is 
measured at the receiver as illustrated in Fig. 8. The received 
signal is used for energy detection in the spectrum sensing 
approach. 

 

Fig. 8. Signal Received from the SU. 

For this affected signal the channel estimation logic is 
applied. The Energy detection level for the communicating 
signal at the receiver is illustrated in Fig. 9. 

 

Fig. 9. Energy Detection Level at PU. 

The availability of the additional spectrum by the TSU unit 
results in faster packet delivery. However, the spectrum 
sensing is made based on the offered jamming rate to the TSU 
unit. The overhead per node due to variation in jamming rate 
is presented in Fig. 10. The observation illustrates a lower 

overhead by the proposed slot monitoring probing approach 
compared to the existing with and without probing function. A 
lower overhead lead to higher throughput in the network. With 
an increase in jamming rate, the overhead is controlled to a 
minimum by slot monitored probing compared to with and 
without probing. 

 

Fig. 10. Overhead for Varying Jamming Condition. 

Observations of the overhead due to varying jamming rates 
and streaming sizes for the developed approaches are listed in 
Tables I and II, respectively. 

In the streaming of signals, the signals are propagated over 
an m x n channel. The channel diversity results in dynamic 
distortion in communicating signals, leading to higher errors. 
The observed fairness to the communicating signal defined 
with respect to signal error is illustrated in Fig. 11. 

TABLE I. OVERHEAD (%) FOR CONTROL STREAMS WITH VARYING 

JAMMINGRATE 

Jamming Rate 

(p) 
With probing 

Without 

probing 

Slot monitored 

probing 

10 1448 1030 663 

20 2550 1852 1523 

30 3105 2631 2103 

40 3520 3200 2412 

50 3751 3413 2500 

60 3923 3500 2700 

TABLE II. OVERHEAD (%) EVALUATION WITH RESPECT TO CONTROL 

STREAMS WITH VARYING STREAM SIZE 

Stream size With probing 
Without 

probing  

Slot monitored 

probing 

500 106.423 93.926 92.32 

600 309.64 250.65 152.14 

700 500.32 350.98 215.69 

800 645.293 440.00 250.14 

900 735.853 555.48 333.45 

1000 887.823 748.12 447.89 
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Fig. 11. Fairness Factor over Varying Jamming Rate. 

TABLE III. FAIRNESS FACTOR WITH VARYING JAMMING RATE 

Jamming Rate 

(p) 
With probing 

Without 

probing 

Slot monitored 

probing 

10 72 110 141 

20 155 220 250 

30 226 264 300 

40 274 335 360 

50 295 365 390 

60 330 382 395 

TABLE IV. FAIRNESS FACTOR WITH VARYING STREAM SIZE 

Stream size 
With 

probing 
Without probing 

Slot monitored 

probing 

500 92 100 110 

600 150 260 315 

700 160 380 520 

800 180 480 660 

900 200 600 750 

1000 220 800 890 

The lower overhead in the proposed approach offers a 
higher communicating throughput when compared to with and 
without probing. The throughput increased due to slot 
monitoring is presented in Fig. 12. The throughput is observed 
to be equal at the lower jamming rate. However, with an 
increase in the jamming rate, the proposed approach 
outperforms the existing approach due to proper slot 
monitoring. 

The diversity in the channel model results in higher 
interference impact which introduces distortion to the signal in 
a dynamic manner. The estimator units observe different 
convergence times for the estimation of signal in such a case. 
The time taken builds the overall communication delay, which 
is presented in Fig. 13. The delay for the proposed approach is 
observed to be reduced as compared to the existing approach. 

 

Fig. 12. Throughput over Jamming Rate for the Developed Approaches. 

TABLE V. THROUGHPUT GAIN (%) WITH A VARYING JAMMING RATE 

Jamming Rate 

(p) 
With probing 

Without 

probing 

Slot monitored 

probing 

10 0.120 0.123 0.133 

20 0.775 0.811 1.043 

30 0.924 1.058 1.402 

40 1.052 1.298 1.801 

50 1.125 1.545 2.150 

60 1.378 1.725 2.442 

TABLE VI. THROUGHPUT GAIN (%) WITH A VARYING STREAM SIZE 

Stream 

size 
With probing Without probing 

Slot monitored 

probing 

500 0.500 0.520 0.536 

600 0.599 0.616 0.845 

700 0.725 1.025 1.425 

800 1.018 1.354 2.056 

900 1.858 2.256 2.547 

1000 2.568 2.956 3.452 

 

Fig. 13. Convergence Time Delay (msec) Performance for the Developed 

Approaches. 
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TABLE VII. DELAY TIMING (MSEC) WITH VARYING JAMMING RATE 

Jamming Rate 

(p) 
With probing 

Without 

probing 

Slot monitored 

probing 

10 214 150 80 

20 287 214 124 

30 356 282 166 

40 424 350 230 

50 578 510 380 

60 720 600 424 

TABLE VIII. DELAY TIMING (MSEC) WITH VARYING STREAM SIZE 

Stream size With probing 
Without 

probing 

Slot monitored 

probing 

500 261 202 35 

600 350 288 55 

700 434 380 74 

800 517 472 103 

900 705 688 170 

1000 879 809 190 

VI. CONCLUSION 

In the process of service provisioning in a heterogeneous 
network, the prime issues observed are the processing 
overhead due to multiple network interfacing. The CRN can 
provide higher network connectivity; however, the CRN is 
limited by the device capability. Towards improving the 
performance of CRN operations, a third-party spectrum 
sensing approach has been developed. Their spectrum sensing 
and usage by a neighboring cell result in third-party users, 
which are sensed for free spectrum as an additional resource 
for wireless communication. The proposed approach of slot 
monitoring probing results in higher network throughput and 
reduced delay parameters. The proposed approach of slot 
monitoring probing results in a minimization of overhead by 
1000-1500 packets with the increase in jamming rate. The 
fairness factor is improved to 90 packet accuracies compared 
to the existing approach. The throughput improved by 1.5% 
compared to the existing approach. The proposed approach 
obtains a minimization of 200msec delay. The approach 
developed the utilization of secondary cellular spectrum 
utilization for faster transmission. 
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Abstract—The Arabic language differs from other natural 

languages in its structures and compositions. In this article we 

have developed an Arabic morphological analyzer. For this, we 

have used the relational concept in the database to build our 

Arabic morphological analyzer. This analyzer uses a set of tables 

which are linked together by relationships. These relations model 

certain numbers of compatibility rules between different affixes. 

Our morphological analysis have been trained and tested on the 

same databases. The tests of our new approach have given good 

results and the numbers obtained are very close to those of 

existing analyzer. 

Keywords—Arabic language rules; morphology; morphological 

analyzers; database; relational concept 

I. INTRODUCTION 

Morphological analysis is a central task in language 
processing. It consists in detecting the different morphological 
entities of an input word and provides a morphological 
representation of it. Morphological analysis has been and 
remains the focus of researchers in the automated processing 
of the Arabic language [1][6] [9][10][18]. 

Studies on Arabic morphology at the computer level have 
received great attention from computer engineers and linguists 
since the early eighties. A large number of morphological 
analyzers are designed for use in various applications. The 
attention is due to the richness and the complexity of Arabic 
morphologies, the importance also appears for the 
morphological analyzers in the main applications to facilitate 
and provide solutions in the fields of machine translation, 
information search and information retrieval [3] [4][8] [21]. 

Automatic language processing requires several efforts in 
the development level of all advanced computer methods and 
techniques [5] [7] [15] [23]. For many automatic language 
processing tasks, a complete and rich lexical database is 
essential, even a simple word list can often be an invaluable 
source of information. One of the most difficult problems with 
lexicons is that of non-vocabulary words, especially for 
languages that have a richer morphology like Arabic. To 
evaluate our morphological analysis systems, we need a body 
adapted to Arabic morphological analyzers that facilitate data 
processing tasks and have efficient results. Corpus analysis is 
focused on the experimental, while interpretation can be 
qualitative or quantitative. 

We also describe the construction and the methodology of 
the necessary linguistic resources, a morphological dictionary 
and an adapted morphological corpus, and assess the effect of 
resource size on the accuracy of the analysis, showing what 
results can be obtained with limited linguistic resources [12]. 

II. APPROACHES USED IN MORPHOLOGICAL ANALYSIS 

There are different ways to build morphological analyzers. 
There was research to set the rules of grammar, morphology, 
grammar and spelling to build morphological analyzer 
systems. The development requires the study of the properties 
of the data words by essentially raising issues concerning the 
morphological analysis and presentation of Arabic words 
[9][10][14][15]. 

The methods used in the construction of morphological 
analyzers are quite varied. Indeed, some researchers have 
developed methods based on finding diacritic symbols at the 
character level, others have exploited these methods to 
identify diacritics at the word level. A group of researchers 
has developed hybrid methods coupling approaches to 
improve these methods. Darwish [15] suggested classifying 
the approaches into the symbolic approach, the statistical 
approach and the hybrid approach. 

Researchers in the field of morphological analyzer use 
several methods to analyze a word: 

A. Approaches based on Linguistic Rules 

For Arabic morphological analyzers several researchers 
use approaches based on linguistic rules. They use a 
knowledge base of rules written by linguists to assign 
solutions to different morphological attributes of Arabic 
words. The approach based on linguistic rules uses algorithms 
purely based on the morphological knowledge of the 
language. It requires rules to cover all morphological shapes. 
These rules are often classified into grammatical, structural 
and logical categories. This consists of using criteria and 
linguistic properties in the form of rules expressing the 
functioning of the natural language used. 

The linguistic approach requires a large number of lists 
and tables. To develop a set of rules to find the appropriate 
decomposition, this approach is based on a thorough 
morphological analysis of the Arabic language [2][14]. 
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The subjective linguistic approach simulates the process 
used by a linguistic expert. It consists of removing affixes by 
comparison with predefined lists and transforming what 
remains, the stem into the root, after a possible alteration by 
the addition, deletion or modification of some of its letters. 

B. Dictionaries based Approach 

The resources used for a morphological analyzer are a 
dictionary of root words that has been created manually using 
different resources. In addition, a morphological dictionary is 
used for both a morphological analyzer and a morphological 
generator, depending on the direction in which it is read by the 
system [14]. 

C. Approach based on Patterns of Words 

The use of morphological patterns, depending on 
morphological affixes in all its forms, there are patterns for 
verbs, patterns for names, patterns for adjectives, etc. There 
are some common patterns between these types. 

To apply this type of analysis, it was necessary to 
determine the morphological patterns. By counting the morphs 
that enter them, and the morphemes included therein and the 
list between them and the grammatical affixes they share with 
them at the beginning or at the end of the words [10], [19], 
[22]. 

D. Approach based on Graph 

The graph approach has been dominant since the 1980s. 
The finite state approach for morphological analysis was 
initially studied at Xerox and the first practical application 
was due to Koskenniemi [20][23]; this has been used to 
develop wide coverage morphological analyzers for several 
languages. 

In this type of approach, the morphotactic and spelling 
rules are programmed in a finite state transducer (FST), they 
require too much manual processing to state rules in an FST 
and not to analyze words that do not appear in Arabic 
dictionaries [11][3], [24]. 

Other analyzers use graphs to perform the morphological 
analysis of Arabic words [16][17]. 

E. Statistical Approaches 

This approach uses the probability of succession of certain 
morphemes to perform the morphological analysis of a given 
word. Statistical data obtained by a corpus allowing to acquire 
knowledge on the morphology of the language, it learns 
prefixes, suffixes and patterns from a corpus or a list of words 
in the target language without any human intervention. This 
approach uses a list of prefixes, suffixes and patterns to 
transform from stem to root. The possible prefix-pattern-suffix 
combinations are constructed for a word in order to obtain the 
possible roots. 

F. Hybrid Approach 

Hybrid methods are algorithms that combine several 
approaches already mentioned. For example in the case of the 
Buckwalter analyzer, the latter combines linguistic rules 
(when it introduces the notion of compatibility between prefix, 
suffix and stem) and dictionaries (when it uses the dictionary 

of Arabic stems) [14]. Other works use this type of approach 
[13][15]. 

III. PRESENTATION OF THE RELATIONAL DATABASE 

APPROACH 

Our new approach is based on the relational concept 
between tables to perform the morphological analysis of a 
word. 

The database used in this approach uses several tables: 

 The tables of proclitics and prefixes of Arabic words. 

 The tables of suffixes and enclitics of Arabic words. 

 The table of surface patterns of Arabic words. 

 The table of Arabic stems. 

A. The Tables of Proclitics and Prefixes 

The two tables are composed of the Arabic prefixes and 
the proclitics list. These two tables are related by links which 
model the prefixes and the proclitics combination rules. 

The computability between proclitics and prefixes are 
going to be explained in Fig. 1. 

For example: the prefix "ال" does not combine with the 
proclitic "س". 

These Compatibility Tables generates a query (Query1) of 
prefixes attached to the proclitics which correspond to them, 
with other information, such as the word type, the pronoun, … 
(Table I). 

B. The Suffix and Enclitic Tables 

The two tables are composed of the Arabic suffix and 
enclitic list. These two tables are related with links which 
model the rules of combination between suffixes and enclitics. 

The computability between suffix and enclitic are going to 
be explained in Fig. 2. 

 

Fig. 1. Compatibility Tables between Proclitic and Prefixes. 
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TABLE I. EXTRACT OF THE REQUEST CREATED BETWEEN THE PREFIXES 

AND PROCLITICS 

Prefix + 

proclitic 
Proclitic Prefix 

Word-

type 

Gender of 

a word 
Pronoun 

ًََ  يََ فمََِ فَهِ
انًضارعَ

 انًُصوب
 ْو فعم

 تَ  أفَََ أفَثََ 
انًضارعَ

 انًجٓول
 أَث فعم

. . . . . . 

 ٍَ ٌَ  فسَََ فَسَ  
انًضارعَ

 انًُصوب
 َحٍ فعم

For example: the enclitic "  does not combine with the "كَ 
suffix "  ."تَ 

 

Fig. 2. Compatibility Tables between Suffixes and Enclitics. 

This database generates a query (Query2) which contains 
several information, such as word type, gender, pronoun and 
numbers. To explain more, the following Table II is going to 
explain the request created between the suffixes and enclitics. 

TABLE II. EXTRACT OF THE REQUEST CREATED BETWEEN THE SUFFIXES 

AND ENCLITICS 

Suffix + 

enclitic 
Encletic Suffix Pronoun 

number

s 

Genre Type of 

Word 

ا)يؤَث( جاَ ِ َ جاَِ َ ًَ  فعمَيعهوو يؤَث يثُى ْ 

 ٍَ ٍَ  ج ك   اسى يؤَث يفزد - ة َ ك 

. . . . . . . 

 ٍَ ِٓ ُِ ٌْ   ٍَ ِْ  ٍَِ ٌْ  اسى يذكز يثُى - 

C. The Tables of Surface Patterns and Stems of Non-derived 

Words 

This table is composed of surface patterns stems and stems 
of non-derived Arabic names. Each record is composed of 
several information, such as lemma, stem of the surface 
patterns or word, type of word, gender, number, class of the 
surface patterns, etc. 

D. Morphological Analysis using the Relational Model 

Our approach uses the relation concept used in databases, 
to connect the query and the tables described previously: 
Query1, Query 2, and Table III. The resulting query is noted 
Query-main. 

TABLE III. EXTRACT OF THE QUERY CREATED BETWEEN SURFACE 

PATTERNS AND STEMS OF NON-DERIVED WORDS 

lemma Stem-voy Damir number sex Type of Word 

 انًضارعَانًجٓول يذكز يفزد أََاَ جْعزَ جَعزَََ

وعَ  جَاعََ  انًضارعَانًعهوو يذكز يفزد أَث ج 

 اسىَجلانة - - - الله الله

حٍواٌَاسى يؤَث يفزد  ََاقَة َاقَة  

 اسىَعهى يذكز يفزد  جعفز جعفز

So the Relations between queries and tables are going to 
be explained in Fig. 3. 

 

Fig. 3. Relations between Queries and Tables. 

These query and table are linked by several links modeling 
the compatibility rules between prefix-proclitic stem and 
suffix-enclitic stem. 

To analyze a given word, the system goes through the 
following steps: 

 Partitioning of the word to be analyzed into a set of 
proclitics, prefixes, stems, suffixes and enclitics. 

 Find all the surface patterns associated with each stem. 

 Create a query from this information. 

 For example, for the word to analyze "فدخهث", the 
pattern of the lemma is "جعر" associated with the 
proclitic "ف" and the suffix "ت", therefore, the stem 
calculated from the pattern of the lemma is 
 .(Fig. 4)"دخم"

 Reconstruction of solution lemmas from surface 
patterns of lemmas obtained in this query. 

 Verification of the set of lemmas obtained, with the 
basis of the lemmas. 

 

Fig. 4. Request from the Information. 
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Example: 

For the word "أموجه", we find among the solution lemmas 
" يموتَ-ماتَ " with the prefix "أ", the enclitic "ه" and the time 
 But when we check in the database of the ."فعمَمضارعَمعهوو"
lemmas, we find that the verb " يموت-مات " does not admit a 
complement, which therefore implies that each verb derived 
from this lemma, does not admit any enclitic. This is why this 
solution will be excluded. 

Fig. 5 illustrates the different layers and process of our 
analyzer. 

 

Fig. 5. Schema of the Morphological Analysis Process 

IV. EXPERIMENTATION AND RESULTS 

A. Implementation 

We used with the Java language to build our analyzer 
morphological. Our application contains three layers 
including, the presentation layer which processes the data 
reading part and the result display. The second layer contains 
the implementation of the algorithm where the rules and filters 
to apply to analyze a given word as input. The third layer 
deals with the communication with the MySQL database. The 
Fig. 6 illustrates the different layers of our analyzer. 

 

Fig. 6. Analyzer Implementation Layers. 

B. Application 

To see the results, we have developed a demo as a web 
interface that allows a user to analyze a word entered as input. 

Fig. 7 shows the demo page, which contains a button to 
start, a text area for entering a word to analyze. The text area 
accepts only Arabic letters. 

 

Fig. 7. User interface of our Analyzer. 

Example: 

For the word "أموجه", our system goes through the steps: 

 the possible discretizations are showed on Table IV: 

 Creation of the table (noted table-sol) of the surface 
patterns of stems and stems, result is showed on 
Table V. 

 The creation of a query from the table-sol as shown in 
Table VI. 

TABLE IV. POSSIBLE DISCRETIZATION 

proclitic prefix Stem suffix enclitic 

   أيوجّ  

   يوجّ أ 

 ِ  يوت أ 

 ِ ت أيو  

   يوجّ  أ

 ِ  يوت  أ

 ِ ت يو  أ

word to 

analyze 

Discretiz

ation of 

the word 

Proclitics+Pre
fixes+Stems+s

uffixes+ 

Encletics 

Calculation 
of surface 

patterns of 

stems 

Prefix 

+ 

procle
tic 

Basis 

 

Stems 
Basis 

 

Suffix 

+ 

enclet

ic 

Basis 

 

Set of surface 

patterns of stems 

Base lemmas 

Reconstructi
on of 

lemmas 

Verification 

Set of correct 

solutions of the 
analysis of the 

word 
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TABLE V. SURFACE PATTERNS OF STEMS AND STEMS 

Proclitic prefix Stem+pattern de stem suffix Enclitic 

   فعههم  

   فعهم أ 

 ِ  فعم أ 

 ِ  فول أ 

 ِ ت فعم  

 ِ ت فعو  

   فعهم  أ

 ِ  فعم  أ

 ِ  فول  أ

 ِ ت فع  أ

 ِ ت فو  أ

   أيوجّ  

   يوجّ أ 

 ِ  يوت أ 

 ِ ت أيو  

   يوجّ  أ

 ِ  يوت  أ

 ِ ت يو  أ

TABLE VI. RESULT OF QUERY 

Proclitic prefix 
Stem+pattern de 

stem 
Root suffix enclitic 

 ِ  يوت فول أ 

 ِ  يوت فعم  أ

 ِ  يوت يوت  أ

 ِ  يوت يوت أ 

C. Validation and Comparison 

To validate our proposed analyzer, we performed 
significant experiments on the database discussed in the 
previous section. Our test database contains 20000 words 
manually constructed from the prefix, suffix and infix. These 
test words are validated by linguistic experts. 

Several tests were performed to evaluate the recognition 
rate of the analyzer based on the number of words including 
false words and valid ones. So the Table VII is going to 
explain this recognition rate. 

These results show a significant validation rate. Our 
analyzer extracts valid words with a rate of 98%. The 
robustness of our analyzer is demonstrated by the number of 
possible solutions found. 

TABLE VII. THE RECOGNITION RATE 

Number of 

test words 

Invalid 

words 

Possible 

solutions 

Valid 

solutions 

Validation 

rate 

20000 1000 100000 98000 98% 

15000 0 85000 84000 98.8% 

The error rate of our analyzer does not exceed 2%. Most of 
the found errors are related to insufficient corpus used, which 
means that our approach is robust against possible false 
solutions. This robustness is validated by our corpus and the 
number of criteria used to filter the invalid solutions. 

V. CONCLUSION 

The approach presented in this article, uses the relational 
concept relative to databases for making the morphological 
analysis of Arabic words. 

In this approach, the Arabic morphological rules are 
modeled by links between the different tables used in the main 
database. The main advantage of this approach is its simplicity 
of implementation. Moreover, all the variations and the 
morphological rules are included in the relations between 
tables. The results obtained are satisfactory and show the 
importance of the proposed approach. 

As future work, we will focus on adding new rules to 
improve results. Also, we are interested to upgrade our 
database in order to challenge the performance of our method. 
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Abstract—Smart wearables as a part of the Internet of Things 

nowadays gaining confidence in our daily lives because of its 

accessibility and simplicity. Today, with the outbreak of 

Coronavirus around the world, a smart wearable device can 

become another solution to help slowing the virus spreading by 

ensuring public health and social measures. In this paper, a 

system consisting of distance detector and touchless door access 

is proposed to help the personal, physical and social distancing 

measures practice in a public indoor area. A BLE positioning 

method based on RSSI localization is used to ensure the physical 

distancing around the user. WPA2 and MAC address-based 

authentication for the touchless door access is used to restrict and 

trace the visitor of the indoor area. The system is implemented in 

ESP microcontroller. A proof of concept is conducted to see if the 

functionality of the system already satisfied the public health and 

social measures practice. The results show that only registered 

devices can give a signal to open the door and the device can 

guarantee the physical distance around the user with 4.51% 

error in indoor area. 

Keywords—Wearable device; healthcare system; COVID-19; 

door-lock system; radio signal strength indicator (RSSI) 

I. INTRODUCTION 

In the past year, a massive spread of respiratory disease 
called COVID-19 caused by a coronavirus family has changed 
the human interaction with the surrounding environment [1]. 
Experts also suggest that the world should prepare for the 
inevitability of COVID-19 becoming an endemic [2]. Based on 
[3] issued by the World Health Organization, there are two 
ways that COVID-19 can spread between humans. When a sick 
person coughs, sneezes or breathes, a droplet that contains the 
virus is released. These droplets mostly fall into the nearby 
surface of an object such as a desk, telephone or even a door 
knob. A healthy person could be infected with COVID-19 by 
touching these contaminated surfaces and then touch their face. 
If the health person standing near the infected person within 1 
meter, they could catch COVID-19 by inhaling these droplets. 
Following the information, in document [4] WHO also gives 
guidance strategies to help reducing the spread of COVID-19 
especially in the public area in the form of public health and 
social measures. These measures include physical and social 
distancing measures to prevent transmission between infected 
persons to those who are not infected and personal measures to 
limit person to person spread and reduce contamination on 
frequently touched surfaces. These measures can be in the form 
of physical distancing, frequent hand hygiene, avoiding 
crowded space, contact tracing and limiting surface contact as 

minimum as possible. In [5], research about the impact of 
physical distance measures on the transmission of COVID-19 
in the UK is conducted. The research is done by comparing 
contact patterns during pandemic and non-pandemic situations. 
In the result, the researchers state that physical distance 
measures give a 74% reduction in average daily contact that 
led to a substantial impact in reducing the cases in the 
incoming week. Another research [6] is performed in several 
countries in Europe and gave similar results. As an example, 
the researchers state that in Germany, physical distance 
measures give 49% reduction, while in Italy they give 83% 
reduction. 

In Indonesia, the personal, physical and social distance 
measures are established as a health protocol called 3M. 
Several studies shows that the health protocol awareness in 
Indonesia is still lower than 50% [7]–[9]. In contrast, the 
indoor public area such as workplace, education place and 
marketplace are gradually starting to allow people in. Thus, an 
additional system to support the health protocol enforcement is 
needed. A wearable system is a suitable system that can be 
implemented since it enables fast data and information flow, 
particularly relevant for the rapid infectious character of 
COVID-19 virus [10]. 

In this paper, a wearable system is proposed to help 
ensuring the personal, physical and social distancing measures 
especially in restricted public indoor areas. The system consists 
of two main functions; distance detector and touchless door 
access. The distance detector is used to ensure the physical 
distance in the indoor area based on the minimum distance 
suggested by WHO. The touchless door access has two 
purposes. First, limiting the surface contact area in the door 
handles as it is one of the most high-touch surfaces with 33% 
virus RNA positive rate traces [11], [12]. Second, to limit the 
access of the area as only people that wear the device and 
registered can enter the area, making it easier for contact 
tracing. This wearable system is implemented in embedded 
systems ESP microcontroller. For the distance detector module, 
this system adopts Bluetooth positioning method using RSSI 
localization. Thus, a safe social distance can be maintained 
around the user. The touchless door access utilizes the Wifi 
communication mechanism to open the gate automatically. By 
using WPA2 and MAC-based authentication processes, only 
authorized users that wear the device are allowed to enter the 
area. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

579 | P a g e  

www.ijacsa.thesai.org 

Current system to ensure the personal, physical and social 
distancing is mostly done by giving regulation without any 
tools to strictly ensure the implementation of the measures. For 
example, the newest regulation in Indonesia utilizes a mobile 
application to track the user‟s indoor area visit history [13] by 
sharing the user‟s location based on GPS to the server system 
while the user entering the area. But this system cannot 
confirm the physical distancing measures among the visitors 
inside the area and no minimal limitations of visitors at a 
certain time. The proposed system encounters the shortage of 
the aforementioned system to ensure all measures are 
implemented. By using wearables system, a strict regulation 
without relying on user‟s phone can be established and future 
data collection for tracking and tracing can be carried out. 

This paper is divided into the following sections. Section I 
presents the background of the research and the previous work 
related to this paper. Section II explains about previous 
research related to this research. Section III discusses basic 
theories used in this research. Section IV explains the proposed 
design. Section V shows the research implementation and 
testing result. Section VI concludes the research done in this 
paper, respectively. 

II. RELATED WORK 

In [10], authors suggest several approaches and principles 
in wearables systems and sensor recommendation used for 
symptom tracking and contact tracing. Mostly the suggestion is 
still in the initiative scale and there is no further development 
in specific one system to help the social and physical measures 
enforcement.  In this research, as the wearable system consists 
of two main functions; touchless door access and distance 
detector, research and technology selection related to the 
mentioned functions are considered. 

A. Distance Detector 

There are different methods that have been used to detect, 
and measure the distance of objects such as Bluetooth, Wifi, or 
ultrasound [14]. Bluetooth and Wifi technology measure the 
distance using a signal strength modeling while the ultrasound 
using lateration. In this system, human detection should be 
done in 360 degrees around the user. If there are people who 
are too close to the user, then the system will give a warning. 
Based on article [15], the safe distance between humans for 
social distance is about 1.5 meters. By using the distance 
detector, the user can perform the social distancing 
appropriately especially in the indoor area. In [16]–[18] a 
distance sensing and detector system is implemented in 
embedded system using ultrasonic sensor. Yet, this sensor has 
limitations for the aforementioned condition of the system. 
Ultrasonic sensor has a limited angle detection range with a 
maximum 15° degree measuring angle. By using one sensor, 
the detected object is limited to only one direction. A signal 
strength method such as Bluetooth based or Wifi based is a 
decent method for the COVID-19 distance detector because 
they sense the object within the radius range. Another 
technology that can be used is BLE (Bluetooth Low Energy), a 
low power version of Bluetooth [19]. The comparison between 
Bluetooth, Wifi and BLE technologies can be seen in Table I. 

TABLE I.  BLUETOOTH VS WIFI MODULE TECHNOLOGIES 

Comparison 
SPM Method 

Bluetooth Wifi BLE 

Frequency 2.4 GHz 2.4,3, 5 GHz 2.4 GHz 

Chip Cost Low High Low 

Bandwidth 1-3 Mbps 11 Mbps 1-2 Mbps 

Security Less secure Secure Less secure 

Power Consumption 
(Active mode) 

~600 mW ~950 mW 3 mW 

In COVID-19 distance detector, the device‟s purpose is to 
detect people around the user in a fairly long period of time. 
Thus, the device operation time or the battery power is more 
considered than the positioning precision. Then, BLE is the 
best option method for this scenario because the system is 
performed in a low cost, low bandwidth and low security risk 
tolerance. 

B. Touchless Door Access 

Touchless door access adopts the mechanism of smart door 
lock system with the purpose to unlock the door automatically. 
There are several researches that have been conducted in this 
area. In [20]–[22], the door lock system utilizes Wifi and 
Bluetooth to communicate with the door lock mechanism. 
Authentication process is done by using a password in a mobile 
application. In [19], an OTP insertion is added to increase the 
level of security. In [23], [24], a radio signal such as Wifi and 
Bluetooth is used for the authentication process. In [22] they 
also used MAC- based authentication while in [23] they used 
password-based authentication. All of the aforementioned 
research is implemented in a mobile phone and uses a mobile 
application for authorization. 

In this system, the touchless door access adapts the Wifi 
based authentication. This system is implemented in ESP 
embedded system. For additional level of security, MAC based 
authentication is added to the system. Thus, two-factor 
authentication is applied to ensure the genuineness of the 
device. 

III. BASIC THEORIES 

In this section, basic theories related to the proposed design 
are explained. 

A. RSSI (Radio Signal Strength Indicator) 

Received Signal Strength Indicator readings is a method to 
measure a distance between two Bluetooth devices. Radio 
Signal Strength using Bluetooth positioning has been studied in 
several studies[25]–[27]. This research adapts the RSSI reading 
method proposed in [28]. The mentioned method uses the 
newest Bluetooth standard mostly used in today‟s electronic 
devices. The distance between two radio devices is calculated 
using the RSSI and a proper radio propagation model is used.  
The RSSI is estimated using equation (1). 

                     

A and n are RF parameters for describing the network 
peripheral. The RF parameter A, represented by dBm, defines 
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the absolute energy emitted by the transmitter at 1 meter range. 
In other words, A is the RSSI reading at 1 meter from the 
transmitter. Parameter n represents the transmission constant 
and relevant with the signal transmission constant. Distance d 
is the distance between receiver and transmitter node. 

The value of RF parameter A and n are calculated by using 
RSSI values and distance d read by the sensors. The RSSI 
value is the received power of the reference node while the d is 
the distance between two reference nodes.  The transmitter 
constant n between two reference nodes is estimated using 
equation (2). 

   (
      

         
)  

Another way to calculate the RF parameters is using a 
regression stated in [29]. First, the dataset of RSSI relevant to 
the distance d are collected. Then equation (1) is transformed 
into equation (3). Parameter A and n are obtained 
experimentally based on the collected dataset. 

                 

IV. PROPOSED DESIGN 

A. Sytem Architecture 

In this research a wearable system to ensure the personal, 
physical and social distancing measures is proposed. The use 
case scenario of the system can be seen in Fig. 1. Based on the 
figure, while a person wants to enter the restricted indoor area, 
a prescreening and registration process should be done for data 
tracing. After that, they receive the registered device to be 
worn on their body. Thus, only a person who owns and wears 
the device can enter the area. Inside the area, they should 
maintain the distance with the other by the help of the device. 
If the user stands too near with another, then the device gives a 
warning. The wearable device uses ESP32[30] embedded 
platform. The schematic of the device can be seen in Fig. 2. 
The device consists of a switch button circuit, the 
microcontroller, a battery and a buzz circuit. The switch button 
is pressed by the user while they want to enter the 
building/area. The buzz circuit is used as a warning sign to the 
user if they violate the physical distancing rules. 

B. Covid-19 Distance Detector 

The distance detector utilizes the Bluetooth Low Energy 
(BLE) module embedded in ESP32 device. BLE is chosen for 
the distance detector based on Section 2. The distance detector 
system needs at least two devices to communicate between the 
BLE client and server and works as a distance detector. While 
the user is entering the area, the device will turn on its BLE 
client and server mode alternately in an infinite loop until 
another higher level of interrupt event occurs. The flowchart 
between two devices can be seen in Fig. 3. 

During the client mode, the device acts as an observer and 
during the server mode the device acts as a broadcaster. While 
the BLE is set as a broadcaster, the device broadcasts its 
advertising data. Whereas the BLE is set as an observer, the 
device scans all available devices around by capturing the 
advertising data issued by the BLE broadcaster. During this 
mode, the user device captures data consisting of BLE name, 

address, service UUID, TX power and RSSI. By using the 
captured RSSI information, the observer calculates the 
broadcaster origin distance using Eq. 4. If the distance of the 
broadcaster is less than the allowed distance, then the 
microcontroller gives a signal to the buzzer and the buzzer 
produces a warning sound. 

 

Fig. 1. Example of Physical Measures System Scenario in the Indoor Area. 

 

Fig. 2. Schematic of the Wearable Device. 
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Fig. 3. Flowchart of the Distance Detector. 

C. Touchless Door Access Module 

The touchless door access mechanism utilizes two-way 
factor authentication for the authorized users‟ authentication. 
The detailed authentication processes can be seen in Fig. 4. An 
ESP8266[31] near the front door acts as a server (AP) while an 
ESP32 in the wearable device worn by the user acts as a client. 
The door is opened if a client device requests a connection to 
the Wifi AP device. A request is made by the user by pressing 
the switch button in the device. After the switch button is 
pressed, the WPA2 client mode is activated and the device 
requests an authentication to the AP device. If an 
authentication process is successful, the device requests an 
association to the AP by giving MAC address information. 
Then, the AP verifies the client‟s MAC address against a 
locally configured list of allowed addresses. If the MAC 
address matches, a response is sent to the device and the AP 
generates a signal to the door lock mechanic to open the door. 
The door-lock mechanism is not the scope of this paper. 

The flowchart of the client device and the AP device can be 
seen in Fig. 5. In the client device, BLE is run as a default. The 
Wifi client is activated and the BLE is turned off if a GPIO 
interrupt occurs from a button press. Thus, a flag is raised to 
inform the loop function that a button has been pressed. After 
the flag is cleared, the Wifi client is turned on and an 
authentication process is performed. In the AP device, the 
device always turns on its AP mode, scans clients, performs 
authentication processes and sends a signal to the door-lock 
mechanism. 

 

Fig. 4. Authentication Process. 

 

Fig. 5. AP and Client Device Flowchart. 

V. RESULT AND DISCUSSION 

A. System Implementation 

The implementation of the device is done in a controlled 
experiment environment. The prototype of the wearable device 
is shown in Fig. 6. The components of the device are explained 
in Table II. For the power input, a rechargeable Lithium-ion 
battery is used. For the output, an active buzzer is used to give 
a sound alarm if another device is detected less than 1.5 meters 
away. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

582 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 6. Implementation of the Smart Key. 

TABLE II.  FIGURE 5 EXPLANATION 

No. Box Color Component Explanation 

1 Blue Lithium-ion Battery 

2 Red Power switch 

3 Yellow Wifi switch button 

4 Green Buzzer 

TABLE III.  FUNCTIONALITY TEST 

Function 
Result 

Trigger Output 

Distance Detector 

Less than 1.5 meters The buzzer ring 

More than 1.5 meters 
The buzzer does 
not ring 

Touchless door access 

Registered Client device 

near the AP device 

A signal to open 

the door is 
generated 

Unregistered Client device 
near the AP device 

A signal to open 

the door is not 

generated 

The functionality test result of the system can be seen in 
Table III. For the distance detector, another test is done by 
comparing the distance result using RSSI with actual distance 
to obtain the device accuracy. For the touchless door access, 
because the mechanic of the door lock system is not the scope 
of this system, the output is only a signal to open or to close the 
door that should be interpreted by the next-door lock system 
mechanism. 

B. Distance Calculation Parameter 

Based on equation (1), the RSSI values and distance d 
should be gathered to achieve the parameter A and n values. 
The RSSI and distance values are obtained at multiple defined 
points. The experiment is done inside a room with dimension 
5.4m x 2.7m and the beacon is placed 0.5 meters above the 
ground.  The RSSI are gathered 25 times at 14 specified 
positions. For each position, the mean value of the RSSI 
samples is calculated. By using this dataset of average RSSI 
value, a logarithmic function by using a fitting curve is made. 
The obtained function and the curve model can be seen in Eq. 4 
and Fig. 7, respectively. 

                          

C. Distance Detector Accuracy 

The distance detector works by giving an alarm if another 
device is near the user device. Based on Section 2, the 
minimum distance for social distancing is 1.5 meters. The 
testing process is conducted by comparing the distance value 
computed from Eq. 4 with the actual distance. The test is taken 
on the fixed distance point to determine the accuracy. The 
accuracy of the distance detector system is determined by using 
measurement performance tools. For each distance point, the 
output distance samples for one minute are gathered. For data 
accuracy, the modus (mode) data of the samples are used. 
Based on Table IV, the error value of the output is declining 
while the distance is increasing. Oppositely, the data variance 
is increasing with the distance. The error value in the distance 
for social distancing (1.5m) is reasonable enough, i.e. 4.51% 
(average) or 0.39% (modus). The performance curve model 
can be seen in Fig. 8. Based on the figure, the higher the 
distance, the system becomes less precise. 

 

Fig. 7. Distance vs RSSI. 

 

Fig. 8. Distance Measurement Performance. 
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TABLE IV.  DISTANCE DETECTOR PERFORMANCE 

Actual 

distance 

(cm) 

Measured distance (cm) 

Modus Error (%) Average Error (%) 

30 40.44 34.8 39.62 32.07 

60 73.25 22.08 74.69 24.48 

100 117.82 17.82 129.39 29.39 

150 149.42 0.39 143.23 4.51 

200 189.5 5.25 184.19 7.9 

250 240.33 3.87 214.03 1 

D. Touchless Door Access 

The implementation of the two-way authentication of the 
touchless door access can be seen in Fig. 9. After the 
authentication using WPA2 successes, a MAC address 
verification is performed. Fig. 9(b) shows the result that the 
client device with E0:1F:88:66:4E:2E MAC address has not 
been registered to the AP device. Thus, the system generates 
output signal to prevent the door-lock system opening the door. 
Fig. 9(a) shows that the MAC address‟ client device is 
registered in the AP device and matches with the lookup table. 
Thus, when the client device approaches the AP device and a 
request is made, an output signal to open the door is generated. 

 
(a) 

 
(b) 

Fig. 9. (a) Registered Client (b) Unregistered Client. 

VI. CONCLUSION 

In this paper, a prototype of a wearable system to help 
public health and social measures practice in public indoor 
areas is proposed. The system consists of two main functions; 
distance detector for physical distancing measures and 
touchless door access for personal measures. The system is 
implemented in ESP32 microcontroller. The system uses MAC 
based and WPA2 based authentication for the touchless door 
access application and BLE positioning based on RSSI 
localization for the distance detector. The functionality test has 
been conducted and the system successfully generates the 
desired output. The touchless door access shows that only a 
device with a registered MAC address can access the AP and 
generates a signal to open the door. The BLE based distance 
detector module has a reasonable performance for the social 
distancing parameter, i.e., 1.5 m. It has an average 4.51% error 
around 1.5 meters with     6.16 – 57.2 around the tested 
distance. 

The performance of the system still focuses on the theoretic 
and technical result; thus, overall evaluation of the system as 

digital contact tracing should be done in a practical scope. For 
the future works, the data collected from the system can be 
performed automatically by utilizing Internet of Things. The 
collected data can be processed by epidemiological for 
tracking, tracing and modeling purposes. 
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Abstract—A computer-based diagnosis model for Acute 

Myelogenous Leukemia (AML) is carried out using white blood 

cell image processing. The stages in computer-aided diagnosis 

(CAD) are included pre-processing, segmentation, feature 

extraction, and classification. The segmentation method has 

many approaches, namely, clustering, region growing, and 

thresholding. The number of approaches that can be used 

requires proper selection because it will have an impact on CAD 

performance. This study aims to conduct a comparative study of 

the performance of the WBC segmentation method on the AML 

M0, M1, and M2 subtype leukemia CAD system. The 

segmentation algorithm used is k-means, fuzzy c-means, SOM, 

watershed, chan vese (active contour), otsu thresholding, and 

histogram. The feature extraction method uses GLCM, while the 

classification algorithms tested are SVM, Random-forest, 

decision tree, naive Bayesian, and k-NN. The test results show 

that the histogram segmentation method is able to provide the 

best average performance when using SVM, namely 90.3% 

accuracy, 85.9% sensitivity, and 92.7% specificity. 

Keywords—Acute myelogenous leukemia; leukemia; 

segmentation; feature extraction; classification 

I. INTRODUCTION 

Leukemia is a blood cancer caused by the body producing 
too many abnormal white blood cells. Leukemia can occur in 
both adults and children. White blood cells are part of the 
immune system produced in the bone marrow. When the 
function of the spinal cord is disturbed, the white blood cells 
produced will change and no longer perform their role 
effectively. Leukemia has several types, including Acute 
myeloblastic leukemia (AML). The AML is acute 
myeloblastic leukemia that occurs when the bone marrow 
overproduces immature myeloid cells or myeloblasts. The 
diagnosis of leukemia AML can be made with a white blood 
test (WBC) for analysis. WBC analysis can be done 
computerized, namely by photographing the WBC, so that 
WBC is obtained in the form of a digital image. 

One way to develop a leukemia diagnosis system model is 
by using a computer-based diagnostic model. This diagnostic 
system model is done by analyzing WBC. This analysis has a 
number of advantages compared to existing models, namely 
the process is faster. Processing is carried out in a number of 
stages. The stages in computer-based diagnosis include 
preprocessing, segmentation, feature extraction, and 
classification. The preprocessing stage is used to improve 

image quality so that it is ready to continue with the 
segmentation process. At the segmentation stage, it is done to 
separate the object from the background. The segmentation 
process can use a number of approaches, namely Region 
growing, edge detection, thresholding, and clustering [1]–
[3][4]–[6]. Each approach in segmentation also has many 
algorithms that have advantages and disadvantages. The next 
stage after segmentation is feature extraction. Feature 
extraction has a number of approaches, namely color, texture, 
statistical, and geometry [7]–[9]. The next stage is the 
classification process, which can be done using a number of 
algorithm choices, such as SVM and decision tree [10]. 

Many developments of AML leukemia CAD models have 
been carried out [11]–[14], but unfortunately many still 
produce low related performance. One of the factors causing 
the low performance is the wrong choice of the segmentation 
method used. To overcome this, there have been a number of 
studies that have also compared segmentation performance but 
only limited to segmentation algorithms on one approach, 
such as clustering [15] and thresholding [13], [16]. This makes 
the best algorithm only limited to that approach and has not 
been carried out for inter-approach. This condition causes the 
lack of literature that can be used to determine the best 
segmentation algorithm for WBC segmentation in AML 
leukemia, so a comparative study of a number of segmentation 
algorithms from several segmentation approaches is needed, 
such as thresholding, clustering, and region growing. 

II. LITERATURE REVIEW 

The segmentation approach for white blood cell (WBC) 
image analysis has advantages and disadvantages, so the 
selection of the segmentation method will affect the 
performance of the AML leukemia diagnosis system. The 
segmentation method used in the diagnosis system for 
leukemia AML subtypes M0, M1, and M2 mostly uses 
thresholding [11], [12], [14]. The weakness of using 
thresholding is in determining the threshold value, which is 
done manually so that sometimes it is not suitable for different 
image conditions. The weakness of thresholding with a static 
threshold value can be overcome by a dynamic threshold 
value, namely multi-Otsu thresholding. Multi-Otsu 
thresholding can provide good performance compared to static 
thresholding in the case of AML subtype M0 and M1 
classification [13]. Another image segmentation method that is 
also widely used is active contour without edge combined 
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with watershed distance transform which is used for 
segmentation of AML subtypes M2, M3, and M4[17]. 

Another alternative approach to segmentation is to use a 
clustering algorithm. The concept of clustering is the same as 
the concept of segmentation, which separates the background 
and objects. Clustering will automatically form a cluster 
center depending on the data, and from the data center, it can 
be used to threshold the binary image formation process [18], 
[19]. A study conducted by Dhanachandra et al. [4], showed 
that the k-mean and subtractive clustering algorithms can be 
used for segmentation with good results. Good ability in 
segmentation is also shown in the case of segmentation in the 
case of AML subtype M4, M5, and M7, which uses the k-
mean algorithm [20]. The k-mean algorithm is also used in 
image segmentation in cases of AML M2, M3, M4, and M5 
leukemia diagnosis, and can give good results [21]. 

Referring to a number of studies that have been carried out 
to develop leukemia CAD models, at the segmentation stage, 
in choosing the segmentation method used, it is not explained 
in detail what the considerations are. Referring to the research 
conducted by Arumugadevi et al. [22] shows that the 
segmentation approach using clustering shows that the 
segmentation performance using FCM and SOM algorithms 
provides better performance than K-means. When referring to 
clustering performance using FCM and SOM, FCM is able to 
provide better clustering performance than SOM [23]. This 
shows that the selection of the segmentation method is very 
influential in producing the performance of the CAD system.  

The low performance of the AML subtype diagnosis 
systems M0, M1, and M2 is not only influenced by the lack of 
accuracy in choosing the segmentation method, but also by the 
feature extraction method used for diagnosis. The diagnosis of 
AML M0, M1, and M2 developed in the study of Suryani et 
al. [24] using the features of WBC diameter, nucleus ratio, and 
nucleus roundness. These features are only able to provide an 
accuracy that is still below 80%. The analysis in this study 
showed that only WBC diameter could be used for features in 
the diagnosis of AML subtypes M0 and M1. Leukemia AML 
subtypes M0 and M1 are diagnosed by referring to what blast 
cells are dominant, each cell has different characteristics in 
size, shape, and color. A study conducted by Mutlag et al. [9], 
from feature extraction testing using leaf images, showed that 
the texture approach was able to provide better accuracy 
performance than the geometric, color, and statistical 
approaches. This is as shown in the research of Rawat et al. 
[25], where the feature extraction Gray level co-occurrence 
matrices (GLCM) is better than shape-based (geometry). 
GLCM capability is better than Local binary pattern (LBP) 
when combined with SVM classification algorithm, with 
histopathological Specimen image data [26]. 

Referring to previous research, this study aims to conduct 
a comparative study of segmentation performance with 
clustering, region growing, active contour, thresholding, and 
histogram approaches. The segmentation algorithm was used 
to segment WBC in cases of CAD leukemia AML subtypes 
M0, M1 and M2. The AML leukemia CAD model uses the 
GLCM feature extraction method. The performance of the 

CAD system is measured using the parameters of accuracy, 
sensitivity, and specificity. 

III. METHOD 

This study uses WBC image data taken from The Hospital 
of Dr. Moewardi, Surakarta Indonesia. The WBC images 
analyzed were AML subtypes M0, M1, and M2. The total 
AML data used are 105 WBC images, consisting of 33 M0, 32 
M1, and 40 M2. This research method uses a number of stages 
as shown in Fig. 1 where the main process is divided into 
fourparts, namely pre-processing, segmentation, feature 
extraction, classification, and performance evaluation. At the 
segmentation stage, three segmentation approaches will be 
used as shown in Table I. The segmentation algorithm used 
for each approach is K-means, Fuzzy c-Means, SOM, 
watershed, chan vese (active contour), Otsu thresholding, and 
histogram. 

TABLE I. SEGMENTATION APPROACH AND ALGORITHMS 

No Approach Algorithms  References 

1 Clustering-based K-Means [27] 

  Fuzzy C-Means [27] 

  Self-Organizing Maps [23] 

2 Region-based Chan Vese (Active Contour) [28], [29] 

  Watershed [30] 

3 Thresholding-based Otsu Thresholding [31], [32] 

  Histogram [33]–[35] 

 

Fig. 1. Research Method. 
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The next step is feature extraction using Gray Level Co-
occurrence Matrix (GLCM). GLCM is a texture analysis 
technique on the image. GLCM represents the relationship 
between neighboring 2-pixels that have grayscale intensity, 
distance, and angle. Distances (d) are expressed in pixels, 
while angles (θ) are in degrees. The distance between pixels is 
usually one pixel. The GLCM has 8 angles, including angles 
0°, 45°, 90°, 135°, 180°, 225°, 270°, and 315

o
, in this study 

using angles 0°, 45°, 90° and 135° [25], [36], [37]. The 
resulting features for each angle are Contrast, Dissimilarity, 
Homogeneity, Energy, Correlation, and ASM [38]. These 
features can be shown in equations (1-7). 

 (   )       (   )             (1) 

 (   )  
    (   )

∑ ∑     (   ) 
   

 
   

 

            ∑ ∑ (   )  
   

 
    (   )           (2) 

                 ∑ ∑ |   | 
   

 
    (   )          (3) 

              ∑ ∑
 (   )

  (   ) 
 
   

 
              (4) 

    ∑ ∑ [ (   )]  
   

 
               (5) 

          √                (6) 

               ∑ ∑
(     )(    ) (   )

                     (7) 

The next step is to classify using a number of algorithms. 
The classification algorithms tested are SVM, Random Forest, 
decision tree, k-NN, and Naive Bayesian. The classification 
algorithm is applied to every angle in the feature extraction 
process with GLCM, the angles used are 0

o
, 45

o
, 90

o
, and 

135
o
. The test is carried out using k-folds cross-validation, 

with the performance parameters measured are sensitivity, 
specificity, and accuracy. Performance calculation is done by 
referring to Table II, and by equation (8-10). 

TABLE II. CONFUSION MATRIX 

Actual Class 
Predictive Class 

Positive Negative 

Positive TP FN 

Negative FP TN 

                
  

     
             (8) 

                
  

     
             (9) 

              
     

           
           (10) 

IV. RESULTS 

A. Result of Preprocessing 

In the AML leukemia CAD system, before segmenting the 
WBC image, the steps taken are to improve the quality of the 
WBC image. Improvements were made using contrast limited 
adaptive histogram equalization (CLAHE) [39]. CLAHE is 
used to enhance the color and appearance of blurry objects in 

an image. The results of preprocessing using CLAHE can be 
shown in Fig. 2. 

 

Fig. 2. Result of Preprocessing. 

B. Result of Segmentation 

This study uses three segmentation approaches, namely, 
cluster-based, region-based and thresholding-based. The 
segmentation algorithm for each approach is shown in Table I. 
In segmentation using the k-mean algorithm, the first step 
after the pre-processing process is to convert the image to 
grayscale. Segmentation is carried out with a maximum 
iteration value of 100 and epsilon 0.2. The clustering process 
carried out resulted in a total of four clusters. To separate the 
object with the background from the image resulting from 
clustering with four clusters, the separation process is carried 
out using the quartile value of the centroid. The quartile-1 
value is used as the threshold value, if the tested pixels value 
is smaller than Quartile 1 than the centroid value, it is made 
white and vice versa. The results of the segmentation are then 
carried out by morphological closing and morphological 
opening processes [40] to smooth and eliminate noise in the 
image segmentation results. The complete results of the 
segmentation process with K-means are shown in Fig. 3. The 
concept for clustering using fuzzy c-means and SOM is almost 
the same as the k-means algorithm. 

 

 

Fig. 3. The Results of the Segmentation Process with k-means. 

The next segmentation model is using the thresholding 
approach. One of the algorithms in this approach is the 
histogram algorithm. In this algorithm, before the histogram 
process is carried out, the conversion to grayscale is done first. 
The grayscale image is then carried out by the histogram 
process so that it will produce the histogram value and bin 
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edges or the scale of the histogram boundary. In this study, 10 
bin edges were used to form the histogram. From each edge, 
the middle value is searched for each edge and with this value, 
the quartile 1 value is sought, then used as the threshold value 
in separating the object from the background. The results of 
the segmentation are then carried out by morphological 
closing and morphological opening processes [40] to smooth 
out and eliminate noise in the image segmentation results. The 
results of segmentation using histograms can be shown in 
Fig. 4. 

The next segmentation approach is a region growing. The 
segmentation algorithm used is Chan-Vese (active contour) 
[26],[27]. This algorithm is designed to group objects without 
clear boundaries. This algorithm is based on a set of levels 
developed iteratively to minimize the energy determined by a 
weighted value. This value corresponds to the sum of the 
intensity differences from the mean value outside the 
segmented region and a term that depends on the length of the 
segmented region boundary. In chan-vese active contours do 
not require a cropping process because of the nature of 
Region-based active contours that find lesions using the 
globalizing method [30], [41]. This is considered autonomous 
segmentation because the initial contour placement is the 
entire image and does not need to be defined [42]. The results 
of segmentation with the chan-vese algorithm can be shown in 
Fig. 5. 

 

 

Fig. 4. Segmentation Results with Histogram. 

Another region growing-based segmentation is watershed 
starting with conversion to grayscale, the grayscale image will 
then be processed using the otsu thresholding algorithm to 
separate objects from the background. Furthermore, 
morphological reconstruction is carried out to remove noise. 
The next stage is to find the border using the distance 
transform and label the peak of the object in the image, then 
the image will be processed by the watershed algorithm [28]. 

Then the results of the reconstruction are processed using 
morphology closing and opening morphology to smooth and 
remove noise in the reconstructed image. The final stage is to 
use the reconstructed image to take objects in the original 
image and convert the image to grayscale so that it is ready to 
be processed in the next stage. The results of this 
segmentation can be shown in Fig. 6. 

C. Result of Feature Extraction 

Feature extraction is done using the texture approach, 
namely by using the GLCM method. Image segmentation 
results will be carried out a feature extraction process with 6 
features, namely Contrast, Dissimilarity, Homogeneity, 
Energy, Correlation, and ASM (Angular Second Moment). 
The GLCM method uses angles of 0

o
, 45

o
, 90

o
, and 135

o
. The 

results of feature extraction using GLCM at an angle of 0
o
, 

and when using the k-mean segmentation algorithm is shown 
in Table III. In Table III, 5 samples of each AML subtype M0, 
M1, and M2 are taken.  

 

 

Fig. 5. Segmentation Results with Chan Verse Active Counter. 

 

 

Fig. 6. Segmentation Results with Watershed. 
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TABLE III. EXAMPLE OF GLCM 00
 FEATURE EXTRACTION RESULTS WITH 

K-MEANS SEGMENTATION 

Type CT DS HG EG CR ASM 

M0 1.3044 0.2308 0.9260 0.5198 0.9842 0.2702 

M0 0.7966 0.1612 0.9460 0.6718 0.9882 0.4513 

M0 0.5528 0.0961 0.9704 0.8087 0.9889 0.6540 

M0 0.7719 0.1321 0.9603 0.7445 0.9871 0.5543 

M0 0.5669 0.0987 0.9698 0.8123 0.9887 0.6599 

M1 0.3386 0.0893 0.9671 0.8213 0.9911 0.6746 

M1 0.4711 0.0944 0.9693 0.8097 0.9888 0.6556 

M1 0.6201 0.1306 0.9564 0.7575 0.9870 0.5738 

M1 0.3433 0.0727 0.9757 0.8558 0.9900 0.7324 

M1 0.6437 0.1127 0.9668 0.8062 0.9839 0.6500 

M2 0.5831 0.1225 0.9610 0.7209 0.9870 0.5197 

M2 0.8049 0.1443 0.9568 0.6895 0.9847 0.4754 

M2 0.8339 0.1592 0.9501 0.6409 0.9871 0.4107 

M2 0.9491 0.1615 0.9525 0.6070 0.9865 0.3684 

M2 1.0880 0.2081 0.9338 0.5733 0.9826 0.3287 

D. Result of Classification 

The stage after feature extraction is classification. At the 
classification stage, a number of classification algorithms were 
tested, namely support vector machine (SVM), Random Forest 
(RF), Decision Tree (DT), KNN, and Naïve Bayesian (NB). 
Performance parameters measured are accuracy, sensitivity, 
and specificity. Tests were carried out for each angle of the 
GLCM, namely angle 0

o
, 45

o
, 90

o
, and 135

o
. The test results 

for each angle with 5-fold cross-validation validation can be 
shown in Fig. 7 to Fig. 10. 

Fig. 7 to Fig. 10 illustrates the performance of the CAD 
system when using GLCM feature extraction with the 
orientation angle, with values 0

o
, 45

o
, 90

o
, 135

o
. The feature 

extraction with GLCM will produce a co-occurrence matrix, 
which is a square matrix with the number of elements as much 
as the square of the number of pixel intensity levels in the 
image. Each point (p, q) in the co-occurrence matrix with 
orientation angle contains the probability of occurrence of a 
pixel worth p next door to a pixel worth q at a distance d and 
orientation θ and (180

o
−θ). If the value is 0

o
, then the 

performance of the resulting CAD model is shown in Fig. 7, 
for the value of 45

o
 is shown in Fig. 8, while the value of 90

o
 

and 135
o
 are shown in Fig. 9 and Fig. 10. Fig. 7 to Fig. 10 

shows that changing the orientation angle does not affect the 
performance of the SVM algorithm. The orientation angle of 
135

o
 can provide relatively the same performance for all types 

of classification algorithms, while angles of 0
o
, 45

o
, and 90

o
 

algorithms other than SVM provide poor performance. 
Especially for the SVM algorithm, the best performance is 
given at an orientation angle of 0

o
, when using the clustering 

and histogram segmentation algorithm. 

Fig. 7 (GLCM with an angle of 0
o
) shows that the 

segmentation performance with histogram and k-means gives 
better performance than the others. Segmentation performance 
with clustering approach, SOM algorithm gives the lowest 
performance. Segmentation with thresholding approach, 
histogram algorithm is better than otsu thresholding, while in 
region growing approach, the watershed algorithm is better 
than chan vese. Fig. 7 to Fig. 10 shows that the performance 
of the classification algorithm that gives the best performance 
is SVM. At 135

o
 GLCM angle, all tested classification 

algorithms give a good performance, while at other GLCM 
angles, the good performance is dominated by the SVM 
algorithm, while for the others it varies. 

 

Fig. 7. Performance of Model using GLCM 0o. 
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Fig. 8. Performance of Model using GLCM 45o. 

 

Fig. 9. Performance of Model using GLCM 90o. 

 

Fig. 10. Performance of Model using GLCM 135o. 
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V. DISCUSSION 

The test results of several segmentation algorithms show 
that the thresholding-based segmentation approach, by using 
the histogram method, is able to provide the best performance. 
The best performance is obtained, when using the SVM 
classification algorithm. Histogram segmentation is able to 
provide the best performance for all angles in GLCM when 
using SVM. The segmentation with the best clustering 
approach is given the k-means algorithm, which gives the best 
accuracy, for the GLCM angle of 0

o
, 45

o
, and 90

o
, while for 

the 135
o
 angle the best performance is given by the FCM 

algorithm. The SOM algorithm gives the lowest performance 
between FCM and K-means. In the case of image 
segmentation of AML subtypes M0, M1, and M2, the 
segmentation approach that is less than optimal is shown in 
the region growing approach, with the chan vese (active 
contour) algorithm, where the performance for all GLCM 
angles is the lowest. Chanvese's algorithm has weaknesses, 
namely, it is not able to divide non-uniform regions, and is 
sensitive to noise [43]. The Chan-Vese algorithm also has 
problems in terms of deviations from the class center in the 
Chan-Vese model. In particular, followed by inserting the 
energy function into the level set evolution without a re-
initialization framework, the variation formulation can force 
the level set function to be closed to the object boundary [44]. 

The segmentation of the region growing approach 
generally shows less than optimal performance. This is not 
only shown by the performance of the Chan Vese algorithm, 
but also by the watershed algorithm. The watershed algorithm 
has a number of weaknesses, namely over-segmentation, 
manual intervention is needed, sensitivity to noise, and poor 
detection of significant areas with low contrast [45]. 
Weaknesses of the watershed algorithm confirmed the 
resulting performance in the diagnosis of AML leukemia 
subtypes M0, M1, and M2. This is different from 
segmentation with a thresholding approach. Histogram 
segmentation performance is able to provide the best 
classification results in the CAD system. This ability is caused 
by the dynamics of histogram segmentation in determining the 
threshold value, it's just that the weakness is when there is 
grayscale whose values overlap, so it becomes inaccurate [45]. 

The performance of computer-aided diagnosis of AML 
leukemia is not only influenced by the classification algorithm 
but also by the feature extraction algorithm used. Feature 
extraction GLCM is used to obtain features from the 
segmentation process. Comparison of values for each feature 
when using the GLCM angle of 0

o
 and using the histogram 

segmentation method can be shown in Table IV. Table IV 
shows that the mean ± STD of each feature between M0, M1, 
and M2 has almost the same value. Referring to Table IV and 
supported by statistical test results, shows several features that 
are not significantly different between M0, M1, and M2 (p-
value>0.05). The results of statistical tests with a 95% 
confidence level for GLCM with an angle of 0

o
 in the 

complete histogram segmentation are shown in Table IV. This 
condition causes the results of classification, especially using 
algorithms other than SVM, the results are not optimal. This 
means that some features cannot be used to distinguish AML 
subtypes of leukemia M0, M1, and M2. 

TABLE IV. COMPARISON OF FEATURES ON GLCM 00 (HISTOGRAM) 

Feature  
M0 M1 M2 

Mean±STD Mean±STD Mean±STD 

Contrast 0.870±0.248 0.543±0.229  0.797±0.242  

Dissimilarity 0.159±0.044 0.114±0.043   0.144±0.043 

Homogeneity 0.950±0.015 0.962±0.014  0.956±0.014  

Energy 0.681±0.097 0.773±0.093  0.687±0.103  

Correlation 0.987±0.002 0.988±0.003  0.986±0.002  

ASM 0.472±0.127 0.606±0.138  0.482±0,146  

TABLE V. STATISTICS TEST ON GLCM 00
 (HISTOGRAM) 

Feature 
P-value 

M0 x M1 M0 x M2 M1 x M2 

Contrast 0.000 0.169 0.000 

Dissimilarity 0.000 0.100 0.007 

Homogeneity 0.002 0.066 0.087 

Energy 0.000 0.598 0.001 

Correlation 0.110 0.035 0.000 

ASM 0.000 0.574 0.001 

The ability of the histogram segmentation algorithm, when 
viewed from the results of the significance test with a 95% 
confidence level, is not the best. This is indicated by the 
comparison between M0xM1, M0xM2, and M1xM2 features, 
the number of different features is significantly less compared 
to segmentation using k-means. Feature extraction, which was 
preceded by segmentation using K-means, was able to 
produce a feature correlation to distinguish AML M0 from 
AML M1, while the histogram could not differentiate. Feature 
correlation shows the size of the linear relationship of the 
neighboring pixel gray-level values. 

The ability of the histogram and k-means segmentation 
algorithms, when viewed from statistical tests on features 
generated from GLCM, shows that the ability to distinguish 
AML M0 from AML M2 is less than optimal. Referring to 
Table V, only the correlation features have a significant 
difference, while the other features are not significantly 
different. In addition to feature correlation, feature 
homogeneity is also relatively able to distinguish, compared to 
other features. This condition shows that there is a close 
texture between M0 and M2, so it is not optimal when using 
the six GLCM features. Overall the performance generated 
when using histogram segmentation with GLCM angle 0

o
, the 

area under the curve (AUC) value [46] is above 90%, which is 
included in the very good category [47]. 

The chan-vese algorithm produces the lowest classification 
performance; this is confirmed from the results of the 
significance test with a confidence level of 96%, where many 
features generated from GLCM cannot show significant 
differences over M0xM1, M0xM2, and M1xM2. The test 
results for Chan-vese segmentation with a GLCM angle of 0

o
 

can be shown in Table VI. In Table VI, it is shown that the 
features generated when using the Chan-vese segmentation 
algorithm can distinguish significantly between M0, M1, and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

592 | P a g e  

www.ijacsa.thesai.org 

M2, only two features, namely contrast, and dissimilarity, 
while for feature dissimilarity it cannot distinguish between 
M1xM2. 

TABLE VI. STATISTICS TEST ON GLCM 00 (CHAN VESE) 

Feature P-value 

  M0xM1 M0xM2 M1xM2 

Contrast 0.000 0.000 0.003 

Dissimilarity 0.003 0.005 0.961 

Homogeneity 0.132 0.054 0.544 

Energy 0.397 0.928 0.354 

Correlation 0.258 0.874 0.218 

ASM 0.406 0.883 0.412 

VI. CONCLUSION 

The results of the comparison of the performance of the 
segmentation method based on clustering, thresholding, and 
region growing show that the Histogram algorithm gives the 
best performance. The best performance is obtained when 
using the SVM classification algorithm. Performance can also 
be seen from the features generated from GLCM, the results 
of the significance test show the performance of K-mean and 
Histogram capable of producing features that can distinguish 
AML M0, M1, and M2 leukemia. The conclusion that can be 
drawn is that histogram and k-means segmentation algorithms 
can be an alternative segmentation method in cases of CAD 
leukemia AML. 
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Abstract—In recent years, Named Data Networking (NDN) 

has attracted researchers’ attention as a new internet 

architecture. NDN changes the internet communication 

paradigm from a host-to-host IP model to a name-based model. 

Thus, NDN permits the retrieval of requested content by name, 

from different sources and via multiple paths, and the use of 

caching in intermediate routers. These features transform the 

transport control model from sender to receiver and make 

traditional end-to-end congestion control mechanisms 

incompatible with NDN architecture. To deal with this problem, 

a reliable congestion control mechanism becomes necessary for a 

successful deployment of NDN. This paper presents a new hybrid 

congestion control mechanism for NDN, EC-Elastic (Explicit 

Congestion Elastic), which adopts the basic concept of Elastic-

TCP to control the sending rates of the interest packets at the 

consumer nodes. In the intermediate nodes, a queue has been 

associated with the Controlled Delay-Active Queue Management 

CoDel-AQM to measure the packet sojourn time and notify the 

consumer to decrease its interest packet sending rate when it 

receives an explicit congestion signal. EC-Elastic was 

implemented in ndnSIM and evaluated with Agile-SD, CUBIC, 

and STCP in different scenarios. Simulation results show that 

EC-Elastic provides a significant improvement in bandwidth 

utilization while maintaining lower delay and packet loss rates. 

Keywords—NDN; named data networking; congestion control; 

explicit congestion control; TCP-elastic 

I. INTRODUCTION 

The use of the internet has grown exponentially from point-
to-point communications to the distribution of information 
everywhere. This growth has increased the number of internet 
users where these users are more interested in getting data in a 
short period of time than the location of that data. To facilitate 
connectivity between these users, high-speed and long-distance 
networks have been widely employed in many countries [1] 
[2]. However, this evolution poses some problems, namely, the 
current Transmission Control Protocol/Internet Protocol 
TCP/IP internet architecture and its variants have seen poor 
performance [3], and cannot cope with this growth, as they are 
designed for end-to-end communications. The use of high 
speed and long distance networks requires consideration of two 
major problems that are often encountered in this type of 
environment and that affect network performance negatively. 
The first problem concerns the use of large buffer regimes and 
long distances which leads to very long RTTs while the second 
problem concerns the need to increase the congestion window 

(cwnd) as much as possible to maximize the use of available 
bandwidth. 

The first problem concerning the current TCP/IP internet 
architecture has motivated the researchers to explore new 
architectures for the future internet [4]. Information-Centric 
Networking (ICN) [5] has been proposed as a new content-
centric internet architecture to replace the current host-centric 
internet architecture. ICN has proposed several architectures 
that are all based on the content name rather than the IP 
address. Among these architectures, Named Data Networking 
(NDN) [6], an important research topic that has quickly 
encountered considerable interest from researchers. NDN uses 
hierarchical names to exchange two types of packets (interest 
packets and data packets [6]) between consumers and content 
producers. A consumer requests content via an interest packet, 
and then any node that has the requested data sends it through a 
data packet. These data packets follow the reverse path of 
interest packets. Each NDN node has three components, 
namely Content Store (CS), Pending Interest Table (PIT) and 
Forwarding Information Base (FIB) as shown in Fig. 1. 
Content Store (CS) : works as a content cache [7]. When CS 
receives data packets, it can store them temporarily in a cache 
and use them again in case of a request for the same data [8]. 
Pending Interest Table (PIT): The PIT contains interests that 
have been transmitted upstream but have not yet been satisfied 
[7]. It also contains the incoming interface list from which the 
interest packet for that name was received and the outgoing 
interface list from which the interest packet was sent [8]. 
Forwarding Information Base (FIB) : This is a database that 
contains prefix names for identifying the location of content 
producers, and an interfaces list for determining which 
interface is needed to forward the interest packet [8]. 

The NDN architecture has new features such as 
connectionless, one-interest-one-data, caching, multipath and 
multi-source. However, these features complicate network 
congestion control, because the existing TCP/IP solutions 
cannot be applied directly in NDN, which made congestion 
control an active research topic to be studied. The different 
characteristics between the two architectures (NDN and 
TCP/IP) mainly lie in: 

 In NDN, communication is receiver-based and 
connectionless, whereas in TCP/IP it is connection-
oriented between two end points. 
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 NDN uses a One-Interest-One-Data transport mode, the 
consumer is responsible for retransmitting the interest 
packet if the desired data is not received. There are no 
duplicate data acknowledgement (ACKs) as in TCP/IP. 

 NDN uses caching in intermediate nodes to satisfy 
requests from all consumers rather than a single 
content source used by TCP/IP. 

 The use of caching in NDN nodes allows desired data 
to be fetched from several sources and over several 
paths, which complicates the use of RTO 
(Retransmission Time Out) in NDN congestion control 
as it is intended for  single-source TCP/IP 
communication [9]. 

These challenges have motivated the research community 
to design and develop new mechanisms for NDN networks that 
are able to avoid congestion, increase the use of available 
bandwidth while maintaining fast delivery time. However, the 
majority of existing mechanisms in NDN are based on the 
AIMD mechanism which can prevent full utilization of the 
available bandwidth due to the huge bandwidth-delay product 
(BDP: Bandwidth-Delay Product refers to the maximum 
quantity of data that can be sent over a link or network) in 
high-speed and long-distance networks, making it a waste of 
network resources [1] because AIMD takes a long time to 
reach the maximum capacity of the network links, which leads 
to underutilization of the bandwidth. Moreover, in case of 
congestion, AIMD divides the congestion window by 2, which 
requires more time to reach the maximum throughput again 
and consequently, the link performance is degraded. 

To address the second problem concerning large buffer 
regimes and very long RTTs, this paper proposes a new hybrid 
congestion control mechanism for NDN named Explicit 
Congestion Elastic (EC-Elastic), which adapts the basic idea of 
Elastic-TCP [1] to control the sending rate of interest packets at 
the consumer nodes. EC-Elastic uses the Window-correlated 
Weighting Function WWF that aims to improve the bandwidth 
utilization of the network. In intermediate routers, EC-Elastic 
uses a CoDel-AQM queue for each prefix on each interface to 
measure packet sojourn time. This algorithm allows routers, 
which have a large buffer, to absorb traffic bursts and to reduce 
its queues through detecting congestion before the buffer is full 
[10] then explicitly signals congestion to inform consumers to 
reduce their traffic rate. 

 

Fig. 1. Forwarding Process at NDN Node. 

The rest of the paper is organized as follows: Section II 
presents the related work while Section III presents the 
principle of congestion control. Section IV details the proposed 
"EC-Elastic" mechanism and Section V evaluates the 
performance of this mechanism, it presents the topologies and 
measurements used as well as the results and discussion. 
Finally, Section VI concludes the paper. 

II. RELATED WORK 

In the literature, several congestion control mechanisms 
have been proposed for NDN networks. According to [11], 
these mechanisms can be classified into three categories: 
Receiver-based method: which is characterized by detecting 
congestion and controlling the sending rate of interest packets 
only at the consumer nodes [7]. Hop-by-hop method: which is 
characterized by detecting congestion and controlling the 
sending rate of interest packets at each intermediate node [12]. 
Hybrid method: which is characterized by detecting and 
controlling congestion at both receiver nodes and intermediate 
nodes [7] [12]. 

In NDN, the majority of congestion control mechanisms 
are inherited from TCP's window-based mechanisms, and most 
of them adjust the size of their congestion window based on the 
Additive Increase Multiplicative Decrease (AIMD) mechanism 
that increases the congestion window by Additive Increase 
(AI) and decreases the congestion window by Multiplicative 
Decrease (MD). Specifically, the authors of [13] propose ICP 
(Interest Control Protocol) a receiver-based congestion control 
mechanism that detects congestion by measuring the delay and 
timer expirations and adjusts the congestion window size by 
AIMD mechanism. The authors of [14] propose ICTP 
(Information Centric Transport Protocol) which also detects 
congestion by RTO Timeout and adjusts the congestion 
window size by AIMD mechanism. These two mechanisms did 
not consider the case of multiple source scenarios. To solve 
this problem, the authors of [15] propose a mechanism named 
ConTug that detects congestion using an RTO value for each 
content source and then adjusts the size of congestion window 
by AIMD mechanism. However, the authors of [16] propose 
CCTCP (Content Centric TCP) which instead of using a single 
RTO value for each content source, it uses a separate RTO 
value for each data source and then adjusts the congestion 
window size by AIMD mechanism. On the other hand, the 
authors of [17] propose predictive which maintains an RTO 
value for each Content Store to detect congestion and then uses 
the AIMD mechanism to adjust the congestion window size. In 
[18], the authors propose a Hop-by-hop Receiver-driven 
Interest Control Protocol (HR-ICP), which at the router level 
detects congestion using a virtual queue and then depending on 
the state of this queue, the consumer nodes use the AIMD 
mechanism to adjust the congestion window size. Other 
authors proposed CVUnion in [19] which detects congestion at 
intermediate nodes through the calculation of the average 
queue length of the interest packets, then once the consumer 
receives the feedback, it adjusts its congestion window size by 
the AIMD mechanism. In [20], the authors propose CHoPCoP 
(Chunk-switched Hop Pull Control Protocol) which detects 
congestion at intermediate nodes by monitoring the queue size 
of outgoing data packets, and then, based on the queue size, an 
explicit congestion notification is sent to the consumer to 
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adjust the congestion window size through the AIMD 
mechanism. The authors of [21] propose Stateful Forwarding 
which detects congestion by calculating the limit rate of 
interest packets. Stateful Forwarding generates a Negative-
ACKnowledgment NACK packet that will be sent on 
downstream when congestion is detected. Once the 
downstream router receives this NACK packet, and depending 
on the received link state, it uses the AIMD mechanism to 
adjust the size of the congestion window. However, the authors 
of [22] [23] detected problems with the use of NACK, namely 
the delay in transmitting the NACK between two routers, 
which results in an excessive reduction in the sending rate of 
interest packets. Therefore, the authors propose to use three 
states for each interface which are, normal, congestion and 
check, and depending on the state of the network, the AIMD 
mechanism is used to adjust the congestion window size. Other 
authors propose to combine the multipath forwarding strategy 
with congestion control as in [24] where the authors deployed 
the forwarding strategy at the intermediate routers and the 
AIMD mechanism at the consumer nodes. In [25], the authors 
propose Standbyme which controls congestion in three steps: 
Accurate Local Congestion detection, Hob-by-hop congestion 
notification and Multipath strategy congestion avoidance and 
adjusts the congestion window size with AIMD mechanism. 

In the congestion avoidance phase, AIMD increases the 
congestion window by 1/cwnd. In the case of short distance, 
cwnd is small, so the congestion window increase will be rapid 
and reasonable. However, in the case of long distance, cwnd is 
large and therefore the congestion window increase will be 
slow. In addition, in the case of congestion, AIMD uses a 
Multiplicative Decrease which divides the congestion window 
by 2 and moves to the next phase, where the congestion 
window will be increased by Additive Increase to reach again 
the cwnd maximum.  In the case of short distance where the 
RTTs are small, this method provides acceptable throughput 
and reasonable bandwidth utilization. However, in the case of 
long distance where the RTTs are very large, this method takes 
too much time to reach again the maximal cwnd which results 
in low throughput and bandwidth utilization and consequently 
degrades the link performance. 

To address these issues, this paper proposes EC-Elastic, a 
Hybrid congestion control mechanism to avoid congestion, 
increase bandwidth utilization on long delays and high-BDP 
networks and achieve efficient data delivery. EC-Elastic adapts 
the basic idea of Elastic-TCP [8] to control the rate at which 
the interest packets are sent to consumer nodes. EC-Elastic 
controls congestion in three phases; congestion detection at 
intermediate routers using CoDel-AQM, then explicitly 
signaling congestion to inform consumers to reduce their 
traffic rate, and finally adjusting the congestion window based 
on the type of packet received by consumers. 

III. PRINCIPLE OF CONGESTION CONTROL 

To support high-speed applications (e.g., large-scale data 
transfer) and low-latency applications in NDN networks, we 
need a congestion control mechanism. This mechanism should 
contain the following steps: "Congestion detection", 
"Congestion signaling" and "Congestion window size 
adjustment". The description of each step is described above: 

A. Congestion Detection 

Data transfer can saturate queues, which degrades quality 
of service in the network. The deployment of an AQM strategy 
is necessary. In the literature, many AQM algorithms have 
been proposed such as Drop-Tail  [26]., RED (Random Early 
Detection) [27], CoDel [28] or PIE (Proportional Integral 
controller Enhanced) [29]. The basic idea behind these 
algorithms is that the current queue length is not an indication 
of congestion as it can be caused by bursty traffic [30]. 

Drop-Tail  [26] was proposed as the first algorithm to solve 
queue management problems. This algorithm works as follows: 
Each queue's length is fixed at a maximum value known as the 
maximum packet length, and user's incoming packets will be 
stored in this queue. When the length of the queue hits the 
maximum limit, the incoming packets will be dropped. Then, 
when the packets are removed from the queue and its length 
decreases, the incoming packets will be stored in the queue 
again. This method can fill up the queue quickly, resulting in a 
high loss rate for applications; the Drop-Tail queue increases 
delay since it can be full for a long period of time [26]. 

RED [27] is an algorithm that relies on the average queue 
length to drop packets, i.e., as the queue length increases, the 
probability of packet drop increases and vice versa. RED 
works according to two principles: the estimation of the queue 
length and the packet drop decision and uses two thresholds for 
this purpose. When the average queue length is lower than the 
minimum threshold, all incoming packets will be accepted. 
Otherwise, when the average queue length is higher than the 
maximum threshold, all incoming packets will be dropped. 
Finally, in the case of an average queue length between the two 
thresholds, the incoming packets will be marked by Pi 
probability. This probability is directly proportional to the 
bandwidth of the connection to the router. One of the problems 
with this algorithm is that it only works well when there is 
enough buffer space and it is properly parameterized. Thus, it 
requires a variety of parameters to cope with different types of 
congestion. 

CoDel [28] is an algorithm that has been proposed to 
manage the queue by calculating the sojourn time of packets in 
the queue. Based on this packet sojourn time, CoDel decides if 
the packet should be dropped or not. CoDel works as follows: 
It calculates the packet sojourn time (the time spent by every 
packet in the queue) and compares it to the threshold which is 
by default 5ms. If the minimum sojourn time is less than this 
threshold, the packet will be transmitted, otherwise if the 
sojourn time is greater than this threshold, the packet will be 
dropped. When the algorithm enters into the drop state, it starts 
sending congestion signals and drops packets that have a low 
and linearly increasing rate. CoDel starts the drop with the 
packet that is at the top of the queue and reduces the time 
interval of the next drop by a certain value. The packet drop 
increases if the sojourn time remains above the threshold. This 
algorithm can handle bursty traffic without causing packet loss. 
This algorithm is considered as a better predictor of congestion 
[30]. In EC-Elastic, we adopt the same congestion detection 
method as CoDel. 

PIE [29] is an algorithm that controls the average latency of 
the queue to a target value. The PIE algorithm consists of three 
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components: a) Random dropping at enqueuing; calculates the 
dropping probability p. Based on this probability, the packets 
will be dropped randomly. The timestamp is not mandatory in 
this step. b) Latency based drop probability update; the 
calculation of drop probability uses the current estimate of the 
latency and the direction in which the latency is moving. 
Alternatively, the direction can be measured by subtracting the 
current delay from the old delay. There are two parameters 
used by PIE; (α) to determine the effect of the current latency 
on the fall probability and (β) to indicate the amount of 
additional adjustment based on increasing or decreasing 
latency. The probability of falling becomes stable at the point 
where the difference between the current and old latency is 
zero and the latency value equals the reference delay. The final 
balance between latency delay and latency jitter is determined 
by the relative weight between α and β.  c) Dequeuing rate 
estimation; in a network, the queuing rate varies with the 
fluctuation of link capacity or queues that share the same link. 

B. Congestion Signaling 

After detecting congestion, the information of congestion 
should be transferred to the consumers and intermediate routers 
to react quickly to the congestion problem by decreasing the 
sending rate of interest packets. In NDN, several methods have 
been proposed to signal congestion to consumers and 
intermediate routers in order to regulate the sending rate of 
interest packets: 

 Explicit congestion notification, which explicitly 
returns congestion level information in a NACK packet 
[22]. 

 Tagging data packets in the downstream direction, 
which allows downstream routers and consumers to 
reduce the sending rate of interest packets, thereby 
reducing congestion. 

 The addition of congestion information in the 
Congestion Information Bits (CIB) to data packets. 
Adding a congestion tag to the data packet and sending 
it to the consumers [31]. 

 Random Early Marker algorithm REM [20], which 
explicitly marks data packets to signal the congestion 
state to downstream nodes. 

C. Congestion Window Size Adjustment 

The congestion window "cwnd" is used in all congestion 
control algorithms. It is used to control the quantity of sending 
packets between consumer and producer to avoid congestion. 
Despite this, congestion is not really avoidable, because the 
consumer always tries to maximize the available bandwidth by 
increasing its cwnd window, which could congest the network. 

The congestion window adjustment of EC-Elastic borrows 
the basic idea of Elastic-TCP [1], which aims to increase the 
utilization of available bandwidth by using a Window 
Correlated Weighting Function (WWF), that handles large 
buffers, long delays and high-BDP networks [1]. 

IV. EC-ELASTIC DESIGN DETAIL 

Avoiding congestion is a major concern of all network 
architectures. In the following section, we present in detail our 

proposal EC-Elastic, which controls congestion in three steps: 
1) Congestion detection based on packet sojourn time using 
CoDel. 2) Explicit congestion signaling. 3) Congestion window 
adjustment at the consumer node. 

A. Motivation 

As mentioned earlier, NDN is a new paradigm that is 
content-based rather than IP address-based. With this 
paradigm, data transfer evolves from host-based point-to-point 
transfer to more elaborate, efficient multipoint-to-multipoint 
transfer that is better suited for the massive and intensive use of 
content-based Internet. Thus, NDN adopts new features which 
are mainly receiver-based and connectionless transport mode, 
one-interest-one-data, multi-source, multi-path and caching. 
These new features have made TCP/IP's traditional congestion 
control mechanisms unable to act towards high performance in 
the emerging NDN paradigm. We present below, the 
limitations and motivations that led to our proposal: 

 Congestion control in TCP/IP is based on delay and 
loss only at data senders, while NDN controls 
congestion at consumers and routers. 

 The TCP/IP architecture uses end-to-end connected 
mode to transfer data between two endpoints and uses 
RTT (Round-Trip Time) and RTO (Retransmission 
Time Out) values as indicators of network congestion. 
These methods perform poorly in the NDN network, 
they don't provide accurate information about 
congestion levels because NDN is characterized by 
multi-path and multi-source transfer, i.e., data can be 
recovered from several sources and via several paths, 
which leads to large variations in RTT measurements. 

 The use of caching in intermediate nodes allows the 
requested data to be retrieved directly from the 
intermediate nodes without needing to go through the 
producer. This technique minimizes data transmission 
time (RTT) and satisfies the interest packet when 
congestion losses occur on the producer route. 

 In addition, NDN can aggregate interest packets  
having the same name into a single PIT (Pending 
Interest Table) entry and transmit the corresponding 
data packet to all the aggregated faces [10]. The 
recovery time of the interest packets that arrive after 
the first one will be shorter. 

 These new features (multi-source, multipath, caching 
and PIT aggregation) can lead to short or long RTT 
measurements, which increases the detection time of 
packet losses (the case of long RTT) and consequently 
also increases the time of reaction to congestion. EC-
Elastic avoids this problem by using explicit 
congestion signaling to react quickly to network 
congestion (see Section IV.3). 

 If the cache is used, if it exhausts its data, the next 
requests will be handled by another more distant. If the 
route to the newer cache has a lower BDP and the 
number of interest packets in transit is higher, the new 
bottleneck queue may be overloaded before the 
consumer can adjust its interest packet sending rate. 
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Our mitigation of this problem is to use large buffers to 
manage temporary traffic bursts through detecting and 
signaling congestion using CoDel before that these 
buffers reach their limit (see Section IV.2). 

To avoid the waste of network resources that are very 
expensive and important that can be caused by large buffers, 
we need to extend the congestion window to a large number of 
packets in order to fully utilize the available network 
bandwidth. In case of a network with high BDP (the number of 
interest packets in transit is higher), using RTT to increase the 
congestion window is not reliable because in these networks 
RTT is long which makes the increase of the congestion 
window very slow. In this case, the network spends a long 
period of time capturing the maximum link capacity, which 
underutilizes the network bandwidth. To avoid this problem, 
we propose to adopt the same Window-correlated Weighting 
Function (WWF) that was proposed by [1] to increase 
bandwidth utilization on TCP/IP high-BDP networks and try to 
prove its effectiveness on NDN networks to avoid congestion 
in the congestion avoidance phase and increase bandwidth 
utilization of NDN networks (see Section IV.4). 

B. Congestion Detection based on Packet Sojourn Time using 

CoDel 

In NDN networks, congestion detection based on packet 
loss or RTT (Round-Trip Time) is not reliable as in the current 
internet network TCP/IP because NDN is characterized by 
"multi-source" and "multi-path" transfer. In addition, the use of 
these features can increase bursty traffic that disrupts queue 
length and thus the production of congestion. Therefore, to 
absorb these bursty traffics, the buffer size must be larger than 
usual [30]. Active queue management (AQM) systems have 
been proposed to control the amount of data buffered to keep 
space available to absorb bursts and reduce queue delay. CoDel 
[28], as an AQM algorithm, is designed to control the queue by 
calculating the sojourn time of packets in the queue. This 
algorithm allows routers, which have a large buffer, to absorb 
traffic bursts and to reduce its queues through detecting 
congestion before the buffer is full [10]. In EC-Elastic, we 
adopt the congestion detection method proposed by Codel. 

The CoDel algorithm, presented below, calculates the 
sojourn time of each packet in the queue "queuing delay" and 
compares the minimum sojourn time over a given period of 
time (default: 100ms) with a threshold, by default equal to 
5ms. The first time the packet sojourn time exceeds the 
threshold, the current time will be recorded as FirstAboveTime 
and the packet sojourn time will be recorded as FirstSojourn. If 
the minimum sojourn time over a period of time (default: 
100ms) exceeds the threshold (default: 5ms), the outgoing link 
in the queue is considered congested. The Codel code is 
presented in Algorithm 1. 

Algorithm 1 CoDel algorithm  

1: Function  CheckSojournTime(Packet, Now) 

2:        sojournTime  Now – Tag.GetTime 

3:        if  sojournTime  >  Target  then 

4:                OverTargetForInterval  False 

5:              if  FirstAboveTime == 0 then 

6:                       OverTargetForInterval   False 

7:                        FirstAboveTime   Now 

8:              else 
9:                   if   Now > (FirstAboveTime + Interval)   then 

10:                         sojourn   Now 

11:                         OverTargetForInterval   True 

12:                else 

13:                         FirstAbiveTime == 0 

14:                         OverTargetForInterval  False 

15:                 end if 

16:             end if 

17:        end if 
18:        return OverTargetForInterval; 

19:  end function 
20:  Function  DoDequeue(Packet, Now)  

21:        Now  CoDelGetTime() 

22:        OkToMark  CheckSojournTime(Packet,Now) 

23:        if OkToMark then  

24:             if  Now > NextMarkingTime  then 

25:                   MarkNext  True 

26:                  NextMarkingTime  Now 

27:        else 
28:                  MarkedCount  0 

29:              end if 

30:        end if 

31:  end function 
 

C. Explicit Congestion Signaling 

We use the same congestion signaling method that CoDel 
used, ECN marking (Explicit Congestion Notification)  [32]. 
This signaling is done in the downstream direction by 
explicitly marking the concerned packets to notify the 
consumer of the link status, i.e., when a router detects 
congestion on one of its outgoing links, it marks the data 
packets and explicitly signals this state of congestion to the 
consumer nodes to reduce their sending rate of interest packets. 

ECN marking is done as follows: When congestion occurs, 
the first packet is marked and the next packets are marked in a 
marking interval that corresponds to the CoDel drop spacing; 
This interval starts at "1.1 * the CoDel interval (100ms)" [33]. 
A congestion notification bit is used by ECN in the packet 
headers to provide feedback on network congestion.  This bit is 
activated in the PIT entry of the packet when the packet 
sojourn time exceeds the threshold. Depending on the data 
packet received (Normal or Marked) at the consumer nodes, 
the authors adapt the sending rate of interest packets. An 
advantage of ECN marking is that consumers can be informed 
of congestion quickly and thus react quickly to the congestion 
problem. 
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D. Congestion Window Adjustment 

This section describes in detail the algorithm used to adjust 
the congestion window of EC-Elastic, which is based on the 
Elastic-TCP mechanism. The principal purpose of this 
algorithm is to improve overall performance and bandwidth 
utilization while avoiding packet loss. Algorithm 2 describes 
the core functionality of EC-Elastic at the consumer node, 
where the congestion window cwnd is increased when the 
consumer receives a normal data packet and is decreased when 
the consumer receives marked packets or Timeouts. 

Algorithm 2 Consumer Elastic Algorithm 

1: On  data reception do 

2:     if no NACK received then 

3:        if  slow start then 

4:                cwnd  cwnd + 1 

5:        else 
6:                 RTTcurrent   (now – sendtime) 

7:                  if RTTcurrent > RTTmax then 

8:                     RTTmax  RTTcurrent 

9:                   end if 
10:                 if RTTcurrent < RTTmin then 

11:                     RTTmin   RTTcurrent 

12:                end if 

13:                     √
      

            
      

14:                  cwnd  cwnd + 
   

    
 

15:        end if 

16:     else 
17:          if slow start then  

18:        cwnd  cwnd × β1  

19:         else  
20:        cwnd  cwnd × β2  

21:        end if  
22:        ssthresh  cwnd - 1 

23:    end if 

1) Design of the consumer window adjustment algorithm: 

The basic idea of algorithm 2 is to use the Window-correlated 

Weighting Function WWF which was proposed in [1] and 

aims to improve the bandwidth utilization. WWF is based on 

the variation of RTT (Round Trip Time) according to the 

following formula: 

     √
      

            
                  (1) 

Where, RTTcurrent is the current RTT obtained from the last 
ACK, RTTmax  is the maximum RTT and cwnd is the current 
congestion window. This function is used in the congestion 
avoidance phase to increase the congestion window by     

      
   

    
. However, in the slow start phase, EC-Elastic 

increases its congestion window by cwnd+1. 

 

Fig. 2. Throughput of EC-Elastic by Varying the Parameter β. 

In case of congestion detection or timeouts, Elastic-TCP [1] 
applies a multiplicative decrease that halves the cwnd after 
each loss detection regardless of the phase in which the loss is 
detected. In contrast, EC-Elastic uses two ways to decrease the 
cwnd, after any congestion detection. This decrease varies 
depending on the phase where the loss is detected. As shown in 
Algorithm 2, if the loss is detected in the slow start phase, EC-
Elastic decreases its cwnd to cwnd*β1 of the last cwnd. If the 
loss is detected in the congestion avoidance phase, EC-Elastic 
decreases its cwnd to cwnd*β2 of the last cwnd and the 
ssthresh (the threshold) is reduced to cwnd -1 after any 
degradation to avoid switching to an undesirable slow start. 
Since the loss that occurs in the slow start phase is more severe 
than the loss that occurs in the congestion avoidance phase 
[34], the value of β1 should therefore always be less than β2 
(β1 and β2 are two parameters used for adjusting the size of the 
congestion window, their values vary between 0 and 1). 

Fig. 2 presents the simulation results we conducted on the 
first scenario (Fig. 3 and Table II) in order to find the most 
optimal values for choosing the coefficients β1 and β2. This 
figure shows a comparison between using a multiplicative 
decrease (as in Elastic-TCP which uses β=0.5 to decrease its 
congestion window ", a multiplicative decrease is usually equal 
to 1/2") and using two parameters β1 and β2 in both congestion 
control phases. According to Fig. 2, with the increase of β1 and 
β2, the throughput also increases and when β1= 0,9 / β2=0,95, 
the throughput is almost the same as that of β1= 0,85 / β2=0,9 
which indicates that the throughput does not change when the 
value of β1 is greater than 0,85 and β2 is greater than 0,9.  EC-
Elastic performs better in terms of link utilization with the use 
of the two parameters β1 and β2 than the use of multiplicative 
decrease. Based on the experimental result (Fig. 2), we set β1 = 
0,85 and  β2 = 0,9 in our algorithm. 
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2) General behavior of EC-elastic: EC-Elastic uses a slow 

start phase to increase the congestion window at consumer 

nodes. Then, intermediate routers calculate the sojourn time of 

each packet in the queue (using CoDel). If this sojourn time 

exceeds a well-defined threshold, the router marks data 

packets and sends them explicitly to the consumers to react to 

this situation. At the consumer nodes, once the first marked 

packet is received; EC-Elastic reduces its congestion window 

cwnd by the factor β1 and enters into the congestion 

avoidance phase which is characterized by using the Window-

Correlated Weighting Function (WWF). In this phase, EC-

Elastic increases its congestion window cwnd by WFF/cwnd 

and decreases it by the factor β2 (by receiving a marked 

packet). However, if a timeout is detected in any phase, EC-

Elastic resets its congestion window cwnd to the initial value. 

The main objective of EC-Elastic in NDN is the same as that 

of Elastic-TCP in TCP/IP network, to improve bandwidth 

utilization in NDN networks, where RTTs are long, buffers 

are very large, and packet losses are very frequent. 

V. PERFORMANCE EVALUATION OF EC-ELASTIC 

This work focuses on developing a new congestion control 
mechanism named EC-Elastic that has the capability to 
increase bandwidth utilization in high-speed NDN networks. 
Using ndnSIM  [35], based on NS-3 and designed specifically 
for the numerical study of NDN networks, the performance of 
EC-Elastic is evaluated and compared to three other congestion 
control algorithms: Agile-SD [34] , CUBIC [36] and STCP 
[37]. These algorithms have been implemented in NDN, in the 
same scenarios as EC-Elastic. 

A. Simulation Scenarios 

1) Scenario 1: one consumer - one producer 

Fig. 3 shows the first topology which contains a consumer, 
a router and a producer. 

 

Fig. 3. Simulation Topology 1. 

TABLE I.  PARAMETERS OF SIMULATION TOPOLOGY 2 

Parameters Delay Bandwidth 

Consumer - Router 10ms 100Mbps 

Router - Producer 10ms 1Gbps 

In this scenario, the link bandwidth from the consumer to 
the router is fixed at 100 Mbps with a 10 ms delay while the 
link bandwidth from the router to the producer is fixed at 1 
Gbps with a 10 ms delay, as illustrated in Table I. 

2) Scenario 2: Multiple consumers - multiple producers 

In this second topology (Fig. 4), six consumer nodes are 
connected to six producer nodes via a bottleneck link, 
consisting of two routers (Router 1 and Router 2). 

In this scenario, each link consumer-router is set to 
100Mbps with different values of link delay between different 
nodes in the studied topology (1ms, 10ms, 15ms, 20ms, 25ms 
and 30ms). The link Router1-Router2 is set to 5Mbps with a 
delay of 15ms. From Router 2 to producers 1/3/5, the link is set 
to 20Mbps with delays of 10ms, 5ms and 1ms respectively and 
from Router 2 to producers 2/4/6, the link is set to 10Mbps 
with delays of 10ms, 5ms and 1ms respectively as presented in 
Table II. In this scenario, the consumers request the same 
content. The time for both simulations is set to 30 seconds. 

 

Fig. 4. Simulation Topology 2. 

TABLE II.  PARAMETERS OF SIMULATION TOPOLOGY 2 

Parameters Delay Bandwidth 

Consumer1 - Router1 1ms 100Mbps 

Consumer2 - Router1 10ms 100Mbps 

Consumer3 - Router1 15ms 100Mbps 

Consumer4 - Router1 20ms 100Mbps 

Consumer5 - Router1 25ms 100Mbps 

Consumer6 - Router1 30ms 100Mbps 

Router1 - Router 2 15ms 50Mbps 

Router2 - Producer1 10ms 20Mbps 

Router2 – Producer2 10ms 10Mbps 

Router2 – Producer3 5ms 20Mbps 

Router2 – Producer4 5ms 10Mbps 

Router2 – Producer5 1ms 20Mbps 

Router2 – Producer6 1ms 10Mbps 
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B. Simulation Results 

We evaluate the performance of EC-Elastic in both study 
scenarios described above and are primarily interested in 
throughput, packet loss rate, and delay. In this study, delay is 
the time from sending an interest packet to receiving the 
corresponding data packet. Similarly, throughput, measured in 
bits per second, designates the number of successfully 
transmitted data packets from source to destination and 
changes with the amount of packets transmitted and the amount 
of packets dropped in the network [38]. Packet loss rate, 
designates the number of dropped packets per second and is 
measured as the difference between the amount of packets sent 
by a node and the amount of packets received by the same 
node, over a given period of time. In order to have reliable 
values, all simulations were repeated several times and the 
results presented in the following are an average of the 
obtained values. 

1) Throughput measurement: Fig. 5 shows a comparison 

of throughput between EC-Elastic and the three algorithms 

(Agile-SD, CUBIC, and STCP) in the first study scenario, and 

Fig. 6 shows a comparison of throughput between EC-Elastic 

and the three algorithms (Agile-SD, CUBIC, and STCP) in the 

second study scenario while, Table III shows the throughput 

of both scenarios. 

The objective of the first scenario (Fig. 5) is to study the 
ability of these mechanisms to fully utilize the available 
bandwidth. EC-Elastic outperforms the other mechanisms 
because of its fast cwnd growth resulting from the use of the 
Window-correlated Weighting Function WWF. It is clear that 
EC-Elastic can fully utilize the bandwidth and is more stable 
than Agile-SD, CUBIC and STCP algorithms. In the second 
scenario (Fig. 6), increasing consumer and producer numbers 
shows better performance, in terms of throughput, for EC-
Elastic than those obtained by the other three algorithms Agile-
SD, CUBIC and STCP. In addition, EC-Elastic has a more 
stable throughput than the other three algorithms in both 
scenarios. 

EC-Elastic achieves the best and most stable throughput 
performance compared to the other algorithms and this is due 
to the use of the Window-correlated Weighting Function WWF 
which aims to maximize the bandwidth usage of the network. 
The result of this study is that EC-Elastic has the capability to 
perceive and predict rapidly, deal with the variation of 
bandwidth and adapt to NDN characteristics. 

The necessity of the proposed mechanism was raised 
because of the incapacity of the existing mechanisms to fully 
utilize the available bandwidth on high speed networks where 
RTTs are very long and large buffers are used. 

TABLE III.  THROUGHPUT OF SCENARIOS 1 AND 2 

Algorithms EC-Elastic CUBIC Agile-SD STCP 

Scenario 1 93,778 24,282 74,116 61,366 

Scenario 2 113,62 37,26 108,96 88,37 

 

Fig. 5. Throughput of Scenario 1. 

 

Fig. 6. Throughput of Scenario 2. 

2) Packet loss rate measurement: The main objective of 

each congestion control mechanism is to maximize throughput 

and minimize packet loss rate. Table IV shows the packet loss 

rate in both scenarios. The results obtained from our numerical 

study, show almost identical performance for the four 

algorithms compared, with almost negligible packet loss rate 

because the use of CoDel queueing reacts before the queue 

reaches its limit and also reacts quickly to the congestion 

problem by marking packets and notifying the consumer to 

reduce their sending rate of interest packets. In addition, 

explicit congestion marking reduces retransmissions, because 

by notifying the consumer of the link status in case of 

congestion, the packet received by the consumer also contains 

the requested data. 
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TABLE IV.  PACKET LOSS RATE OF SCENARIOS 1 AND 2 

Algorithms EC-Elastic CUBIC Agile-SD STCP 

Scenario 1 0,001 0,032 0,055 0,032 

Scenario 2 0 0 0 0 

3) Delay measurement: Fig. 7 and 8 show the delay 

measurement for Scenarios 1 and 2, respectively, and Table V 

shows the delay measurement for both scenarios. 

For the first scenario (Fig. 7), we observe that EC-Elastic, 
Agile-SD, and Cubic show a lower delay measure than STCP 
and this measure becomes almost the same for all the 
mechanisms when we exceed 5s of the simulation. In the 
second scenario (Fig. 8), we observe that EC-Elastic and 
CUBIC have a lower average delay measure than that 
measured by STCP and Agile-SD. 

The exponential increase in delay between seconds 1 and 5 
is due to all algorithms rapidly increasing their congestion 
window at the end of the slow start phase to ensure full 
utilization of the available bandwidth before switching to the 
congestion avoidance phase, resulting in problems such as 
packet loss, and thus increasing the delay between sending a 
packet of interest and receiving its corresponding data packet. 
As a result, our mechanism EC-Elastic ensures a reasonable 
packet transmission delay. 

 

Fig. 7. Delay Analysis of Scenario 1. 

TABLE V.  DELAY MEASUREMENT OF SCENARIOS 1 AND 2 

Algorithms EC-Elastic CUBIC Agile-SD STCP 

Scenario 1 0,04 0,062 0,04 0,04 

Scenario 2 0,06 0,054 0,06 0,056 

 

Fig. 8. Avg Delay Analysis of Scenario 2. 

The numerical study performed in this work reveals that 
our algorithm EC-Elastic seems to give better performance, in 
terms of throughput, compared to those of Agile-SD, CUBIC 
and STCP algorithms. Thus, our algorithm can continuously 
fully utilize the bandwidth of the sources while keeping the 
delay and packet loss rate lower. 

VI. CONCLUSION 

This paper proposes EC-Elastic, a hybrid congestion 
control mechanism for NDN, to avoid congestion, increase 
bandwidth utilization and achieve efficient data delivery. EC-
Elastic is based on the use of Window Correlated Weighting 
Function (WWF) which aims to improve bandwidth utilization 
in the network. At the intermediate routers, EC-Elastic uses 
AQM-CoDel queue to measure the packet sojourn time and 
explicitly signals congestion to inform the consumer to 
decrease its sending rate of interest packets, and then at the 
consumer nodes, EC-Elastic adopts the basic idea of Elastic-
TCP to control the sending rate of interest packets. The 
conducted numerical study of the performance of EC-Elastic 
compared to Agile-SD, CUBIC and STCP in terms of 
throughput, packet loss rate, and delay shows that EC-Elastic 
can significantly improve bandwidth utilization while 
maintaining lower delay and packet loss rates. EC-Elastic can 
be a promising solution to enhance bandwidth utilization on 
high speed networks where RTTs are very long and large 
buffers are used. As a future work, we plan to implement EC-
Elastic in the Internet of Health Things (IoHT) to evaluate its 
performance in more complex scenarios where sensitive patient 
data becomes a critical component of healthcare that requires 
ensuring its timely delivery while avoiding congestion and data 
loss. 
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Abstract—With the advancement in technology and upsurge 

in network devices, more and more devices are getting connected 

to the network leading to more data and information on the 

network which emphasizes the security of the network to be of 

paramount importance. Malicious traffic must be detected in 

networks and machine learning or more precisely deep learning 

(DL), which is an upcoming approach, should be used for better 

detection. In this paper, Detection of attacks through a 

classification of traffic into normal and attack data is done using 

1D-CNN, a special variant of convolutional neural network 

(CNN). For this, the CICIDS2017 dataset consisting of 14 attack 

types spread across 8 different files, is considered for evaluating 

model performance and various indicators like recall, precision, 

F1-score have been utilized. Separate 1D-CNN based DL models 

were built on individual sub-datasets as well as on combined 

datasets. Also, an evaluation of the model is done by comparing it 

with an artificial neural network (ANN) model. Experimental 

results have demonstrated that the proposed model has 

performed better and shown great capability in detecting 

network attacks as the majority of the class labels had achieved 

excellent scores in each of the evaluation indicators used. 

Keywords—1D-CNN; CICIDS2017; network attacks; deep 

learning 

I. INTRODUCTION 

The Internet has become a major aspect in today’s society 
with people using the services of WWW for most of their day-
to-day activities. People use the Internet for both personal as 
well as professional purposes and the majority of tasks include 
sharing data, information access, sending files, connecting 
with friends or colleagues through social media and most 
importantly e-commerce activities which include saving 
passwords, credit/debit card info. Not only individuals but 
organizations too depend heavily on the Internet and its 
services. Network attacks in the form of malicious traffic 
results in loss of data, privacy violation for individuals; 
monetary, financial and political impact on big organizations 
and interrupted businesses for all its shareholders [1]. 
Nowadays, with the effect of Covid-19 and the ongoing 
pandemic, work from home is becoming a new normal. This 
has led to personal devices being vulnerable with not so 
sophisticated protection mechanisms as compared to the 
organization’s resources. The effect of the pandemic could 
lead to attack mechanisms getting more diverse which means 
cyber-security will remain verticals of critical importance in 
the times to come. 

There are many approaches to provide cyber-security 
ranging from authentication, encryption to a firewall, IDS 
(intrusion detection system). With IDS providing monitoring 
and behavior analysis of network traffic and further 
identifying attacks from network flow, it has proven itself a 
better alternative to other approaches [2]. Detection of cyber-
attacks is like a classification approach where it categorizes 
whether it belongs to benign or different types of attacks. 
Traditional Machine learning (ML) techniques, also known as 
shallow learning, have been used for intrusion detection by 
classifying the network traffic [3]. As the real world data gets 
bigger by time resulting in high dimensional space, the drop in 
performance of ML techniques can be observed due to its 
over-dependence on the features selected by the human 
experts. DL, with its complex architecture, overcame this 
limitation by automatically learning features through a 
massive amount of data. In this paper, we propose a 1D-CNN 
as a DL technique for effective feature representation and 
categorizing traffic into normal and different attack types. 1D-
CNN’s or 2D-CNN are almost identical in architecture as the 
core process in both of them is convolution operation. 

Convolution, a mathematical operation operates on two 
signals by convolving them with one being input signal or data 
and the other known as kernel or filter. It is the process 
between input and kernel/filter which includes element-wise 
multiplication followed by summation resulting in 
single/scalar value. Convolution can be 1-d, 2-d or multi-
dimensional depending on the problem in hand but the 
traditional CNNs developed [4] and the popular ones 
employed uses 2-d convolution which became the de facto 
standard for most applications in image processing and other 
deep learning tasks [5] [6] [7]. CNNs consist of input layer, 
convolution layers in the initial stages and MLP or fully 
connected layers in the final stages of a model preceding the 
output layer. The other optional but mostly used layers include 
sub-sampling (pooling) layer and dropout (regularization 
technique). General convolution operation is shown in 
equation 1: 

Ot = (X*F)t              (1) 

Where X is the input vector and F is the filter or kernel 
used and * is the convolution operation employed. The 
dimensions of both X and F are 1 dimensional in 1D-CNN and 
subsequently vary with the CNN used. 
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Generally, the architecture of 1D-CNN and 2D CNN 
remains the same with the main difference between the two is 
the use of 1d array or tensor in the former and 2d matrix or 
tensor in the latter. This means both input data and the kernel 
used for convolution are in 1d array form and the kernel 
moves over input in 1d direction. These minor but strategic 
changes led to certain advantages of 1D-CNN over 2D-CNN 
like 1) Reduced computational complexity due to 1D tensor 
over 2D tensor, 2) Well suited for low-cost applications but 
can be used for complex problems [8]. These advantages of 
1D-CNN and better compatibility with certain problem 
domain has led to many areas where it has been applied or can 
be applied such as: 

 Most extensively used in Natural Language Processing 
(NLP), where it is quite helpful in extracting sub-
sequences from sequences of words [9]. 

 Human activity recognition task which involves time 
series of sensor data [10]. 

 Analysis of signal data over a fixed-length period, for 
example, an audio recording, real-time motor fault 
detection [11]. 

 Data in tabular form. 

The focus of this study is the network traffic data which is 
stored in tabular form where each record is represented by an 
individual row which is in a one-dimensional shape. Applying 
2D-CNN over this type of data requires converting each 1d 
row into a 2d matrix shape before convolution between input 
and kernel can be performed. Application of 2D-CNN over 
images seems justifiable since images are already in 2d shape 
but in the case of tabular data, it takes an additional effort of 
converting the 1d input data (each row) into 2d matrix shape 
which might include padding as well. This overhead can be 
avoided by using 1D-CNN over 2D-CNN with the only 
notable difference between the two being the shape of input 
data and kernel vector as 1d array (or tensor) is used in the 
former and 2d matrix (or tensor) in the latter. 

The Rest of the manuscript is organized as follows: 
Section 2 discusses the related work in the field of intrusion 
detection, Section 3 explains the methodology part which 
comprise sub-sections 1) dataset description 2) model 
architecture and 3) model evaluation. Section 4 presents the 
results and analysis while Section 5 concludes the paper. 

II.  RELATED WORK 

Research on intrusion detection has been going on for 
many decades, still a lot of work needs to be done and lots of 
issues must be examined. Several Data mining/ML techniques 
whether supervised or unsupervised learning have been 
applied for the identification of malicious traffic [12] [13]. 
More recently DL techniques have been used for the detection 
of Cyber-attacks and it has achieved significant results. So our 
literature review revolves mostly around the DL technique 
used (especially CNN) or the CICIDS2017 dataset which has 
been utilized in the proposed work. 

Detection and mitigation of the common DDoS attacks 
using DDoS detectors employed for network traffic 

monitoring have been carried out using ANN structures, 
which were designed for different protocols separately [14]. In 
[15], authors uses NSL-KDD and Kyoto dataset for 
implementing their work which contains two important 
concepts: online sequential extreme learning machine which is 
the methodology used for classification and traffic profiling 
which makes up the preprocessing part. DL based intelligent 
framework have been implemented using Long short term 
memory (LSTM) to lessen DDoS attack in fog environment 
[16]. ISCX and CTU-13 were the datasets considered along 
with attack launching tool Hping3 for model evaluation. In 
[17], the applicability of restricted boltzmann machine (RBM) 
to differentiate between normal and abnormal Netflow traffic 
have been demonstrated in the ISCX dataset. A hybrid 
approach has been adopted in the form of a Double-Layered 
Hybrid Approach (DLHA) where the first layer uses naïve 
Bayes (NB) to detect DoS and probe attacks while the second 
layer adopts SVM for detecting the remaining attacks in the 
NSL-KDD dataset [18]. In [19], authors proposed a model 
based on 5-layer autoencoder (AE) for detection of network 
anomalies. Their work also includes data preprocessing for 
removing outliers and error reconstruction for effective 
network traffic classification. 

In the detection of network attacks using CNN, the 
majority of the academic research has been done using 2D-
CNN in which input data in the linear form is transformed into 
a matrix form. In [20] and [21], the proposed approach revised 
the established LeNet-5 model for classification of attacks in 
the KDD99 dataset, and input data is converted into 32*32 
matrix shapes for input to the model. DNN based IDS was 
built with 4 hidden layers and evaluated the model using the 
NSL-KDD dataset [22]. Dimensionality reduction using 
principal component analysis (PCA) and AE has been 
performed on the KDD99 dataset before the classification 
technique CNN is applied [23]. The input shape of 1*122 is 
transformed into 1*121 and 1*100 before being converted to 
10*10 and 11*11 matrix shapes. 

Both shallow and deep learning have been combined 
through the random forest (RF) and non-symmetric deep auto-
encoders (NDAE) [24]. They exercised the NDAE technique 
for unsupervised learning of features, and for classification 
tasks, a model constructed from a combination of stacked 
NDAEs and the RF algorithm was implemented. Separate 
architectures or models were built in the form of CNN, RNN, 
and different variants of AE [25]. NSL-KDD dataset has been 
used and each record was converted into 32*32 2d form. Long 
short term memory (LSTM) is the variant of RNN used while 
Sparse, Denoising, Contractive, and Convolutional are 
different variants of AE used in the experiments. In [26], 
authors utilized the 1D-CNN based model for intrusion 
detection further evaluated using the NSL-KDD dataset. They 
compared the performance of their proposed model with 
different ML/DL techniques like J48, NB, RF, MLP, and 
RNN. In [27], authors proposed BAT as a traffic anomaly 
detection model for effective feature representation and 
network classification. The BAT model is a combination of a 
Bidirectional LSTM and attention mechanism. 

The use of the CICIDS2017 dataset for intrusion detection 
has also been found in the literature. The author in his thesis 
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has done integration of open-source anomaly-based IDS Zeek 
(Bro), which uses scripts for feature extraction, and developed 
a model using various algorithms like RF, DT, and KNN on 
the CICIDS2017 dataset [28]. An ML-based hybrid model 
was recommended which comprises DT and RF in a stacked 
manner for classifying attacks in CICIDS2017 and NSL-KDD 
dataset [29]. The author incorporates the Fisher score as the 
feature selection method and performed the analysis of 
Supervised Learning techniques like DT, KNN, and SVM in 
detecting DDOS attacks from the CICIDS2017 dataset [30]. 
Experimental results have shown a good detection rates for 
DT and KNN but mediocre classification results for models 
built using SVM. In [31], authors applied and performed 
comparative analysis of 10 common ML/ DL techniques for 
detecting web attacks. The employed techniques include 
ANN, DT, KNN, SVM, CNN, NB, RF, k-means, expectation 
maxim and SOM. The results of the experiment conducted 
have shown that the NB, KNN and DT has outperformed the 
other models. Table I summarizes the key existing studies 
done in the detection of network attacks using ML or DL. 

TABLE I. SUMMARY OF THE EXISTING STUDIES 

Ref 
Algorithm 

or model  
Dataset used Key points 

[15] LSTM 
ISCX, CTU-

13 

 Detection of DDoS attack in fog 
environment has been done. 

 Attack launching tool Hping3 
utilized for evaluation. 

[19], 
[20] 

CNN KDD99 

 Established LeNet-5 model has 

been implemented. 

 Each record is converted into a 

32*32 matrix shape. 

[22] CNN, AE KDD99 

 Dimensionality reduction using 
PCA and autoencoders. 

 Input shape of 1*122 is 
transformed into 1*121 and 

1*100 before converted to 

10*10 and 11*11 shape. 

[23] 
RF, 

NDAE 

KDD99,NSL-

KDD 

 NDAE is utilized for 

unsupervised feature learning. 

 For classification, stacked 

NDAE and RF have been 
combined. 

[25] 

CNN, RF, 

MLP, 

RNN 

NSL-KDD 
 Comparative analysis of 

different models has been done. 

[26] 
RF, DT, 
KNN 

CICIDS2017 

 Integration of Zeek IDS with 

ML models done. 

 Zeek is used to extract features 

while models for classification. 

[29] 
DT, KNN, 
SVM 

CICIDS2017 
(only DDoS) 

 Fisher score is used for selecting 

optimal features. 

 Different ML models evaluated 
for a reduced set of features for 

detecting DDoS attacks. 

[27] 
BLSTM, 

CNN 
NSL-KDD 

 Combination of BLSTM and 
attention mechanism is done. 

 CNN captures local features 
from traffic data. 

From the literature review, it can be observed: 

 Majority of the academic research is done using 
KDD99 and NSL-KDD dataset despite criticism from 
researchers about it being outdated [32]. 

 Applicability and deployment of DL in detecting 
network anomalies is still in infancy stage. 

 While implementing CNN, the preferred choice is 2D-
CNN although 1D-CNN has better applicability. 

III. PROPOSED METHODOLOGY 

The proposed 1D-CNN model for classification of attacks 
consists of four steps: 

Step 1: Data preprocessing - This step involves methods to 
make data suitable for model training. 

Step 2: Model Training - Includes specifying the 
architecture of a model and then train the model. 

Step 3: Testing - Testing the model on unobserved data 
separated from training dataset. 

Step 4: Evaluation – Evaluating the model using multiple 
metrics mentioned. 

These steps form the basis for the overall process 
demonstrated in Fig. 1. First, the dataset is split into 80:20 
train/test samples and then preprocessing of data is done on 
both. Model with basic initial architecture has been built upon 
which optimization is performed and training samples are then 
used to train the optimized model. Final model is tested using 
a test dataset with the help of various evaluation metrics. 

These stages in the proposed 1D-CNN model along with 
description of the dataset used in the process are further 
elaborated in detail in following sub-sections. 

 

Fig. 1. Flow of the Proposed Methodology. 
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A. Dataset Description 

As already mentioned, the CICIDS2017 dataset, created by 
the Canadian Institute for Cybersecurity consists of data 
scattered across eight files both in pcap and csv format [33]. It 
contains two directories containing 8 files each; 
GeneratedLabelledFlows has 85 features (including label) per 
record in each file and MachineLearningCSV, mostly used for 
ML/DL tasks and focus of this study, has 79 features. These 
features have been extracted using CICFlowMeter which is a 
network flow generator and most of the features extracted are 
time-based statistic features [34]. Csv files are the result of 
flow-based features extracted from pcap files using an 
analyzer. Data files used in our experiments contain time-
related features embedded in them are further classified as: 

Iat: the inter-arrival time between packets sent in 
backward, forward, or either direction; Psec: includes packets 
or bytes per second; Active/idle: specifies time a flow was 
active/idle before going idle/active; other: like duration, Flag 
count, etc. 

As evident from Table II, there are 8 files out of which one 
file includes only benign data while the other 7 files contain 
benign and attack data. File1 contains two types of brute force 
attacks used for logging attempts and file1 includes 
application layer based Dos attacks launched using different 
tools like GoldenEye, Hulk, slowhttptest, and slowloris. 
Furthermore, file3 contains web related attacks like SQL 
injection, brute force, and XSS while file4 incorporates 
infiltration attack records. Lastly file5, file6, file7 include 
records of the bot, PortScan, and DDoS respectively. 

1) Data preprocessing: It involves techniques for data 

preparation or transformation of values before data is fed to 

the model for training.it further consists of these steps: 

a) Handling of missing data: There are two approaches 

for handling missing data; either drop the rows containing the 

missing value; or fill the cell with a new value. As the dataset 

contains a large number of missing values, the former 

approach looks irrational due to which the latter approach of 

filling these values is chosen. There are four options to select a 

new value ranging from a constant value like zero to the mean, 

mode, or median of the selective attribute. Either one could be 

okay but we carried out a pre-experiment with a small portion 

of the dataset before major experiments to find out the best 

replaced value. 

b) Feature scaling: On reviewing the dataset, one can 

find huge disparities between values from different columns 

with attributes like SYN, PSH flag count have a smaller range 

on values while attributes like duration, total length have large 

magnitude values. To scale these values we use 

standardization which works on continuous numeric features 

and makes sure data in a column has 0 mean and unit 

variance. It is done to ensure each feature has equal weightage 

and let gradient descent converge quickly in the model 

training. The formula for standardization is given in 

equation 2: 

newval = (val – mean_val) / sd            (2) 

TABLE II. DATASET DESCRIPTION 

S.no Filename Label Records 

File0 
Monday-

WorkingHours.pcap_ISCX.csv 

Benign (Normal 

activities) 
529918 

File1 
Tuesday-

WorkingHours.pcap_ISCX.csv 

Benign,FTP-

Patator,SSH-Patator 
445909 

File2 
Wednesday-

WorkingHours.pcap_ISCX.csv 

Benign, DoS 
GoldenEye 

DoSHulk, DoS 

slowhttptest, DoS 
slowloris, 

Heartbleed 

692703 

File3 

Thursday-WorkingHours-

Morning-
WebAttacks.pcap_ISCX 

Benign, Web 

attacks (BruteForce, 
Sql injection, XSS 

170366 

File4 

Thursday-

WorkingHoursAfternoon-

Infilteration.pcap_ISCX.csv 

Benign, Infiltration 288602 

File5 

Friday-

WorkingHoursMorning .pcap_I

SCX.csv 

Benign, Bot 191033 

File6 
Friday-WorkingHours-
AfternoonPortScan.pcap_ISCX

.csv 

Benign, PortScan 286467 

File7 
Friday-WorkingHours-
AfternoonDDos.pcap_ISCX.cs

v 

Benign, DDoS 225745 

Where val is actual value, mean_val and sd are mean and 
standard deviation of respective attribute. 

c) One hot encoding: The last column/attribute 

representing class label in train dataset is one hot encoded to 

make it compatible with 1D-CNN model while training which 

expects target vector in said form. This results in additional 

columns for the output vector which is equal to the number of 

class labels (attacks and normal labels). 

B. Model Architecture 

The overall general architecture used in the experimental 
setup has been shown in Fig. 2. As we deal with different files 
the architecture of these separate models is uniform/identical 
albeit with minor changes. It consists of an input layer 
sequentially connected to 2 or 3 CNN layers intermixed by 
dropout and followed by flatten layer which further connects 
to a fully connected (FC) or dense layer and finally output 
layer. Input shape provided to the first Conv layer is (1* C) 
with 1 specifying the steps which is one row at a time and C 
states the number of features. With Conv layer mapping input 
to high dimension space, its output with dimension 1*C*f1 is 
the feature map containing f1 number of filters which learns 
network information from input data. This output is then 
applied to the activation function and for that purpose, the one 
used mostly with the Conv layer, ReLu is used. Dropout is 
then used to minimize the interaction of feature detectors 
switching off some connections randomly in the network 
thereby preventing model overfitting [35]. Dropout doesn’t 
decrease the number of parameters in the model, it only 
prevents some of them from participating in the weight update 
process. The Softmax activation function is combined with an 
FC layer to output the classified results. The mathematical 
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formulae for ReLu and Softmax activation function are given 
in equation 3 and 4 where x and xi are the input values while 
f(x) and Softmax(x) being the output values passed to the next 
layer respectively. 

f(x) = max (0, x)               (3) 

           
   

∑     
 

             (4) 

1) Parameters and Hyper-parameters: Another important 

aspect of model architecture are the parameters, which are 

learned through training and hyper-parameters, selected or 

chosen manually. In the 1D-CNN model building, the type of 

hyper-parameters ranges from general hyper-parameters like 

batch size, number of iterations to the model-specific hyper-

parameters like a number of layers, filters, size of the kernel, 

an initial rate of learning, loss function, optimizer, and 

activation function used. The total parameters depend on 

certain hyper-parameters like number of layers, filters or 

nodes in a certain layer and size of filter which might vary 

from model to model. The general architecture of the proposed 

model would be like: “Conv1(f1,k1)-Dr1(r1)-Conv2(f2,k2)-

Dr2(r2)-----Convn(fn,kn)-Drn (rn)-FC1(nd1)-FC2(nd2)”.  

Here Conv, Dr, FC are convolutional, dropout, and fully 
connected layers respectively. The fi, ki refers to the number 
of filters and kernel-size in the ith convolutional layer whereas 
ri signifies the rate of dropout. The nodes in the FC layers are 
nd1 and nd2 with the latter related to the nodes in the output 
layer and equal to the number of classes. As hyper-parameters 
are selected manually, the number of trainable parameters can 
be calculated as: 

a) No of parameters in first Conv layer= C*f1*k1+b1. (b 

represents bias) 

b) No of parameters in other Conv layer= fi-1*fi*ki + bi. 

c) No of parameters in Dense layers = ndi-1*ndi + bi. 

 

Fig. 2. Architecture of the 1D-CNN Model. 

Thus, the total number of parameters in the particular 
model architecture is equal to the sum of parameters in all the 
layers. It is to be noted that the use of dropout is optional and 
has no effect on the number of parameters. Consider a model, 
for instance, with configuration “Conv(80,1)-Dr(0.2)-
Conv(50,1)-Dr(0.2)-FC(50)-FC(2)”. Total number of trainable 
parameters could be calculated as: (78*80*1+80) + 
(80*50+50) + (50*50+50) + (50*2+2) = 13022 trainable 
parameters. 

C. Model Evaluation 

As our work is based on classification of multiple classes, 
multi-class confusion matrix is used to find or display correct/ 
incorrect instances and its constituents are TP (True positive), 
TN (True negative), FP (False positive) and FN (False 
negative). Using these various evaluation indicators like 
Precision (Pr), Recall (Rc) and F1_score (F1_sc) can be 
derived to be further used for evaluation of model. 

For classifying attack data, Pr or PPV (positive predicted 
value) specifies how many attack predictions actually belong 
to the attack data. 

PPV = TP / (TP + FP)             (5) 

Also Rc or TPR (true positive rate) specifies the ratio of 
predicted attack instances to the actual attack instances. 

TPR = TP / (TP + FN)              (6) 

Both PPV and TPR are suitable in their own way as former 
tells how attack predictions are relevant and latter tells the 
relevant records being predicted. Instead of choosing one over 
other there is another single metric F1_score calculating the 
harmonic mean of the both. 

F1_sc = (2 * PPV * TPR) / (PPV + TPR)           (7) 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Experimental Setup and Model Configuration 

Experiments are conducted on google colab platform using 
python language and keras is the framework used for building 
1D-CNN model with tensorflow as backend. Other important 
libraries used are pandas, numpy for loading/storing dataset 
and sklearn for preprocessing tasks and evaluating model and 
calculating results. 

Different models built and evaluated might have distinct 
configurations of their architecture resulting in a different 
number of parameters and hyper-parameter values. The 
number of epochs and batch-size is not unique for each model 
but there are still some hyper-parameter values that are 
identical for all the models implemented in experiments and 
they are shown in Table III. Table IV shows the configuration 
parameters for each model, built during experimentation, with 
its complete model architecture. 

B. Results 

The overall experimental process is divided into two 
phases: 

Phase1: Separate models built on individual files of 
dataset. 
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TABLE III. HYPER-PARAMETERS UNIFORM FOR ALL MODELS 

Hyper-parameter Value 

Optimizer used Adam 

Kernel size 1 

Learning rate 0.001 decay after certain epochs 

Loss  Categorical Crossentropy 

Activation function in all Conv layer ReLu 

Activation function in Dense layer Softmax 

TABLE IV. CONFIGURATION PARAMETERS FOR MODELS USED IN 

EXPERIMENTS 

Model Epochs 
Batch 

size 
Model Architecture 

Trainable 

parameters 

Model1 50 100 

Conv(50,1)-

Conv(40,1)- 
Conv(30,1)-FC(20)-

FC(3) 

7903 

Model2 50 100 

Conv(50,1)-

Conv(40,1)- 
Conv(30,1)-FC(20)-

FC(6) 

7966 

Model3 100 100 

Conv(40,1)-Dr(0.1)-

Conv(30,1)-Dr(0.1)- 
Conv(30,1)-Dr(0.2)-

FC(20)-FC(4) 

6024 

Model4 20 100 

Conv(80,1)-Dr(0.2)-

Conv(50,1)-Dr(0.2)-
FC(50)-FC(2) 

13022 

Model5 100 70 

Conv(50,1)-

Conv(50,1)-FC(25)-
FC(2) 

7827 

Model6 60 40 

Conv(40,1)-Dr(0.2)-

Conv(30,1)-Dr(0.2)-

FC(20)-FC(2) 

5052 

Model7 40 40 

Conv(40,1)-Dr(0.1)-

Conv(30,1)-Dr(0.1)-

FC(20)-FC(2) 

5052 

Model(phase2) 50 100 

Conv(60,1)-
Conv(50,1)-

Conv(40,1)-FC(20)-

FC(8) 

10818 

Phase2: Model built on combined dataset except file0. 
Also some labels are combined and renamed to make it more 
balanced. 

1) Phase1: During the first phase of experiments, 

individual files of the dataset have been used for building 

different models which means we have separate models for 

many different types of attacks. This means model1 is built on 

file1, model2 upon file2 and so on. This will be helpful if one 

wishes to detect a certain specific type of attack. For instance 

if you are interested in detecting DDoS attacks then model 

build using file7 will be useful and likewise for identifying 

bots model created using file5 is selected. Also processing 

individual files separately is good for attacks with less 

instances as they have better prevalence in their respective 

files rather than in combined dataset. It should be emphasized 

that file0 is not used in the experimental process as it contains 

only benign traffic which means seven models were trained 

and evaluated. Each model built is used to classify normal and 

corresponding attacks in the individual files and further tested 

on 20% test data of their respective classes. 

Table V shows the detailed evaluation of each model as 
their overall metrics results has not been displayed but 
detailed result for each class in every model as huge 
imbalance in the dataset would always results in better overall 
model performance. From the detailed analysis we can 
observe that attacks like XSS, Sql Injection and Bot have not 
performed well as compared to other attacks. 

2) Phase2: For the second phase of experiments, 

combined dataset is considered for classification and all files 

except file0 is taken into account. As other files too containing 

benign records leading to large number of normal records in 

combined dataset, inclusion of records of file0 could led to 

more imbalanced data. So dataset is combined with seven files 

and this combined dataset contains 2,300,825 overall records. 

Model built on this could classify all attacks (14) in the 

dataset. 

TABLE V. RESULTS (PHASE1) 

Model Class Label 
PPV 

(%) 

TPR 

(%) 

F1_sc 

(%) 

Model1 

Benign  99.97 99.99 99.98 

FTP-Patator 99.87 99.62 99.75 

SSH-Patator 99.2 98.41 98.8 

Model2 

Benign  99.98 99.71 99.85 

DoS GoldenEye 99.8 99.06 99.43 

DoS Hulk 99.51 99.99 99.75 

DoS Slowhttptest 96.44 99.2 97.8 

DoS slowloris 99.13 99.22 99.18 

Heartbleed  100 80 88.89 

Model3 

Benign  99.98 99.8 99.89 

Web Attack – Brute Force  61.39 99.32 75.88 

Web Attack – XSS 100 60 75 

Web Attack – Sql Injection  22.22 1.56 2.92 

Model4 
Benign 100 100 100 

Infiltration 100 77.78 88.72 

Model5 
Benign 99.62 100 99.8 

Bot 100 64.82 79.53 

Model6 
Benign 99.98 99.99 99.99 

PortScan 99.99 99.98 99.99 

Model7 
Benign 99.96 99.98 99.97 

DDoS 99.98 99.97 99.98 
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As evident from the Table VI records containing benign 
traffic constitute 75.76% of all the instances in the 
concatenated dataset while attacks barring Dos/DDoS or 
Portscan are low prevalent. The combined dataset suffers from 
a class imbalance situation with some labels like Heartbleed, 
XSS having very few records which often results in a low 
detection rate for these labels [36]. We ran an experiment to 
build a model that would classify all 15 classes (14 attacks) in 
the dataset and the results are shown in Table VII where it can 
be easily observed that attacks with few testing records owing 
to their low prevalence are not classified properly. Attacks 
with sufficient training instances have performed satisfactory 
but for minority label attacks some attacks have zero correctly 
classified instances while others too have low detection 
accuracy. 

TABLE VI. SHOWS PERCENTAGE OF OCCURRENCE OF EACH LABEL IN 

COMBINED DATASET 

S

n

o 

New 

Attack 

label 

Old Attack 

label 

No. of 

Recor

ds 

% of 

Total 

Records 

No. of 

Records 

(new) 

% of Total 

Records 

(new) 

1 Benign Benign 
17431

79 
75.76 1743179 75.76 

2 
Brute 

Force 

FTP-

Patator 
7938 0.345 

13835 0.60 
SSH-

Patator 
5897 0.2562 

3 DoS 

DoS 
GoldenEye 

10293 0.447 

252672 10.98 

DoS Hulk 
23107

3 
10.04 

DoS 
slowloris 

5476 0.239 

DoS 

slowhttptest 
5499 0.251 

Heartbleed 11 0.0004 

4 
Web 

Attacks 

Web 
Attack–

Brute Force 

1507 0.0654 

2180 0.0947 
Web Attack 

– XSS 
652 0.028 

Web 
Attack– Sql 

Injection 

21 0.00091 

5 Bot 

Bot 1966 0.085 

2002 0.087 

Infiltration 36 0.0015 

6 
PortSca

n 
PortScan 

15893

0 
6.9075 158930 6.9075 

7 DDoS DDoS 
12802
7 

5.5643 128027 5.5643 

To solve the class imbalance situation relabeling is done 
by merging minority class labels into one class label which 
proves to be a good measure for improving model 
performance. It is not done randomly but in a strategic way by 
merging similar categories of attacks. For example, SQL 
injection, XSS, and web attack-brute force are all types of web 
attacks so they are merged together and given new labels (web 

attacks). Full details of the new attack label along with the 
percentage of occurrence are shown in the Table VI. After 
relabeling it now contains 7 classes including 6 attack labels 
and a model based on 1D-CNN is trained and then evaluated. 
The results for the same are shown in Table VIII and Table IX 
with the former displaying the confusion matrix based on all 
the labels and the latter illustrating the detailed results in 
metrics for all class labels. Analyzing the confusion matrix in 
Table VIII, the number of classifications or misclassifications 
with a particular class label predicted as another label can be 
properly seen. The same can be analyzed from Table IX as a 
high number of true positives were achieved for all class 
labels with the exception of the Bot and Web attacks label. 
The overall performance of the model is better as more than 
99.6% output has been achieved in PPV, TPR, and F1_sc. Bot 
and Web attacks are the two labels with gloomy detection rate 
resulting in low values of TPR and F1_sc. 

3) Experiment with deep neural network: To compare and 

further validate our proposed model, a DNN based on an 

artificial neural network has also being used. The 

experimental setup is identical with 1D-CNN i.e., the same 

preprocessing steps and evaluation metrics. DNN comprises of 

a) input layer with 78 nodes; b) 3 hidden layers with 60, 50, 

and 20 nodes, respectively; c) output layer with 8 nodes(like 

phase2). Also, dropout with 0.1 value is used between hidden 

layers to prevent overfitting. The results are depicted in 

Tables X and XI. 

Table X displays the confusion matrix evaluated from the 
DNN-model and Table XI shows the comparative analysis of 
1D-CNN with DNN. It can be analyzed from the latter table 
that 1D-CNN model has outperformed the model built using 
DNN in detection of network attacks. 

TABLE VII. INITIAL RESULTS-15 CLASS CLASSIFICATION (PHASE2) 

Label PPV (%) TPR (%) F1_sc (%) 

BENIGN 99.71 99.78 99.75 

Bot 90.61 41.41 57.33 

DDoS 99.98 99.92 99.96 

DoS GoldenEye 99.57 98.47 99.12 

DoS Hulk 99.09 99.20 99.15 

DoS Slowhttptest 91.28 98.69 95.11 

DoS slowloris 98.71 98.88 98.85 

FTP-Patator 99.60 99.27 99.47 

Heartbleed 100.00 66.67 80.00 

Infiltration 50.00 100.00 67.00 

PortScan 99.36 99.95 99.65 

SSH-Patator 95.70 99.14 97.66 

Web Attack Brute Force 100.0 11.89 21.58 

Web Attack Sql Injection nan 0.00 0.00 

Web Attack XSS 0.00 0.00 0.00 
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TABLE VIII. CONFUSION MATRIX USING 1D-CNN FOR 7 CLASS CLASSIFICATION 

                     True 

Predicted  
BENIGN Bot Brute Force DDoS DoS PortScan Web Attacks All 

Benign 347743  3 30 11 791 205 0 348783 

Bot 253 145 0 0 0 0 0 398 

Brute Force 1723 0 2665 0 0 2 0 2683 

DDoS 99 0 0 25534 1 0 0 25558 

DoS 136 0 3 0 50043 0 0 50509 

PortScan 5 0 0 0 11 31807 0 31823 

Web Attacks 353 0 24 0 0 0 34 411 

All 350112 148 2712 25545 50846 32014 34 460165 

TABLE IX. DETAILED RESULTS- 7 CLASS CLASSIFICATION 

Label TP FN FP PPV (%) TPR (%) F1_sc (%) 

BENIGN 347743 1040 787 99.77 99.70 99.74 

Bot 145 253 3 97.97 36.43 53.11 

Brute Force 2665 18 56 97.94 99.33 98.63 

DDoS 25534 24 11 99.96 99.91 99.93 

DoS 50371 138 804 98.43 99.73 99.07 

PortScan 31807 16 205 99.36 99.95 99.65 

Web Attacks 34 377 0 100.00 8.27 15.28 

TABLE X. CONFUSION MATRIX USING DNN FOR 7 CLASS CLASSIFICATION 

                      True  

Predicted  
BENIGN Bot Brute Force DDoS DoS PortScan Web Attacks All 

Benign 345697 6 69 9 2767 234 1 348783 

Bot 257 141 0 0 0 0 0 398 

Brute Force 31 0 2650 0 2 0 0 2683 

DDoS 39 0 0 25517 2 0 0 25558 

DoS 222 0 5 2 50280 0 0 50509 

PortScan 51 0 0 1 11 31760 0 31823 

Web Attacks 375 0 23 0 3 0 10 411 

All 346672 147 2742 25529 53065 31994 11 460165 

TABLE XI. COMPARISON OF 1D-CNN WITH DNN 

 PPV (%) TPR (%) F1_sc (%) 

Label CNN DNN CNN DNN CNN DNN 

BENIGN 99.77 99.72 99.70 99.12 99.74 99.42 

Bot 97.97 95.92 36.43 35.43 53.11 51.74 

Brute Force 97.94 96.47 99.33 98.77 98.63 97.61 

DDoS 99.96 99.95 99.91 99.84 99.93 99.90 

DoS 98.43 94.75 99.73 99.55 99.07 97.09 

PortScan 99.36 99.27 99.95 99.80 99.65 99.53 

Web Attacks 100.00 90.91 8.27 2.43 15.28 4.74 
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Analysis: While analyzing the results, it can be observed. 

 In both phases, attacks with reasonable instances for 
training have produced exceptionally better results on 
testing data. Attacks like DoS, Brute force, DDoS, and 
Portscan have specific attack pattern and they are better 
detected using flow based features. 

 Overall Bot and Web attacks have shown poor 
performance in both phases. 

 Analyzing the results of Bot in phase2 (Table VIII), 
one can see similarities between Bot and Benign traffic 
as all FN and FP in case of Bot attack label belongs to 
benign label which indicates Bot is not classified as 
any other attack by the model and no other attack has 
been classified as Bot attack. This signifies the 
resemblance between the two as the distinction 
between bot and normal behavior is blurred. 

 As for web attacks, their comparatively lower 
performance could be attributed to the fewer training 
instances in the dataset as they have less than 0.1 of 
total instances. Or these attacks don’t have a specific 
pattern and they could be better detected using payload 
content. 

 Also our proposed 1D-CNN model has outperformed 
the model built using DNN (Table XI). 

V. CONCLUSION 

In this paper, we proposed a novel way of identifying 
attacks in the dataset using 1D-CNN as a classification 
approach. The proposed 1D-CNN model has performed better 
with the least number of misclassifications. Experiments were 
conducted with a model trained and evaluated on individual 
files of the dataset as well on a combined dataset which was 
further relabeled to handle class imbalance situation. 
Satisfactory performance was recorded in both cases for the 
majority of labels as more than 99% output achieved in each 
of the evaluation indicators used. Some attacks with low 
prevalence like bot and web attacks have a comparatively 
lower detection rate. Experiments using DNN have also been 
done for comparative purposes and further validation of the 
proposed model. 

As for future work, other DL algorithms need to be 
explored for training the model and a study regarding hyper-
parameter optimization should be done to find the optimal 
model configuration. Moreover, other datasets with the latest 
attack types and real world traffic should be investigated for 
detection of cyber-attacks. Addition of records of bots and 
web related attacks needs to be done as more data is needed 
for training and to improve their detection accuracy. 
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Abstract—The Cañete River basin, in Peru, has suffered an 

increase in pollution due to various causes, among the main ones 

being the lack of knowledge, culture of individuals and municipal 

authorities, economic activities, among others. We analyze this 

degree of pollution reflected in the upper part of the Cañete river 

basin through the Grey Clustering method, based on grey 

systems, which is presented as a good alternative to evaluate 

water quality in a comprehensive way, making use of Historical 

data from the monitoring program for the years 2014 and 2015 

with nine monitoring points carried out by the National Water 

Authority (ANA), 6 parameters were defined to evaluate: 

Hydrogen potential (pH), Biochemical oxygen demand, Chemical 

demand of Oxygen, Total Suspended Solids, Total Manganese 

and Total Iron based on the PRATI index. For the spatial 

distribution, interpolation surfaces of the clustering coefficients 

were created, using the Spatial Analyst extension of the ArcGIS 

software, which provides tools to create, analyze and map data in 

raster format or surfaces. The interpolation method used is 

Inverse Distance Weighted (IDW). The results of the evaluation 

showed that in 2014 the monitoring points determined, through 

the Grey Clustering method, a level of contamination 

"Uncontaminated" at each point except for point P7 which gives 

us an "Acceptable" level according to the PRATI indices, while 

for the year 2015 points P1 and P2 indicate a level of 

contamination "Moderately contaminated", point 3 an 

"Acceptable" level, after points P4 to P9 they present a level of 

"Not contaminated". Finally, the Grey Clustering analysis 

method will determine the water quality in the 9 monitoring 

points of the upper-middle basin of the Cañete River in the years 

2014 and 2015. Allowing to observe the reduction of water 

quality in points P1 and P2 for the period of the years 2014 and 

2015 respectively, being crucial to achieve water resource 

management among local governments that can insert awareness 

and sustainable development policies. 

Keywords—Grey systems; inverse distance weighted (IDW); 

water quality 

I. INTRODUCTION 

In the Cañete River basin, agriculture constitutes the main 
socioeconomic activity in the valley and is the activity with the 
highest water consumption. The intensive and unplanned use of 
the water resources of the Cañete River Basin puts at risk the 
modification of the characteristics of water availability and 
quality, so it is important to maintain an adequate quality of the 
water resource (ANA). For this, it is necessary to evaluate the 

current state of water resources such as rivers that are the 
receivers of effluents [1]. 

As rivers are the main receivers of effluents generated by 
the population, the quality parameters of river waters have 
deteriorated in recent years, basically due to the misuse of 
wastewater management by the population and the negligence 
of the authorities in solving water pollution through treatment 
and avoidance, affecting a large part of the agricultural activity 
of the valley in the lower part of the Cañete River basin and 
consequently the health of the population [2]. 

In the Cañete river basin, an increase in pollution is 
observed due to various causes, among the main ones are 
environmental ignorance, the culture of the people and the 
municipal authorities, being crucial to achieve the management 
of water resources among local governments where There are 
awareness policies and sustainable development can be 
inserted in the towns of its jurisdiction avoiding the 
contamination of said resource with the discharge of drains into 
rivers and the development of industrial, mining, agricultural 
economic activities and among other human activities [3]. 

Therefore, this work has the general objective of estimating 
the degree of contamination reflected in the river water quality 
data in nine monitoring points carried out by the ANA in the 
Alto Cañete basin in 2014 and 2015 using the Grey Clustering 
method, comparing it with an international scale the PRATI 
Index, for the study of water quality. To achieve the purpose of 
the research study, the following specific objectives were 
established: 

1) Define the parameters to be evaluated, based on the 

PRATI index, to determine the degree of contamination of the 

rivers. 

2) Carry out the Grey Clustering methodology for the 

monitoring points. 

3) Rank the bodies of water by level of contamination. 

There have been many recent investigations on the 
application of the grey clustering methodology to evaluate the 
environmental quality of different environmental components, 
but the one of interest in this study is on the quality of the 
water bodies that can, be affected by different sources such as 
economic activities anthropic, natural and among others, for 
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this reason some investigations related to this environmental 
component are presented below. 

Alexis Delgado et al., In 2017 evaluated the water quality 
of the Rímac River in its main tributaries; Río Blanco, Aruri, 
Río Rímac, Río Mayo and Río Santa in which the CTWF 
method was applied, which is based on Grey's systems theory. 
on the other hand, the data used were obtained from the ANA 
in which they were analyzed according to the water quality 
parameters such as O2, BOD, COD, SS, NH3 and NO3. 
Obtaining as results using the prati la clairvoyance index that 
the tributaries are classified as not contaminated, however, the 
Santa River presents greater vulnerability to contamination of 
the water quality [4]. 

Fu and Zou, in 2018, applied the Grey Clustering 
methodology to evaluate the water quality of 12 monitoring 
points in the Yellow River basin, using as real data those 
obtained through the monitoring of water quality from the 
Ministry of Environmental Protection China in May 2016, and 
as standard data, the surface water environmental quality 
standard. The results conclude that the general quality of the 
water in said basin is good, thus reaffirming the real situation 
of the basin. It is even concluded that the Grey Clustering 
method applied in the evaluation of water quality is reasonable, 
feasible and it is convenient to calculate [5]. 

Alexi Delgado et al. In 2019 they carried out the study 
called "Water quality in areas close to mining: Las Bambas, 
Peru" located the study place in the district of Tambobamba, 
province of Cotabambas, in the Apurímac region. The 
contamination levels of the water bodies due to the Las 
Bambas mine towards the area of influence that includes the 
Challhuahuacho and Ferrobamba rivers were evaluated. 
Obtaining as results that from the six monitoring points 
located, carried out between February 2017 and March 2019 by 
ANA, the rivers would have a low or high degree of 
contamination [6]. 

The authors Alexi Delgado et al., 2020 carried out the study 
called "Evaluation of the quality of surface water in the upper 
basin of the Huallaga river, in Peru, using grey systems and 
Shannon entropy" where the quality of the water in the basin 
was evaluated Upper Huallaga river taking into account the 
results of the monitoring of twenty-one points carried out by 
the National Water Authority (ANA) analyzing nine 
parameters of the PRATI Index. The results showed that all the 
monitoring points of the Huallaga River were classified as 
uncontaminated, which means that the discharges, generated by 
economic activities, are carried out through treatment plants 
that meet the quality parameters [7]. 

II. DATA 

A. Water Quality Parameters of the Cañete River Basin 

According to the ANA in its report IT 148-2019-ANA-
CAÑETE determines 3 studies to identify polluting sources in 
the years 2010, 2014, 2017 regarding the Cañete river basin 
that could be affecting the quality of its waters, in this report It 
is described that finding the location of these sources is of 

utmost importance to establish measures for their recovery and 
preservation of the water resource, the data that it gives us is 
that there are 40 sources of contamination distributed 
throughout the basin, which is found in greater numbers In the 
upper part of the Cañete river basin, the ANA in the report 
mentions that the river is affected by the discharges of 
wastewater of domestic origin, as the main sources of 
contamination due to the lack of maintenance of the equipment 
of water treatment or in the absence of these. These reports can 
also be corroborated with the study carried out by the 
University of Cañete in 2018 that determines the influence of 
river pollution with the development of the Province of Cañete. 

For the evaluation of surface water quality through Grey 
Clustering, use is made of monitoring reports from a reliable 
source. The Cañete Fortaleza Water Administrative Authority, 
monitors the quality of the natural bodies of surface water in 
the Cañete river basin, establishing itself to carry out the 
monitoring network of 15 monitoring points in 2014 and 20 
monitoring points of monitoring in 2015 throughout the basin, 
as a consequence of the results of the identification of polluting 
sources determined in the Technical Report made by the 
administrative authority of the basin (Nº139-2014-ANA-
AAA.CF- ALA.MOC-AT/LEAP). In the same way, taking as a 
reference the results of the water quality monitoring for the 
years 2014 and 2015 (Nº060-2014-ANA-DGCRH/GOCRH y 
Nº086-2015-ANA-DGCRH/GOCRH), 9 monitoring points 
were determined located in the upper basin of the Cañete 
River, due to the presence of new activities that could generate 
alterations to the water quality after 2014. 

The influence is established by non-experimental 
methodology, using the survey technique. The surveys are 
carried out with 100 inhabitants living on the banks of the 
Cañete River (the districts of Zuniga, Pacaran and Lunahuana 
are included in the surveys). The study concludes with a 
perception of moderate and high contamination of the Cañete 
riverbed due to the discharge of wastewater from the growing 
tourist activity within the districts, as well as the discharge of 
domestic water from the growing city, having clear what are 
the discharges [8]. 

Having clear the type of discharge that predominates, the 
basic parameters were chosen in a monitoring study such as 
pH, BOD, COD, SST and two additional parameters were also 
added with which are iron and manganese for study purposes 
as shown in Table I. 

TABLE I. PARAMETERS PRIORITIZED FOR THE EVALUATION OF WATER 

QUALITY 

Parameters Units Notation 

pH pH C1 

BOD ppm C2 

DQO ppm C3 

STS mg/L C4 

Mn ppm C5 

Fe ppm C6 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

616 | P a g e  

www.ijacsa.thesai.org 

III. METHODOLOGY 

The development of this study is established through three 
approaches. At the beginning, we will proceed with the 
description of the study area and the different water bodies, to 
be considered, in said area to focus the investigation. Then, to 
evaluate the water bodies according to their quality, we will 
proceed with the Grey Clustering method. And finely, the 
spatial distribution of the Water quality will be analyzed using 
ArcGis. 

The analysis of surface water quality was carried out in the 
upper part of the Cañete River basin (Fig. 1), which is in the 
central zone of Peru and has a surface area of 1,756.05 km2. 

A. Case Study 

In 2014 and 2017, the National Water Authority has carried 
out identification of polluting sources in the Cañete River 
basin, allowing to know in detail the activities that would be 
affecting the quality of the water bodies in the Cañete River 
basin The results indicate that there is an increase in the 
number of discharges of domestic wastewater discharged to the 
receiving body from 12 to 19. There is also a couple that are 
the main reference for the programming of management 
actions in the Cañete Basin. In order to establish measures for 
its recovery and conservation of surface waters [9] which is 
represented in Fig. 2. 

For the evaluation of the surface water quality of the upper 
Cañete River basin, information was collected from 9 
monitoring points obtained from the water quality monitoring 
carried out from December 15 to 19, 2014 [10] and from 
October 19 to 23, 2015 (ANA, 2015) by the Cañete Fortaleza 
Water Administrative Authority and the Mala Omas Cañete 
Local Water Authorities which is represented in Fig. 3. 

B. Data Processing: Grey Clustering 

This section describes the method established in Grey 
Clustering, based on grey systems. Being originally developed 
by Deng  [11] in his Grey System Theory. Where the central 
point triangular standardization weight function (CTWF) will 
be used to test if the observation objects belong to 
predetermined classes, so that they can be treated accordingly 
to their characteristics [12]. 

1) Explanation of the Grey Clustering method: 

a) Step 1: Data Sizing: The dimensioning of the water 

quality monitoring data of each environmental indicator and of 

the selected Water Quality Index parameters is carried out. 

b) Step 2: Grey Clustering Classification: The Grey 

classification is established from the Environmental Quality 

Index chosen by the CTWF method, as can be seen in Fig. 4. 

 

Fig. 1. Cañete River Basin, Peru. 

 

Fig. 2. Pollutant Sources of the upper Cañete River Basin. 
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Fig. 3. Control Points for the Quality of Surface Waters in the Upper Cañete 

River Basin. 

 

Fig. 4. Central Point Triangular Standardization Weight Function in Relation 

to the Selected Environmental Quality Index. 

If there is a greater range of environmental quality, more 
functions will be increased, following the same procedure. 
Once the Grey classification has been established using the 
CTWF method, these are calculated from the k-nth class grey, 
k = 1, 2, 3, 4, 5…n of the j-nth parameter, j = 1, 2 …n, for a 
value of water quality monitoring Xij according to the 
following functions [13]: 
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c) Step 3: Weight of each parameter of the selected 

Environmental Quality Index: We proceed with the 

calculation of the weight of each parameter of the 

environmental quality index in an objective way, known as 

arithmetic weight, which is calculated according to Equation 

4. 
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d) Step 4: Determination of the environmental quality 

classification of the evaluated point: Once the values 

evaluated in the Whitenization functions and the weights of 

each parameter have been determined, the Clustering 

coefficient is calculated for each value obtained in the 

different grey classifications by means of Equation 5 with the 

one with the highest value being   
  the value that defines the 

environmental quality classification of the evaluated point 

according to Equation 6. 
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2) Application of the Grey Clustering method: 

a) Step 1: PRATI water quality standard and its 

determination of central points: Table II shows the 

classification of the water quality level according to the 

PRATI Index. Being assigned as follows: 

  : Not Contaminated. 

  : Acceptable. 

  : Moderately Acceptable. 

  : Contaminated. 

  : Highly Contaminated. 

Then we proceed to determine the midpoints of each level 
of water quality established by the PATRI index. These points 
corresponding to each level (Table III) will be the central 
points to consider for the aforementioned symbology:  1,  2, 
 3, . . ,  5. 

TABLE II. PRATI INDEX STANDARD DATA FOR WATER QUALITY 

ASSESSMENT 

Parameters 
Quality Status Index 

 𝟏  𝟐  𝟑  𝟒  𝟓 

pH 6.5-8.0 8.0-8.4 8.4-9.0 9.0-10.1 >10.1 

BOD (ppm) 0.0-1.5 1.5-3.0 3.0-6.0 6.0-12.0 >12.0 

COQ (ppm) 0-10 10-20 20-40 40-80 >80 

SST (mg/L) 0-20 20-40 40-100 100-278 >278 

NH3 (ppm) 0-0.1 0.1-0.3 0.3-0.9 0.9-2.7 >2.7 

NO3 (ppm) 0-4 4-12 12-36 36-108 >108 

Cl (ppm) 0-50 50-150 150-300 300-620 >620 

Mn (ppm) 0-0.05 0.05-0.17 0.17-0.50 0.50-1.00 >1.00 

Fe (ppm) 0-0.1  0.1-0.3 0.3-0.9 0.9-2.7 >2.7 
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TABLE III. CORE VALUES OF THE PRATI INDEX 

Parameters Nomenclature  𝟏  𝟐  𝟑  𝟒  𝟓 

pH C1 7.25 8.20 8.70 9.55 10.40 

BOD C2 0.75 2.25 4.50 9.00 13.50 

COD C3 5.00 15.00 30.00 60.00 90.00 

TSS C4 10.00 30.00 70.00 189.00 308.00 

Mn C8 0.03 0.11 0.34 0.75 1.16 

Fe C9 0.05 0.20 0.60 1.80 3.00 

Table IV and Table V present the results of the monitors in 
9 points of the Cañete River in the upper middle basin of the 
same name, carried out by the ANA in the years 2014 (Nº060-
2014-ANA- DGCRH/GOCRH) and 2015 (Nº086-2015-ANA-
DGCRH/GOCRH). 

b) Step 2: Sizing the PRATI Index and the water quality 

monitoring data: Table VI shows the oversized values of the 

PRATI Index, as well as the oversized values (Table VII) of 

the monitoring carried out by ANA in 2014 and 2015. 

c) Step 3: Clustering weights of the parameters: Based 

on the values in Table IV, the values of the Clustering weights 

of each parameter of the Water Quality Index - PRATI were 

determined according to Equation 4. The values are shown in 

Table VIII. 

d) Step 4: Obtaining the Whitening functions and their 

evaluation: To obtain the Whitenization functions, with the 

five Grey classifications, the values of Table III were 

substituted in Equation 1, Equation 2 y Equation 3. Next, the 

data in Table VI  was evaluated in the Whitenization functions 

formed, yielding the following values shown in Table IX and 

so on for the remaining points except for P3 and P6. 

e) Step 5: Results using the max. Clusterization 

Coefficients: To conclude, we proceed to calculate the highest 

value of { 𝑘}, based on Equation 6. With this, it was possible 

to determine to which Grey Class each monitoring point 

belongs and what water quality each of the nine monitoring 

points, the results are observed in Table X and Table XI, for 

the years 2014 and 2015 respectively. 

TABLE IV. VALUES OF THE MONITORING PARAMETERS OF THE NINE 

POINTS OF THE UPPER MIDDLE BASIN OF THE CAÑETE RIVER CARRIED OUT IN 

2014 

Results of water quality monitoring for the year 2014 

Points C1 C2 C3 C4 C5 C6 

P. 1 0.959 0.167 0.125 0.012 0.006 0.021 

P. 2 0.964 0.167 0.125 0.012 0.003 0.013 

P. 3 0.959 0.167 0.125 0.012 0.015 0.035 

P. 4 0.963 0.167 0.125 0.012 0.003 0.016 

P. 5 0.882 0.167 0.125 0.063 0.148 0.168 

P. 6 0.884 0.167 0.125 0.012 0.028 0.036 

P. 7 0.947 0.333 0.25 0.064 0.232 0.286 

P. 8 0.85 0.167 0.125 0.063 0.005 0.022 

P. 9 0.827 0.333 0.25 0.071 0.02 0.203 

TABLE V. VALUES OF THE MONITORING PARAMETERS OF THE NINE 

POINTS OF THE UPPER MIDDLE BASIN OF THE CAÑETE RIVER CARRIED OUT IN 

2015 

Results of water quality monitoring for the year 2015 

Points C1 C2 C3 C4 C5 C6 

P. 1 0.956 0.633 0.303 0.018 15.142 0.42 

P. 2 0.965 0.5 0.403 0.008 16.998 0.004 

P. 3 0.946 0.617 0.403 0.008 26.004 0.006 

P. 4 0.961 0.583 0.505 0.008 16.674 0.004 

P. 5 0.974 0.5 0.505 0.008 16.255 0.086 

P. 6 0.956 0.5 0.403 0.008 37.322 0.005 

P. 7 0.968 0.6 0.303 0.008 14.314 0.196 

P. 8 0.959 0.667 0.303 0.008 7.755 0.039 

P. 9 0.823 0.667 0.303 0.008 5.619 0.019 

TABLE VI. OVERSIZED VALUES OF THE PRATI INDEX 

Parameters Nomenclature  𝟏  𝟐  𝟑  𝟒  𝟓 

pH C1 0.822 0.930 0.986 1.083 1.179 

BOD C2 0.125 0.375 0.750 1.500 2.250 

COD C3 0.125 0.375 0.750 1.500 2.250 

TSS C4 0.082 0.247 0.577 1.557 2.537 

Mn C8 0.053 0.231 0.704 1.576 2.437 

Fe C9 0.044 0.177 0.531 1.593 2.655 

TABLE VII. DIMENSIONING OF THE WATER QUALITY PARAMETERS OF THE 

MONITORING CARRIED OUT BY THE ANA FOR THE YEARS 2014 AND 2015 

Sizing of the water quality parameters for the year 2014 

Points C1 C2 C3 C4 C5 C6 

P. 1 0.959 0.167 0.125 0.012 0.006 0.021 

P. 2 0.964 0.167 0.125 0.012 0.003 0.013 

P. 3 0.959 0.167 0.125 0.012 0.015 0.035 

P. 4 0.963 0.167 0.125 0.012 0.003 0.016 

P. 5 0.882 0.167 0.125 0.063 0.148 0.168 

P. 6 0.884 0.167 0.125 0.012 0.028 0.036 

P. 7 0.947 0.333 0.250 0.064 0.232 0.286 

P. 8 0.850 0.167 0.125 0.063 0.005 0.022 

P. 9 0.827 0.333 0.250 0.071 0.020 0.203 

Sizing of the water quality parameters for the year 2015 

Points C1 C2 C3 C4 C5 C6 

P. 1 0.956 0.633 0.303 0.018 15.142 0.42 

P. 2 0.965 0.500 0.403 0.008 16.998 0.004 

P. 3 0.946 0.617 0.403 0.008 26.004 0.006 

P. 4 0.961 0.583 0.505 0.008 16.674 0.004 

P. 5 0.974 0.500 0.505 0.008 16.255 0.086 

P. 6 0.956 0.500 0.403 0.008 37.322 0.005 

P. 7 0.968 0.600 0.303 0.008 14.314 0.196 

P. 8 0.959 0.667 0.303 0.008 7.755 0.039 

P. 9 0.823 0.667 0.303 0.008 5.619 0.019 
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TABLE VIII. CLUSTERING WEIGHTS FOR EACH PARAMETER 

Clustering weights of each parameter 

Points C1 C2 C3 C4 C5 C6 

    0.018 0.118 0.118 0.179 0.235 0.333 

   0.053 0.130 0.130 0.198 0.212 0.276 

   0.116 0.153 0.153 0.199 0.162 0.216 

   0.222 0.160 0.160 0.154 0.153 0.151 

   0.290 0.152 0.152 0.135 0.141 0.129 

TABLE IX. FUNCTIONS VALUES  FOR EACH PARAMETER 

Whitening function evaluated at P3 (2014) 

 C1 C2 C3 C4 C5 C6   
  

   0.000 0.832 1.000 1.000 1.000 1.000 0.962 

   0.482 0.168 0.000 0.000 0.000 0.000 0.047 

   0.518 0.000 0.000 0.000 0.000 0.000 0.060 

   0.000 0.000 0.000 0.000 0.000 0.000 0.000 

   0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Whitening function evaluated at P6 (2014) 

   0.424 0.832 1.000 1.000 1.000 1.000 0.970 

   0.576 0.168 0.000 0.000 0.000 0.000 0.052 

   0.000 0.000 0.000 0.000 0.000 0.000 0.000 

   0.000 0.000 0.000 0.000 0.000 0.000 0.000 

   0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Whitening function evaluated at P3 (2015) 

   0.000 0.000 0.000 1.000 0.000 1.000 0.512 

   0.720 0.356 0.927 0.000 0.000 0.000 0.205 

   0.280 0.644 0.073 0.000 0.000 0.000 0.143 

   0.000 0.000 0.000 0.000 0.000 0.000 0.000 

   0.000 0.000 0.000 0.000 1.000 0.000 0.141   

Whitening function evaluated at P6 (2015) 

   0.000 0.000 0.000 1.000 0.000 1.000 0.512 

   0.540 0.667 0.927 0.000 0.000 0.000 0.236 

   0.460 0.333 0.073 0.000 0.000 0.000 0.116 

   0.000 0.000 0.000 0.000 0.000 0.000 0.000 

   0.000 0.000 0.000 0.000 1.000 0.000 0.141 

3) Spatial distribution of the condition of water quality: To 

perform the spatial distribution, it was established to create 

interpolation surfaces of the clustering coefficients, where the 

Spatial Analyst extension of the Arcgis software is used, which 

provides tools to create, analyze and map data in raster format 

or surfaces. Water quality interpolations will be carried out to 

estimate the pollution values in the selected section of the 

Cañete River Basin. The interpolation method used is the 

Inverse Distance Weighted or "IDW" (Inverse Distance 

Weighted). Where the IDW assumes that each water quality 

monitoring point has a local influence that decreases with 

distance. This is observed in more detail in Fig. 5 of the years 

2014 and 2015, therefore, these images were the result of the 

spatial distribution analysis thrown by ArcGIS. 

For the interpolation of the water quality data, the 8 
monitoring points were located to generate the area of 
influence of the 50-meter section around the Cañete River 
channel so that it can be visible on an adequate scale. The area 
of influence established by the monitoring from the ANA, 
starts from downstream from the town of Llapay and the 
Laraos river (RCañe4) to downstream from the Viti district 
(RCañe1) and upstream from the Huancachi town center 
(Ralis3). 

The value determined by the Grey Clustering for the Z 
value field was used and the size of the grid or cell was defined 
as 1 meter. The area of influence is used to delimit the 
interpolated values. Finally, the IDW water quality surfaces 
were generated for each of the areas of influence. Where the 
maximum clustering coefficients were classified to classify the 
stretch of river in 5 classes established in the PRATI Index: 

 Not contaminated. 

 Acceptable. 

 Moderately polluted. 

 Contaminated. 

 Highly polluted. 

TABLE X. EVALUATION OF WHITENING FUNCTIONS IN THE NINE POINTS 

FOR THE YEAR 2014 

Parameter 
Maximum Clusterization 

Coefficient 
Water Quality Level 

P1 0.9623 Not contaminated 

P2 0.9623 Not contaminated 

P3 0.9623 Not contaminated 

P4 0.9623 Not contaminated 

P5 0.5404 Not contaminated 

P6 0.9700 Not contaminated 

P7 0.5927 Acceptable 

P8 0.9756 Not contaminated 

P9 0.5092 Not contaminated 

TABLE XI. EVALUATION OF WHITENING FUNCTIONS IN THE NINE POINTS 

FOR THE YEAR 2015 

Parameter 
Maximum Clusterization 

Coefficient 
Water Quality Level 

P1 0.308 Moderately polluted 

P2 0.799 Moderately polluted 

P3 0.512 Not contaminated 

P4 0.512 Not contaminated 

P5 0.407 Not contaminated 

P6 0.512 Not contaminated 

P7 0.423 Acceptable 

P8 0.546 Not contaminated 

P9 0.564 Not contaminated 
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Fig. 5. Distribution of Water Quality in 2014 (Left) and 2015 (Right). 

IV. RESULT AND DISCUSSION 

A. About the Case Study 

It is shown that for the year 2014, in Table X, that 8 
monitoring points resulted in an uncontaminated water quality 
except for monitoring point 7, which has an Acceptable water 
quality, however, a comparison can be made of the quality 
level according to the maximum Clusterization coefficient. 

Likewise, for the year 2015, in Table XI, 6 monitoring 
points resulted in an "uncontaminated" water quality, while 
monitoring points 1 and 2 have a "Moderately contaminated" 
water quality except for the point of monitoring 3 that has an 
"Acceptable" water quality and a comparison of the quality 
level was made according to the maximum Clusterization 
coefficient. 

According to Fig. 6, for the years 2014 and 2015, the 
maximum clustering coefficients decrease progressively and 
the majority is of "Unpolluted" quality, this because the study 
area is located in the upper basin of the Cañete River, where 
the affectation of the water resource is not high compared to 
the middle or lower part of a basin. 

B. Application of the ArcGIS Tool for Digitizing the Results 

of the Grey Clustering Method 

The applied methodology uses a mixture of two tools the 
ArcGIS and the Grey method that are combined to show us the 
quality of the water on a geographical plane, indicating a 
thematic graph and of clear order, with respect to the Grey 
method, it offers an alternative to evaluate the quality of the 

water, comprehensively considering the uncertainty within the 
analysis, as Delgado et al. tell us, 2020, due to taking as a 
section the upper part of the Chillón River Basin, a study of 
physicochemical parameters would not be sufficient because 
the river flow is not stationary and the concentrations over time 
are not therefore that this method takes that uncertainty in its 
methodology, therefore the method is well adapted for the 
evaluation of quality in the upper part or the stretch of the 
Cañete river, continuing with the use of the GIS tool (ArcGIS) 
defines us that it is system that allows to collect, organize, 
manage, analyze, share and distribute geographic information, 
that is why this tool projects the results to us throughout the 
section that was studied on a map where it could be analyzed in 
a more interactive way since it reflects the data in something 
visible [14]. 

 

Fig. 6. Variation in Water Quality in 2014 and 2015. 
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C. Analysis of the Results in the Year 2014-2015 

It is observed that in 2014 the monitoring points 
determined, through the Grey Clustering method, a null 
contamination at each point except for point P7 which gives us 
an acceptable level according to the PRATI indices, this is 
explained because according to the Report IT 060-2014-ANA-
CAÑETE the values of the points taken do not present high 
concentrations with respect to the ECA-water [7]. Another 
point to consider is that there is no contamination by mining 
companies because the 2014 report does not show that the 
metals present concentrations that exceed the ECA, it is 
corroborated that a correct characterization of the parameters 
was taken because they were not took the parameter of thermo-
tolerant coliforms because in the report of the aforementioned 
year it indicates in its results and discussion the coliforms 
parameter does not represent a risk because these 
concentrations of each point did not exceed the ECA and also 
for a point not taken from This report exceeds the ECA but 
studies indicate that it will not generate health hazards because 
they are not conservative to their activity since it is influenced 
by their temperature, biological activity and the 
physicochemical composition of water bodies. 

For the year 2015, it presents a variation to the previous 
year because points P1 and P2 indicate a moderately 
contaminated contamination, point P3 shows us an acceptable 
level, after point P4 to P9 it presents us with an 
uncontaminated level. According to IT 086-2015-ANA 
CAÑETE, the Mn parameter presents higher concentrations 
compared to the previous year that even exceeds the ECA. This 
report indicates that the variation is due to the geochemical 
nature of the basin, however, the number of discharges has not 
changed and the concentrations in 2014 were below the ECA. 
This variation may be influenced by the presence of 3 
authorized discharges to the Cañete River basin that appear on 
IT 086-2015-ANA CAÑETE, these are from the companies.  

LNG SRL, whose discharges are from a mixed chamber, 
sewage from the manhole and industrial wastewater, 
respectively, this variation from point P1 to P4 can be 
contrasted with IT 148-2019- ANA CAÑETE since it indicates 
that point one o P1 is located below a district called “Vitis” 
which is at the height of a fish farm, while from point P2 to P4 
there is a decrease in pollution due to factors such as a mixture 
of sections between the Cañete and Alis rivers. 

D. Joint Analysis 

The graph presented in the results gives us an indication of 
a variation in points P1 to P4 and at the other extreme points 
P6 to P8, having a variation in the year 2014-2015, according 
to report IT 148- 2019-ANA CAÑETE these points are found 
in the vast majority below districts such as Vitis, Laraos and a 
rise and fall is generated because the other points are present or 
in the mixing zone of rivers or the mixing zone of the sections 
[15]. 

V. CONCLUSION 

The Grey Clustering analysis method allowed determining 
the water quality in the 9 monitoring points of the upper-
middle basin of the Cañete River in the years 2014 and 2015. 
Allowing to observe the reduction of the water quality in the 

points P1 and P2 for the period of the years 2014 and 2015 
respectively. The first point is in the upper area of the Basin 
and the second point is at the confluence of the Alis and Cañete 
rivers. Thus, the loss of quality of the water resource is 
observed. The deterioration of the water quality in these points 
may cause, in the future, if the necessary mechanisms for the 
conservation of the water resource are not used, effects on the 
health of the surrounding populations and damage to their 
agriculture and livestock. 

In the Grey Clustering methodology, in the stage of the 
evaluation of the Whitening Functions and use of the 
maximum Clusterization coefficients, it is observed that the 
points close to the point P2 have a water quality level cataloged 
as No Contaminated, however in the evaluations mentioned at 
the beginning of the paragraph it was observed that these 
points, P3 and P6, have a high probability of qualifying as 
Moderately Contaminated as they have Classification 
Coefficients close to these values. With this, it can be 
concluded that the points that are at the confluence of the Ríos 
Alis and Cañete are or are likely to vary their water quality, 
this due to the influence of the actions of the population found 
close to this area of the Cañete River. 

The implementation of the IDW methodology 
complements what was developed in the Grey Clustering 
methodology, because it positions the quality level in a section 
by distributing it on a geographical map, generating a greater 
perception of the places that It has been altered and 
establishing a relationship between the present activities or 
geographical characteristics of the place, in which a greater 
analysis would be sought in the section in which it has been 
altered to verify the degree of impact and see a greater 
relationship against to the present activities. 
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Abstract—Drug discovery is incredibly time-consuming and 

expensive, averaging over 10 years and $985 million per drug. 

Calculating the binding affinity between a target protein and a 

ligand through Virtual Screening is critical for discovering viable 

drugs. Although supervised machine learning (ML) can predict 

binding affinity accurately, models experience severe overfitting 

due to an inability to identify informative properties of protein-

ligand complexes. This study used unsupervised ML to reveal 

underlying protein-ligand characteristics that strongly influence 

binding affinity. Protein-ligand 3D models were collected from 

the PDBBind database and vectorized into 2422 features per 

complex. Principal Component Analysis (PCA), t-Distributed 

Stochastic Neighbor Embedding (t-SNE), K-Means Clustering, 

and heatmaps were used to identify groups of complexes and the 

features responsible for the separation. ML benchmarking was 

used to determine the features’ effect on ML performance. The 

PCA heatmap revealed groups of complexes with binding affinity 

of pKd<6 and pKd>8 and identified the number of CCCH and 

CCCCCH fragments in the ligand as the most responsible 

features. A high correlation of 0.8337, their ability to explain 

18% of the binding affinity’s variance, and an error increase of 

0.09 in Decision Trees when trained without the two features 

suggests that the fragments exist within a larger ligand 

substructure that significantly influences binding affinity. This 

discovery is a baseline for informative ligand representations to 

be generated so that ML models overfit less and can more 

reliably identify novel drug candidates. Future work will focus on 

validating the ligand substructure’s presence and discovering 

more informative intra-ligand relationships. 

Keywords—Drug discovery; unsupervised machine learning; 

feature engineering; protein-ligand binding affinity; virtual 

screening 

I. INTRODUCTION 

Drug discovery is the basis of the modern pharmaceutical 
market and encompasses most of the industry’s research and 
development funding [1]. On average, it takes 12-15 years and 
$985 million to deliver a drug to market, demonstrating the 
exhaustive time and effort required to complete the drug 
discovery process [2, 3]. Drug-Target Interaction (DTI) 
analysis is one of the most critical parts of drug discovery, and 
it involves calculating the binding affinity between a target 
protein and a ligand molecule so that appropriate ligand 
candidates for drugs can be chosen. These ligand candidates go 
on to be included in in vitro experimentation in order to 
identify lead compounds for the final drug. The affinity of a 

ligand to bind with a protein depends on the atomic 
interactions between the ligand and the binding region (referred 
to as the “binding pocket”) on the protein, as shown in Fig. 1 
[4]. Calculating the binding affinity between a protein and 
ligand can be completed through Virtual Screening (VS), 
shown in Fig. 2, where compounds are screened and binding 
affinity calculated using molecular simulation software [5]. 

 

Fig. 1. Molecular view of Complex between 29G11 Protein and PHENYL 

[1-(1-N-SUCCINYLAMINO) PENTYL] PHOSPHONATE, Generated using 

Mol*. 

 

Fig. 2. Virtual Screening Workflow. 
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The “Scoring Function”, which is the function used to 
calculate binding affinity, is critical for VS. Machine Learning 
(ML) algorithms have demonstrated considerable promise as a 
scoring function compared to other standard function types [6]. 
Given a set of training data, ML algorithms are able to learn 
pharmaco-like features from protein-ligand models through 
supervised learning functions. This allows them to accurately 
predict the binding affinity based on learned features that have 
statistically high influence [7-9, 11]. However, ML algorithms 
“overfit”, or learn patterns that do not correlate to a physical 
phenomenon but still decrease error by chance [7-9, 11, 12]. 
This reduces their ability to generalize to out-of-distribution 
(OOD) data, making them unreliable for analyzing novel 
ligand candidates [7]. It is necessary to uncover underlying 
relationships between the features of protein-ligand data in 
order to inform the development of ML models that experience 
less overfitting [8]. 

Supervised learning techniques used to predict binding 
affinity can also analyze features, yet the results suffer from 
inconsistency and unreliability due to the overfitting of their 
parent algorithms [10, 13, 14, 18]. In comparison, unsupervised 
learning techniques such as Principal Component Analysis 
(PCA) are effective at identifying important features from 
protein-ligand models without overfitting because they are not 
designed to only minimize prediction error [15, 17]. t-
Distributed Stochastic Neighbor Embedding (t-SNE) is also 
useful at visualizing the features of proteins due to its ability to 
retain high-dimensional information [16]. However, 
unsupervised learning has not been applied to analyze the 
differences between protein-ligand complexes in regard to 
binding affinity. This research can be filled help develop ML 
models that overfit considerably less. 

The paper is structured as follows: Section II discusses the 
methodology, Section III presents and discusses the results, 
and Section IV concludes the study and proposes future work. 

A. Objectives 

There is a pressing need to reliably identify specific 
biomechanical features that influence binding affinity and 
quantify their effect on ML performance. Current literature 
either suffer from drawbacks in reliability and consistency 
caused by supervised learning or do not specifically analyze 
the variance in binding affinity caused by protein/ligand 
features. The objectives of this study are three-fold: 
1) Discover the presence of underlying biomechanical 
interactions that influence binding affinity, 2) Identify specific 
pharmaco-like features responsible for high variance in binding 
affinities, and 3) Determine the effect of these features on the 
performance of ML models in predicting binding affinity. 

Gathering a greater understanding of which features 
influence binding affinity is necessary for designing ML 
models that do not overfit to training data and interpret noisy 
features as important patterns. Models will thereby be more 
generalizable to OOD data, and more successful at identifying 
lead compounds for inclusion in innovative drugs. 

II. METHODOLOGY 

A. Dataset Preprocessing 

In this study, protein-ligand models were collected from the 
PDBBind database [19, 41]. The 2015 “Refined” set and the 
2015 “Core” set were downloaded. In order to extract relevant 
quantitative features of each model, a workflow described in 
[40] was utilized, as shown in Fig. 3. 

 

Fig. 3. Computational Workflow used to Translate 3D Molecular Models 

into 1D Tabular Data. 

For each complex, 2422 quantitative features were 
collected. The frequency of 2282 unique substructural 
molecular fragments was collected. The remaining 140 features 
were frequencies of amino-acid interactions, with seven types 
of interactions per amino acid: 1) Hydrophobic, 2) Face-to-face 
aromatic, 3) Edge-to-edge aromatic, 4) H-bond accepted by 
ligand, 5) H-bond donated by ligand, 6) Ionic bond (ligand 
partially negative), and 7) Ionic bond (ligand partially 
positive). Files with a resolution of <2.5 Å were retained to 
ensure the accuracy of all feature counts, resulting in 3481 
complexes from the “Refined” set and 180 from the “Core” set. 

B. Feature Analysis 

To reveal underlying feature correlations in the dataset, a 
combination of PCA, t-SNE, K-Means Clustering, and 
heatmap projections shown in Fig. 4 were performed using 
Python and the Scikit-Learn, Pandas, and NumPy packages. 

C. PCA/K-Means 

PCA (n=2) was performed to transform the 2422-feature 
data into two dimensions for visualization and to capture the 
features with the highest variance. K-Means Clustering (k=10) 
was performed on this transformation to determine if there 
were categories of complexes. The similarity of the clusters 
was calculated using the Davies-Bouldin Score (DBS). The 
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presence of sparse categories and a low DBS would indicate an 
underlying biomechanical phenomenon between features. 
Another PCA (n=3) with K-Means Clustering (k=10) was 
performed to verify the outcome of the 2D PCA. 

 

Fig. 4. Feature Analysis Workflow. 

D. PCA/t-SNE/K-Means 

 Due to the ability of t-SNE to interpret non-linearity, a 
PCA (n=100) and then t-SNE (n=2) was performed to retain 
high-dimensional characteristics of the data. K-Means 
Clustering (k=10) was then performed to determine if the high-
dimensional characteristics could describe separable categories 
of complexes. DBS was again used to score the similarity of 
the clusters. 

E. t-SNE Heatmap 

In order to determine if a biomechanical relationship could 
be demonstrated without clustering, a heatmap was generated 
of the t-SNE results where the “heat” was determined by the 
binding affinity. The quality of grouping was calculated using 
an adjusted R

2
 correlation value. It is significant to note that 

there are 2422 features per complex; therefore what may seem 
to be low R

2
 correlation values may actually be statistically 

significant due to the large number of features. 

F. PCA Heatmap 

In order to verify or refute the results of the t-SNE 
heatmap, a heatmap was generated with the PCA components 
in the same manner as the t-SNE heatmap. Similarly, the 
quality of grouping was evaluated using an adjusted R

2
 

correlation value. 

G. Correlation Analysis 

Although each clustering plot and heatmap could determine 
the presence of a biomechanical relationship, only the PCA 
plots could indicate which specific features are statistically 
responsible for it because each Principal Component is 
organized along the variance of each feature. Whichever 2D 
PCA plot (clustered plot or heatmap) indicated separable 
groups had the variance of each feature in its Principal 
Components returned to find the two most informative 
features. A covariance matrix was generated to identify the 
direction of the relationship between the features. The 
Spearman Correlation Coefficient was calculated to determine 

the strength of the covariance between the two features and the 
strength of each feature’s covariance to the binding affinity. A 
heatmap of the features’ correlation to binding affinity was 
generated to confirm the Spearman Correlation calculations. 
The results of this analysis suggested what specific 
biomechanical relationship may exist between the features. 

H. Machine Learning Benchmarking 

To determine the effect of the features on ML performance, 
five state-of-the-art ML models were trained/tested on two 
datasets: one with and one without the features. The five 
models were as follows: 1) Random Forests, 2) Support Vector 
Machine, 3) K-Nearest Neighbors, 4) Decision Tree, and 
5) LightGBM Regressor. The “Refined” set was used for 
training and validation, and the “Core” for testing. The 
“Refined” set was split such that a random 80% of complexes 
went into the training subset and the other 20% into the 
validation subset. The Root Mean Squared Error (RMSE) and 
Pearson Correlation Coefficient (PCC) of each model’s testing 
predictions were calculated to evaluate the model. 

 

Fig. 5. Projection of t-SNE (n=2) Transformed Data after being Reduced 

using PCA (n=100) and Clustered using K-Means (k=10). 

III. RESULT AND DISCUSSION 

A. PCA/K-Means 

A PCA (n=2) was performed and the transformed data was 
clustered using K-Means (k=10). Another PCA (n=3) was used 
to verify the 2D PCA. The 2D PCA exhibited a high DBS 
(>0.5) of 0.83 and dense clusters shown in Fig. 6A. The 3D 
PCA exhibited a similar outcome as the 2D PCA, with a higher 
DBS of 0.93, as shown in Fig. 6B. The clusters indicate that 
separable categories of complexes do not exist, suggesting that 
the PCA and clustering was unable to capture a biomechanical 
relationship between features. 

B. PCA/t-SNE/K-Means 

A PCA (n=100) followed a t-SNE (n=2) transformation 
was performed. The transformed data was clustered using K-
Means (k=10). The t-SNE plot in Fig. 5 shows dense clusters 
and a high DBS of 0.99, suggesting that the t-SNE/clustering 
was also unable to identify a biomechanical relationship. 
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Fig. 6. Projection of PCA (n=2, A) and PCA (n=3, B) Transformed Data after being Clustered using K-Means Clustering (k=10). 

C. t-SNE Heatmap 

The t-SNE (n=2) transformed data was projected to a 
heatmap, where the “heat” was determined by the binding 
affinity. The plot exhibited no significant groups and an R

2
 

value of 0.0007, as shown in Fig. 7. The low R
2
 and lack of 

groups reinforce the indication that the t-SNE components 
were unable to identify distinguished groups of complexes and 
therefore unable to identify a significant relationship between 
features. 

 

Fig. 7. Heatmap of t-SNE (n=2) Transformed Data with “Heat” Determined 

by binding Affinity. 

D. PCA Heatmap: 2D 

The PCA (n=2) results were projected to a heatmap in the 
same manner as the t-SNE heatmap. The PCA heatmap showed 
a notable difference between complexes with binding affinity 
of pKd<6 (blue-purple group) and those with pKd>8 (orange-
yellow group) at a higher adjusted R

2
 value of 0.17, as shown 

in Fig. 8. The R
2
 supports that there does exist a biomechanical 

relationship between features which is significantly responsible 
for binding affinity. A select number of features from the 
Principal Components are likely to have significant chemical 
importance in determining binding affinity [20-25]. 

E. PCA Heatmap: 3D 

Another PCA (n=3) was performed and projected to a 3D 
heatmap to verify the results of the 2D PCA. If a similar 
grouping was evident in the 3D PCA as the 2D, the grouping 

would be more statistically likely to be significant rather than 
by chance. The 3D heatmap did show a similar phenomenon as 
the 2D heatmap, with a noticeable grouping of complexes with 
pKd<6 (blue-purple group) and pKd>8 (orange-yellow group) 
at a similar R

2
 correlation value of 0.18, as shown in Fig. 9. 

The grouping supports the indication that the Principal 
Components were able to identify a biomechanical relationship 
that significantly affects binding affinity. High-variance 
features from the Principal Components are likely to be 
responsible for this relationship [20-25]. 

 

Fig. 8. Heatmap of PCA (n=2) Transformed Data with “Heat” Determined 

by binding Affinity. 

 

Fig. 9. Heatmap of PCA (n=2) Transformed Data with “Heat” Determined 

by binding Affinity. 
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F. Correlation Analysis 

In order to determine which specific features were most 
likely involved in the biomechanical relationship, the feature 
with the highest variance in each Principal Component was 
returned. It was found that the CCCH and CCCCCH 
substructural ligand fragments features had the highest 
variance in the first Principal Component and the second 
Principal Component, respectively. In order to verify the 
presence of a relationship between CCCH and CCCCCH 
fragments, a covariance matrix was calculated between the two 
fragment counts. A direct (positive) relationship is evident with 
a covariance value of 358.34, as shown in Fig. 10. The 
covariance suggests that the specific relationship between the 
fragments is that they are both part of a larger molecular 
substructure within the ligand that is critical in determining 
binding affinity [26-28]. 

In order to verify the implication of the covariance matrix, 
the Spearman Correlation Coefficient was calculated between 
each combination of fragments and the binding affinity. The 
CCCH and CCCCCH fragments showed a high correlation of 
0.8337. Each fragment and the binding affinity had a moderate 
correlation of 0.4286 and 0.3457, respectively, as shown in 
Table I. The high correlation between the fragments supports 
that they have a biomechanical relationship and that both 
fragments are part of a larger molecular substructure [26-28]. 
The moderate correlation between each fragment and binding 
affinity suggests that both fragments are involved in 
chemically determining binding affinity [29, 30]. 

The correlation calculations did not measure correlation 
between both fragments together and the binding affinity. 
Therefore, a heatmap of the fragment counts with the binding 
affinity was generated to verify that the fragment relationship 
influences binding affinity. 

The same grouping that was evident in the PCA heatmaps 
occurred, with one group of complexes with pKd<6 and 
another with pKd>8 at a significant R

2
 correlation of 0.18 as 

shown in Fig. 11. The grouping suggests that the CCCH-
CCCCCH relationship is significantly responsible for 
determining the binding affinity with a protein. The CCCH-
CCCCCH relationship is likely a critical influence on the 
optimal docking pose between the ligand and protein [31]. 

 

Fig. 10. Heatmap of Covariance Matrix between CCCH and CCCCCH 

Substructural Molecular Fragments. 

TABLE I. SPEARMAN CORRELATION COEFFICIENTS BETWEEN HIGH-
VARIANCE FEATURES AND BINDING AFFINITY 

Rank 

Variable #1 

Rank 

Variable #2 

Spearman Correlation 

Coefficient 
P-Value 

CCCH Count 
CCCCCH 

Count 
0.8337 0.0 

CCCH Count 
Binding 

Affinity 
0.4286 8.25e-125 

CCCCCH 

Count 

Binding 

Affinity 
0.3457 5.82e-79 

 

Fig. 11. Heatmap of Correlation between CCCH-CCCCCH Fragment Count 

and binding Affinity. 

G. Machine Learning Benchmarking 

In order to determine the effect of the CCCH-CCCCCH 
relationship on the performance of ML models in predicting 
binding affinity, five models were trained/tested on datasets 
with and without the fragment counts. The absence of the 
counts had an insignificant effect on most models except for 
the Decision Tree, which experienced an increase in RMSE of 
0.09 and a decrease in PCC of 0.05, as shown in Table II. The 
insignificant effect on most models suggests that there are 
other factors with notable influence on binding affinity. The 
decreased performance of the Decision Tree suggests that the 
CCCH/CCCCCH count is an important decision rule for tree-
based learning algorithms [32]. 

TABLE II. EFFECT OF CCCH AND CCCCCH ON MACHINE LEARNING 

PERFORMANCE 

Model 

With CCCH and CCCCH 

fragment counts 

Without CCCH and 

CCCCH fragment counts 

RMSE PCC RMSE PCC 

Random 

Forests 
1.49 0.77 1.50 0.77 

Support 
Vector 

Machine 

1.70 0.68 1.69 0.69 

K-Nearest 
Neighbors 

1.71 0.64 1.69 0.66 

Decision Tree 1.95 0.57 2.04 0.52 

LightGBM 
Regression 

1.46 0.77 1.44 0.77 
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IV. CONCLUSION AND FUTURE WORK 

The biomechanical relationship discovered in this study 
serves as a baseline for further ligand interactions to be found. 
Including the relationship elucidated through this work, more 
interactions can be gathered to develop a corpus of ligand 
fragment relationships that influence binding affinity. This will 
produce a more accurate representation of ligand chemistry in 
regard to protein binding, improving the performance of 
predictive ML models [33, 34, 36]. Understanding the effect of 
ligand relationships on ML, as was done in this study, will also 
help researchers improve model performance [35]. 

Most importantly, uncovering specific ligand relationships 
will result in ML models that overfit less, making them more 
generalizable to new datasets and thus reliable for analyzing 
novel drug candidates [37-39]. 

The effect of generalizable ML models on effective VS is 
profound. It has already been demonstrated that for certain 
proteins such as Interleukin-1 receptor associated kinase-1 
(IRAK1), ML models can increase novel ligand hit rates by 
over 1000% compared to standard scoring functions [40]. 
Developing ML models that are more generalizable can result 
in similar increases across wide ranges of proteins because 
models will be able to screen novel ligands without significant 
decreases in reliability. Using the relationship uncovered in this 
study as well as others to develop generalizable ML models is 
therefore critical for identifying promising drug candidates for 
innovative medicines. 

It is significant to note that the relationship discovered in 
this study is useful in other scientific contexts, such as 
synthetic drug design. Using known information on fragments 
such as the two discussed in this study (CCCH and CCCCCH), 
synthetic ligands can be chemically designed to bind optimally 
to a target protein [42, 43]. Computational tools (including, but 
not limited to, ML models) can also be developed to design 
novel synthetic drugs using known relationships between 
ligand fragments [44-46]. Gathering a clear, data-driven 
understanding of ligand fragment activity is a significant 
method by which synthetic drug design for new medications 
can be improved [48]. 

There are several limitations in this work that present 
promising directions for future research. Only several 
unsupervised learning techniques were used in this study, yet 
multiple other unsupervised/self-supervised techniques such as 
Uniform Manifold Approximation and Projection (UMAP) and 
Autoencoder Networks can be used to verify the results of this 
study [50]. Further, multicollinearity between features was not 
analyzed in this study, but can significantly affect feature 
selection methods. Therefore, multicollinearity analysis will 
validate the presence of the larger substructure (containing 
CCCH and CCCCCH fragments) suggested in this study’s 
results [47]. Should it exist, in-vitro experimentation can be 
performed to determine how the substructure affects ML 
performance in predicting binding affinity, revealing important 
information on the usefulness of such substructures in VS [49]. 
In addition, the protein-ligand models used in this study came 
from a single dataset, which introduces dataset bias and may 
affect the results of feature analysis. Therefore, incorporating 
data from other reliable datasets will verify/refute the results of 

this study and decrease potential bias. Future work based on 
this study will aid in significantly progressing protein-ligand 
binding affinity research. 
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Abstract—Now-a-days, computers and the Internet are 

becoming increasingly indispensable tools in several aspects of 

our lives, including academic study, professional work, 

entertainment, and communication. Despite the significant 

advantages of information technology, particularly in 

information accessibility and internet applications, cyber security 

has risen to become a national concern in Saudi Arabia, and 

cyber security threats now need to be taken more seriously. 

Therefore, computer and network security are a concern not only 

for traditional security awareness organisations, for example, 

military, bank, or financial institutions, but also for every 

individual and government official who use computers. Besides, 

nowadays, more and more organisations’ valuable assets are 

stored in the computerised information system; security has 

become an essential and urgent issue. However, it is remarkable 

that most systems today are designed with little attention to 

security concerns.  This study aims to examine and analyse cyber 

security issues, including cyber risk, cyber security, cyber 

security awareness, and cyber trust, among higher education 

students in Saudi Arabia. Based on an analysis of the collected 

data using SPSS, the findings of this study highlight a lack of 

awareness of basic information related to cyber security among 

Saudi students. In addition, the number of students attending 

training programs was very low. Considering other security 

issues, this study reveals that while Saudi students are aware of 

cyber risk, they are not aware of cyber security. In addition, 

Saudi students are not aware of and do not have cyber trust. 

Keywords—Cyber security; cyber security awareness; 

educational institutes; cyber risk; higher education; cyber trust 

I. INTRODUCTION 

The persistent threats from cyber attackers are a real 
danger, so much so that they rise to the level of a national 
security concern. Cybersecurity breaches are an all too 
common occurrence; seemingly every day, a new attack, data 
theft or other intrusion makes the news [1]. The U.S. Cyber 
Command protects Department of Defense networks and 
works to guard other federal agencies against malicious 
activity; the FBI, Secret Service, and Department of Homeland 
Security are among the agencies that investigate cybercrimes. 
But it is still up to the private industry to secure its networks. 
According to Internet World Stats 2017, the Internet users in 
Asia accounted for approximately half of Internet users 
worldwide. However, they are still immature with 
cybersecurity, exercises or cooperation to counter cyber 
incidents or cyber-attacks [2]. In fact, in 2016, hackers attacked 
some Asian countries by withdrawing US$81 million from the 
Bangladesh Central bank, accessing and leaking details of 3.2 
million customer cards from several Indian banks, stealing 

US$65 million of bitcoins from Hong Kong-based digital 
currency exchange Bifinex, using malware to steal US$2.17 
million from eight banks in Taiwan. In 2017, a remarkable 
attack in Korea was recorded, indicating that seven main banks 
were threatened by distributed denial of service attacks 
claiming ransom payment [3]. 

The security and privacy of cyber and cyber-physical 
systems are increasingly considered a major issue in many 
industries [4, 5]. Cyber security has become a national concern 
in Saudi Arabia because of worrying threats to be taken more 
seriously [6-9]. However, many users are still not 
knowledgeable about the online threats; therefore, they do not 
have an effective awareness of secure behaviour online. A 
recent study by McPhee and Weiss [10] highlights that lack of 
knowledge is an important factor that contributes to insecure 
online behaviour by Internet users. Awareness and education 
can provide Internet users with the ability to recognise and 
avoid any apparent risks [11-13]. Currently, there is a growing 
concern about cyber threats, the most dangerous ones 
worldwide. They can cause huge damage to finance, the 
economy, politics, and other aspects of life [10]. As a result, 
identifying types of cyber threats is a critical and urgent need 
not only for individuals and businesses but also for 
governments and organisations to increase awareness of 
cybersecurity and national security and find solutions to 
mitigate or reduce the damage from them [3]. Moreover, it was 
expected to figure out the differences in security cooperation 
among Asian nations to identify which model is suitable for 
small nations, including Saudi Arabia and its neighbours in the 
Asian region [2]. 

In the past, cyber-crime was considered with two major 
categories: computer as a target of the attack and computer as a 
means of attack. Firstly, the computer as a target of the attack - 
the attackers use some special tools to get unauthorised access 
and illegally manipulate the confidentiality, integrity, and 
availability of data—secondly, traditional offences with the 
assistance of computers, computer networks, and 
communication technology. For example, the blackmailers use 
the computer to spread a thousand blackmails or spam 
messages to the victim computers [7]. Moreover, cybercrime 
offences have also ranged from economic offences like fraud, 
theft, terrorism, extortion, etc. On the other hand, cybercrime 
includes some non-money offence activities such as 
programming viruses, spam, and spyware on the computer 
network or posting confidential business information on the 
Internet [10]. The current cybercrimes are no different from 
traditional criminals because they want to make money as fast 
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as possible. However, the current computer crimes are more 
sophisticated than the old ones with many forms on the Internet 
like child pornography, copyright or trademark infringement, 
money laundering, cyberbullying, online gambling, etc. As a 
result, cybercrime is currently separated into two main 
categories: machine-made attacks and man-made attacks [4, 9]. 
Machine-made attack defines some cyber-attacks by using 
computer network environment as a tool to exploit illegal 
sensitive data and sabotage them, especially in financial 
damage. 

In contrast, a man-made attack is considered a cyber-
terrorist attack by an individual or group of people with the 
purpose of politics and military [14].  In Europe, each country 
has different strategies to ensure its national security, 
especially cybersecurity. As each country has its contexts, 
strengths, technology development, and policies, it may be not 
easy to cooperate and operate the same strategy [8]. The results 
of this research are very important for Saudi Arabia because 
the study was conducted there on a certain sample of students 
in higher education. In Saudi Arabia, cyber-attacks are 
increasing due to the rise in digital devices (computers, tablets, 
and smartphones), lack of security awareness among Internet 
users, terrorism, politics, and an increase in cybercrime groups 
[15] . While Saudi organisations continue to protect computer 
systems and their information against cybercrimes, a recent 
report from Kaspersky Lab highlights that Saudi Arabia has 
one of the highest numbers of Web threat incidents [7, 16]. 
Consequently, this study first presents the level of awareness of 
cyber security in Saudi Arabia. It then proposes strategies to 
increase awareness and training on cyber security in line with 
Saudi Vision 2030 [17, 18]. Preliminary research has shown 
that studies on cyber security in Saudi Arabia are very few, and 
further research is needed in this area. These results will also 
be of great importance to all managers and decision-makers in 
the fields of information security and cyber security because it 
provides a clear and comprehensive picture of the concept of 
CSA from the field of higher education. This paper aims to 
investigate and analyse CSA levels among higher education 
students in a business college in Saudi Arabia. It also aims to 
examine students' knowledge and attitude towards the 
following major security issues related to cyber security: cyber 
risk, cyber security, cyber awareness and cyber trust. 

Section II reviews the literature on cyber security, cyber 
threats, cybercrimes, cyber-attacks, and the like. Moreover, it 
clarified the differences between cybercrime and cyberwar to 
consider the new trends of cyber security and cyber threats. 
Furthermore, it primarily expressed an urgent need for Saudi 
Arabia cybersecurity strategies toward the new cybersecurity 
trends in the world.  Section III explains the methodology of 
our study in which the dataset, tool, and workflow has been 
explained. Section IV presents the results through five analysis 
tools: the frequency distribution of variables, multiple response 
analysis, factor analysis for grouping different types of 
security, a reliability test, and descriptive analysis. Section V 
presents the discussion that provides a deeper understanding of 
students' awareness and their basic understanding of cyber 
security issues. Section VI provides some significant 
implications for research, and Section VII explains the 

summary of research findings, proposed method, and 
contributions to the research problem. 

II. RELATED WORK 

Cyber security has been defined as ―the collection of tools, 
policies, security concepts, security safeguards, guidelines, risk 
management approaches, actions, training, best practices, 
assurance, and technologies that could be used for protecting 
the cyber environment and organisation and user’s assets‖ [19]. 
Individuals and families and organisations, governments, 
educational institutions, and businesses are now concerned 
about cyber security. Kritzing and Von Solms [14] studied that 
cyber security is critical for families and parents to safeguard 
children and family members from online fraud. In terms of 
financial security, it's critical to safeguard financial information 
that might impact one's financial situation. As a result, 
understanding how to protect oneself against online fraud and 
identity theft is critical for Internet users. Kim [4] concluded 
that even though technology has done a lot to safeguard end-
users information systems, security experts claim that 
technology alone cannot protect these systems adequately. 
Appropriate learning about online behaviour and system 
security decreases vulnerabilities and makes the Internet a safer 
place to be. Because of limited resources and a lack of 
sufficient cyber security expertise, small and medium-sized 
businesses face a variety of security difficulties [8, 14, 20]. 
Because the continual advancement of technology makes cyber 
security increasingly difficult, we do not offer lasting answers 
to this troubling situation. Nonetheless, we're attempting to 
provide a variety of frameworks or solutions to safeguard our 
networks and data. All of these measures, however, only give 
protection in the near run. Better security knowledge and 
methods may aid in the protection of intellectual property and 
trade secrets, as well as the reduction of financial and 
reputational harm [14, 21]. Large volumes of data and private 
documents are held digitally by the federal, state, and 
municipal governments, making them prime targets for a 
cyber-assault [8, 22]. Governments are frequently exposed to 
dangers due to low financing, inadequate infrastructure, and a 
lack of knowledge. Government agencies must offer 
dependable services to society, maintain good citizen-to-
government contacts, and safeguard sensitive information [20, 
21, 23]. 

With around 26 million inhabitants, Saudi Arabia is one of 
the largest countries in the Middle East. About 0.002% of 
Internet users are from Saudi Arabia [7, 24]. However, the 
number of cyberattacks experienced by Saudi Arabian users 
are far larger than the population of Internet users, i.e., 1.81% 
in 2009 and 1.77% in 2010 [25, 26]. Although Saudi Arabia is 
as highly censored as Iran, and the number of Internet users in 
Iran is also higher than in Saudi Arabia, the number of cyber-
attacks is greater in Saudi Arabia than in Iran. Saudi Arabia is 
reported to be the ninth largest country in 2008 in terms of 
cyber-attacks and the incidence of information security attacks. 
It became the seventh-largest in 2009. The reasons behind such 
a larger number of attacks are a lack of CSA among the general 
public of Saudi Arabia. Alzahrani and Alomar [7] has revealed 
that information security awareness is very low, and there is a 
higher level of risk related to cyberspace in Saudi Arabia. 
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TABLE I. DIFFERENT CATEGORIES OF CYBER-CRIME [22] 

Category Definition 

Hacking 

The destruction and concealment of information from the victim’s operating system by attacking the weaknesses and loopholes are 

known as hacking. It is usually done by installing some sort of backdoor programs by hackers on the computer of victims to obtain 
access to the information. 

Cyber theft 
When the victim’s computer information is stolen through electronic attacks, this is known as cyber theft. The most common 

example of cyber theft is credit card fraud and illegal money transfer .s  

Viruses and worms 
Viruses and worms are designed to damage the computers attached to other programs and documents in the computer. They appear 
to perform some other function, but the primary function of the virus is to corrupt the operating system of the computer. 

Spamming 
Spamming is done by sending massive numbers of emails to users that usually contain links designed to harm the programs of the 
victim’s computer. 

Financial fraud 
This cybercrime is also known as a phishing scam, formed through social engineering and designed to obtain the victim’s bank 

details. 

Identity theft and credit 

card theft 

In this cybercrime, emails are sent to users to induce them to provide their identity card and credit card information. The attacker 
represents him or herself as a representative of some well-known company, and hence unaware users provide their sensitive details 

by responding to these emails. 

Cyber harassment Cyber harassment is harassing and bullying individuals using electronic means; one such example is cyberstalking. 

Cyber laundering The transfer of illegally obtained money between two parties is known as cyber laundering. 

Website cloning 
Copying the websites of renowned companies and attacking the users who are unaware of this is a new category of cybercrime. 

Unaware consumers provide their details to the fraudster’s personal database. 

According to a report in 2016, the number of Internet users 
in Saudi Arabia has reached 22.4 million. These users belong 
to different sectors such as health, education, government, and 
other service sectors. However, with the growth of digital 
devices, the rate of cyber-attacks in Saudi Arabia also increases 
more quickly. To tackle this increasing problem, the CSA of 
the general public should be improved, and the government of 
Saudi Arabia is now taking practical steps to counter these 
problems. The report suggests that around 40% of companies 
in Saudi Arabia were the victim of cyber-attacks in 2015, 
leading to the leakage of the confidential data of Saudi 
employees. The primary step that the Saudi government could 
take to reduce the number of cyber-attacks is to increase CSA 
and educate children and young people about anti-cybercrime 
laws [14] [7] [27]. Very recent reports about the CSA level in 
Saudi Arabia have suggested that the government has yet taken 
no practical measures to respond to the issues of cyber-attacks. 
As a result, a large number of attacks have been experienced. 
Table I presents the different categories of cyber-crime. 

III. METHODOLOGY 

This study used a quantitative research technique to 
emphasise the relation between students' cyber security 
awareness and their cyber security practices. Quantitative 
research designs are either descriptive (in which subjects are 
generally measured just once) or experimental (subjects are 
measured many times). A relationship between variables is 
established in a descriptive investigation; causation is 
established in an experimental study. According to 
Quantitative Methods, objective measurements and statistical, 
mathematical, or numerical analysis of data collected through 
polls, questionnaires, and surveys, or by manipulating pre-
existing statistical data using computational techniques, are the 
most  important aspects of quantitative methods [28, 29]. 
Quantitative research collects statistical information and the 
generalisation or description of phenomena across groups of 
individuals. A pilot study was carried out for the questionnaire. 

The pilot study aimed to test the understandability of the 
questionnaire before it was presented to the sampling frame of 
this study [30] [28] [31].  To analyse the collected data, SPSS 
was utilised to measure students' awareness about cyber 
security. With a wide range of graphs, methods and charts, 
SPSS provides many types of statistical analysis for 
quantitative research. The techniques of screening and cleaning 
data within SPSS are useful for future analysis. Because the 
issue of cyber security is an important topic in Saudi Vision 
2030, this study was conducted in Saudi Arabia. Cyber security 
in Saudi Arabia still faces many challenges that need to be 
addressed. The sample selected for this study comprises Saudi 
students in a business college in a Saudi university. 
Questionnaires were distributed by both an online link and in 
hard copy to Saudi students. The online link was sent to 
students' emails, while hard copies of the questionnaire were 
distributed in classrooms. Table II lists the questionnaire items 
used in this study. 

TABLE II. QUESTIONNAIRE ITEMS 

I usually change my password. 

I use different passwords for different systems. 

I usually change the default password of the administrator account. 

I use wireless encryption.  

I keep the wireless device firmware up to date. 

I share my personal information on social networks.  

I trust the applications in social networks.  

I check links before clicking on them on social networks. 

I share my files, documents, and photo online.  

I set a password to access shared files.  

I read about the security and privacy policies of services providers.  

I understand the risk of emailing passwords. 

I understand the risk of email attachments. 

I understand the risk of clicking on email links. 

I understand the risk of smartphone viruses.  

I have an anti-virus program for my smartphone.  
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IV. RESULTS 

To achieve the objectives of this research given the nature 
of the data collected, five analysis tools were utilised: the 
frequency distribution of variables, multiple response analysis, 
factor analysis for grouping different types of security, a 
reliability test, and descriptive analysis. The following 
paragraphs provide more details for each tool. Table III shows 
the demographics of the survey participants, revealing that the 
majority of respondents were 18–30 years old (94.5 percent) or 
31–40 years old (4.7 percent). Overall, most respondents were 
between the ages of 18 and 30, indicating that a younger 
generation was more engaged in this study. Table III shows 
that the female population (52.0%) was somewhat greater than 
the male population (50.0%). (48.0 percent). In terms of 
educational attainment, the biggest cohort (96.2 percent) had a 
bachelor's degree, followed by a master's degree (96.2 percent) 
(3.8 percent). Finally, 46.5 percent of participants had 6–10 
years of experience using the Internet, followed by 26.3 
percent with 1–5 years of experience, and 15.3 percent with 
11–20 years of experience. 

The results in Table IV show that 82.5% of students do not 
know what cyber security means. The results in Table V also 
show that 97.4% of students are not attending any training or 
educational programs in cyber security. 

TABLE III. RESPONDENT DETAILS 

Variable Group Frequency Percentage (%) 

Age 

18–30 years old 518 94.5 

31–40 years old 26 4.7 

41–50 years old 4 0.7 

51–60 years old 0 0 

Total 548 100.0 

Gender 

Male 263 48.0 

Female 285 52.0 

Total 548 100.0 

Education 

level 

Bachelor's degree 527 96.2 

Master's degree 21 3.8 

Total 548 100.0 

Internet 

experience 

1–5 years 144 26.3 

6–10 years 255 46.5 

11–20 years 84 15.3 

21–30 years 9 1.6 

None 56 10.2 

Total 548 100.0 

TABLE IV. RESULTS FOR "DO YOU KNOW WHAT CYBER SECURITY 

MEANS?" 

 Frequency Percent (%) Valid (%) Cumulative (%) 

Yes 96 17.5 17.5 17.5 

No 452 82.5 82.5 100.0 

Total 548 100.0 100.0  

Considering the behaviour of maintaining up-to-date 
protection software, the results (Table VI) show a variation in 
the participants’ responses. Here, 38.1% of the participants 
automatically update their protection software. However, 40% 

fail to update their software. In addition, just over 10% 
annually update their software. 

A multiple response analysis was utilised to answer the 
question, "What types of protection software do you use?" As 
shown in Table VII, 43.6% of respondents do not know what 
protection software they are using for protection. In addition, 
36.6% of respondents use an anti-virus program for software 
protection, and 11.5% of respondents use a firewall for 
software protection. Only 6.4% use anti-spyware software, and 
1.9% use anti-spam software. 

Table VIII presents the results of Kaiser–Meyer–Olkin 
(KMO) and Bartlett's tests. The KMO measure of sampling 
adequacy and Bartlett's test of sphericity were used in this 
research. KMO must be greater than 0.7 to be considered good. 
In Table VIII, the value of KMO is 0.795, which indicates that 
factor analysis is appropriate for these data. In addition, Table 
IX presents the total variance explained results, where all the 
variables are grouped into four components with eigenvalues 
greater than 1. 

TABLE V. RESULTS FOR "ARE YOU ATTENDING ANY SECURITY 

TRAINING OR EDUCATION PROGRAMS?" 

 Frequency Percent (%) Valid (%) Cumulative (%) 

Yes 14 2.6 2.6 2.6 

No 534 97.4 97.4 100.0 

Total 548 100.0 100.0  

TABLE VI. RESULTS FOR "HOW OFTEN DO YOU UPDATE PROTECTION 

SOFTWARE?" 

 Frequency Percent 
Valid 

Percent 

Cumulative 

Percent 

Automatically 209 38.1 38.1 38.1 

Weekly 33 6.0 6.0 44.2 

Monthly 84 15.3 15.3 59.5 

Annually 41 7.5 7.5 67.0 

Never 181 33.0 33.0 100.0 

Total 548 100.0 100.0  

TABLE VII. RESULTS FOR "WHAT TYPES OF PROTECTION SOFTWARE DO 

YOU USE?" 

 
Responses 

Percent of Cases (%) 
N Percent (%) 

Anti-virus 229 36.6 42.1 

Firewall 72 11.5 13.2 

Anti-spam 12 1.9 2.2 

Anti-spyware 40 6.4 7.4 

I don't know 273 43.6 50.2 

Total 626 100.0 115.1 

a. Dichotomy group tabulated at value 1. 

TABLE VIII. RESULTS FOR KMO AND BARTLETT'S TEST 

KMO measure of sampling adequacy .795 

Bartlett's test of sphericity 

Approx. chi-square 1766.468 

Df 136 

Sig. .000 
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TABLE IX. TOTAL VARIANCE EXPLAINED RESULTS 

Component 
Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings 

Total % of Variance Cumulative % Total % of Variance Cumulative % Total % of Variance Cumulative % 

1 3.851 22.653 22.653 3.851 22.653 22.653 3.124 18.376 18.376 

2 1.859 10.933 33.586 1.859 10.933 33.586 1.819 10.701 29.077 

3 1.442 8.483 42.069 1.442 8.483 42.069 1.648 9.693 38.770 

4 1.057 6.219 48.288 1.057 6.219 48.288 1.618 9.518 48.288 

5 .946 5.563 53.851       

6 .910 5.356 59.206       

7 .848 4.989 64.195       

8 .810 4.764 68.959       

9 .774 4.554 73.513       

10 .731 4.300 77.813       

11 .674 3.966 81.779       

12 .652 3.834 85.613       

13 .615 3.615 89.228       

14 .573 3.368 92.596       

15 .512 3.012 95.608       

16 .461 2.712 98.320       

17 .286 1.680 100.000       

Extraction Method: Principal Component Analysis. 

TABLE X. ROTATED COMPONENT MATRIX 

 
Component 

Cyber Risk Cyber security Cyber trust Cyber Awareness 

I understand the risk of emailing passwords. .722    

I understand the risk of email attachments. .775    

I understand the risk of clicking on email links. .776    

I understand the risk of smartphone viruses. .642    

I keep the wireless device firmware up-to-date. .521    

I check links before clicking on them on social networks .546    

I usually change my passwords.  .695   

I use different passwords for different systems.  .612   

I usually change the default password of the administrator account.  .643   

I use wireless encryption.  .537   

I share my personal information on social networks.   .743  

I trust the applications in social networks.   .782  

I share my files, documents, and photos online.   .637  

I set passwords to shared access files.    .518 

I read about security policies and privacy.    .712 

I have an anti-virus program for my smartphone.    .720 

Extraction Method: Principal Component Analysis. 

Rotation Method: Varimax with Kaiser Normalization. 

a. Rotation converged in five iterations. 

Table X presents the rotated component matrix,
 
which 

presents the four groups (components) along with their items. 
As shown in Table X, cyber risk has six items, and cyber 
security has four items. The reliability of a group of variables is 
tested with Cronbach’s alpha method. If Cronbach’s alpha is 
greater than 0.7, then the data are reliable as shown in 
Table XI. Both cyber trust and cyber awareness have three 

items. The results of descriptive statistics (Table XII) show a 
high cyber risk score with a mean of 3.19 and a lower score for 
cyber security (mean = 2.01). In addition, both cyber 
awareness (mean = 2.37), cyber trust (mean = 2.41) have low 
scores. Overall, the findings of this study highlight a lack of 
awareness of basic information related to cyber security among 
Saudi students. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

635 | P a g e  

www.ijacsa.thesai.org 

TABLE XI. RELIABILITY STATISTICS 

Variables Cronbach's Alpha No. of Items 

Cyber Risk .786 6 

Cyber Security .753 4 

Cyber Trust .757 3 

Cyber Awareness .4712 3 

TABLE XII. DESCRIPTIVE STATISTICS 

 N Minimum Maximum Mean 
Std. 

Deviation 

Cyber Risk 548 1.00 5.00 3.1934 1.05231 

Cyber 

Security 
548 1.00 5.00 2.0132 .79557 

Cyber 

Trust 
548 1.00 5.00 2.4148 .87477 

Cyber 

Awareness 
548 1.00 5.00 2.3710 1.01231 

Valid N 

(listwise) 
548     

In addition, the number of students attending training 
programs was very low: 92% have never taken any type of 
security training. Considering other security issues, this study 
reveals that while Saudi students are aware of cyber risk, they 
are not aware of cyber security and the important steps and 
processes needed to protect their personal information. Thus, 
Saudi students need to increase their awareness about cyber 
security to become educated about protecting their online data. 

V. DISCUSSION 

This study provides a deeper understanding of students' 
awareness and their basic understanding of cyber security 
issues. Additionally, this study contributes significantly by 
investigating students' behaviour about the major topics related 
to cyber security: the security issues related to passwords, 
emails, wireless, social networks, and smartphones. SPSS was 
employed to analyse students’ awareness and reveal their 
behaviour. The following subsections first discuss the results of 
general information about cyber security and then discuss 
major topics related to cyber security. Finally, some strategies 
are recommended to increase student awareness about cyber 
security. The results of this survey indicate that the participants' 
level of awareness about cyber security was generally 
unsatisfactory. A total of 82% of the participants were not 
aware of cyber security. The results also show that 97% of the 
participants have not had any related training, which suggests a 
lack of training programs available to the students. 

The knowledge about cyber risks of the participants was 
very good. Most of the participants from all demographic 
distributions had a good understanding of the importance of 
password security rules, had an accurate knowledge of 
password security, and recognised that passwords should not 
contain only real words or significant dates or names. There 
were, however, some aspects of wireless technology about 
which many students lacked knowledge. An excellent level of 
participant awareness about social security was recorded. Most 
of them are aware that they should not share their personal 
information on social applications. Even though a minority of 

the participants use cloud storage to save their files, most do 
not use passwords to secure their data while sharing them. In 
addition, most of the participants are aware of the risk of using 
smartphones. However, few of them use anti-virus programs to 
protect them. 

To summarise, this section discussed in-depth Saudi 
students' awareness of and their behaviour towards cyber 
security. The study results show that students in higher 
education need to increase their awareness about cybercrime 
and cyber security by involving them in training programs, 
workshops, and lessons. Universities in Saudi Arabia must take 
on more responsibility in encouraging CSA and practice. 
Several strategies were recommended for individuals, network 
users, and organisations to enhance CSA and practice. 

Currently, the cyber-threats are very complicated for all 
countries in general and Saudi Arabia in specific. As a result, 
the Saudi Arabian government established several decrees and 
programs to promote cybersecurity awareness and human 
resources. They gave Decree No. 99/QĐ-TTG and 153/QĐ-
TTg to develop human cybersecurity resources, attract experts 
or students, individuals in government offices, and increase the 
number of students studying abroad in ICT from 2014 to 2020. 
Moreover, the Saudi Arabian Information Security Association 
also organised annual national contests and conferences for 
students of all universities and colleges to introduce artificial 
intelligence to safeguard cybersecurity and information 
security in ICT, IoT and protect critical databases or 
infrastructure. 

In summary, Saudi Arabia is a developing country that 
quickly approaches ICTs and innovative technologies, but it is 
a newbie in cybersecurity protection. A series of cyber-attacks 
on government, companies, agencies, and airport websites 
greatly damaged data loss, data leakage, and finance. Hence, 
the Vietnamese government paid attention to making cyber 
laws, legal documents, and legal infrastructure to ensure the 
safety of critical infrastructure protection. Regarding the 
connection between government organisations and private 
sectors, it helps strengthen the safety of critical infrastructure 
systems and cyber resilience capacity, develop research and 
training, and promote cybersecurity solutions, products or 
services. Besides, the Vietnamese government also considered 
the important role of international cooperation as a key factor 
to boost cybersecurity development to a new level in the same 
region. 

The cyber risks and challenges in the industry are diverse, 
spanning technological and organisational competencies, 
stemming from purpose-built components that operate in an 
ecosystem where cybersecurity is an afterthought. Practical and 
xi reasonable recommendations to address these problems are 
discussed to close the gap, some specific and unique to the 
manufacturing industry. In contrast, other fundamental 
applications discussed with a manufacturing industry lens are 
commonly ignored due to perceived complexity, cost, or lack 
of awareness. Lastly, several of these recommendations were 
selected for further evaluation and implementation; challenges, 
approaches, benefits, and outcomes are shared, showing 
measureable improvements to the organisation's cybersecurity 
posture. 
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VI. STUDY IMPLICATIONS 

This study provides some significant implications for 
research. First, it extends the literature on cyber security by 
providing a critical and comprehensive literature review as the 
primary theoretical contribution of this study. The findings of 
this review reveal an insufficient number of research studies in 
the field of CSA. Most researchers focus only on the technical 
aspects of information technology, with limited consideration 
of users' security awareness and their security behaviour. Gefen 
et al. [32] agree that it is important to study the issue of cyber 
security from the aspect of users' security awareness to have a 
clear understanding of the concept of CSA and to address the 
issue of security behaviour as a whole successfully. Thus, more 
research should address the issue of cyber security from the 
perspective of users' awareness as the existing research on this 
topic has somewhat ignored this issue. 

Second, a quantitative survey was developed to consider 
basic information about CSA and investigate other security 
issues related to cyber security, such as passwords, emails, 
cloud storage, social networks, wireless networks, and 
smartphones. Analysing the collected data using SPSS revealed 
a lack of awareness of basic information related to cyber 
security among Saudi students. In addition, the number of 
students attending training programs was very low. 

This study also has some fundamental implications for 
Saudi universities. Universities in Saudi Arabia need to 
empower their students by increasing their awareness of cyber 
security. Thus, Saudi universities must adopt mass media for 
educational purposes and introduce cyber security concepts. In 
addition, universities could offer seminars, lectures, and 
workshops on the negative impacts of cybercrimes and the 
importance of cyber security. This approach would encourage 
students to practice effective security behaviours and then 
increase the cyber security culture among students. In addition, 
Saudi Universities could publish such information in 
newsletters, and magazines, which would help to increase 
student's awareness about cyber security and encourage them 
to adopt secure behaviour. 

Training Compromises via social engineering techniques 
are an ever-evolving threat landscape. The attackers devise 
sophisticated schemes to gain personal information and/or 
entry into an environment. A specific counter-action cannot 
mitigate these attack schemes; however, preventing and 
protecting against breaches can be accomplished by applying a 
defence-in-depth approach and an effective security awareness 
training program. Specific to the educational institutes, as part 
of creating a comprehensive security awareness program, 
organisations need to deliberately and consciously educate 
individuals. As part of this comprehensive approach, 
organisations need to educate personnel on the threat vectors 
and downstream effects of using social media and how 
compromising can lead to other lateral advances. 

1) Security awareness training: Relative to a security 

awareness program, studies by Gartner showed that there are 

four key objectives when deploying an effective security 

awareness program that drives real meaningful actions [16]. 

2) Build a knowledge base: Creation of a referenceable 

and easy to understand security and risk knowledge base 

across the workforce results in a shared understanding of what 

is important to the organisation (e.g. password management, 

encryption of removable media). Make it available to end-

users and market its’ usefulness. 

3) Ability to comply with regulatory requirements: Where 

required, a regulated enterprise must maintain a cybersecurity 

training program to ensure that the culture is aligned with the 

regulatory body requirements. This involves the identification 

of specific provisions for compliance, capturing specific 

criteria to satisfy the regulation(s) and applying the necessary 

controls/provisions to demonstrate adherence. 

4) Define a behavioural baseline: To hold an individual 

accountable for adhering to the organisation's security 

policies, the organisation's expectations must be clearly 

defined. Additionally, proper education must be provided with 

objective evidence (signing an acknowledgement form, etc.) 

indicating the employee has been educated on the required 

policy and related practices. 

5) Motivate secure behavior: Encouraging positive 

actions while disapproving of undesired behaviours is 

necessary to achieve the desired representative behaviours. 

Using classical conditioning techniques via reward and 

penalty systems, the desired and undesired behaviours must be 

identified and described in enough detail to enable targeted 

monitoring and reinforcement. Educational institutes need to 

begin applying the same importance and rigour to 

cybersecurity with overall human safety. It can be expected 

that in some organisations, cybersecurity training is either not 

addressed or only executed to ―check the box‖ for insurance or 

regulatory purposes. 

6) Communication/Social media exposure to the network: 

Organisations should ensure that there is a clear separation 

between the functions (email, internet access, etc.) that can be 

performed on P.C.s with access to the factory operations 

network(s) and those that should be conducted outside of the 

network entirely. 

In addition, Saudi universities need to adopt effective 
training programs for students, with the major consideration 
being students' security behaviours. In addition, it is important 
to involve students in the training programs by researching 
cyber security. If students were involved in the development 
process, they would be regularly asked how to develop a secure 
system and the important steps to encourage students to adopt 
secure behaviours. Having the students participate in the 
process and consulting them for their views will create a cyber 
security culture among students. According to Chun et al. [33], 
citizens are not just recipients of e-government. They are also 
the key chain that guides policy formulation through their 
opinion and views. Carter and Bélanger [34] state that 74.2% 
of government agencies in the U.K. have a website. However, 
90.5% of these agencies have not surveyed to see what online 
services their citizens and businesses want. Thus, the students’ 
levels of CSA would increase when they are informed of the 
importance and strategies of cyber security. 
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VII. CONCLUSION 

The purpose of this research was to look into and analyse 
cyber security concerns in Saudi Arabia. According to the 
conclusions of this survey, Saudi students are unaware of the 
importance of cyber security. This research indicated a poor 
score for training and awareness, with 92 percent of 
respondents have never received any form of cyber security 
training. According to the findings of this study, Saudi 
institutions should teach their students about anti-cybercrime 
legislation and the key information security awareness issues 
discovered in this study. Much more research is needed to 
establish how students' knowledge levels might be increased by 
implementing appropriate awareness-raising initiatives. Further 
research may be needed to identify how best practices might 
improve the issue areas identified in this study. 
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Abstract—Babies begin to be given complementary feeding at 

the age of 6 to 24 months. Complementary foods given to babies 

need to meet nutritional needs according to their ages. Since, at 

these ages, babies are just learning to eat, it is necessary to plan a 

complementary food menu referring to the nutritional needs and 

the baby and mother's preferences. It is certainly not an easy 

thing for a mother. Therefore, a recommendation system is 

needed to determine the baby's daily menu according to those all. 

This research proposes a complementary food menu 

recommendation system that considers the balanced composition 

of three significant nutrients (carbohydrates, protein, and fat) in 

the diet. It also takes into account the baby and mother's 

preferences. The ontology contains Knowledge-based about food 

and its nutritional content and the nutritional needs of babies 

according to their ages. Naive Bayes is used to prepare menu 

options according to user preferences. TOPSIS method is used in 

this study to provide optimal recommendations regarding 

nutritional balance and user preferences. Several mothers who 

have had babies aged 6-24 months and mothers of babies aged 6-

24 months were asked to test the recommendation system. The 

results of the usability testing of the system using SUS showed a 

good level of user satisfaction. 

Keywords—Calorie; complementary food; babies; Naïve Bayes; 

nutrition needs; ontology; recommendation system; SUS; TOPSIS 

I. INTRODUCTION 

Even though food is a basic necessity of human life, 
deciding what kind of food to be eaten is sometimes not easy. 
Many criteria should be taken, such as preferences, health 
issues, cultural and religious issues, and others that are 
individually different—having more criteria and alternatives to 
be considered means having more complexity. Nevertheless, 
using computer applications has turned to be a solution. 

A recommendation system is a computer application that 
can be used to recommend anything favorable for users, 
including foods. Some researchers formulated applications to 
suggest food for different typical users and different intentions. 
Some examples are [1] recommends menu by considering the 
user's preferences and restrictions, [2] predicts the days 
required for a person to gain a healthy BMI status with the 
recommended food, and [3] suggests food should be given to 
which patient base on the disease and other features, and many 
more. 

Like adult foods, determining children's foods is not a 
simple matter. It can even be more serious since they need 
appropriate nutrition for optimal growth and development. 

Having improper intake can cause malnutrition problems and 
even death. However, based on some facts, for many different 
reasons, it is ignored. In the article [4], it was written that 67 
babies were reported to have died due to suffering from 
malnutrition. Based on basic health research [5], in 2013, 
malnutrition in infants and children in Indonesia reached 
19.6%, an increase of 1.7% compared to 2010 (17.9%). This is 
why some studies were focused on giving food 
recommendations to children, such as [6][7][8] [9][10][11]. 
Furthermore, few researchers concentrate on a specific period 
of children‘s age called the golden period. 

The golden period often refers to the range of age from 0-
24 months. It is highly recommended to breastfeed the baby in 
the first six months of a baby's life without giving other 
intakes. After that, it recommends providing complementary 
foods for infants aged 6-24 months [12]. Complementary food 
is any food or drinks containing nutrients given to infants aged 
6-24 months to meet nutritional needs other than breast milk 
[12]. To meet the nutritional needs of infants, complementary 
food needs to be adjusted to the nutritional needs according to 
the baby's age. This adjustment certainly requires accuracy and 
effort that is not easy, especially if a set of routines needs to be 
done every day. Therefore, a recommendation system is 
needed. An example of works that focus on this domain is [10]. 
It presents a daily menu set resulting from implementing 
Technique for Order of Preference by Similarity to Ideal 
Solution (TOPSIS) by considering carbohydrates, protein, and 
fat as criteria. 

Some researches in this domain utilize ontology as the 
knowledge base of complementary food, such as [8],[11],[10]. 
Ontology is the theory of content about an object, the 
properties of objects, and the relationships between objects that 
are incorporated in a knowledge domain [13]. Ontology-based 
approaches derive the new extended terms by semantically 
mapping knowledge represented in terms of classes (concepts) 
properties and relationships as depicted in domain ontologies 
[14]. Hence, it can show the knowledge and concepts of 
relations in a clear manner [15]. It can also improve the access 
and the integration of heterogeneous information from various 

sources [16]. Thus, it is often considered as one of the 
essential components to build any intelligent system [17]. 

This research extends the work in [11]. Research [11] 
proposes a complementary food recommendation system by 
using ontology as its knowledge base. It improved research [8] 
by adding consideration of users‘ past preferences. Each food 

*Corresponding Author 
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ingredient in a recipe recommended to the user is given a score 
reflecting the user's feedback on the recommended meal recipe. 
Naïve Bayes computes the ingredients' preferences scores to 
produce a personal recommendation that is needed and liked by 
the infant individually. Research [8] and [11] also consider the 
condition of the children, such as allergies suffered or 
malnutrition suffered, in giving the recommendation. However, 
neither studies consider the balance of carbohydrates, proteins, 
and fats needed by infants as practiced by research [10]. 

Therefore, in the present work, we propose a 
recommendation system at the top of the complementary food 
ontology, as its knowledge-based, by considering the balance 
of carbohydrates, proteins, and fats, and based on the user's 
past preference for food with the implementation of the Naïve 
Bayes method and TOPSIS. As its consequences, this work has 
two main tasks (which are also the contributions). First, we 
improve the complementary food ontology in [11] so that 
filtering by nutrient adequacy can be done. For that reason, 
some additions and modifications in the ontology should be 
made. Second, we combine Naïve Bayes and TOPSIS to bring 
a recommendation result in the form of a daily menu set by 
considering babies‘ preferences individually as well as their 
nutrient adequacy. In a daily meal plan, we consider a breakfast 
menu, an evening meal menu, a dinner menu, and snacks (two 
times), though not all of them will be suggested to a baby 
(depending on the baby‘s age). 

The following sections of this paper give a detailed picture 
of our work. The following section presents a review of the 
domains that will be discussed. Section three describes the 
methodology used in this work. In section four, we bring the 
result of our experiment and also the analysis on them. Finally, 
we conclude with the conclusion and future work in the last 
section. 

II. LITERATURE REVIEW 

A. Naïve Bayes 

Naïve Bayes is a classification with probability and 
statistical methods that predict future opportunities based on 
experience [18]. The Naïve Bayes formula is as follows: 

 (         )   
 ( ) (         )

 (       )
            (1) 

Where variable   represents class and variable         
represents characteristic instructions that are needed for 
classification.  (         ) or posterior is a probability for 
the entry of specific characteristic samples into the class.  ( ) 
or prior is a probability class before entering the sample. 
 (         )or likelihood of evidence is the probability for 
the emergence of sample characteristics in class.  (       ) 
or evidence is the probability characteristics globally [11]. 

B. Technique for Order of Preference by Similarity to Ideal 

Solution (TOPSIS) 

The Technique for Order of Preference by Similarity to 
Ideal Solution (TOPSIS) was proposed by Hwang and Yoon 
(1981) to determine the best alternative based on the concept of 

choosing a solution with the shortest Euclidean distance from 
the ideal solution and the Euclidean distance farthest from the 
negative ideal solution [19]. The steps in calculating TOPSIS 
are [20]: 

 Build a decision matrix and determine the weight of the 
criteria. 

 Calculate the normalized decision matrix. The formula 
for calculating a normalized decision matrix: 

     
   

√∑    
  

   

               (2) 

 Calculate the weight of the normalized decision matrix. 
The normalized weight     is calculated by the formula: 

           for                             (3) 

Where    is the weight of criteria- , ∑   
 
     . 

 Determine the positive and negative ideal solutions. The 
formula of positive ideal alternative    is: 

   (  
    

       
 )   [[          ] [          ]]     (4) 

The formula of negative ideal alternative    is: 

   (  
    

       
 )   [[          ] [          ]]     (5) 

Where   associated with the profit and   associated with the 

cost,                . 

 Calculate the distance from a positive ideal solution and 
a negative ideal solution. The formula for a positive 
ideal solution and a negative ideal solution are: 

  
   √∑   

   (      
 )  ,                   (6) 

  
  √∑   

   (      
 )  ,                   (7) 

 Calculate the relative proximity to a positive ideal 
solution by using (8). 

    
  
 

  
    

               (8) 

 here        ,          . 

 Sort alternatives that have values close to 1. 

C. Energy Needs 

Energy requirements of complementary food are obtained 
from reducing the daily energy requirements of infants by 
breast milk energy intake [21]. The daily energy requirements 
of infants referring to [22] n can be seen in Table I, while the 
energy intake from breast milk can be seen in Table II. In 
Table III, the amount of mealtime the infants have is shown. 
Infants have different amounts of mealtime according to their 
age. 
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TABLE I. THE DAILY ENERGY NEEDS OF INFANTS [22] 

Age 

(months) 

Energy 

(Kkal) 
Carbohydrate (g) Protein (g) 

Fat  

(g) 

6  550 58 12 34 

7 – 8  725 82 18 36 

9 – 11  725 82 18 36 

12 – 24 1125 155 26 44 

TABLE II. THE ENERGY INTAKE FROM BREAST MILK [21] 

Age (months) Energy (Kcal/day) 

6 - 8  413 

9 – 11 379 

12 – 24 346 

TABLE III. THE AMOUNT OF FEEDING TIME [10] 

Age (months) Amount of Main Mealtime Amount of Snack Time 

6 2 0 

7 – 8 3 0 

9 – 1 3 1 

12 – 24 3 2 

III. METHODOLOGY 

A. Data and Knowledge Collection 

The data used in this study are food material data and food 
recipes. The knowledge applied is nutritional adequacy rates 
for infants and energy intake from breast milk. 

B. Ontology Modeling 

The ontology used in this study is ontology [11], with 
several changes in the structure and instances. In addition, 
some knowledge was added to the ontology. The changes on 
the ontology were made using Protégé. 

C. Analysis of Method Implementation 

1) Combination of recipes: In this study, the 

recommended menu will be adjusted to the amount of 

mealtime and the infant's energy needs. The flow in making a 

recipe combination is shown in Fig. 1. 

2) Application of the methods: The method used in this 

research is TOPSIS and Naïve Bayes. The first method 

applied to the system is the TOPSIS method. The criteria for 

TOPSIS are the nutritional content of carbohydrates, proteins, 

and fats with weights using nutritional adequacy values. The 

next step is to calculate the Naïve Bayes value from the 

existing recipe combination. Naïve Bayes calculations are 

influenced by user feedback on recipes that have been tried. 

The steps to calculate Naïve Bayes in this study are, 

a) Calculate the probability of a preferred material: 

The probability is counted by using (9). Laplace (add-one) 

smoothing is used in the equation to avoid getting zero 

outcomes for the probability when a new application is used or 

when a menu has never been selected. 

(   )   
             (         ( ))  

           (      ( ))                
              (9) 

where: 

    : one type of food ingredients, 

                (         ( )) : The number of 

occurrences of a food item that has a "like" feedback 
value by the user, 

            (      ( ))  : The amount of food 

ingredients in the recipe that is rated "like" by the user, 

                : Total ingredients in the database. 

b) Calculate the probability of a preferred recipe: The 

probability is counted by using (10). 

 (             )    (           )   (  )   (  )    
 (  )              (10) 

where: 

  (             ) : The probability of a recipe to be 
liked, 

  (           ) : The probability of a preferred recipe, 

  (  )  : The probability of food ingredients in the 
recipe. 

D. System Testing 

System testing is done by measuring system usability and 
user satisfaction. Measurement of system usability is done by 
distributing SUS questionnaires to users. Questionnaire 
questions that are used are based on the SUS questionnaire 
[19]. A list of SUS questions can be seen in Table IV taken 
from [23]. Each question will be given five choices with 
criteria according to Table V. The results of the questionnaire 
will be calculated individual SUS values with equation (11). 
Then, the results will be averaged to get the overall SUS value. 
The SUS value will be used to classify the system eligibility by 
mapping it to Table VI [24]. The purpose of this test is to 
measure the level of system usability for users. 

 

Fig. 1. Flow in Making a Recipe Combination. 
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The next test is testing the level of user satisfaction by 
distributing questionnaires to system users with a list of 
statements. The statements are "Information provided by the 
system is as expected" and "Sustainability to use the system 
next time." The purpose of this test is to measure the level of 
user satisfaction with the system. 

          ((    )  (    )  (    )   

(    )  (    )  (    )  (    )   

(    )   (    )  (     ))                 (11) 

TABLE IV. THE LIST OF SUS QUESTIONS [23] 

No. Code Statement 

1. P1 I think that I would like to use this system frequently 

2. P2 I found the system unnecessarily complex 

3. P3 I thought the system was easy to use 

4. P4 
I think that I would need the support of a technical person 

to be able to use this system 

5. P5 
I found the various functions in this system were well-
integrated 

6. P6 I thought there was too much inconsistency in this system 

7. P7 
I would imagine that most people would learn to use this 

system very quickly 

8. P8 I found the system very cumbersome to use 

9. P9 I felt very confident using the system 

10. P10 
I needed to learn a lot of things before I could get going 
with this system 

TABLE V. MEASUREMENT CRITERIA LIKERT SCALE 

Score Criteria 

1 Strongly Disagree 

2 Disagree 

3 Neutral 

4 Agree 

5 Strongly Agree 

TABLE VI. THE SAURO-LEWIS CURVE GRADING SCALE [24] 

SUS Score Range Grade Percentile Range 

84.1 – 100.0 A+ 96 – 100 

80.8 – 84.0 A 90 – 95 

78.9 – 80.7 A- 85 – 89 

77.2 – 78.8 B+ 80 – 84 

74.1 – 77.1 B 70 – 79 

72.6 – 74.0 B- 65 – 69 

71.1 – 72.5 C+ 60 – 64 

65.0 – 71.0 C 41 – 59 

62.7 – 64.9 C- 35 – 40 

51.7 – 62.6 D 15 – 34 

0.0 – 51.6 F 0 – 14 

IV. RESULTS AND DISCUSSION 

A. Data and Knowledge Collection 

The data used in this study are food material data obtained 
from the Food Composition List issued by the Ministry of 
Health (2005) and food recipes that already exist in ontology 
[11]. The knowledge used in this study is nutritional adequacy 
figures data for infants [22] and energy intake data from breast 
milk [21]. The data collected were 366 food items and 160 
recipes. All data and knowledge were entered into ontology. 

B. Ontology Modeling 

In ontology [11], there are some additions regarding food 
material data on food sources class and nutritional adequacy 
figures data and energy intake data from breast milk in 
instances in the 'babyAge' class. Some changes that were made 
to the ontology, there are: 

 Making ‗foodsources‘, ‗makingProcess', 'taste', and 
'texture classes' become a subclass of the 'food' class 
since the four classes are still a part of the 'food' class.  

 Adding ‗foodquantity‘ subclass to ‗food‘ class as 
additional knowledge about kitchen units in grams. 

 Adding another subclass to the ‗food‘ class, namely: 
‗combined_food‘, which contains complementary foods 
recipes. 

 Changing the subclass in the ‗foodSource‘ class to 
‗animal_based‘, ‗fat_oil‘, ‗plant_based‘, and ‗other‘. 
This was done to fit the distribution of materials in the 
Food Composition List. 

 Adding the ‗dairy_product‘, ‗egg‘, ‗fish‘, and ‗meat‘ 
subclasses to the ‗animal_based‘ class to adjust the 
distribution of ingredients to the Food Composition 
List. 

 Adding subclasses of ‗fruits‘, ‗nuts‘, ‗tubers‘, and 
‗vegetables‘ to the ‗plant_based‘ class to adjust the 
distribution of ingredients to the Food Composition 
List. 

 Adding 'macronutrient' and 'micronutrient' subclasses to 
'nutrients' class. in order to increase the knowledge, 
then nutrition is divided into two types, namely macro 
nutrition and micronutrition. All these changes can be 
seen in Fig. 2. 

 Changing the instances of ‗babyAge' to '6_months', '7-
8_months', '9-11_months', and '12-24_months' to adjust 
the nutritional adequacy figures data distribution. These 
changes are presented in Fig. 3. 

C. Analysis and Results of Application of Methods to The 

System 

1) Combination of recipes: Calculating Complementary 

Food Energy Needs per Day and per Mealtime: 

Complementary food energy requirements, as seen in 

Table VII, are obtained from reducing daily energy 

requirements by breast milk energy intake. Therefore, the 

energy requirement is the energy should be fulfilled by a set of 
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menu recommended. The number of menus provided is 

compatible with the amount of mealtime, except for six 

months. For ages six months, the menu provided is one for 

two mealtimes. Each mealtime has a different percentage in 

meeting the daily energy adequacy. Table VIII [25] shows the 

percentage distribution of energy sufficiency from the total 

complementary food energy needs in a day. The application of 

the percentage of energy sufficiency per mealtime at each age 

is shown in Table IX. 

 

Fig. 2. Changes in the Ontology. 

 

Fig. 3. Changes on the BabyAge Class. 

TABLE VII. THE COMPLEMENTARY FOOD ENERGY NEEDS PER DAY 

Age 

(months) 

Daily Energy 

Needs 

(kkal)[22] 

Breast Milk 

Energy Intake 

(kkal) [21] 

Complementary 

Food Energy Needs 

(kkal) 

6 550 413 137 

7 – 8 725 413 312 

9 – 11 725 379 346 

12 – 24 1125 346 779 

TABLE VIII. THE PERCENTAGE OF ENERGY ADEQUACY PER MEALTIME 

[25] 

Mealtime Percentage 

Breakfast 25 – 30% 

Lunch 30 – 40% 

Dinner 25 – 30% 

Snack 8 – 10% 

TABLE IX. THE APPLICATION OF ENERGY ADEQUACY PERCENTAGE PER 

MEAL TIME AT EACH AGE 

Mealtime 6 Months 
7 - 8 

Months 

9 - 11 

Months 

12 - 24 

Months 

Breakfast 50% 30% 25% 25% 

Lunch 50% 40% 40% 30% 

Dinner - 30% 25% 25% 

Snack - - 10% 10% 

TABLE X. THE ENERGY RESULTS AT EACH MEAL TIME WITH MINIMUM 

AND MAXIMUM LIMITS AT AGE 12 - 24 MONTHS 

Breakfast (Kkal) 25% 

Min (Kkal) 175.27 

Needed (Kkal) 194.75 

Max (Kkal) 214.22 

Snack 1 (Kkal) 10% 

Min (Kkal) 70.11 

Needed (Kkal) 77.90 

Max (Kkal) 85.69 

Lunch (Kkal) 30% 

Min (Kkal) 210.33 

Needed (Kkal) 233.7 

Max (Kkal) 257.07 

Snack 2 (Kkal) 10% 

Min (Kkal) 70.11 

Needed (Kkal) 77.90 

Max (Kkal) 85.69 

Dinner (Kkal) 25% 

Min (Kkal) 175.27 

Needed (Kkal) 194.75 

Max (Kkal) 214.22 

a) Filtering recipes according to age and energy 

needed: In this stage, the minimum energy value (     ) 
and the maximum energy value (     )  are calculated at 

each meals time. Energy results for each meal with a 

minimum and maximum limit for ages 12-24 months can be 

seen in Table X. After that filtering prescriptions are done. 

Table XI shows an example of recipes for breakfast results at 

12-24 months. 

b) Recipe combination according to the number of 

meals: After getting a recipe for every meal, a combination of 

recipes is done to get the complementary food menu per day. 

In the previous stage, a minimum energy limit (     ) and a 

maximum energy limit (     )were determined at each 

mealtime. This results in a combination of menus with total 

energy exceeding energy requirements, around 30 - 50% 

according to the amount of time the baby eats. Therefore, at 

this stage, filtering the total energy possessed by a 

combination of recipes according to the energy requirements 

of complementary food per day with a minimum energy limit 

(     ) and a maximum energy limit (     ). Table XII 

shows an example of a recipe combination for infants aged 12-

24 months. 

2) Application of the method to the system: Fig. 4 shows 

the system development flowchart. The first step is to add the 

infant's data like age and allergies. Next, the system will filter 
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the combination of recipes based on the infants' age and 

allergies. Then, the system will calculate the preference value 

with TOPSIS and Naive Bayes. 

a) Technique for Order of Preference by Similarity to 

Ideal Solution (TOPSIS): The application of the TOPSIS 

method is carried out to obtain recommendations that consider 

the adequacy of carbohydrates, proteins, and fats. The 

nutritional content of carbohydrates, proteins, and fats is used 

as a criterion in calculating TOPSIS in this study. The weight 

of each criterion is obtained from the nutritional adequacy rate 

of each criterion divided by the sum number of nutritional 

adequacy figures of carbohydrates, protein, and fat. Table XIII 

shows the weight of each criterion for a 12-24-month baby. In 

this step, 50 combinations will be taken with a value of    

close to one. Table XIV shows five combinations that have 

values close to one. 

b) Naïve Bayes: This method is used to get menu 

recommendations on the system according to the user 

preferences. User preferences are obtained from user feedback 

on recipes that have been tried. Feedback is given in the form 

of opinions; the categories are 'like', 'dislike', or 'allergic' to 

recipes. Each category has its own value 'like' is one, 'dislike', 

and 'allergy' is zero. Table XV shows the feedback given by 

users with infants of 12 months. The results of the final 

recommendation can be seen in Table XVI. 

TABLE XI. THE EXAMPLE OF FILTERING RECIPES FOR BREAKFAST AT 

AGE 12-24 MONTHS 

Recipe Energy (Kkal) 

Tomato Banana Porridge 209.84 

Tempe porridge 177.58 

Apricot Tahu 247.35 

Oatmeal Dates 209.43 

Cork Fish Noodle Soup 179 

TABLE XII. AN EXAMPLE OF COMBINATION RECIPES AT AGE 12-24 

MONTHS 

Menu Breakfast Lunch Dinner Snack 1 Snack 2 

1 

Tomato 

Banana 
Porridge 

Apricot 

Tofu 

Tomato 

Banana 
Porridge 

Papaya 

Orange 
Pudding 

Papaya 

Orange 
Pudding 

2 

Tomato 

Banana 
Porridge 

Apricot 
Tofu 

Tempe 
porridge 

Papaya 

Orange 
Pudding 

Papaya 

Orange 
Pudding 

3 

Tomato 

Banana 

Porridge 

Apricot 

Tofu 

Oatmeal 

Dates 

Papaya 

Orange 

Pudding 

Papaya 

Orange 

Pudding 

4 

Tomato 
Banana 

Porridge 

Apricot 
Tofu 

Cork Fish 
Noodle 

Soup 

Papaya 
Orange 

Pudding 

Papaya 
Orange 

Pudding 

5 

Tomato 
Banana 

Porridge 

Red Rice 

Porridge 

Tomato 
Banana 

Porridge 

Papaya 
Orange 

Pudding 

Papaya 
Orange 

Pudding 

 

Fig. 4. The System Development Flowchart. 

TABLE XIII. WEIGHT OF EACH CRITERION FOR AGES 12 - 24 MONTHS 

Nutrient 
Nutritional Adequacy 

Rate Score 
Total Weight 

Carbohydrate 155 225 0.6889 

Protein 26 225 0.1156 

Fat 44 225 0.1956 

TABLE XIV. TOPSIS VALUE FOR EACH COMBINATION 

ID Menu    

20338 0.9671 

20266 0.9659 

20336 0.9659 

20339 0.9643 

20374 0.9643 

TABLE XV. THE FEEDBACK LIST OF RECIPES 

Recipe Ingredients Feedback 

Banana Smoothies Banana, Honey, Vanilla Yoghurt Like 

Apricot Porridge Oatmeal, Pear, Apricot, Banana Like 

Banana Smoothies Banana, Honey, Vanilla Yoghurt Like 

Banana Smoothies Banana, Honey, Vanilla Yoghurt Like 

Orange Papaya Pudding Papaya, Jelly, Maizena, Orange Like 

Steamed Apple Potatoes Potato, Apple Dislike 

Banana Smoothies Banana, Honey, Vanilla Yoghurt Like 

Orange Papaya Juice Papaya, Orange Like 
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TABLE XVI. RECOMMENDATION RESULTS 

Menu Breakfast Lunch Dinner Snack1 Snack2 

1 
Tempe 

porridge 

Banana 

Smoothies 

Tempe 

porridge 

Papaya 

Orange 
Pudding 

Papaya 

Orange 
Pudding 

2 
Tomato Banana 

Porridge 

Milk Corn 

Porridge 

Tomato 

Banana 
Porridge 

Papaya 

Orange 
Pudding 

Papaya 

Orange 
Pudding 

3 
Tomato Banana 
Porridge 

Yellow 

Pumpkin 

Soup 

Tomato 

Banana 

Porridge 

Papaya 

Orange 

Pudding 

Papaya 

Orange 

Pudding 

4 
Tempe 
porridge 

Banana 
Smoothies 

Tomato 
Banana 

Porridge 

Papaya 
Orange 

Pudding 

Papaya 
Orange 

Pudding 

5 
Tomato Banana 

Porridge 

Milk Corn 

Porridge 

Oatmeal 

Dates 

Papaya 
Orange 

Pudding 

Papaya 
Orange 

Pudding 

D. Display of The Application: Fig. 5 shows the menu Display 

on the Application. There are three main menus, which 

are: 

1) ‘Rekomendasi’ menu: This menu will display the 

results of recommendations using the TOPSIS and Naïve 

Bayes methods regardless of whether the ingredients have 

been tried or not. Display on this menu can be seen in Fig. 6. 

The system will display five recommended menus. Each menu 

consists of a recipe for breakfast, lunch, dinner, snack 1, and 

snack 2 according to the amount of mealtime each age. 

2) ‘Bahan Sudah Dicoba’: This menu will display a list of 

food ingredients that users have tried. After the user chooses 

one food ingredient that has been tried, the application will 

display five recommended menus using the TOPSIS method 

and Naïve Bayes containing the selected food ingredients. 

This menu display can be seen in Fig. 7. 

3) ‘Bahan Belum Dicoba’: This menu will display a list of 

food ingredients that the user has not tried. After the user 

chooses one food ingredient that has not yet been tried, the 

application will display five recommended menus using the 

TOPSIS and Naïve Bayes methods containing the selected 

food ingredients. This menu display can be seen in Fig. 7. 

 

Fig. 5. The Display Menu in Applications. 

 

Fig. 6. The Display ‗Rekomendasi‗ Menu. 

 

Fig. 7. Displaying all Ingredients having been Tried by the Infant (Right) 

and all New Ingredients for the Infant (Left). 

E. System Testing 

We did the system testing by measuring system usability 
and also user satisfaction. Usability measurement of this 
system was done by distributing SUS questionnaires to 30 
application users consisting of mothers who have experience 
with babies aged 6-24 months and mothers of babies aged 6-24 
months. 

From the result, we get the overall SUS value by 
calculating the average individual SUS value. The overall SUS 
values obtained are as follows: 

           
∑                     

∑                     
 
      

  
 

       

By referring to Table VI, the SUS score shows that the 
system gains grade B. It means that the usability of the system 
is good. 

The next test is testing the level of user satisfaction. This 
test aims to measure the level of user satisfaction with the 
system. Testing was done by distributing the questionnaire to 
10 potential users. The results of the questionnaire can be seen 
in Table XVII. From it can be concluded that the information 
provided by the system is as expected. In addition, it also 
indicates that they will continue to use the system. 
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TABLE XVII. USER SATISFACTION QUESTIONNAIRE RESULTS 

No. Statement 
Score 

Mean 
1 2 3 4 5 6 7 8 9 10 

1. 

Information 
provided by 

the system is 

as expected. 

4 4 4 4 3 4 4 4 4 4 3.9 

2. 

Sustainability 

to use the 
system next 

time. 

4 4 4 5 3 4 4 4 5 4 4.1 

V. CONCLUSION 

This study succeeded in making a recommendation system 
that uses ontology as data, as well as Naïve Bayes and TOPSIS 
methods for recommendations for daily complementary 
feeding menus according to nutritional adequacy 
(carbohydrates, protein, and fat) and user preferences of 
foodstuffs. Based on the system testing results, the system has 
a usability value of 76.92, which is in category B. The 
information provided by the system is considered as expected, 
and users will continue to use the system. Another further 
development that can be done is to provide recommendations 
by considering the preferences of other users, especially to 
recommend menus that have new recipes from food ingredients 
that they do not like before or new recipes that have never been 
tried before. 
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Abstract—Requirement Engineering is one of the most crucial 

tasks because it serves as the foundation for any software. Four 

pillars of requirement engineering procedures underpin the 

entire software. The bricks that make up the software edifice are 

functional and non-functional needs. Finally, design, 

implementation, and testing add stories to the foundation, 

allowing a full software tower to be built on top of it. As a result, 

the foundation must be strong enough to support the remainder 

of the software tower. Requirement engineers have various 

hurdles to design successful software for this purpose. 

Requirement Engineering (RE) is emerging as an increasingly 

important discipline to promote the development of web 

applications, as these are designed to meet various stakeholder 

requirements, additional functional, information, multimedia, 

and usability requirements compared to traditional software 

applications. The requirements of software systems are a very 

important area in software engineering. The success of software 

systems depends on how it effectively meets the requirements of 

users. In this paper, the review of current state of requirements 

engineering in which requirements from users are checked 

analyzed with their consistency and correctness is presented, and 

then identifies the emerging models of requirement engineering. 

Firstly, the paper highlight the current activities that enable the 

understanding of goals and objectives for developing proposed 

software systems, then the focus is on the techniques for 

improving the precision, accuracy, and variety of requirements. 

Next, identification of the challenges of emerging requirement 

engineering models is explained. The challenges like security and 

global trend that posed by emerging models of the future. 

Finally, we are trying to suggest some solutions for the mentioned 

challenges. 

Keywords—Requirement engineering; current requirement 

engineering methods; emerging models for requirement 

engineering; challenges; pros and cons 

I. INTRODUCTION 

Requirement engineering is a mechanism in which the 
development team collects requirements from users and 
develops a system that satisfies the user's needs. The 
requirement is a very important activity in product 
development it's like a blueprint for the product. It is the 
process that involved identifying the real user of the system 
their requirement and expectation about a system so it is 
necessary to understand the requirements and negotiate with 
users and validate the requirements for successful 

development of the system [1][2].] Requirements collection is 
not simple as it sounds. It is a difficult task but it is important 
to understand what the user wants. Inappropriate requirements 
may lead to failure in terms of cost, customer dissatisfaction, 
and quality [3]. Different ways used to collect requirements 
even some organization develop their development method 
[4]. ―Requirements invariably contain a mixture of problem 
information, statements of system behavior and properties, 
and design and implementation constraints (Sommerville and 
Sawyer 1997).‖ 

Requirements are of two types namely: user requirements 
and system requirements. User requirements referred to user 
needs that what user wants or what type of system is expected 
by the user. And what type of activities the user wants to 
perform on a system. System requirements are divided into 
functional and non-functional requirements. Functional 
requirements are those that user needs to perform their work 
on the system. On-functional requirements are all remaining 
requirements that are not covered by functional requirements 
like accessibility, availability, accuracy, error handling, failure 
management, and maintainability, etc. 

Effective requirements are those which completely 
consistently records user needs. Good qualities of 
requirements are that they must be traceable, feasible, 
modifiable, independent, and unambiguous [6]. It must be 
necessary to develop a plan for requirements collection during 
the early phase of the proposal. And it helps us to determine 
how the requirements will evolve because a user may not 
describe the actual requirements at the beginning. We also 
face some barriers while collecting requirements like lack of 
requirement engineering knowledge, management may not 
understand what is going to be building. For these problems 
we should develop abilities to think out of the box that how to 
requirements will be evolved in the future [7], [26]. 
Requirement validation is also the process of requirement 
engineering in which we ensure that we going in the right 
direction for finding solutions to problems. It certifies that it is 
according to customer intents. Different techniques are used 
for requirements validation like preparing experiments and 
analyze the results of experiments [24]. 

The study's goal is to identify the critical factors that 
influence RE process model selection from the perspective of 
business practitioners. Several future options for the RE 
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process in software engineering are discussed, including 
application-specific elicitation approaches, requirements pre-
processing, and requirements prioritisation, among other 
things. 

The paper is structured as follows: Section 2 summarizes 
the related work. Section 3 will discuss current requirement 
engineering models and also elaborated their pros and cons. 
Then the Section 4 will propose emerging RE models and 
their challenges. In the next section, we will try to suggest 
some solutions for the challenges. The last section concludes 
the whole discussion and suggests some future work as well. 

II. RELATED WORK 

Geshwaree Huzooree & Vimla Devi Ramdoo (February 
2015) proposed that many problems occur when the 
requirements are not correctly defined. Problems may include: 
customer’s dissatisfaction, quality of software may suffer, cost 
overreach, and increase the cost of maintenance. Requirement 
Engineering includes four steps: Requirement extraction, 
requirement arrangements, and analysis, requirement 
specification, and validation. In requirement extraction, lots of 
challenges will be occurring. The challenges may include 
stack holder may not correctly be defined what he wants or he 
may not be the actual end-user, May the method use for 
requirement extraction is not effective, minimum involvement 
of stack holder. Requirements analysis is also a very difficult 
phase because the development teams may deal with multiple 
stack holders. So, it creates conflict between requirements, 
because every stack holder defines requirements in his specific 
way. Other challenges may also face during requirements 
analysis like lack of communication skills, lack of time, etc. 
Requirements specification also includes different key 
challenges like knowledge sharing, physical distance, 
incorrect requirements, etc. 

Requirements validation also includes different challenges: 
requirements may not complete and consistent, requirement 
uncertainty, etc. [5]. Requirement engineering plays a very 
important role in successful software development, because 
it’s directly related to the quality of product and customer 
satisfaction. So this paper describes currently challenges that 
different organization face in requirement engineering but 
now in the emerging technology era, there are other advanced 
challenges that different organization face that needs to be 
addressed like excessive requirements, adopting the technique 
for elicitation, requirement missing, requirements security. 
The major challenge in requirement engineering also needs to 
be addressing that how the requirement is to manage when the 
development is offshore. Because the development team needs 
to face the challenge of physical distance, language problems, 
difficulty to maintain long-distance meetings and it will lead 
to a lack of communication and cost of rework also difficult to 
maintain [12]. 

Mahrukh Umar and Asghar, Sohail, proposed other RE 
challenges: time constraint, the process of requirement 
engineering, economic crises, a conflict between users, 
technical crises. There is no best requirement engineering tool 
to collect the requirements. Lots of challenges are generating 
with the advancement of technology. Unsolved challenges 
increase the cost of the product. External events are another 

crucial challenge of requirement engineering in which the 
development team has to consider security, loss of valuable 
data, viruses, etc. [13]. 

Requirement engineering is a critical phase in different 
products development that is demanded from customers. 
Finding the best technique for the development of a system is 
very difficult because it may affect the quality of the system. It 
might be acceptable for a system but not suitable for another 
system. It may affect the process of requirement engineering. 
It is mandatory to develop a model that provides guidelines to 
practitioners regarding the quality of the product and develop 
a product in a specific time, avoid problems that lead to 
system failure .SDLC consists of different stages of testing, 
deployment, maintenance that helps to improve the product 
quality and meets the needs of user requirements [8]. 
Developers, the analyst also play a very important role in the 
process of requirements engineering. They are familiar with 
problems that may occur while doing the software 
development process. Even they are familiar with the future 
direction system related to requirements like modeling, 
enhancements, and requirements changing. Organizational 
issues are also important in the process of the requirement 
engineering process. Issues are like requirements may be 
collected from malevolence users that may lead to failure of 
system development [9]. We should also consider the strength 
and weaknesses of the RE process. The main focus of RE is to 
find the stack holder's needs, finding the conflict between 
requirements, specifying the risks that might occur during 
development, defining requirements in a more concise way 
that leads to the successful development of a product. The 
weakness in the requirements engineering process is the 
guidelines that may not understand by the practitioners. The 
weaknesses may occur due to fewer reasons. Many IT 
personnel involved in software developments like 
programmers, analyst, and designers that have insufficient 
knowledge of RE that may lead to the problems. So it is 
necessary to understand the scope of the problem because it is 
considered to be less technical than other software 
development processes [10]. Developing a system, the first 
time without any error is not possible because an error is 
human. So it is not possible to develop a system without any 
error. An error may occur because of misunderstanding and 
ambiguity in documents. And Errors may occur at that stage 
where is difficult to handle. It is necessary to use a different 
technique that helps to prevent errors. In this regard, 
validation ensures the correct functionality of the system. The 
main focus of requirements validation is to ensure that the 
specifications of user requirements must be consistent, 
complete, and have no conflict between requirements [11]. 

Saleh, Mohammed, et al proposed different challenges that 
occur in agile Requirements engineering. Currently, there are 
lots of challenges in advanced product development. The 
organization wants agile software developments where the 
development team needs to face many challenges because of 
rapid changes, many any of projects because of vague 
requirements. Requirements collected using traditional 
activities include elicitation, specification, validation are 
important but agile developments need to adopt some 
advanced activities include prioritizing requirements, 
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modeling, the collaboration of the developments team and 
stack holders. Challenges that arise during advanced product 
development include minimum involvement of customers, 
inappropriate architecture, a budget of a project, and 
contractual issues about the evaluation of the product [14]. 

Limitation of this paper is that it’s only discussed 
problems during product development like customer 
involvement, poor requirement traceability but did not provide 
any alternatives or solution. 

Schön, Eva-Maria, et al listed different key challenges that 
development teams may face in agile requirement engineering. 
The challenges are: 

1) In requirement engineering, different teams involved in 

development need to coordinate with each other for technical 

dependencies. 

2) Stakeholders have to understand and give a right to the 

development team that they can take decisions independently. 

3) A development team must not lose focus on the final 

picture or vision of the product. 

4) It is a challenge for a development team to be always 

ready for changes. Change management is important because 

the product is not final at the beginning. 

5) The team must work with end-users who directly going 

to interact with the system. 

6) Continuous involvement of end-users throughout the 

development of the product will lead to success. 

They also proposed some solutions for all listed 
challenges: 

Solution 1: coordination problem can be solved by 
enhancing communication, organizing meetings, provide 
training to teams. 

Solution 2: Show the complete picture to stack holders, 
present problems and solutions, present the consequences of 
products. 

Solution 3: Continuously focus on the product vision; 
define goals and sub-goals that may help to understand what 
type of changes can occur. 

Solution 4: Challenge of change can be handled by 
continuously communicating with end-users and the team 
reviews the results regularly. 

Solution 5: In friendly environment conduct interviews 
with end-users, observe user behavior. 

Solution 6: Involve the minimum number of end-users in 
the software development procedure. It helps to understand 
the requirements. Present goals to these users. Involve these 
users in regular planning to get their feedback [15]. They 
proposed different challenges and their solution in their paper 
the major problems that they didn't define are that it is difficult 
to involve end-user throughout the development. Even end-
users may not have the technical knowledge that is required 
for requirements gathering. He may not be clear about the 
requirements. It is required technical training is required for 
end-users who are directly involved in product development. 

In different recent papers strength and weakness of RE 
process model are described, but in our paper we also discuss 
different key challenges in requirements engineering and 
proposed possible solution of all these challenges. 

Research Questions: 

1) What are the emerging requirement engineering 

models? 

2) What are the challenges in emerging requirement 

engineering models that we are facing? 

3) What are the solutions to these challenges? 

III. CURRENT REQUIREMENT ENGINEERING METHODS 

A. GORE’s Method (Goal-oriented Requirement 

Engineering) 

A method which is called (A new Requirements 
Engineering Approach for Manufacturing based on Petri Nets) 
presented here is based on the combination of GORE’s 
Method (goal-oriented requirement engineering) and Petri 
Nets as a substitute to the requirements for manufacturing a 
system that is capable to deal with digital twins. Using these 
two a new approach of RE is developed which is more 
sophisticated and service-oriented because it is based on a 
systematic approach – it means though each and every one 
will be goal-oriented but also will be in a systematic way. As 
an example, a car sequencing system presented in Fig. 1 is 
used here to solve the real problem [16]. Petri Nets of car 
sequencing problem is presented in Fig. 1. 

 

Fig. 1. Petri Nets of Car Sequencing Problem. 
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Pros: 

1) Realistic manufacturing products or projects will be 

done using this model 

2) Rather than small projects this model can be applied to 

large scale. 

Cons: 

1) In case of any deviation from steps an alarm system is 

activated which will activate the detailed verification process? 

B. MBSE (Model-based System Engineering) 

The 2
nd

 method is used for the product development, here 
a conventional system is converted into a modular system, 
which as a result will produce increases the complexity and 
will have so many modules to handle. So, the MBSE (model-
based system engineering) approach is being used for the 
development of modular kits to reduce the complexity [17]. 
Four key challenges were observed during the development of 
the modular kit. Structure of the system of objectives for 
modular kits is shown in Fig. 2. 

1) The scheme of the objectives is scrappy (due to large 

requirements, it is likely to have the situation that some of the 

requirements were not fulfilled). 

2) Not every stakeholder is familiar with the latest version 

of the system of objective (which can be the reason for the 

complexity i-e it will be challenging to keep all stakeholders 

up to date). 

3) Paucity of analysis about the consequences of the 

systems of objectives (stakeholders must inquire and fully 

understand all the objectives, requirements, and constraints). 

4) Varying degree of maturity and inflexibility 

(investment of more and more time which will result in 

lacking more and more information). 

To resolve these challenges a hybrid module was 
structured, diagram of that model can be shown in Fig. 2, [17] 
according to the hybrid module one requirement s can have 
multiple values or aspects, also reusability of the requirements 
can be acquired. Another feature of the structure is to identify 
the highest or technically most provocation value of each 
requirement. 

Pros 

1) This model can represent the large scale, 

interdependency, and variety of the module's system of 

objectives. 

2) Reusability of the requirements can be acquired and 

due to this a lot of time can be saved for the next challenge/ 

innovation. 

Cons 

1) If the modular kits remain stick to the same 

questionnaire for a long period, it will be difficult for the 

innovation. 

2) Securely extending the modular kits with new ones will 

change the whole beauty of the original ones. 

 

Fig. 2. Structure of the System of Objectives for Modular Kits. 

C. CREWS Method 

The main concern is to be looked upon as a reusable 
component. Their concern was described in 2 ways i-e 
scenario-based approach is represented at first in a modular 
way, identification of the design context at second in which 
these approaches can become reusable to facilitate. To achieve 
this, scenario-based approach is represented as method 
components called scenario method chunks. These chunks are 
divided into 2 levels; [18] a) Method knowledge level— it 
deals with the knowledge that is necessary for the chunk 
selection and retrieval, here knowledge is captured and 
presented in SGML (Standard Generalized Markup Language) 
b) Method meta knowledge level— it means dealing with the 
representation of the reclaimable knowledge to the method 
base users and is described in HTML format which can be 
graphical or in informal explanation of guidelines. Fig. 3 
represents the SGML part of the CREWS method base on the 
tree. The structure of SGML part of the method base is 
elaborated in Fig. 3. 

Pros 

1) By dividing into 2 parts it will be easy for the 

developers to retrieve the exact information (representation 

and description of the products). 

2) Reusability of the chunks can be time-saving and 

helpful for the new developers. 

 

Fig. 3. The Structure of SGML Part of the Method base. 
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Cons 

1) It will be much expedient if this model has some kind 

of instruction set or guidelines because its effectiveness can 

also bothersome of the new developers as well as customers. 

D. Multidisciplinary Modeling 

A multidisciplinary modeling technique is used in (A 
multi-disciplinary modeling technique for requirements 
management in mechatronic system engineering) [19] which 
allows modeling and evaluation of the requirements 
throughout the engineering process, how to model the 
requirements and test them using simulations. The main 
objective to present these techniques is to keep the number of 
concepts as minimum as it can be possible to understand at the 
early stages. Tasks that have been performed for modeling and 
testing were: 

Conception—the creation and elaboration of components 
with the defined concepts. 

Simulation—system behavior testing with an integrated 
physics simulation. 

Refinement—a refinement of the modeling aspects using 
discipline-specific tools (constraints are checked during the 
process execution) [19].The workflow of the multidisciplinary 
model is visualized in Fig. 4. 

Pros 

1) Researchers have tried their best to minimize the 

techniques for modeling. 

2) For the proper system functionality continuous 

integration system was introduced. 
Cons 

1) For the academic case study, this technique is useful, 

but as compared to the industrial system the complexity will 

be limited. 

2) Quality measurement for the modeling an ore fine-

grained assessment of the system behavior is not included 

E. Agile RE 

Agile Requirement Engineering aims to capture the current 
state of the art of the literature related to Agile RE while 
keeping because of stakeholders and users' collaboration. As 
agile software development has gone with online delivery and 
customer satisfaction thus its main aim is to deliver business 
values in short iterations. As the old Agile methodologies 
(Scrum, Kanban, and Extreme Programming) lacks in defining 
the right kind of products, to overcome this situation for good 
user experience a hybrid development approach including 
Human-Centred Design (UCD) are applied. Three important 
approaches have been raised in this process: 

1) What approach exists, which involves stakeholders in 

the process of RE and is compatible with Agile Software 

Development (ASD). For this, some of the sub-categories 

were made to check which approach will be compatible: 

 Stakeholders must collaborate. 

 The user must be involved directly. 

 Using a process to involve the stakeholders 

 Possibility of the existence of the iterations during the 
development process 

 A specific method is used to retrieve data [20]. 

If these categories exist in the project, then for the 
stakeholders and users' involvement weekly meetings, 
conceptual model representation, and surveys, etc. will be the 
best approach. 

2) What are those agile methodologies, which are capable 

of presenting the user’s viewpoint to stakeholders? 
Some sub-categories were also made to check the agile 

methodology. It is concluded here that the ad-hoc nature of the 
user collaboration and design feedback methodology will be 
suitable and capable for the representation of users' 
perspectives to stakeholders. 

 

Fig. 4. The Workflow of the Multidisciplinary Model. 
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3) What is the common way for requirement management 

in ASD? [20]. 

Some of the artifacts were selected for the requirement 
management, i.e. 

 User story 

 Task 

 Prototype 

 UI pattern 

 Use case scenario 

 Pictures 

 Story card  

 Essential use case 

 Persona 

 Videos 

 Vision 

 Mind map 

 UML diagram 

 UI specification 

 Storyboard 

 Kanban board 

These artifacts are changeable according to the project 
requirement. Using artifacts, a lot of hidden possibilities of 
error in projects can be resolved to some extent. It will be 
more accurate if a guideline/instruction set is added here 
Fig. 5 shows the requirement engineering phases. 

Pros 

1) To avoid the problems that can be aroused by users' 

inappropriate involvement some of the methods are identified 

that aims to increase the knowledge regarding user's needs. 

Cons 

1) A shared understanding of the user's perspective is not 

well established. 

2) Inappropriate user involvement can arise a lot of 

miscommunication. 

 

Fig. 5. Requirement Engineering Phases. 

 

Fig. 6. Requirement Engineering Process Models. 

IV. EMERGING MODELS OF REQUIREMENT ENGINEERING 

We are living in a digital environment where software 
evaluation is important to meet the stack holder's 
requirements. So it is required to evaluate the requirement 
engineering methods and models for handling the challenges 
that occur in the requirement engineering process. Marcelino-
Jesus, Elsa, present in their paper that requirement engineering 
consists of four phases that are used to access the 
requirements. And the common four phases that include in the 
requirement engineering process are requirement elicitation, 
analysis, specification, and validation [21], [25]. 

The elicitation phase is used to find the appropriate 
requirements that provide the solution for the development. In 
the analysis phase, requirements are analyzed in such a way 
that continuous negotiation with stack holders to identify 
which requirements is to need to be considered for 
development. In the specification phase, the requirements 
arrange in a documented form that is understandable, readable 
by anyone. The validation phase is used to validate that 
requirements are complete and consistent and clearly express 
the stack holder’s needs. In Requirement engineering 
methodology there is the additional phase that is included in 
RE processing that is a preparation of information [22], [28]. 
The 8 requirement engineering process modelsare presented in 
Fig. 6. 

Requirement engineering methodologyis drafted in Fig. 7. 
Mehmood M and Ijaz BB [23] define different requirement 
engineering process models that were presented by different 
researchers. Requirement engineering process models are 
shown: 

A. Linear RE Process Model 

Sommerville and Kotonyapresented that model. This 
model includes different activities that are repeatable perform. 
The activities are requirements elicitation, analysis of 
requirements, negotiation, documentation, and validation of 
requirements. This model is very useful where requirements 
are accurate. The model includes the repetition of the activities 
until all the stack holders satisfy as presented in Fig. 8. 
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Fig. 7. Requirement Engineering Methodology. 

 

Fig. 8. Linear RE Process Model. 
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Challenges: 

1) Difficult to handle the risk. 

2) No concept supports the user feedback. 

3) It does not provide a facility for requirements 

validation. 

4) It does not support when requirements continuously 

change. 

5) It does provide preprocessing activities for 

requirements. 

6) It cannot estimate the effort based on requirements. 

B. Macaulay Linear Requirements Engineering Process 

Model 

The overall challenges of requirements engineering 
process models are summarized in Table I. 

This model is presented by Macaulay. This model work in 
a linear fashion in which all activities are performed 
sequentially [27]. It includes five activities that are: problems 
analysis, concepts, analysis of feasibility study, and modeling 
and documentation of requirements as shown in the Fig. 9. 

Challenges: 

1) It does not provide the facility of reversing the 

engineering process. 

2) This model also does not support user feedback. 

3) There are no preprocessing activities for requirements. 

4) It does not support dynamic requirements. 

5) There is no concept of effort estimation. 

6) It does not provide any method for risk management. 

C. Iterative Requirements Engineering Process Model 

This model was proposed by ―Karakostas and 
Loucopoulos‖. The model includes the different phases are: 
Elicitation, specification, and problem domain. This model 
follows the iterative development shown in Fig. 10. 

TABLE I. CHALLENGES OF REQUIREMENT ENGINEERING PROCESS 

MODEL 

Sr.no Model Challenges 

1 
linear Requirement Engineering 

model by Summerville and Kotonya 

No concept supports the 

user feedback. 

2 Macaulay Linear RE Model 
It does not provide the 
facility of reversing the 

engineering process. 

3 
Loucopoulos And Karakostas 

Iterative RE Process Model 

It does not support the 

concept of effort 
estimation. 

4 
Spiral Model Of Requirements 

Engineering Process 

It does not provide any 

method that is used to find 

requirements priorities. 

5 (TCBA) RE Process Model 
In the beginning, product 
cost may not be accurate. 

6 

An Effective Requirements 

Engineering Process Model by 
Dhirendra Pandey and U. Suman 

It does not provide any 

effective method for 
managing the risk. 

7 

Model In Highly Turbulent 

Environments 

Model G. P.B.F. Arts Requirements 
Development & Management 

It uses only the 
brainstorming method for 

elicitation of requirements. 

 

Fig. 9. From the Work of Macaulay. 

 

Fig. 10. From the Work by Loucopoulos and Karakostas. 

Challenges: 

1) It does not support the concept of effort estimation. 

2) It does not support when requirements frequently 

change. 

3) It does not support preprocessing activities for 

requirements. 

4) It does not provide the criteria for finding application-

specific requirements. 

5) No method can handle the risk. 

D. Spiral Model of RE Process 

This model is recommended by Summerville and Kontoya. 
This model works on spirals. It includes four activities are: 
elicitation, analysis, and negotiation, documentation, 
validations of Requirements as shown in Fig. 11. 

Challenges: 

1) It does not provide any method that is used to find 

requirements priorities. 

2) It does not provide any mechanism that supports 

finding the application-specific requirements. 

3) It does not provide preprocessing activities for 

requirements. 

4) There is no concept of cost estimation. 
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Fig. 11. From the Work of Kontonya and Summerville. 

E. Tool Cost-Benefit Analysis (TCBA) Requirement 

Engineering Process Model 

This model is presented by “Mr. Qadeem Khan, Mr. 
Shams-Ul-Arif, S. A. K. GahyyurTools. This model includes 
two processes: 

1) If you can arrange meetings with the stack holders that 

use the survey method for requirement elicitation. 

2) If there is a minimum number of stockholders use the 

interview method. Fig. 12 and 13 has shown this model. 

Challenges: 

1) In the beginning, product cost may not be accurate. 

2) Difficult to find requirements priorities. 

3) This model also not supports the preprocessing 

activities. 

 

Fig. 12. TCBA RE Process Model. 

 

Fig. 13. TCBA RE Process Model. 

F. Dhirendra Pandey and U. Suman an Effective 

Requirements Engineering Process Model 

This requirement engineering process includes: Business, 
Customer requirements, User requirements, Constraints of 
Security requirements, requirements of Information, Standards 
as Fig. 12 is presenting this model. 

Challenges: 

1) This model also not provides any method that how to 

estimates the efforts. 

2) It does not provide any effective method for managing 

the risk. 

3) It does not provide any method to find application-

specific requirements. 

G. P.B.F. Arts Requirements Development & Management 

Model in Highly Turbulent Environments 

This model has three aspects are intake, startup, initiation. 
In the startup phase, it provides a technical method for 
elicitation of requirements. In initiation phase is used to 
prioritize the requirements and get feedback from stack 
holders and also validate the requirements as shown in Fig. 14. 
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Fig. 14. Requirement Development and Management Model in Highly Turbulent Environments. 

Challenges: 

1) Difficult to manage the requirements. 

2) It uses only the brainstorming method for elicitation of 

requirements. 

3) It does not provide any method for documentation of 

requirements. 

4) It does not provide any effective mechanism to handle 

the risk. 

5) Difficult to measure the efforts that are required for 

requirements. 

H. Bee Hive Model 

This model is presented by ―K S Swarnalatha, G.N 
Srinivasan, and Pooja S Bhandary‖. This model includes the 
following phases: Background Research Elicitation, Analysis 
of requirements, Prototyping, Verification of requirements, 
Validation of Requirement Specification. Bee Hive model 
help to find the actual time required for gathering 
requirements from stack holders for designing the prototype of 
a product. 

Challenges: 

1) Required a large amount of time for the feasibility 

study. 

2) There is no preprocessing activity for requirements. 

3) Risk management is difficult 

4) It does not support application-specific requirements. 

V. SOLUTIONS TO OVERCOME THESE CHALLENGES 

 In Kotonya and Sommerville Linear RE Process 
Model, further examination needs be done to 
consolidate prerequisites approval action alongside 
help with a client to guarantee the precision, breadth, 
and consistency of specification. 

 Reverse Engineering risk management strategy must 
need to be undertaken in Macaulay Linear 
Requirements Engineering Process Model. 

 Preprocessing RE strategy needs to be developed in 
Loucopoulos and Karakostas Iterative Requirements 
Engineering Process Model. 

 Specific requirements elicitation technique needs to be 
incorporate in Spiral Model. 

 Further, the examination might be finished by 
consolidating the idea of requirement preprocessing 
and requirement prioritization in the TCBA model. 

 Future research needs to be done include effort 
estimation in Dhirendra Pandey and U. Suman 
Effective Requirements Engineering Process Model. 

 In P.B.F. Arts Requirements Development & 
Management Model in Highly Turbulent Environments 
and Be Hive Model is important to develop the 
preprocessing RE and management strategy. 

VI. CONCLUSION 

The paper shows several issues in the domain of 
requirement engineering. These issues have been researched 
using a variety of sources. Requirements are the first step for a 
project and this may increase the possibility that project 
estimates may be inaccurate if they are not explicitly and 
unambiguously specified, since the nature of the 
project/activity has not been established. Even if there are 
several existing models and structures for handling 
requirements, each model represents only one possible insight 
on the inner truth that will be captured and reused: The slogan 
"one size does not fit all" may be rephrased as "one style does 
not fit all". Thus, in the areas of issues needed, at least 2 (or 
more) models/frameworks should be considered for improving 
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your processes (whatever they are). In these paper firstly 
current requirements engineering models has explained and 
then their pros and cons are presented. After that, emerging 
RE models is presented and discusses their challenges, at the 
end we try to give some solutions to overcome the challenges 
that are facing in emerging RE models. In the future, we 
further plan to work more on emerging models and techniques 
our future research will discuss the key characteristics of 
many Requirement Engineering Process models, which aid in 
the selection of the most appropriate model for Requirement 
Engineers and practitioners in the industry, We will offer an 
effective requirements engineering process model for 
producing high-quality software requirements, with a focus on 
providing a full overview of Elicitation methodologies, 
including their characteristics, strengths, and weaknesses. 
Some of the strengths and weaknesses discovered during the 
extensive analysis are also ordered and scheduled, which aids 
in the proper selection of the RE Process model and explain 
solutions in a better way. On the basis of current literature, 
this study covers a wide range of research topics, allowing 
other scholars to expand on the work. In terms of cost and 
time, the appropriate choice of Process Model combined with 
the right technique is beneficial to any professional. 
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Abstract—Computer assisted detection (CAD) are able to 

detect and characterize suspicious mammographic images, micro 

calcifications, masses or more difficult, architectural distortion. 

With the exploitation of these different characteristics, the system 

can specify and predict the severity of the tumor to assess the risk 

in terms of Malignity/Benignness. Our work involves the 

development of a new method for screening breast cancer, this is 

achieved by developing a whole strategy of knowledge extraction 

through deep learning and medical ontology appropriate for the 

classification of regions selected from digital mammograms, for 

each radiological sign considered, namely, masses and micro 

calcifications. First, we extracted the parameters characterizing 

the images used as input to a deep convolutional neuron network 

CNN. The learning is supervised because the images used are 

images from the MARATHON database of the University of 

Florida; they are already diagnosed by experts. The second phase 

aims to add a semantic level to our classification through a 

specialized ontology developed for this purpose based on the 

BIRADS characterization system. Based on the evaluation 

performed, the proposed approach provides better classification 

results than the usual methods for assisting in the computer 

aided detection of breast cancer. 

Keywords—Computer assisted detection (CAD); breast cancer; 

the digital database for screening mammography (DDSM); 

ontology; deep learning; breast imaging-reporting and data system 

(BIRADS) 

I. INTRODUCTION 

Breast cancer is the leading cause of cancer death among 
women; in addition to the second most common cancer in the 
population after prostate cancer [1]. Several actions can be put 
in place to promote early detection of breast cancer. The 
interest is to be able to cure this cancer more easily and to 
limit the sequel related to certain treatments. 

The generalization of organized screening for breast 
cancer requires the implementation of double reading, which 
reduces the false negative rate of screening, but can be 
difficult to organize. 

Computer assisted detection system (CAD) are constantly 
improving and are able to detect and characterize suspicious 
mammographic images, micro calcifications, masses or more 
difficult, architectural distortion. The digital and computer 
analysis of mammography images can then serve as a second 
computer reading for the radiologist, the goal of these expert 

systems being to increase the sensitivity of mammography 
while reducing the number of false positives. 

In computer vision [2], it is generally accepted that the 
image analysis is performed by a series of procedures that 
form the image processing chain. This chain is certainly not 
universal and each stage is conditioned by a priory specific 
knowledge of the domain that is being treated. Studies have 
shown that each step can be approached through an expert 
system, especially the segmentation stage that is crucial for 
interpretation. Interpretation is the last step in this chain of 
treatment. It is at the same time influenced by the treatments 
which were carried out previously (possibly complex or 
partially solved and by the final goal (research of pathologies, 
evocation of syndromes, aid with the diagnosis). 

A classification is an organized and hierarchical 
classification system of "objects". Depending on the objects 
considered (living species, diseases, products or services, 
stars, documents in a library ...), various classification systems 
developed. Interpretation is among the different areas that use 
classification, 

Two approaches to image classification can be 
distinguished: 

 The supervised approach: The supervised classification 
is based on a prior knowledge of the data to classify, 
the nature and the numbers of classes contained in the 
image are known in advance. 

 Unsupervised approach: For these methods, the data 
are classified according to their characteristics, without 
any prior information on the nature of the objects to be 
classified, that is to say that they do not require any 
knowledge a priory of the user. Either there is a 
universal collection of classes already defined, or the 
number of classes or their characteristics are 
automatically determined within the classification 
itself. 

Regarding image classification, the analyst who attempts 
to classify the characteristics of an image, uses elements of 
visual interpretation to identify homogenous groups of pixels, 
in order to extract knowledge from these images. Moreover, to 
do this, we must choose from several algorithms and methods 
such as for example neural networks [3], genetic algorithms 
[4], fuzzy logic [5], taboo search [6]. 
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The purpose of this article is to present a decision aid to 
the doctor responsible for breast cancer screening by 
developing a strategy for extracting knowledge from 
biomedical data (mammographic images) for the detection of 
possible pathologies. This is achieved by developing a whole 
new strategy for extracting knowledge through deep learning 
and appropriate medical ontology for classifying regions in 
terms of malignancy / benignity. 

First, we developed a system for detecting tumors by deep 
learning, the images used are images from the University of 
Florida's MARATHON database, they have already been 
diagnosed by experts. Then to give information a semantic 
aspect in the decision-making process, we propose to model 
knowledge in the form of ontology. 

The rest of the article is organized as follows: in the 
second section, we describe the techniques that exist in the 
literature to accomplish the detection of different suspicious 
radiological signs in mammography. Then we will talk about 
the approach studied, the deep learning models used and the 
ontologies while exposing the results obtained. 

II. RELATED WORK 

Our main goal is to develop a mammography-based, quasi-
automatic mammography diagnostic aid system for 
radiologists as a second reading for early detection of breast 
cancer by one of the first pathological signs. : The mammary 
masses. So, this system should not be seen as an attempt to 
replace the doctor but to offer him powerful tools that help 
him in the heavy task of analyzing mammograms during 
screening campaigns. In this point, ontology and deep learning 
can be a solution for the distinction between malignant and 
benign tumors. 

In paper [7], the authors suggest first a construction of 
domain ontology about the disease of breast cancer. Then the 
annotation of images on breast cancer by the ontology 
concepts "OntoSein" allow, thus their semantic Interpretation. 
They have chosen to establish the annotation in a semi-
automatic way using the "PhotoStuff" which is a tool based on 
a library of Java classes called Jena, The hierarchy and 
relationships between classes make it possible to interpret the 
metadata attached to each image. 

An ontology built in the framework of the European 
project MICO (Cognitive Microscope) in which a team from 
the IPAL laboratory participated, in order to provide the 
pathologist with a relevant tool to help diagnosis and 
prognosis by allowing the detection, according to the Scale, 
regions of interest in microscopic biopsy images, annotation 
and analysis of these images and provide scoring and 
assessment capabilities for breast cancer [8]. 

In Meriem et al. [9], the authors propose a methodology 
for extracting objects of biological interest in 
histopathological images. For this, they first used low-level 
specific procedures such as nucleus, mitosis and tubule 
segmentation, and then they designed OWL-DL ontology and 
SWRL rules for the annotation of histopathological images. 

The authors [10] created an enriched ontology of breast 
cancer that consists of formalizing a set of mammographic 

knowledge. Using this tool which is based on semantic 
technologies, it provides the pathologist with a relevant tool 
for diagnosis and prognosis by enabling the detection, the 
proposal of the possible treatment, the integration of the 
information used for characterization of breast cancer. 

The proposed approach [11] is to create a diagnostic 
support system for breast cancer using ontology to provide 
physicians with a second opinion of their patients. This 
semantic annotation is done by tools such as ePAD, and saved 
in AIM format. This system can help radiologists to obtain a 
higher interpretation rate because the accuracy of the experts 
is obtained through training and experience. 

In this paper, [12] deep convection neural networks 
(CNNs) and media carrier machines (SVMs) were used to 
design a breast cancer diagnostic support system. The 
approach begins with preprocessing to resize the image and 
improve the image quality [13]. Deep convulsion neural 
networks were applied for feature extraction and classification 
with media vector machines (SVM). The mammograms 
studied come from the DDSM and MIAS databases, to test the 
performance of this approach. Evaluation measurements were 
calculated such like Accuracy, Sensitivity, Specificity and 
area under the curve (AUC) and compared to other methods. 
Results show that proposed framework has attained accuracy 
93.35% and 93% sensitivity. 

In this work [14], the authors propose an end-to-end 
learning model in order to directly classify pre-segmented 
mammary masses into two classes as benign and malignant. 
They used the digital database for screening mammography 
(DDSM) in their experiments [15]. In the first place, they 
analyzed the effect of network initialization with prior 
learning on the ImageNet dataset, and then developed on 
mammography images. The results of this approach exceed 
the human performances and show the interpretability of this 
model. 

III. PROPOSED MODEL 

A. Breast Mass Classification from Mammograms using Deep 

Convolutional Neural Networks 

Deep learning is a new branch of machine learning 
research that has been introduced to make machine learning 
more intelligent. It is about learning several levels of 
representation and abstraction which allows a better 
understanding of the hidden structure of data such as images, 
speech and text. 

In this article, we propose a system based on Deep 
Convolutional Neural networks CNN able to detect the 
presence or not of anomaly on a mammogram for computer-
aided Diagnosis (CAD) system, we used 321 images we 
divide them into two sets the first set of images is used for the 
training of the system (321image) the second set is used for 
system testing (18 frames). 

We will give an overview on the architectures of the 
models used in this work. 

1) AlexNet: In 2012, Alex Krizhevsky gave birth to a 

project named AlexNet [16]. This project succeeded in 
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winning the first prize in ILSVRC 2012 (ImageNet Large 

Scale Visual Recognition Challenge). This project has 

benefited from years of progress bringing more computing 

power and more data to learn. 

AlexNet also included a stack of convolutional layers 
instead of the previous approach, where a pooling layer [17] 
followed each convolutional layer. The calculations make it 
possible to use a large database with a large amount of images 
at a high learning speed. Fig. 1 shows the overall architecture 
of AlexNet, which consists of 5 convolutional layers, and 3 
FCs. These 8 layers combined with 2 new concepts for 
activation that are MaxPooling and ReLU. 

2) VGG Net: During the ILSVRC 2014 challenge, an 

interesting new architecture appears, the VGG Net [18]. This 

architecture was proposed by a group of students from Oxford 

University. It should be mentioned here that this architecture 

did not win the top prize but it just won the error rate to 7.3%. 

The authors experimented with different architectures with a 

number of layers between 11 and 19 (see Fig. 2) and choose a 

homogenous 16-layer architecture using 3 x 3 filters with a 

stride of 1 to preserve the spatial resolution after the 

convolutional layers are combined with those of MaxPooling 

with a stride of 2. The authors noticed that when we use 

convolutional layers with very small kernels in a row, this has 

the same impact on larger kernels while keeping the same 

advantages. That said, 3layer with a 3x3 kernel has the same 

effect as a 7x7 single-layer kernel, it decreases the number of 

parameters and allows the user to implement 3ReLU layers 

instead of 1. It is important to say that the number of 

parameters remains enormous at 140 million which implies a 

longer time. VGG Net expands the number of filters after each 

MaxPooling layer as shown in Fig. 2. The idea of decreasing 

the spatial dimensions but increasing the third dimension 

(depth) is seen as important as is the depth (number of layers) 

of the network. 

3) ResNet: The Microsoft research group has suggested 

going deeper into architectures [19]. It offers a deeper 

architecture called ResNet. 

Fig. 3 contains 152 layers and was the first prize 
architecture of the 2015 ILSVR challenge with an error rate of 
3.6%. 

The residual neural network - or Residual Network - better 
known by the name ResNet [19] arises due to the problem of 
back propagation of the gradient and the increase in learning 
error. Indeed, when the neural network is too deep, the 
gradient is reduced to zero and becomes very weak to update 
the weights of the different layers. 

The idea is therefore to bypass the learning operation by 
adding the input to the output of the block (generally followed 
by an activation function). The authors have shown that they 
are able to train neural networks with up to 1,202 hidden 
layers using this method. 

 

Fig. 1. AlexNet Architecture [17]. 

 

Fig. 2. VGG Net Architecture [18]. 
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Fig. 3. The Global Architecture of ResNet [19]. 

B. Mammography Ontology 

Generally, neural networks produce patterns that are often 
incomprehensible and require a high learning time. To remedy 
this insufficiency, we have used ontology for the automatic 
manipulation of information at the semantic level with the use 
of the SWRL language, which enriches the semantics of an 
ontology defined in OWL based on the BIRADS 
characterization system [20]. Breast Imaging Reporting and 
Data System. It is a classification, in five categories, of 
mammographic images according to the degree of suspicion of 
their pathological characters. 

We build our ontology that we called Mammogram 
Cancer, according to the classification criteria. With the help 
of the expert, we extracted concepts (classes and their 
properties) and the relationships between these concepts (class 
hierarchy) necessary for the conceptualization of ontology. 

In ontology development, we tried to similar reasoning the 
radiologist in breast cancer diagnosis. The description part of 
the lesion is based on the BI-RADS language. This has 
allowed describing the anomalies encountered by specifying 
their characteristics [21]. Mammogram Cancer ontology is 
composed of the Lesion concept which locates the different 
types of abnormalities (Mass, Calcification) of mammography 
of which each type represents itself a concept (subclass 
Lesion), each concept is constituted of a number of attributes 
for example: attributes: shape, density, outline for the concept 
Mass. Fig. 4 shows a part of Mammography ontology and 
relations. 

1) Mammography annotation tool: In this article, we 

propose a new approach that takes advantage of both ontology 

and deep learning concepts in a system for annotating 

mammography images using JAVA programming language. 

We used a subset of the manually selected DDSM database. 

The learning set and the tests must contain each type of lesion 

(Benign, Cancer, and Benign without callback). We also used 

various mammographic images: images containing micro-

calcifications and images containing masses. 

This approach consists mainly of three steps as illustrated 
in Fig. 5: 

 Processing module: used to prepare data for different 
treatments. In this module, the data is formatted 
according to the median filter. 

 Module detection the presence or absence of 
abnormalities on mammograms by deep learning. For 
this purpose, 321 images are used, divided into two 
sets, the first one used for learning (288 images) and 
the second set used for testing the system (18). 

 Loading the Mammocancer ontology to allow the test 
image to affect a new object to one of the classes 
(benign or malignant), using a SWRL decision rule 
integrating the results of the phase learning. 

C. SWRL Rules 

SWRL is an expressive OWL-based rule language. SWRL 
makes it possible to write inference rules and this provides 
more powerful reasoning capabilities than OWL alone [22]. 
Semantically, SWRL is built on the same description logic 
foundation like OWL and it provides similar formal 
guarantees when performing inference [17]. 

The body part (swrl: body) specifies the conditions that 
must be checked and the header (swrl: head) specifies the 
actions to be taken if the conditions of the rule are satisfied. 
Here is an example of a SWRL rule that uses the built-in 
predefinedgreaterThan : Patiente(?p) ^ hasAge(?p, ?age) ^ 
swrlb:greaterThan(?age, 40) ^ Mammogram(?x) ^ 
containM(?x, ?y) ^ TypeForme(?y, ” IRREGULAR“) ^ 
TypeContour(?y, “ ILLDEFINED “) ^ hasCategory(?x,?z) à 
ACR4(?z). 

This rule states that if the age of a patient is greater than 40 
years and her mammogram contains irregularly shaped masses 
and a poorly defined contour, then this patient has a 
mammogram classified as ACR4. Question marks in a SWRL 
rule used to declare variables. 

In order to make reasoning and to deduce new knowledge 
from the executing ones, the rules of inference are written in 
SWRL. Fig. 6 illustrates the SWRL rules used. 
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Fig. 4. Part of Mammography Ontology and Relations. 

 

Fig. 5. Main Graphical Interface of our Prototype. 

 

Fig. 6. Part of the Rules Written in SWRL Language for Reasoning Inferential. 
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IV.  RESULTS AND DISCUSSION 

The experimental tests were conducted on a Core i5 laptop 
and 8GB of main memory. Our system has been implemented 
in the Eclipse development environment on Java. 

To examine the practical effectiveness of our system, we 
conducted a series of experiments on a DDSM database. 

In the test phase in the step of detecting tumors by the deep 
learning method, the selected network was injected with 
parameters associated with the images of the test set which 
consists of 18 images not used in the learning phase, for see 
the ability of the network to detect the presence or absence of 
abnormality on the mammograms of the test set. 

For the test set, 18 mammograms were used which 
represent the following characteristics: 

 9 normal mammograms. 

 7 mammograms have abnormalities with an 
approximate radius of the circle surrounding the 
anomaly from 20 to 54 pixels. 

After loading the database, we choose the parameters of 
our CNN and which are summarized under: stride, pooling, 
convolution size, pooling size and feature maps (characteristic 
map) as shown in Fig. 7. We launch the CNN part which will 
make it possible to extract the characteristics of each image. 

Once the learning is complete, we tackle the test phase by 
first loading the dedicated database, and we restart the CNN 
part on this basis with the same parameters as those 
configured previously. 

To estimate and validate the performance of our proposed 
approach, we compared the AUC of our ROC curve with other 
AUC values of recently proposed methods. The sensitivity 
(SN) or true positive rate (TPR), specificity (SP), false 
positive rate (FPR) and accuracy (AC) metrics are calculated 
by using the following statistical formulas [18]: 

The sensibility: 

It represents the classification rate where the class is a zero 
(detected correctly by the classifier) compared to the total 
number of zero classes. 

Sensitivity (SN)=True Positive Rate (TPR)= TP/(TP+FN)   (1) 

The specificity: 

It represents the classification rate of examples where the 
class is not zero is predicted to be non-zero (Detected 
correctly by the classifier) relative to the total number of non-
zero classes. 

Specificity (SP) =1- (FP/ (FP+TN))            (2) 

TP, TN, FP and FN denote respectively: 

 A-True positive: an example where the class is a zero is 
correctly predicted. 

 b- True negative: an example where the class is not 
zero is predicted not zero. 

 C-False positive: an example where the class is not a 
zero is predicted to be zero. 

D-False negative: an example where the class is zero is 
predicted not to be zero. 

False Positive Rate (FPR): 

It is the probability that a false alarm will be raised: that a 
positive result will be given when the true value is negative. 

False Positive Rate (FPR) = FP/ (FP+TN)           (3) 

Accuracy: 

It is the number of correctly predicted data points out of all 
the data points. More formally, it is defined as the number of 
true positives and true negatives divided by the number of true 
positives, true negatives, false positives, and false negatives. 

Accuracy (AC) = (TP+TN)/ (TP+FP+FN+TN)          (4) 

 

Fig. 7. Launching the CNN Algorithm for Learning. 
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Fig. 8 shows the architecture used in each model as well as 
the number of epochs. The results obtained are expressed in 
terms of learning accuracy, validation, and finally the error. 

This comes down to the large size of the base which 
requires the use of a GPU instead of a CPU. 

After analyzing the results obtained, the following remarks 
are noted: 

The accuracy of training and testing increases with the 
number of epochs, this reflects that with each epoch the model 
learns more information. If the precision is reduced then we 
will need more information to teach our model and therefore 
we must increase the number of epochs and vice versa. 

Likewise, the learning and validation error decreases with 
the number of epochs. 

Model 2 VGG presented the best results found. The 
number of epochs and convolution layers reflect these good 
results; however the execution time was very expensive (due 
to the number of epochs).Our results improved as we deepened 
our network and increased the number of epochs. The learning 
base is also a determining element in convolutional neural 
networks; it takes a large learning base to achieve better 
results. 

In general, a large and deep convolutional neural network 
performs well, and our network performance degrades if a 

convolutional layer is removed. For example, from the table 
removing one of the two middle layers results in a loss in 
network performance. Therefore, depth is essential to achieve 
good results. 

Our results improved as we deepened our network and 
increased the number of epochs. The learning base is also a 
determining element in convolutional neural networks; it takes 
a large learning base to achieve better results. 

In order to show the contribution of ontologies for the 
automatic manipulation of information at the semantic level 
with the use of the SWRL language which enriches the 
semantics of an ontology defined in OWL based on the 
BIRADS characterization system (multi-class classification). 

The construction of the ontology is a complex task, even to 
implement a small ontology, this one will take several lines of 
code and requires a great effort and time. In particular, if this 
ontology is coded directly by the developer in ontology 
language without using any tool. To do this, PROTEGE is 
designed to free the ontologist from this complexity and 
automatically generate the structure of the ontology created in 
OWL-DL. 

The results presented in Fig. 9 show the characteristics of 
the tumor using our Mammoccancer ontology as a classifier, 
which is based on semantic reasoning on an ontology enriched 
with SWRL rules. 

 

Architecture used 
epoch 

number 

Accuracy 

obtained on the 

basis of learning 

Accuracy 

obtained on the 

basis of 

validation 

error 
convolution layer pooling layer Fully connected 

AlexNet 05 02 03 15 91.29% 89.10% 60.05% 

VGGNet 04 03 03 10 93.85% 87.44% 50.47% 

RestNet 03 02 02 16 92.56% 84.03% 56.86% 

Fig. 8. Experimental Results. 

 

Fig. 9. Result of the Classification of Tumors by Ontology. 
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V. CONCLUSION 

All of the work we have done is based on two phases. 
While the first is devoted to the classification of 
mammograms into two categories normal or suspicious 
(binary classification) based on a deep neural network, for 
this, we used three models with different architectures and we 
showed the different results obtained in terms of precision and 
error. Comparison of the results found showed that the epoch 
number, the size of the base and the depth of networks, are 
important factors for obtaining better results. 

The network parameters are difficult to define a priori. It is 
for this reason that we have defined different models with 
different architectures in order to obtain the best results in 
terms of precision and error. 

The second phase aims to add a semantic level to our 
classification through a specialized ontology developed for 
this purpose. The objective of the second phase is to show the 
contribution of ontology for the automatic manipulation of 
information at the semantic level with the use of the SWRL 
language, which enriches the semantics of an ontology defined 
in OWL based on the system of BI-RADS characterization 
(multi-class classification). 

Finally, we evaluated and tested the performance of each 
phase of our approach in terms of accuracy and error. 

The comparison of the results found showed that the epoch 
number, the size of the base and the depth of networks, are 
important factors in obtaining better results. 

The network parameters are difficult to define a priori. It is 
for this reason that we have defined different models with 
different architectures in order to obtain the best results in 
terms of precision and error. We encountered some problems 
in the implementation phase, the use of a CPU made the 
execution time too expensive. In order to solve this problem 
one must use deeper convolutional neural networks deployed 
on a GPU instead of a CPU on larger bases. 

In order to improve the classification rate and to have more 
detail (multi-class classification), we modeled knowledge in 
the form of ontology to attribute a semantic aspect to 
information based on the BI-RADS characterization system. 

The results of the data classification obtained by our 
approach are very conclusive and prove the effectiveness of 
our approach. However, in order to improve our approach and 
increase the classification rate, we propose to make the 
following improvements: 

 Extension of the database: we could consider validating 
it on other types of images such as histopathological 
images. 

 Integration of the notion of interoperability of 
ontologies by hybridizing their classification 
techniques with the fuzzy approach, for example. 
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Abstract—While finding any product, there are many 
identical products sold in the marketplace, so buyers usually 
compare the items according to the desired preferences, for 
example, price, seller reputation, product reviews, and shipping 
cost. From each preference, buyers count subjectively to make a 
final decision on which product is should be bought. With 
hundreds of thousands of products to be compared, the buyer 
may not get the product that meets his preferences. To that end, 
we proposed the Enhanced Conjoint Analysis method. Conjoint 
Analysis is a common method to draw marketing strategy from a 
product or analyze important factors of a product. From its 
feature, this method also can be used to analyze important 
factors from a product in the marketplace based on price. We 
convert importance factor percentage as a coefficient to calculate 
weight from every attributes and summarize it. To evaluate this 
method, we compared the ECA method to another prediction 
algorithm: generalized linear model (GLM), decision tree (DT), 
random forest (RF), gradient boosted trees (GBT), and support 
vector machine (SVM). Our experimental results, ECA running 
time is 6.146s, GLM (5.537s), DT (1s), RF (10,119s), GBT 
(45.881s), and SVM (11.583s). With this result, our proposed 
method can be used to create recommendations besides the 
neural network or machine learning approach. 

Keywords—Enhanced conjoint analysis; marketplace; e-
commerce 

I. INTRODUCTION 
 e-Commerce, in its first form, was established 40 years 

ago. Since then, new technology, advances in internet 
connectivity and security, payment gateways, and widespread 
consumer and business model acceptance have all aided e-
growth. Commerce's Michael Aldrich launched electronic 
shopping in 1979 by connecting a customized television to a 
transaction-processing computer through a telephone line. 
Amazon was one of the earliest e-commerce sites for books, 
and PayPal followed it as an e-commerce payment system in 
1995. Alibaba was founded in 1999 as an online e-commerce 
platform. It transforms the company model from single-store e-
commerce to a multistore marketplace. 

In the 2000s, Shopify and BigCommerce have launched a 
cloud e-commerce platform that helps retailers to have their e-
commerce shop. Previously our system had been built from 
scratch, but Shopify and Bigcommerce allow us to have our e-
commerce store by renting their platform. Since 2010, 
numerous payment systems have arisen, including stripe, apple 
pay, Samsung Pay, and other payment method. Now, there is a 
social commerce, where people can buy or sell something from 

social media like Facebook, Instagram, and even messenger 
applications like WhatsApp, telegram, and signal. 

In Indonesia, Bhinneka and Sanur are the first ecommerce 
in Indonesia in 1996. Then Doku as payment gateway system 
is introduced in 2007. New era of ecommerce starts from 2010 
as Tokopedia and Bukalapak launch as e-commerce 
marketplace. Later, there are a lot of marketplace launched 
such as: Blibli, JD.ID, Lazada, qoo10, and many more. e-
Commerce is a new way in business transaction through 
internet with cover of lease or the auction goods [1]. e-
Commerce marketplace in Indonesia are commonly act as 
mediator. Marketplace platform act as bridge between 
customer and seller, they obtained data generated by all its 
participant [2]. Author [3] formulate e-commerce as integrated 
platform from upstream supplier (individual industry, 
cooperative, and production) into end customer. This platform 
consists of intermediate channel provider (distributor, 
importer), one or few categories of product, called vertical e-
commerce, and O2O (online-to-offline) model where customer 
can browse the product through e-commerce and buy it in 
physical store. 

e-Commerce today is not only a rigid platform for 
interaction between buyers and sellers, where information 
received by buyers only comes from the platform but provides 
direct access between buyers and sellers to create an interactive 
environment [4]. Even e-commerce offers transactions in one 
country and more than one country; it is called cross border e-
commerce, a new concept about resource integration, supply 
and demand matching, joint operation, and supply chain 
logistics between countries [5]. People buy some items at 
online stores for a variety of reasons: They can buy at any time. 
They save time by not having to go to the store. They can 
easily compare prices. They do not have to bargain because the 
price of the product is fixed. More information and chances to 
compare goods and prices among thousands of products are 
available to customers in an online shop, and better product 
selection, convenience, and simplicity of discovering desired 
products [6]. In the marketplace, consumers usually search the 
products and filter them according to the needs of consumers, 
for example, location, price, discount, delivery courier. All 
sellers with their products will appear based on appropriate 
keywords. After choosing the product, consumers will choose 
the delivery courier and payment method. Finally, after 
payment is completed, consumers can wait for their product to 
come. Consumers can finish their order when the product 
comes, and the fund can be released to the seller. Flow of e-
commerce transaction is shown in Fig. 1. 
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Fig. 1. Flow of e-commerce Transaction. 

Currently, transactions in a marketplace are determined by 
many factors: 

1) Location of buyers and sellers. The location of the 
buyer and seller usually becomes one of the things that are 
considered for buying goods be-cause relating to shipping cost. 

2) Delivery services that the seller activates. Every buyer 
has an opinion or experience using certain shipping services. 

3) Price. One of the essential aspects for purchasers is the 
pricing of goods. Buyers hunt for the best deal on everyday 
items. 

4) Review. Reviews about products, services, and shipping 
from certain transactions of previous buyers. 

5) Promotion. Promotions are provided by sellers, such as 
discounts, cashback, or free shipping. 

Indonesia is regarded as one of Asia's most developed e-
commerce markets. Several reasons contribute to Indonesia's e-
commerce sector's fast growth. To begin with, smartphone and 
Internet development continue to accelerate. Second, Indonesia 
has a large population with rising purchasing power due to the 
country's macroeconomic solid growth. Third, Indonesia's 
populace is young and tech-savvy. [2]. There are 175.4 million 
active Internet users in January 2020 [3]. With 2.201 start-ups, 
Indonesia can adjust and develop product based new 
technology rapidly [4]. Besides, the support from the 
government by opening the large scale of investment from 
domestic or overseas to participate in developing Micro, Small 
and Medium Enterprises and e-commerce have made e-
commerce grow very fast. This growth gives chances to e-
commerce practitioners to grow their business, such as 
Tokopedia, Bukalapak, Blibli, and others [5]. In Indonesia, 
buyers usually spend an average of 4 minutes in a marketplace 
to have a look at some products before deciding to buy an item 
or not. In general, there are many identical products sold in the 
marketplace, so buyers usually compare the items according to 
the desired preferences, for example: price, seller reputation, 
product reviews, and shipping cost. From each preference, 
buyers count subjectively to make a final decision which 
product is should be bought. With so many products in e-
commerce, there is a problem finding the optimal product 
because buyers have to manually compare products one by 
one. 

Motivated by the problem, the following research the 
question arises and will be discussed in this paper: what types 
of consumer strategy should be implemented to get the optimal 
product? 

To answer the question above, we proposed a method for 
helping buyer finds optimal product from price, shipping cost, 
and insurance cost. An enhanced conjoint analysis method is 
chosen to recommend optimally product. Conjoint analysis is a 
well-known research technique in marketing and consumer 
research. This the approach has been used to address a wide 
range of marketing challenges, including predicting product 
demand, developing a new product line, and calibrating pricing 
sensitivity/elasticity. The approach entails presenting 
respondent consumers with a carefully crafted collection of 
hypothetical product profiles (defined by the necessary levels 
of relevant qualities) and gathering their preferences for those 
profiles in the form of ratings, rankings, or selections [6]. 

Conjoint analysis usually is used to identify some variables 
that important for a product. For example: [7] using adaptive 
choice-based conjoint analysis to identify surcharge for 
outdoor apparel, [8] evaluate domestic express coach service 
using conjoint analysis, [9] identify the critical attribute of 
smartphones using conjoint 3 analyses. Widely conjoint 
analysis is used to evaluate essential attributes for a product. 
By knowing the critical attribute of the product, a company can 
create a new marketing strategy, new version of the product, or 
new product that is close to what consumer needs. In this 
research, a conjoint analysis is proposed to get essential 
attributes from a consumer's product. Value from attribute is 
converted as attribute weight. Later multiply the value of each 
product attribute and its weight to get a score and choose the 
minimum score as a recommendation. Assumed that there 
exists e-commerce. When the consumer chooses the product, 
our system can recommend what the consumer should choose. 

The following is a breakdown of the paper's structure. The 
second section examines research in a similar field. We 
introduce notations, assumptions, formulations, and the system 
that will be used to answer the problems in Section 3. To 
identify the performance of our method, we create simulation, 
test, and analyze it. Section 4 contains the conclusion and 
future works of this research. 

II. LITERATURE REVIEW 
Identify applicable sponsor/s here. If no sponsors, delete 

this text box (sponsors). Some study has been done on pricing 
strategies in the marketplace: [10] offers an empirical analysis 
and analytical a model that shows how an online shop may 
achieve a competitive advantage by designing an optimal mix 
of product price and shipping price. In [11], has proposed a 
unique algorithmic approach for estimating optimal prices in e-
commerce scenarios using noisy and sparse data. Their 
structure is broad and can be tailored to a particular issue. 
Experiments have demonstrated that using their methodology 
in practice can result in significant increases in profit and 
revenue. In [12], recommends a multi-armed bandits algorithm 
for dynamic pricing using a customer-centric strategy, based on 
the notion that systems track client behavior and price impacts 
whether or not a purchase is made. In the e-commerce 
recommender system, there is some research about it. 
Collaborative filtering, knowledge-based reasoning, content-
based filtering, demographic-based filtering and hybrid 
technique are still become a favorite primary method to be 
explored. In [13], improve recommender system using previous 
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search information, user behavior analysis, and current search 
information. The proposed method by combining content and 
web usage mining technique then measure the accuracy of the 
system. In [14], improving collaborative filtering to 
recommend trendy items to a customer to demonstrate the 
performance of their algorithm, they took the system to an 
actual retail mall. They claim that their system outperforms 
traditional collaborative filtering in terms of efficiency. In [15], 
developed and implemented a recommender system based on 
web mining. Their complicated recommendation engine takes 
data from web mining as input. For the implementation of a 
recommender system, [16] employed demographic data from 
the client registration form as an essential source of data 
mining algorithm. They proposed four-phase in their 
recommender system workflow: 1) acquire information 
implicitly and explicitly, 2) information processing, 3) 
recommendation processing, Moreover, 4) indicating the 
outcome to the clients. They also employed a data diversity 
such as online market data, query data, server log data, 
hyperlink inside web pages, client registration data, and web 
pages. From the research, the author concludes that the 
proposed approach improves the quality of recommendation 
efficiently. To construct their recommendation system, [17], 
[18], [19] used a knowledge-based filtering strategy. In [19], 
Using KBF to help a customer make a decision. They used the 
length of time spent shopping and the kind of things purchased 
by the consumer as input to choose the most important product. 
It was discovered that KBF could improve decision-making by 
reducing the length of shopping and the effort required to 
choose the right product. In [18], using data clustering analysis 
results to develop a web mining framework. It is used to 
deliver recommendations for e-commerce recommender 
systems. He also stores knowledge rules using pattern analysis 
on acceptable media and learns the recommender engine from 
web mining. The author concluded that the suggested method 
could manage massive data quantities while increasing reaction 
time substantially and scalability. There is also some research 
about recommender systems in e-commerce using content-
based filtering methods. In [20], suggest content analysis for 
improving the recommender system. The proposed method will 
recommend sample websites to meet user requirements. 
However, it has a high operation cost and response time 
because many websites have different structures, naming tags, 
and information. In [21], introduced BPR (Bayesian 
Personalized Ranking) to explore user preferences by ranking. 
They employed a global score function to determine the user's 
preference for various goods. In [22], proposed a strategy that 
used CF and CBF to achieve excellent recommendation 
accuracy. The author proposes a three-part weighted 
combination filtering recommender system: gathering required 
data, creating recommendations, and communicating findings 
to the user. Moreover, one of the most popular recommender 
system research techniques is a hybrid technique by joining 
various algorithms and methods. Several different algorithms 
are used for collecting and processing information that 
improves the quality of recommendations. In [23], developed a 
weighted parallel technique for developing an e-commerce 
recommender system in Indonesia. The author uses a 
combination of CF and CBF approaches. While in [24] uses a 
personalized hybrid way to evaluate standard algorithms to 

enhance user interest modelling, variety, and scale. As we 
know so far, there is no research about using the Conjoint 
Analysis method to create a recommender system, especially in 
e-commerce. So, we assess CA as a base method to create 
recommendations, especially for e-commerce in Indonesia. 

III. NOTATION, FORMULATION, AND SYSTEM DESIGN 
For convenience, we summarize the notation adopted in 

this paper is in Table II. In this research, we do preliminary 
study to determine what kind of attribute to use in this research. 
We investigate three of e-commerce in Indonesia: Tokopedia 
(https://www.tokopedia.com), bukalapak shopee 
(https://www.bukalapak.com), and (https://shopee.co.id). Each 
explicit product attribute is shown in Table I. 

TABLE I. PRODUCT ATTRIBUTES 

 Tokopedia Bukalapak Shopee 
Product Name    
Sold    
Weight    
Tags    
Percentage of satisfaction 
consumer    

Order processing time    
Insurance Cost    
Price    
Free shipping badge    
Delivery courier    
Buyer Location    
Stock    
Description    
Categories    
Brand    
Seller Location    
Review score    

In addition to determining the essential qualities, the 
examinable performance level for each attribute must be 
defined using the following [25] criteria: 1) attribute levels 
should be as similar to the real-life experience of the customer 
as feasible, 2) attribute levels should be related to the product 
that is accessible to the consumer, and 3) contain 
characteristics that are regarded to be essential competences. 
Then determine that the primary attributes that will be used for 
this method should be numeric. 

Product score, sold, price, shipping cost, and insurance cost 
are chosen as our method's primary attributes. When not all 
preferences are satisfied, the customer must make a trade-off 
between all primary attributes during the selection process. We 
try to solve it using Multi Attributes Decision Making 
(MADM) problem formulation. The problem formulation for 
MADM is as follows [26]: 

1) There is a set of X attributes, where X = {X1, X2, ... , Xn} 
2) a set of domain values D = {D1, D2, ... , Dn}: each Di(1 

≤ i ≤ n) represents a collection of possible values for attribute 
Xi. To prevent confusion, we use D to represent the space of all 
possible outcomes. 
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3) a set of restrictions C = {C1, C2, ... , Cm}: where each 
Cj(1 ≤ j ≤ m) is a constraint function that limits the possible 
values for a subset of the characteristics X. 

4) a list of available outcomes O = {O1, O2, ... , Ol}: where 
each Oj(1 ≤ j ≤ l) is an element of the possible result space D, 
and O is a subset of D. Although the size of O is usually 
smaller than that of D, it is still too large for the decision maker 
to choose one at a time. This set must contain the solution(s) 
that the decision maker ultimately chooses. 

5) a set of statements expressing the decision maker's 
preferences P = {P1, P2, ... , Pt} : this piece of data must be 
elicited from the decision maker prior to or during the 
encounter. Different decision makers may have different 
preference statements, and during the process of searching for 
the best answer, certain preferences may be violated for 
tradeoff purposes. 

In this paper, consider there are i product (i = 1,2,3, ..., N). 
Every product i has their attributes product score (ci), sold (di), 
price (pi), shipping cost (si), and insurance cost (ui). Each of 
attributes has a weight coefficient denoted by K, L, M, N, O. 
Notation is shown in Table II. 

Conjoint analysis is a well-known research technique in 
marketing and consumer research. This methodology, which 
allows for the understanding of consumer preferences, has been 
used to solve a wide range of marketing challenges, including 
forecasting product demand, creating a new product line, and 
calibrating pricing sensitivity/elasticity. Respondent customers 
are presented with a well-crafted collection of hypothetical 
product profiles (defined by the stated levels of the necessary 
qualities), and their preferences are collected in the form of 
ratings, rankings, or selections for those profiles [6]. The 
technique of ordinary least square regression (OLS) is often 
used to estimate preference functions. According to research, 
this technique's efficiency (predictive power) is often relatively 
similar to more complex techniques, but the findings are easier 
to grasp. OLS equation is shown below: 

𝑆 = � 
𝑛

𝑖=1

(𝑦𝑖 − 𝑦�𝑖)2 = � 
𝑛

𝑖=1

(𝑦𝑖 − 𝑏1𝑥1 − 𝑏0)2 = � 
𝑛

𝑖=1

(𝐸𝑖)2 = 𝑚𝑖𝑛 

where, 

ỹ𝑖  = predicted value for i observation, 

𝑦𝑖  = actual value for i observation, 

𝐸𝑖  = error / residual for i observation, 

n = total number of observation. 

Global utility of a given attribute is determined using the 
equation (2), where Op is the relative significance of the 
product attribute, max up is the utility of the attribute's most 
preferred level. Min up is the utility of the attribute's least 
chosen performance level. The operation is continually 
changing and based on a variety of factors. 

𝑂𝑝 =
�𝑚𝑎𝑥�𝑢𝑝�−𝑚𝑖𝑛�𝑢𝑝��

∑  𝑡
𝑝=1 �𝑚𝑎𝑥�𝑢𝑝�−𝑚𝑖𝑛�𝑢𝑝��

            (2) 

TABLE II. NOTATION 

Notation Description 
ci Review score for product i 
di Number of sold for product i 
pi Price for product i 
s i Shipping cost for product i 
ui Insurance cost for product i 
K Weight for product score 
L Weight for number of sold 
M Weight for price 
N Weight for shipping cost 
O Weight for insurance cost 

Here, define that 

𝑂1 = 𝐾, 

𝑂2 = 𝐿, 

𝑂3 = 𝑁, 

𝑂4 = 𝑂, 

Then we construct an enhanced equation to calculate 
weight for all attributes from each product below (3) and find 
the minimum value for the weight of the i product as an 
enhanced conjoint analysis method to give a recommendation. 

𝑅 = 𝑚𝑖𝑛�∑  𝑛
𝑖=1 (𝐾𝑐𝑖 + 𝐿𝑑𝑖 + 𝑁𝑠𝑖 + 𝑂𝑢𝑖)�            (3) 

A. Designed System 
The designed recommender system is shown in Fig. 2. The 

flow of the recommendation process is described as follows: 

1) User the product name as a keyword, then aggregator 
will collect the data from the marketplace and save it to the 
database. 

2) Pre-processor will get the data from the database and 
clean it first (such as: removing NULL values, unused 
attributes) before it comes to the conjoint analyzer. 

 
Fig. 2. Designed System. 
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3) In Conjoint Analyzer, equation (1) is implemented for 
each attribute (ci, di, pi, si, and ui) from product i. The result 
from this function is O of each attributes p. 

4) Choosing the minimum value using equation (3) and 
recommend it to the user. 

Table III shows how construct a table to store data from the 
marketplace. 

TABLE III. PRODUCT TABLE 

Field Type Length 
id  Integer 11, PK 
Link Varchar 300 
ProductName Varchar 255 
Price Integer 11 
Sold Integer 11 
Reviews Integer 11 
Location Varchar 30 
Delivery Services Varchar 40 
ShippingCost Integer 11 
InsuranceCost Integer 11 
Eta Varchar 11 
etaInfo Varchar 11 

B. Dataset Processing 
There are some choices of Indonesian marketplace as data 

source, such as: Tokopedia, Shopee, Bukalapak, Lazada, 
Jakmall, or Blibli. Bukalapak has been choosen as our data 
source because Bukalapak provides API to get information 
about product delivery instead of product from their website. 
Assumed that users search for products using “gegep tekiro” to 
grab products related to “gegep tekiro.” A searching page for 
the keyword “gegep tekiro” is shown in Fig. 4. Later from the 
searching page, go to the detail of every product. Information 
on the detailed product is shown in Fig. 5. We retrieve product 
name, link, price, sold, reviews, location, delivery services, 
shipping cost, insurance cost, eta (estimated time arrival), and 
eta on the detailed product page info. 

 
Fig. 3. Parameter Processing. 

An aggregator is created to retrieve only needed 
information based on the HTML tag on the product detail page. 
Eliminating unessential parameters, then insert the value into 
the table on the database. Parameters processing is shown in 
Fig. 3. 

 
Fig. 4. Product Result Page. 

 
Fig. 5. Product Detail Page. 

IV. SIMULATION 
In this experiment, we limit data to 240 sellers. The five 

cheapest product is selected from the dataset. In this 
simulation, we will simulate the Enhanced Conjoint Analysis 
method compared to price. There are three scenarios with 
dynamic growth data starting from 80 data, 160 data, and 240 
data. The five cheapest products are shown in Table IV. 
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TABLE IV. FIVE CHEAPEST PRODUCT BY PRICE 

Name Price (Rp) 
tang gegep 9 inch kakatua tower pincer Tekiro 39.300 
TEKIRO tang kakatua 9 tang gegep 9 tower pincer 9 inch 39.700 
TEKIRO Gegep 9 Inch Tang Kakaktua Kakak Tua Tower 
Pincer 39.999 

TANG GEGEP - KAKAKTUA 9 INCH TEKIRO - TOWER 
PINCER 40.000 

Tang Kakatua Tang Gegep Tower Pincer 9 TEKIRO 41.000 

Three different scenarios are implemented to get result 
from our method. The result is described as follows: 

1) Scenario 1: Importance attribute from conjoint analysis 
process is shown in Table V. Here, the most important attribute 
is insurance cost, followed by shipping cost, sold, and reviews. 

Keywords Gegep tekiro 
Total seller 80 seller 
Location buyer Bandung 

TABLE V. IMPORTANCE ATTRIBUTES OF SCENARIO 1 

Attributes Importance Percentage 
Insurance cost 63.1 % 
Shipping cost 14.7 % 
Sold 12.8 % 
Reviews 9.3 % 

Later, equation to create recommendation is: 

𝑅 = 𝑚𝑖 𝑛(∑ (63.1𝑐𝑖 + 12.8𝑑𝑖 + 14.7𝑠𝑖 + 63.1𝑢𝑖)𝑛
𝑖=1 )         (4) 

TABLE VI. RESULT OF SCENARIO 1 

Name P S R SC IC TW 
TEKIRO 
Gegep 9 Inch ... 39.999  52 5.0 8000 216 1319.42 

Tang Gegep 
Tekiro 9 
inchies ... 

45.000  0 0 8000 238 1326.18 

TEKIRO 
Gegep 9 Inch ... 39.999  52 5.0 8500 218 1394.18 

Tang Gegep 
Tekiro 9 
inchies ... 

 45.000  0 0 8500 241 1401.57 

Gegep Tekiro 9 
in 45.000  12 5.0 8500 241 1403.57 

Note: P: price, S: sold, SC: shipping cost, IC: insurance cost, TW: total weight. 

In this scenario, the obtained result is different from the 
product in Table VI. Our system chooses a product with a price 
of Rp 39.999 with the combination of shipping cost Rp 8.000, 
insurance cost Rp 216, 52 sold, and have 5.0 reputation as 
show in Table VI. 

2) Scenario 2: Importance attribute from conjoint analysis 
process is shown in Table VII. Here, the most important 
attribute is insurance cost, followed by shipping cost, sold, and 
reviews. 

Keywords Gegep tekiro 
Total seller 160 seller 
Location buyer Bandung 

TABLE VII. IMPORTANCE ATTRIBUTES OF SCENARIO 2 

Attributes Importance Percentage 
Insurance cost 73.8 % 
Shipping cost 13.1 % 
Sold 8.5 % 
Reviews 4.7 % 

equation to create recommendation is: 

𝑅 = 𝑚𝑖 𝑛(∑ (4.7𝑐𝑖 + 8.5𝑑𝑖 + 13.1𝑠𝑖 + 73.8𝑢𝑖)𝑛
𝑖=1 )          (5) 

TABLE VIII. RESULT OF SCENARIO 2 

Name P S R SC IC TW 
TEKIRO 
Gegep 9 Inch ... 39.999  52 5.0 8000 216 1212.06 

Tang Gegep 
Tekiro 9 
inchies ... 

45.000  0 0 8000 238 1223.64 

TEKIRO 
Gegep 9 Inch ... 39.999  52 5.0 8500 218 1279.04 

Tang Gegep 
Tekiro 9 
inchies ... 

 45.000  0 0 8500 241 1291.36 

Gegep Tekiro 9 
in 45.000  12 5.0 8500 241 1292.61 

In this scenario, using twice data more than scenario one, 
the obtained result is the same as scenario one, but the equation 
to create a recommendation is different. Numbers of data 
makes different results for importance factor value and affected 
variable, used in (5). Our system chooses a product with a price 
of Rp 39.999 with the combination of shipping cost Rp 8.000, 
insurance cost Rp 216, 52 sold, and have a 5.0 reputation as 
show in Table VIII. 

3) Scenario 3: Importance attribute from conjoint analysis 
process is shown in Table IX. Here, the most important 
attribute is insurance cost, followed by shipping cost, sold, and 
reviews. 

Keywords Gegep tekiro 
Total seller 240 seller 
Location buyer Bandung 

TABLE IX. IMPORTANCE ATTRIBUTES OF SCENARIO 3 

Attributes Importance Percentage 
Insurance cost 73.4 % 
Shipping cost 12.9 % 
Sold 8.8 % 
Reviews 5.0 % 

Equation to create recommendation is: 

𝑅 = 𝑚𝑖 𝑛(∑ (5.0𝑐𝑖 + 8.8𝑑𝑖 + 12.9𝑠𝑖 + 73.4𝑢𝑖)𝑛
𝑖=1 )           (6) 

In this scenario, using three times more data than in 
scenario 2, our systems still choose products with combinations 
the same as indicated by scenario 2 as show in Table X. For 
each scenario, our system will calculate the coefficient of every 
preference depending on the number of data, and the result can 
be different. The most interesting is that insurance cost is the 
most critical factor in a product besides price. 
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TABLE X. RESULT OF SCENARIO 3 

Name P S R SC IC TW 
TEKIRO Gegep 9 
Inch ... 39.999  52 5.0 8000 216 1195.15 

Tang Gegep 
Tekiro 9 inchies .. 45.000  0 0 8000 238 1206.09 

TEKIRO Gegep 9 
Inch ... 39.999  52 5.0 8500 218 1261.11 

Tang Gegep 
Tekiro 9 inchies ..  45.000  0 0 8500 241 1273.39 

Gegep Tekiro 9 in 45.000  12 5.0 8500 241 1274.48 

For choosing a product in the marketplace, we need more 
than one attributes to determine which one is optimal in price. 
We also compared it with another method to observe its 
performance, relativity error, correlation, and root mean square 
error. Another method we try to compare is the Generalized 
Linear Model (GLM), Decision Tree (DT), Random Forest 
(RF), Gradient Boosted Tree (GBT), and Support Vector 
Machine (SVM). 

From Fig. 6, our method outperforms another method in 
relative error results. Our experimental results, ECA relative 
error is 0.0001, GLM (0.008), DT (0.018), RF (0.048), GBT 
(0.014), and SVM (0.031). Compared to another method, ECA 
does not need training and test data. Using OLS regression, we 
obtain an equation and then apply it to the dataset, while 
another method still needs to predict using training and test 
data. A relative error has a relation with correlation. With the 
smallest relative error, the correlation of the ECA method is the 
highest as show in Fig. 7. ECA correlation is 0.998, GLM 
(0.994), DT (0.987), RF (0.975), GBT (0.992), and SVM 
(0.979). 

 
Fig. 6. Relative Error. 

 
Fig. 7. Correlation. 

 
Fig. 8. Root Mean Square Error. 

 
Fig. 9. Running Time. 

Since ECA has the slightest relative error, it also has the 
smallest value for RMSE as show in Fig. 8. ECA RMSE value 
is 1.121, GLM (1.458), DT (2.139), RF (4.051), GBT (1.773), 
and SVM (4.156). Although the ECA method has a small error, 
the decision tree has the best running time as show in Fig. 9. 
ECA running time is 6.146s, GLM (5.537s), DT (1s), RF 
(10,119s), GBT (45.881s), and SVM (11.583s). The ECA 
method has a small difference value from the GLM method 
because both ECA and GLM are extended linear models. ECA 
method use Ordinary Least Square as a linear model and GLM 
using linear regression. 

Since we do not have many features in this dataset, the 
Decision Tree does not have to create a big tree so it can do the 
deep search faster into the branch, while our method, though it 
has a regression equation, we still need to calculate a value for 
each data then sort it. The larger the data, the more time it is 
needed to calculate. 

V. LIMITATIONS AND CONCLUSION 
Conjoint Analysis is a standard method to draw marketing 

strategy from a product or analyze essential factors of a 
product. This method can also analyze critical factors from a 
product in the marketplace based on its price. We convert 
importance factor percentage as a coefficient to calculate 
weight from every attribute. The simulation results show how 
that conjoint analysis network works well in choosing a 
product from multiple attributes to get the best price. 

Although our method has good performance, there are 
some limitations to this method. ECA needs time to calculate a 
value for each data then sort it. If the data becomes more 
significant than before, our method needs more time because 
ECA will calculate all data. We can reduce computing time by 
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sampling some data to be calculated, but it also can reduce the 
accuracy result. Another approach is by using a parallel 
computing approach in calculating value, but it needs 
observations. 

Since ECA uses OLS regression to create an equation, it 
will choose the optimal value for each attribute. Optimal value 
can be the biggest or the smallest value in an attribute. In a 
real-world implementation, if one online shop has a lot of sales, 
reviews, and low prices, it will be recommended continuously 
by our method. 

Besides its limitation, ECA gives optimal recommendation 
because all attributes processed using OLS regression give 
optimal coefficient for every attribute. ECA has the slightest 
relative error (0.0001) and good correlation and RMSE. The 
accuracy and the optimization are traded off with computing 
time. ECA has a running time of 6.146s meanwhile decision 
tree method has the best time in 1s. With this result, ECA can 
be used as one alternative recommendation system besides a 
neural network or machine learning approach. 
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Abstract—Usage of code-mixed text has increased in re-
cent years among Indonesian internet users, who often mix
Indonesian-language with English-language text. Normalisation
of this code-mixed text into Indonesian needs to be performed to
capture the meaning of English parts of the text and process them
effectively. We improve a state-of-the-art code-mixed Indonesian-
English normalisation system by modifying its pipeline modules.
We further analyse the effect of code-mixed normalisation on
emotion classification tasks. Our approach significantly improved
on a state-of-the-art Indonesian-English code-mixed text normal-
isation system in both the individual pipeline modules and the
overall system. The new feature set in the language identification
module showed an improvement of 4.26% in terms of F1 score.
The combination of machine translation and ruleset in the lexical
normalisation module improved BLEU score by 25.22% and
lowered WER by 62.49%. The use of context in the translation
module improved BLEU score by 2.5% and lowered WER by
8.84%. The effectiveness of the overall pipeline normalisation
system increased by 32.11% and 33.82%, in terms of BLEU score
and WER, respectively. Code-mixed normalisation also improved
the accuracy of emotion classification by up to 37.74% in terms
of F1 score.

Keywords—Code-mixed normalisation; Indonesian; English;
emotion classification

I. INTRODUCTION

One common form of the phenomenon of multilingualism
is code-mixing. It is a linguistic phenomenon that mixes
two or more language variations in one utterance [1]. This
phenomenon can be found in various contexts, including social
media [2], news articles [3], lectures [4], and even sermons [5].

Indonesia is highly multilinguistic, with more than 700
languages spoken across the nation. A 2015 report noted
that 57.5% of Indonesian people are bilingual and 17.4% are
trilingual, among whom the most popular language combi-
nation is Indonesian, English and Javanese.1 Multilingualistic
phenomena such as code-mixing have recently become increas-
ingly common due to more widespread usage of the internet,
especially social media.

Recently, code-mixing of Indonesian and English has be-
come popular in Indonesia and has become widely known
as “Bahasa Anak JakSel”. JakSel stands for “Jakarta Sela-
tan” (“South Jakarta”); thus “Bahasa Anak JakSel” essentially
means “a language of South Jakarta teenagers”, so named

1https://www.inlingua-edinburgh.co.uk/how-multilingual-is-your-country/

Fig. 1. Example of Indonesian-English Code-mixed Text.

because combining English and Indonesian words or phrases
first become popular amongst teenagers in South Jakarta.

A previous linguistic study found there are four main rea-
sons why Indonesian-Englis code-mixing (i.e. “Bahasa Anak
JakSel”) has become a trend today [6]. The first is language
pride: people in Indonesia who can speak or write English are
considered prestigious, since not all Indonesians have mastered
English. The second is social status and style: some groups
frequently use some English words in their conversations be-
cause of social demands that arise if many people in the group
are also used to speaking English. The third is the existence
of English words that can not be translated into Indonesian:
some topics are much more familiar and easier to discuss using
English terms instead of the equivalent Indonesian expressions.
The fourth is the desire to increase English vocabulary use:
practicing using English words in conversation or writing helps
people master English.

There are no noticeable differences in how code-mixing
occurs for Indonesian-English versus other language pairs.
English words that are mixed with the other language may
be nouns, verbs or adverbs, among other parts of speech
(POSs). Like code-mixing in other language pairs, Indonesian-
English code-mixing can happen within a sentence (intra-
sentential), across different sentences (inter-sentential) or even
within a word (intra-lexical/sub-word). The distinction be-
tween Indonesian-English code-mixed text and code-mixed
text in other language pairs mainly involves the syntactic and
semantic aspects of the languages themselves. Fig. 1 illustrates
an example of an Indonesian-English code-mixed tweet.

The increase of code-mixed text in social media has
invoked research interest in studying various forms of pro-
cessing such text. However, code-mixed text is more diffi-
cult to analyse than monolingual text. Analysing code-mixed
text using only one language means that information written
in other languages cannot be analysed effectively. On the
other hand, analysing code-mixed text using two languages
increases the complexity of the model due to the larger amount
of vocabulary that needs to be processed and the different
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language characteristics that need to be taken into account.
A simple alternative option is to translate the code-mixed
text to monolingual text. Translation of code-mixed text has
been done previously for various language pairs, including
Hindi-English [7], Chinese-English [8], Arabic-English [9] and
Indonesian-English [10].

Barik et al. [10] built a system pipeline to normalise and
translate Indonesian-English code-mixed tweets. The system
pipeline consists of four modules: tokenisation, language iden-
tification, lexical normalisation, and translation. We see some
potential points of improvement for Barik et al.’s code-mixed
normalisation pipeline. First, in the language identification
module, the features used in the language identification process
could be expanded to improve the identification results. Sec-
ond, in the lexical normalisation module, Barik et al.’s method
– which only relies on a ruleset and a lexicon – was unable
to determine whether an ambiguous word was a formal word
or slang; their method always considered the word slang if it
appeared in the lexicon. To overcome this issue, we propose
combining a machine translation (MT) approach with a ruleset
to perform lexical normalisation. Finally, in the translation
module, Barik et al.’s method translates each token separately,
meaning that the system lacks context when performing the
translation. This research tackles this problem by translating
neighboring tokens simultaneously.

Although extensive research has been performed on code-
mixed text normalisation, very few studies have actually in-
vestigated the effect of this normalisation on text process-
ing. Goot and Çetinoğlu [11] studied the effect of code-
mixed normalisation on a POS-tagging task for Turkish-
German text and obtained significant improvement in task
performance as a result of normalisation. Singh et al. [12]
investigated the effect of code-mixed text normalisation on
sentiment analysis and POS-tagging for several language pairs,
including Bengali-English, Hindi-English, and Tamil-English.
Their results showed that code-mixed normalisation improved
performance on both tasks.

No research has yet investigated the effect of Indonesian-
English code-mixed text normalisation on a specific text-
processing task. Therefore, in this research we also analysed
the effects of code-mixed normalisation on an emotion classi-
fication task using social media data. Emotion classification
tasks often rely on detecting certain phrases or words that
signify emotions. Therefore, performing this task on code-
mixed data is difficult when the emotion phrases or words are
written in different languages. We argue that first normalizing
code-mixed text into monolingual text may have benefits for
emotion classification. In this work, we examine the extent to
which code-mixed normalisation affects the accuracy of emo-
tion classification systems. In general, our research questions
are as follows:

1) To what extent the addition of some features to the
language identification module, the combination of
MT & rule-based approaches in the lexical normal-
isation module and the addition of context to the
translation module can improve the state-of-the-art
pipeline system for Indonesian-English code-mixed
text normalisation?

2) Does the use of code-mixed text normalisation system
affect the accuracy of emotion classification system?

II. RELATED WORK

A. Code-mixed Text Normalisation

The simplest way to normalise and translate code-mixed
text is by using an existing MT system to translate the portion
of the text that is in a foreign language. Patel and Parikh
[13] translated Gujarati-English code-mixed text to Gujarati.
The Gujarati token was transliterated using a handcrafted
dictionary, whereas the English token was translated using an
existing MT system. Dhar et al. [7] proposed using an existing
monolingual translation system using the Matrix Language-
Frame (MLF) model to translate Hindi-English code-mixed
text. Their approach was adapted from the MLF linguistic
theory developed by Myers-Scotton [14], which involves first
determining the matrix language (dominant language) and
embedding language (non-dominant language), then translating
the token in the embedding language to the matrix language
and finally translating the text to a desired language, if needed.

Another way to translate code-mixed text is by using a
parallel corpus of code-mixed and normalised text to train
an MT system. Menacer et al. [9] used this approach to
translate Arabic-English code-mixed text into English. Mahata
et al. [15] used deep learning for Bengali-English code-mixed
normalisation, employing a character-level long-short term
memory network to perform language identification. Next, the
English text was translated using a neural MT system, whilst
the Bengali text was transliterated back to its Devanagri form.
Finally, bigram and trigram language models were used to
reorder the tokens to fix grammatical errors.

Relatively very few studies have explored code-mixed
normalisation for Indonesian-English text. The only work that
we could find on Indonesian-English code-mixed normalisa-
tion was Barik et al.’s study [10], which performed code-
mixed normalisation using a pipeline system consisting of
four modules: tokenisation, language identification, lexical
normalisation, and translation. They used the condition random
field (CRF) sequence labelling model for the tokenisation and
language identification modules; rule-based, spelling correc-
tion and word embedding for the lexical normalisation module;
and MLF (as in [7]) for the translation module. In this work,
we wanted to improve Barik et al.’s code-mixed normalisation
system by modifying its pipeline modules.

B. Emotion Classification

Emotion classification is a specific task in natural language
processsing to identify emotion contained in a particular doc-
ument. The dataset used for emotion classification can be in
a variety of forms, including video [16], speech [17], text
[18], or even electroencephalography signals [19]. Classes or
categories for emotion classification tasks are usually limited
to basic emotions as defined based on research in the field
of psychology. The emotion theory developed by Ekman
[20] proposed six basic emotions: anger, joy, sadness, fear,
disgust, and surprise. There are also Shaver’s [21] six basic
emotions, according to which love is categorized as a basic
emotion instead of disgust. Another popular emotion theory is
Plutchik’s [22] eight basic emotions, which are the same as in
Ekman’s theory but with the addition of anticipation and trust.

A popular approach to performing emotion classification
based on textual data is to utilise an emotion lexicon containing

www.ijacsa.thesai.org 675 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 11, 2021

TABLE I. THE STATISTIC OF CODE-MIXED TEXT DATASET FOR
CODE-MIXED NORMALIZATION

Item Value
#Tweet 825
#Token 22,725
#Character 105,955
#Indonesian Token 11,200
#English Token 5,608
Code Mixing Index (CMI) 19.4

a list of words and the emotion associated with each word. The
lexicon can be either semi-automatically generated or manually
handcrafted [23], [24]. The emotion label of a document can be
determined by computing the point mutual information (PMI)
value of affect words [25]. The lexicon can be used as a feature
for supervised machine learning models in combination with
other features, such as POS tags.

Saputri et al. [18] performed emotion classification on a
dataset of Indonesian tweets. They classified each tweet as
belonging to one of five emotion categories: angry, happy,
sad, fear, and love. They explored various features, includ-
ing emotion lexicon, sentiment lexicon, bag of words, word
embedding, POS tags and morphological information. In this
work, we use the five emotion labels used by Saputri et al.
[18] in our emotion classification task.

III. DATASET

The dataset used in this research is taken from previous re-
search [10]. It consists of 825 Indonesian-English code-mixed
tweets along with annotations for all steps in their pipeline
normalisation system (i.e. tokenisation, language identification,
lexical normalisation and translation). The statistics of the
dataset are presented in Table I. The data consist of 22,725
tokens and 105,955 characters. The average tweet lengths is
27.54 tokens and the average token length is 4.66 characters.
There are 11,200 tokens in Indonesian (49.28% of overall
tokens) and 5,608 in English (24.67% of overall tokens).

The code-mixing index (CMI) value for this dataset was
19.44. CMI is a metric used to measure how often code mixing
occurs in a text [26]. This CMI value is rather high; almost
20% of the overall non-neutral language tokens in this dataset
are code-mixed text.

To analyse the effect of code-mixed normalisation on emo-
tion classification, we needed a ground truth of emotion labels
for each Indonesian-English code-mixed tweet in our dataset.
For this purpose, human annotation was performed to assign
emotion labels to the tweets. This process was conducted by
two annotators (both master’s students in computer science
who were familiar with the annotation tasks). Before perform-
ing the annotations, the annotators were given guidance on
how to label the emotions for each tweet. Our annotation
procedure followed previous research on emotion classification
using Indonesian tweets [18]. Each tweet in the dataset was
assigned to one of seven possible emotion labels: anger, joy,
sadness, fear, love, mixed and neutral. Tweets labeled as mixed
or neutral were filtered out and were not used in the emotion
classification task; neutral tweets were those not associated
with any emotion, whereas mixed label was assigned to tweets
to which multiple emotion labels could be applicable, which
is beyond the scope of this task. The annotators achieved a

Fig. 2. The Distribution of Emotion Labels in Our Dataset.

TABLE II. THE STATISTIC OF CODE-MIXED TEXT DATASET FOR
EMOTION CLASSIFICATION

Item Value
#Tweet 584
#Token 16,939
#Character 77,041
#Indonesian Token 8,539
#English Token 4,289
Code Mixing Index (CMI) 24.26

Cohen’s kappa coefficient of 64.72 before consolidating the
final label for each tweet, representing substantial inter-rater
agreement according to Landis and Koch [27]. Our code-mixed
dataset for emotion classification has been made available for
research purposes.2

The distribution of emotion labels after the annotation
process is shown in Fig. 2. In total, 66 tweets were labelled
as mixed and 175 as neutral, meaning that 241 of the 825
tweets from the original dataset could not be used in the
emotion classification task. Fig. 2 also indicates imbalances
in the emotion labels in the dataset. The emotion associated
with the smallest number of tweets is love, with 36 tweets. In
comparison, tweets expressing anger and joy were associated
with the highest number of tweets (192 and 185, respectively).
Meanwhile, 68 tweets were labelled as expressing fear and 103
as expressing sadness.

The summary statistics of the final dataset for emotion
classification task are shown in Table II. The emotion classi-
fication dataset was reduced to 584 tweets with 16,939 tokens
(including 8,539 Indonesian tokens and 4,289 English tokens)
and 77,041 characters. The CMI value increased to 24.26,
meaning that, on average, code-mixing occurred more often
in this dataset compared to the original dataset (see Table I
for comparison).

The other dataset used in this research was a corpus of
Indonesian-English code-mixed tweets, consisting of 900,000
Indonesian-language tweets and 1.6 million English-language
tweets. This corpus was taken from Barik et al.’s work and was
used as training data to build word embedding for the emotion
classification process.

2https://github.com/ir-nlp-csui/CodeMixedEmotion
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Fig. 3. The Framework of Indonesian-English Code-mixed Normalisation
Pipeline.

IV. METHODS

A. Code-Mixed Normalisation

Given Indonesian-English code-mixed text, our normalisa-
tion system will transform the text into Indonesian. In general,
our approach follows Barik et al.’s [10] pipeline system,
which consists of four sequential modules: tokenisation, lan-
guage identification, lexical normalisation, and translation. We
choose to improve their pipeline because it is the most recent
work in Indonesian-English code-mixed normalisation. They
proposed the use of four modules in an attempt to perform
comprehensive preprocessing (by adding dedicated tokeni-
sation and lexical normalisation modules) before translating
code-mixed text into one language. Some previous researchers
have used simpler methods than Barik et al.’s, including Patel
and Parikh [13], Dhar et al. [7], and Menacer et al. [9], who es-
sentially omitted the special tokenisation (by tokenising simply
using space characters), lexical normalisation, and/or language
identification modules. We decided to use four modules in our
system because Barik et al. has reported that the use of all four
modules was more effective than using only some modules.
Three of their modules are modified in this work with the
aim to improve their system. Briefly, our modifications are as
follows: (i) adding some features of the language identification
module, (ii) using different approaches by combining rule-
based and MT approaches in the lexical normalisation module,
and (iii) adding context to the MLF approach in the translation
module.

The flow of our system’s pipeline is illustrated in Fig. 3.
The modules of Barik et al.’s pipeline are shown in blue box.
The modules modified in this work are shown in the green box.
The following subsections explain the details of each module
in our code-mixed normalisation pipeline system and how it
differs from previous research.

1) Tokenisation: Tokenisation is the process of splitting
text into tokens, which can be a single word or multi-word ex-
pression. Our tokenisation method follows the same procedure
as Barik et al.; in other words, we did not make any changes
to this module. The strategy is to classify each character in
the text to a beginning–inside–outside (BIO) tag label. The
label is then used to split the text into tokens. The label B
(for “beginning”) represents a character at the beginning of
a token, the label I (for “inside”) represents characters in the
middle of a token, and the label O (for “outside”) represents

characters not in any tokens. For example, the BIO tag label
for the text “top text” is “BIIOBIII”, so the sequence token
result is “top” and “text”. This approach has some advantages
compared with the common tokenisation method of using
whitespace as the delimiter of a token. This is supported by
Barik et al.’s results, which showed that this approach was
more effective than tokenisation using whitespace and a ruleset
(e.g. the TweetTokenizer module from the nltk package) for
informal text with high levels of noise. In total, there are 8
features used in this module.

2) Language Identification: This module identifies the lan-
guage for each token. This process is important because, in
this code-mixed normalisation work, the English part of the
Indonesian-English code-mixed text will be translated into
Indonesian. Therefore, we need to identify which tokens are in
Indonesian and which are in English in the code-mixed text.
The language identification method used by Barik et al. applied
a sequence labelling approach. A CRF model is trained to
identify the language for each token based on the tokenisation
result. The language labels are “id”, “en”, and “un”. The label
“id” represents a token in Indonesian, “en” represents a token
in English, and “un” refers to a language-neutral token (i.e. a
token that cannot be identified as either Indonesian or English,
such as punctuation, named entities, emoji, and tokens in other
languages).

This research expands the language identification features
from Barik et al.’s work. The window token feature was
expanded to window size of 4 to capture more contextual
information and it showed good performance in our early ex-
perimental results. Additional questions such as “is title case”
and “has punctuation” were added to the token morphology
feature to enrich the morphology information. The previous
research only used the character n-gram feature with the size
of 5. We believe that this restriction prevents the model from
capturing the variety of unique character sequences and other
sub-word information that is unique in each language, such
as affixes. Affixes in English are very different from affixes
in Indonesian. To capture this information, we decided to add
more character n-grams to the feature set to add more sub-
word information. Specifically, we used character n-grams
ranging from unigram through 6-gram as features. Lastly,
we added one feature, called morphology sequence, to better
understand how the morphology of each character changed in a
token. This feature is obtained by converting all lowercase and
uppercase alphabet characters to “a” and “A” (respectively), all
numeric characters to “0”, all whitespace characters to “ ”, all
punctuation to “-” and removing character repetition. In total,
19 features were used in this module.

3) Lexical Normalisation: Lexical normalisation is the
process of transforming informal or slang words into their
formal variants. The previous model by Barik et al. used a
combination of rule-based and spelling-correction approaches
for this process. Their ruleset was composed of six rules
that normalise tokens containing specific language. Spelling
correction normalises tokens that are not in the formal lexicon
using edit distance and word embedding. Our model replaces
the spelling-correction part of the model with an MT approach.

Our method for lexical normalisation combines rule-based
and MT approaches. The rule-based method was applied as a
pre-normalisation stage before the text was inputted into the
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TABLE III. RULESET FOR LEXICAL NORMALISATION

No Rule Description Lang Example
1 Reduce character repetition to

maximum 2
id, en “aaamiiin” => “aamiin” (amen)

2 Reduplicate token ends with
character “2”

id “baik2” => “baik-baik” (“fine”)

3 Add “-” in the middle of a
duplicate token

id “baik baik” => “baik-baik”
(“fine”)

4 Extend contracted words us-
ing Kooten

en “I’m” => “I am”

5 Delete prefix “nge-” en “ngevote” => “vote”
6 Delete suffix “-nya” and add

“the” at the start of the token
en “jobnya” => “the job”

MT stage. This idea is supported by previous work [28], [29],
[30]. Veliz et al. [28] found that a ruleset could be used for
lexical normalisation as a pre-normalisation step before the text
was processed using MT. Kurnia and Yulianti [29] confirmed
that a ruleset could be applied and proved to be useful for
lexical normalisation. Yulianti et al. [30] applied rule-based
MT (RBMT) before the text was inputted into statistical MT
(SMT), and showed that the resulting hybrid MT was more
effective than using RBMT or SMT alone.

The ruleset used in this work is taken from Barik et al.’s
work. The details of the ruleset are listed in Table III. In total,
six rules are used in our ruleset, which only applies to alphanu-
meric tokens with a minimum of one alphabet character. It
does not apply to emoji, emoticons, URLs, hashtags, and user
tags. This restriction was implemented to avoid transforming
already-formal tokens, known as over-normalisation.

The goal of the first rule is to reduce the amount of
character repetition variations of a token. This rule applies to
all non-restricted tokens, regardless of language. The second
and third rules normalise informal reduplicated words (applied
only to tokens in the Indonesian language). The fourth rule
extends contracted English words. The fifth and sixth rules
normalise sub-word code-mixed tokens. For the Indonesian-
English language pair, sub-word code-mixing occurs when
combining English words with Indonesian affixes.

The MT approach to lexical normalisation works by trans-
lating text in informal language to formal language. This
approach has been used to normalise text in various languages,
such as English [31] Dutch [28], and Indonesian [32]. The MT
model used in this research is SMT with a phrase translation
unit, also known as phrase-based statistical MT (PBMT). The
PBSMT model was implemented with the mosesdecoder tool
[33]. The alignment model used for the PBSMT model is IBM
Model 5 with MGIZA [34]. The language models (3-gram,
4-gram, and 5-gram) were trained with a normalised corpus
on training data using KenLM [35]. Tuning was performed in
batches with the margin-infused relax algorithm (MIRA) using
bilingual evaluation understudy (BLEU) as a tuning metric
[36]. Special tokens – such as URLs, hashtags, and user tags
– were converted to “[URL]”, “[HASHTAG]”, and “[USER]”
in the training and tuning process.

4) Translation: The translation module translates code-
mixed text to monolingual text – here, Indonesian-English
code-mixed text to Indonesian-language text. We slightly mod-
ified the MLF approach used by Barik et al. by grouping
neighbouring tokens with the same language in the text as
one language segment; thus the translation is not performed for

each token, but for each segment, similar to the approach taken
in [15]. Because Barik et al. separately applied translation to
individual tokens, it potentially produces incorrect translation
results since it prevents the MT system to know the correct
context of the token. In our method, we added context to the
MT by translating a group of neighboring tokens together. The
use of language partitions serves as context during translation
to improve translation results.

Given the code-mixed text input, we first determine the
text’s matrix and embedding languages. Neighboring tokens
with similar language are then grouped to form one segment.
Using MLF method, each segment from the embedding lan-
guage is translated to the matrix language. If the embedding
language is English and the matrix language is Indonesian,
translate the English segment into Indonesian. If the em-
bedding language is Indonesian and the matrix language is
English, first translate the Indonesian segment into English,
then translate the overall text into Indonesian (This is important
because the goal of this work is to normalise Indonesian-
English code-mixed text into Indonesian).

The difference between the MLF method used in previous
work by Barik et al. and that used in this work is illustrated
in Fig. 4. Previous work separately applied translation to
individual tokens, which may result in translation errors. In our
method, we added context to the MT by translating a sequence
of tokens together. As shown in the figure, using our modified
MLF, the English text “It is not that hard” is translated as a
unit and produces an accurate translation result in Indonesian,
whereas the MLF used in previous work produces a translation
error as a result of translating each token separately.

B. Emotion Classification

The emotion classification process begins by preprocessing
data using a code-mixed normalisation system. In this research,
we compared two different classification systems. The first
uses a classic approach, following the research in [18]. The
second is a more modern approach based on deep learning.

The first system uses word embedding as a feature to
represent each sentence. We take the average word embedding
of all the tokens in a sentence as a feature when training the
classifier model. Based on the results of previous research, we
used the word embedding Word2Vec: a dense representation
of a word based on its context [37]. This representation is
obtained using a neural network that attempts to predict a
word based on its context or vice-versa. We chose a word
embedding size of 300 based on our early experimental results.
The emotion classifier for the first system is SVM, based on
the results in [18] as well as our early experimental results.

The second system fine-tunes a deep pretrained language
model on emotion classification task. The popularity of deep
pretrained language model has been on the rise since the orig-
inal release of BERT [38]. Such model has been extensively
researched, and have become the state of the art for many
text-processing tasks, including classification. Deep pretrained
language models are deep learning models (usually transform-
ers) trained on a large corpus with tasks that the dataset can
easily generate. For example, BERT is pretrained on a masked
language model task and a next sequence prediction task (see
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Fig. 4. Example of Indonesian-English Code-mixed Text.

TABLE IV. EXPERIMENT SCENARIO

No Experiment Baseline Measure
1 Code-Mixed Normalisation

(individual modules)
a. Language Identification CRF [10], CNN,

RNN, CNN+CRF
Accuracy, Precision,
Recall, F1 score

b. Lexical Normalisation raw data, ruleset +
spell correction [10],
SMT

BLEU, WER

c. Translation Direct translation,
MLF[10]

BLEU, WER

2 Code-Mixed Normalisation
(the whole pipeline)

raw data, Barik et al.’s
system [10]

BLEU, WER

3 Using Code-mixed Normali-
sation for Emotion Classifica-
tion

tokenisation-only,
simple preprocessing

Accuracy, Precision,
Recall, F1 score

the original paper for a more in-depth explanation). The pre-
trained language model used in this experiment is IndoBERT,
a BERT-based model trained on Indonlu corpus (Indonesian
corpus containing approximately four billion words) [39].

V. EXPERIMENT

Three experiments were performed in this research. All
models in our experiments were trained with five-fold cross
validation. Significance was measured using t-test with a 0.05
significance level. A summary of all of our experiments,
including the baseline methods and evaluation measures, is
presented in Table IV.

The first experiment separately tested the individual
modules of the code-mixed text normalisation system. This
experiment was performed to examine the effectiveness of our
modifications to each module (except tokenisation, as we did
not make any changes to the tokenisation module). During
this experiment, the input for each module used gold-standard
or reference data from the previous step in the pipeline. This

configuration makes it possible to safely assume that the input
from the previous normalisation step is free of errors.

The modified language identification model is compared
with four other models as baselines. They include the Condi-
tional Random Field (CRF) model from Barik et al.’s work,
Convolutional Neural Network (CNN) on character level [40],
Recurrent Neural Network (RNN) [41], and CRF model using
CNN as feature (CNN+CRF). The CNN architecture used
in this work consist of one convolution layer and one fully
connected layer. The CNN+CRF method replaces the fully
connected layer with CRF.

Next, the modified lexical normalisation module is com-
pared wth three other models as baselines. They include
using unprocessed input text (raw data), the combination of
rule-based and spell correction model from Barik et al., and
SMT model alone. We used SMT model alone as one of
our baselines to analyse the effect of ruleset in our lexical
normalisation module.

At last, the modified translation module is compared with
two baselines: MLF method used by Barik et al., and di-
rect translation method using machine translations. In direct
translation method, we simply translate the Indonesian-English
code-mixed text into Indonesian language using two popular
machine translations: Microsoft3 and Google. Translate4

The second experiment tested the entire code-mixed
text normalisation system to normalise the given Indonesian-
English code-mixed text into Indonesian, which is the main
goal of the system. The input for this experiment was code-
mixed Indonesian-English tweets, which were put through
the tokenisation, language identification, lexical normalisation,

3https://translator.microsoft.com/
4https://translate.google.com/
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and translation modules, resulting in normalised Indonesian-
language tweets. Baselines for this experiment included unpro-
cessed input text (raw data), and the code-mixed normalisation
pipeline system from Barik et al.’s work.

The third experiment performed emotion classification
using a code-mixed text normalisation system to preprocess
the data. The aim of this experiment was to analyse the effect
of code-mixed normalisation on effectiveness in the emotion
classification task. For this purpose, we compared the results
of emotion classification methods that used code-mixed nor-
malisation in the preprocessing step and the baseline methods
that did not use code-mixed normalisation (tokenisation-only
and simple preprocessing methods). In the tokenisation-only
method, the tweets are simply tokenised before an emotion
classification method is applied. We used Tweet-Tokenizer
from NLTK library5 to perform this tokenisation. In the
other baseline, i.e. simple preprocessing method, common
preprocessing data methods including tokenisation, stopword
removal, punctuation removal, and character repetition removal
were performed. The stopword list for Indonesian and English
languages were taken from NLTK library .

This research uses varieties of evaluation metrics to mea-
sure the system performance on each experiment. Accuracy,
precision, recall, and F1 score are common metrics to compare
a set of labels between gold standard (reference) and the
prediction from the model. In this work, they are used for eval-
uating language identification module in the first experiment,
and emotion classification in the third experiment. Accuracy
measures the rate of correct prediction over the entire test
data. Precision measures how many predictions of a relevant
classes that are actually correct. Recall measures how many
relevant classes the model could find. F1 score is a harmonic
mean between precision and recall. The formula to calculate
Accuracy, Precision, Recall, and F-1 measures are as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 =
2 ∗ Precision ∗Recall

Precision+Recall
(4)

TP (True Positive) defines the correctly predicted positive
values. TN (True Negative) defines the correctly predicted neg-
ative values. FP (False Positive) defines the value of incorrect
positive predictions. FN (False Negative) defines the value of
incorrect negative predictions.

Bilingual Evaluation Understudy (BLEU) and Word Er-
ror Rate (WER) are used to evaluate task that produce a
correctness of a free form text compared to gold standard
text. BLEU score measures the similarity of the text produced
by the model and the gold standard. While this measure is

5https://www.nltk.org/

TABLE V. THE RESULTS OF LANGUAGE IDENTIFICATION EXPERIMENT

Model Precision Recall F1 score Accuracy
CRF[10] 91.22 88.60 89.72 90.40
CNN 92.58 91.70 92.08 92.70
CNN+CRF 92.00 91.63 91.79 92.42
RNN 85.71 84.38 84.77 86.09
CRF++ 94.56⋆†‡× 93.53⋆†‡× 93.98⋆†‡× 94.41⋆†‡×

Note: Significant differences of our method (CRF++) against CRF[10], CNN, CNN+CRF,
and RNN are denoted by ⋆, †, ‡, and ×, respectively.

commonly used for evaluating machine translation system,
previous researches also use this metric to measure lexical
normalisation performances that use machine translation [31],
[42], [43]. Since there is translation task in our lexical normali-
sation module, translation module, and overall code-mixed text
normalisation system, then we use BLEU for the experiments
on these systems. WER measures how many edits (substitution,
deletion, insertion) it takes from the predicted model to the
gold standard with respect to the length of the gold standard
text. In other words, WER measures the error of a system.
This metric is commonly used on speech recognition task
and expanded to measure performance on other task such as
translation and lexical normalisation [42], [28]. The formula
to calculate BLEU and WER are as follows:

BLEU = p ∗ bp (5)

WER =
ed

N
(6)

BLEU score is computed by multiplying the geometric
mean of the corpus precision scores (p) by the exponential
brevity penalty factor (bp). For more detailed explanation,
please refer to the original paper of BLEU metric [44]. WER is
computed by taking the ratio between edit distance (ed) and the
number of token in the reference text (N ). Here, edit distance
is measured by finding the minimum number of insertion,
deletion, and substitution operations required to perform the
alignment between the predictive text and the reference text.

VI. RESULTS AND ANALYSIS

A. Effectiveness of Individual Modules of Code-Mixed Nor-
malisation System

1) Results of Language Identification Module: Table V
shows the experimental results for the language identification
module. The model created in this research achieved the
highest score, outperforming the CRF model used by Barik et
al. by 3.33% on precision, 4.92% on recall, 4.26% on F1 score,
and 4.01% on accuracy. This improvement comes from the
new feature set for language identification. The deep learning
baseline was unable to outperform our CRF++ model. The
RNN model achieved the worst performance. One possible
cause for this was the low amount of sequences in the training
data. The data that the RNN processed included entire tweets
or the whole sequence of a token, and there are only 825
tweets in the dataset. The same problem did not occur with
the CNN model because CNN attempts to classify each token
separately; thus the processed data are individual tokens. Note
that there are 22,725 tokens available in the dataset.
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TABLE VI. THE RESULTS OF LEXICAL NORMALISATION EXPERIMENT

Model Precision Recall
Raw Data 47.79 15.18
Ruleset+Spell Correction [10] 71.67 12.45
SMT 88.14 5.63
Ruleset+SMT 89.75⋆†‡ 4.67⋆†‡

Note: Significant differences of our method (ruleset+SMT) against raw data, rule-
set+spell correction [10], and SMT are denoted by ⋆, †, and ‡, respectively.

Whilst the evaluation shows promising results, the CRF
model in this research still has some difficulty classifying
certain specific tokens (e.g. named entity tokens, such as a
place or person) as either “id” or “en” when they should be
labelled “un”. The model also often misclassifies Indonesian
loan words that are taken from English words such as “stop”
(“stop”). Loan words present ambiguity that makes it difficult
for the model to correctly label the token. Another challenge
for the model is sub-word code-mixing, which happens when
Indonesian affixes are added to English words – for example,
“gap-nya” (“the gap”). In this case, the correct label is the
language of the root word, but sub-word code-mixed tokens
are often misclassified as Indonesian rather than English.

2) Results of Lexical Normalisation Module: The results
for the lexical normalisation module are shown in Table VI.
The new model outperformed the Barik et al.’s model by 18.08
on BLEU score and 7.78 on WER. Raw data exhibited the
worst performance, with 47.79 BLEU score and 15.18 WER.
This result shows that our model is able to perform normali-
sation properly. Table VI also shows that the ruleset slightly
helps the SMT model when performing lexical normalisation,
increasing BLEU score by 1.61 higher and reducing WER by
1.04.

The SMT model can properly normalise ambiguous slang
tokens that can serve as both a formal word and a slang word.
This was a problem in Barik et al.’s model that relied on
a formal lexicon to differentiate between formal and slang
words. For example, the Indonesian word “aja” can serve as
slang for the formal word “saja” (“only”), but may also be
the formal word “aja”, an archaic way to refer to the daughter
of a noble. The SMT model relies on the context of a word
during the training process to normalise that word. Another
problem in Barik et al.’s model is that the model was unable to
properly normalise slang words that were very different from
their formal versions. Their model normalised the slang word
“ga” (“no”) into the letter “g”, but the actual formal version
of this word is “tidak” (“no”). This occurred because Barik et
al.’s model relied only on rules. However, our method, which
uses SMT in addition to a ruleset, did not have this problem.

The problem with the SMT model is that it is fully
supervised. Therefore, it is only able to normalise slang
words that appear in the training phase and cannot process
slang tokens that appear only during testing. This becomes a
prominent issue in low-resource settings. However, the use of
a ruleset enables our model to normalising some words that
the SMT might have not encountered during training. This also
explains why the combined model was able to achieve the best
performances (see Table VI).

3) Results of Translation Module: Table VII presents the
experimental results for the translation module. Google’s MT

TABLE VII. THE RESULTS OF TRANSLATION EXPERIMENT

Translation System Model BLEU WER

Microsoft
Direct Translation 62.19 21.19
MLF[10] 74.49 15.06
MLF[10]+context 75.36⋆ 14.36⋆

Google
Direct Translation 72.63 16.56
MLF[10] 75.87 14.36
MLF[10]+context 77.77⋆† 13.09⋆†

Note: Significant differences of our method (MLF[10]+context) against direct transla-
tion and MLF[10] are denoted by ⋆ and †, respectively.

TABLE VIII. THE RESULTS OF OVERALL CODE-MIXED NORMALISATION
SYSTEM PIPELINE

Model BLEU WER
Raw Data 30.01 42.18
Barik et al.’s system [10] 48.86 28.18
Our System 64.55⋆† 18.65⋆†

Note: Significant differences of our method against raw data and Barik et al.’s system [10]
are denoted by ⋆ and †, respectively.

system produced better translation results than Microsoft’s on
every translation configuration. The modified MLF produced
more accurate translation results than the baselines, achieving
a BLEU score 1.9 higher and a WER 1.27 lower than the MLF
method on Google ’s MT system. Direct translation had the
worst performance, with a BLEU score of 5.14 and WER of
3.47 on Google’s MT system. A similar result was observed
when using Microsoft’s MT system.

This improvement shows that the use of a group of neigh-
boring tokens or a language segment for translation process
can produce more accurate translations than using individual
token. The language segment provides sufficient context for the
translation system to translate ambiguous words better than the
original MLF used by Barik et al. However, our model still
struggles to translate certain ambiguous words. For example,
the English word “I” can be translated as either “saya” or
“aku” in Indonesian; both have the same meaning, except that
“saya” is often used in formal settings, whereas “aku” is often
used in casual conversation.

B. Effectiveness of Overall Code-Mixed Normalisation System
Pipeline

Table VIII shows the evaluation results for the code-mixed
text normalisation system experiment. We used Google’s MT
system for the translation module, following the results of
the previous experiment. The new system demonstrated better
code-mixed text normalisation performance compared with
the Barik et al.’s system, increasing BLEU score by 15.69%
absolute improvement or 32.11% relative improvement and
lowering WER by 9.53% absolute improvement or 33.82%
relative improvement. This indicates the effectiveness of our
modifications on Barik et al.’s modules. Both code-mixed text
normalisation systems outperformed the evaluation results for
the raw data baseline, which highlight the merit of normalizing
the code-mixed text.

To understand the contribution of each module modified in
this work with regard to improving the code-mixed normali-
sation system pipeline proposed by Barik et al., we conducted
an additional experiment using each of our individual modules
in Barik et al.’s system. The increases or decreases resulting
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TABLE IX. THE CONTRIBUTIONS OF EACH MODULE

Model △BLEU %△BLEU
Language Identification 2.03 4.15%
Lexical Normalisation 14.08 28.82%
Translation 15.69 32.11%

TABLE X. THE EXAMPLE OF RESULTS GENERATED BY OUR
CODE-MIXED NORMALISATION SYSTEM AND BARIK ET AL.’S SYSTEM

Input Argh gimana cara save gif nya. [URL] (Argh
how to save the gif [URL])

Output from Barik et al.’s system
[10]

Tokenisation Argh, gimana, cara, save, gif, nya, ’.’, [URL]
Language Identification id, id, id, id, id, id, un, un
Lexical Normalisation karuan, kenapa, cara, edit, klik, ya, ’.’, [URL]
Translation karuan, kenapa, cara, edit, klik, ya, ’.’, [URL]

Output from our system
Tokenisation Argh, gimana, cara, save, gif, nya, ’.’, [URL]
Language Identification id, id, id, en, en, id, un, un
Lexical Normalisation argh, gimana, cara, save, gif, nya, ’.’, [URL]
Translation argh, gimana, cara, simpan, gif, nya, ’.’,

[URL]
Gold standard argh, gimana, cara, menyimpan, gifnya, ’.’,

[URL]

from this addition were then examined. For example, to see
the contribution of our language identification module, we
replaced Barik et al.’s language identification module with
our module. The difference in BLEU scores (△ BLEU) was
calculated for the scores of Barik et al.’s system using our
modules versus the original system. A positive contribution
is indicated by a positive △ BLEU score, whilst a negative
contribution is indicated by a negative △ BLEU score. The
results are summarized in Table IX.

As shown in Table IX, all of our modules positively con-
tributed to the Barik et al.’s code-mixed normalisation system
pipeline, since all △ BLEU scores are positive. The most
important module is the translation module, which improved
on Barik et al.’s system by 32.11%, followed by the lexical
normalisation module (28.82% improvement) and the language
identification module (4.15% improvement).

Table X compares the code-mixed text normalisation pro-
cess for Barik et al.’s system and the new system implemented
in this work. The former system detects the words “save” and
“gif” as Indonesian words, whereas the latter properly detects
them as English. Barik et al.’s system changes most tweets
during lexical normalisation, leaving only “cara” (“method”),
“.”, and “[URL]” unchanged. The new system, however, did
not perform any changes during lexical normalisation. Next,
Barik et al.’s system does not perform any translation because
all words are detected as Indonesian, whereas the new system
translates “save gif” to “simpan gif ”. A comparison of both
results indicates that the new system can produce results that
are closer to the gold standard.

C. Effect of Code-Mixed Normalisation System on Emotion
Classification

The result of emotion classification is presented in Table
XI. The best overall result is achieved by using code-mixed
normalisation in data preprocessing and the more modern ap-
proach with BERT. In terms of the results of using normalised
code-mixed text, BERT is superior to Word2Vec by 16.56%

TABLE XI. THE RESULTS OF EMOTION CLASSIFICATION

Model Preprocessing Precision Recall F1 Score Accuracy

Word2Vec
TO 37.82 33.38 32.99 45.87
SP 42.49 38.36 39.20 46.41
CN 53.15⋆† 44.13⋆ 45.44⋆ 54.97⋆†

BERT
TO 45.85 43.98 43.92 50.33
SP 47.82 45.21 45.92 50.34
CN 54.06⋆† 51.44⋆† 51.93⋆† 56.84⋆†

Note: Significant differences of our emotion classification method using code-mixed
normalisation (CN) as the preprocessing method against the methods that do not use
code-mixed normalisation, but using tokenisation-only (TO) and simple preprocessing
(SP) methods are denoted by ⋆ and †, respectively.

TABLE XII. THE CLASSIFICATION RESULTS FOR EACH EMOTION CLASS

Class Precision Recall F1 score Accuracy
Love 68.75 30.56 42.31 94.86
Anger 59.46 68.75 63.77 74.32
Sadness 46.84 35.92 40.66 81.51
Joy 54.58 70.81 61.64 72.09
Fear 37.04 14.71 21.06 87.16

according to F1 score. In both models, the best performance
is achieved when code-mixed normalisation is applied as a
preprocessing step before classification. This demonstrates the
advantage of normalizing the code-mixed text before a main
text processing task is conducted. Two factors could explain
this result: lexical normalisation and translation.

The tokenisation-only and simple preprocessing approaches
did not have a robust lexical normalisation step. This may
result in some key emotion words or phrases involving some
informal token becoming out of vocabulary (OOV) or the
words being incorrectly represented by both classification
models. The performance gap between using versus not using
code-mixed normalisation indicates that the classic method is
more affected than the BERT model. This is because the BERT
model uses a sub-word tokeniser and is able to handle OOV
tokens to some degree. In this case, code-mixed normalisation
improved the F1 score and accuracy of the Word2Vec model by
37.74% and 19.77%, respectively. The improvement obtained
by the BERT model is slightly lower: 18.24% for F1 score and
12.93% for accuracy.

Some key emotion words are also written in English. This
leads to better performance on classification systems which
applied code-mixed text normalisation in the preprocessing
step. It is because they translate these words into Indonesian
and therefore enables us to capture their meanings.

Table XII presents a breakdown of classification results
for each emotion class. Since our dataset has uneven class
distribution, F1 score is more representative than accuracy
because the values of false positives and false negatives do
not have similar cost. The highest F1 score was obtained by
the class “anger”, followed by the class “joy”. This can be
understood because these classes have the highest number
of tweets in our dataset. Consequently, the classifier can
successfully learn the characteristics of tweets expressing the
emotions anger and joy. Therefore, the ratios of correctly
predicted labels for these classes to the total predicted labels
and to the total actual labels for these classes are high.

To better illustrate the number of correct and incorrect
classifications for each class, a confusion matrix is displayed
in Fig. 5. The confusion matrix shows that imbalance in
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Fig. 5. Confusion Matrix of Emotion Classification Results.

TABLE XIII. EXAMPLE OF EMOTION CLASSIFICATION RESULTS

Input: Not good, not good.. Maag gue selalu kambuh sejak kerja di sini.. Setres (Not
good, not good.. My ulcer always relapses since working here.. stress)
Gold standard class: Sad
Preprocessed input (TO): Not good , not good .. Maag gue selalu kambuh sejak
kerja di sini .. Setres
Predicted class: Joy
Preprocessed input (SP): good good maag gue kambuh kerja setres
Predicted class: Fear
Preprocessed input (CN): tidak bagus , tidak bagus, . mag saya selalu kambuh sejak
kerja di sini. setres
Predicted class: Sad

Note: TO, SP, and CN stands for ”Tokenisation-Only”, ”Simple Preprocessing”, and
”Code-mixed Normalisation”, respectively.

the dataset affects the emotion classification results. This can
be seen from the two classes with the highest frequency of
occurrence in our dataset, i.e. anger and joy, which showed
a low proportion of false negatives and a high proportion of
false positives relative to the total number of instances for
these classes. The opposite happened for the emotion labels
with the lowest frequency in our dataset, i.e. love and fear.
Compared to other labels, both of these labels obtained the
highest proportion of false negatives and the lowest proportion
of false positives. The true positive values for these classes
were also much lower than the false negative values.

In Table XIII, we demonstrate how different preprocessing
methods may affect the classification results. Word2Vec was
used to implement the classification model. According to the
human annotation label, the input tweet expresses a sad emo-
tion. This emotion is indicated by terms such as “not good”,
“selalu kambuh” (“always relapses”), “setres” (“stress”).

A classification method using tokenisation-only prepro-
cessing misclassifies the tweet’s emotion as joy, presumably
because the model cannot properly detect the emotion con-
tained in the phrase “not good”. Because this phrase is not
translated into Indonesian and it may appear infrequently in
the data, the Word2vec model is unable to learn the semantics
of the phrase well, which may lead to an incorrect classification
result. A classification method using simple preprocessing also

misclassifies the tweet’s emotion as fear. This preprocessing
method removes the term “not” from phrase “not good”. This
means that all tweets in the collection that contain the phrase
“not [ADJECTIVE]” and “[ADJECTIVE]” will have similar
preprocessing results for that phrase, eventhough they actually
convey opposite emotions, since the term “not” indicates a
contrast in meaning. We argue that this causes the model
to be inaccurate in classifying the emotion. A classification
method using a code-mixed text normalisation pipeline, on the
other hand, can properly classify the tweet’s emotion as sad.
Translating the English phrase “not good” into the Indonesian
phrases “tidak bagus” enables the Word2vec model to capture
the semantics of the phrase since the translation phrase appears
frequently in the collection.

VII. DISCUSSION AND FUTURE WORK

The number of code-mixed text used in this work is still
relatively small when compared to the code-mixed text in other
language pairs such as Bengali-English [45], Malayam-English
[46], and Hindi-English [47]. Our dataset consists of 825
sentence pairs for our experiment on code-mixed normalisation
and 584 sentences for our experiment on the effect of the code-
mixed normalisation on emotion classification. Note that it is
because a large dataset of Indonesian-English code-mixed text
is still unavailable. The dataset from Barik et al. [10] that
we use in this work is the only dataset of Indonesian-English
code-mixed text that is available. Using this data also enables
us to directly comparing our result with Barik et al. Therefore,
further experiments using larger data may be useful to confirm
the results reported in this work.

Our approach for code-mixed normalisation has some
advantages compared to end-to-end deep learning approaches.
Our approach does not require big data resources to achieve
good results compared to deep learning methods. So, it is suit-
able for low-resource languages, such as Indonesian language.
In addition, our approach is also more flexible in which users
can easily add new rules or features in the individual modules
of code-mixed normalisation system if needed.

The approach used in this task is aimed for code-mixed
normalisation. However, each individual module in the pipeline
can also be used separately for a specific task. For example,
users can adopt the tokenisation module only if they just want
to have more accurate tokenisation. Since our methods are
mostly data driven (except the ruleset on lexical normalisation
module), then with some tuning on the ruleset, we believe the
individual modules as well as the overall system pipeline is
applicable to other languages (or language pairs) as long as
the data is available.

We are aware there are more modern methods that utilize
Neural Machine Translation (NMT) model for lexical nor-
malisation [48], [49]. However, we decided not to use this
method because the dataset used in this research is too small
for NMT to be able to learn an accurate model for this complex
task. This effect has been demonstrated before by Matoz, et.
al. [28] that utilizes RNN encoder-decoder to perform lexical
normalisation on English-Dutch and Wibowo et. al.[32] that
utilizes GPT-2 to normalise Indonesian text. Both of these
research showed that on low resource settings, SMT model still
gives on par performance if not better than the NMT model
because of the insufficient amount of training data.
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There are several avenues through which future research
might improve on the results of our proposed system. The SMT
model in the lexical normalisation module could be improved
by using an additional corpus for the language model. A large
dataset could be built containing formal Indonesian-English
code-mixed text to improve the accuracy of the lexical nor-
malisation module. Another possible improvement that could
be made to the lexical normalisation module involves the
ruleset. The ruleset used in this work are still limited for
normalising informal Indonesian words that contain character
repetitions and reduplication shortening; and informal English
words that contain contractions and code-mixed prefixes /
suffixes. Therefore, some extra rules can be added to improve
the accuracy of the lexical normalization module in our system.
An example of additional rules could be derived from informal
affixes that are common in Indonesian, such as the informal
suffixes “-ny” or “-x”, which can be converted to “-nya” and
then prefix “ng-”, which can be converted to “meng-”.

Next, in this research, the effect of code-mixed normalisa-
tion was examined for an emotion classification task. Whilst
the results showed a positive effect, this cannot be generalised
to many other language processing tasks. Thus, similar analysis
could be performed for other tasks – such as sentiment analy-
sis, POS tagging and so on – to examine whether performing
code-mixed normalisation can offer significant improvemenet
for these tasks as well.

VIII. CONCLUSION

In this research, we improved a state-of-the-art code-mixed
text normalisation system for Indonesian-English tweets.
Specifically, we improved three modules of the original code-
mixed normalisation system pipeline, including improving the
feature set in the language identification module, combining
an MT approach and a ruleset in the lexical normalisation
module and adding some context in the translation module.
Our experimental results show that our approach outperformed
a state-of-the-art Indonesian-English code-mixed normalisation
system. The new feature set in the language identification
module showed an improvement of 4.26% in F1 score. The
use of an MT approach in the lexical normalisation module
improved BLEU score by 25.22% and lowered WER by
62.49%. The addition of context to the translation process
improved BLEU score by 2.5% and lowered WER by 8.84%.
The overall effectiveness of the code-mixed text normalisation
system was improved, with an increase of 32.11% in BLEU
score and a decrease of 33.82% in WER.

This research also analysed the effect of code-mixed
text normalisation process on emotion classification. Apply-
ing code-mixed normalisation process resulted in increased
effectiveness of emotion classification systems. The systems
that used code-mixed normalisation in the preprocessing step
were more effective than those that did not. Compared with
tokenisation-only preprocessing method, the code-mixed nor-
malisation system achieved better evaluation results by up to
37.74% in F1 score. The code-mixed normalisation system also
outperformed a simple preprocessing method by up to 15.92%
in F1 score.
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Abstract—Converting sign language to a form of natural
language is one of the recent areas of the machine learning
domain. Many research efforts have focused on categorizing
sign language into gesture or facial recognition. However, these
efforts ignore the linguistic structure and the context of natural
sentences. Traditional translation methods have low translation
quality, poor scalability of their underlying models, and are time-
consuming. The contribution of this paper is twofold. First, it
proposes a deep learning approach for bidirectional translation
using GRU and LSTM. In each of the proposed models, Bahdanau
and Luong’s attention mechanisms are used. Second, the paper
experiments proposed models on two sign languages corpora:
namely, ASLG-PC12 and Phoenix-2014T. The experiment con-
ducted on 16 models reveals that the proposed model outperforms
the other previous work on the same corpus. The results on the
ASLG-12 corpus, when translating from text to gloss, reveal that
the GRU model with Bahdanau attention gives the best result with
ROUGE (Recall-Oriented Understudy for Gisting Evaluation)
score 94.37% and BLEU (Bilingual Evaluation Understudy)-4
score 83.98%. When translating from gloss to text, the results
also show that the GRU model with Bahdanau attention achieves
the best result with ROUGE score 87.31% and BLEU-4 66.59%.
On Phoenix-2014T corpus, the results of text to gloss translation
show that the GRU model with Bahdanau attention gives the
best result in ROUGE with a score of 42.96%, while the GRU
model with Luong attention gives the best result in BLEU-4 with
10.53%. When translating from gloss to text, the results report
that the GRU model with Luong attention achieves the best result
in ROUGE with a score of 45.69% and BLEU-4 with a score of
19.56%.

Keywords—Sequence to sequence model; neural machine trans-
lation; sign language; deep learning; LSTM; GRU

I. INTRODUCTION

Sign languages is a visual-gesture based language consid-
ered to be the standard language for the deaf. This language
operates through gestures and visual channels [1].In sign lan-
guages, hand gestures, facial expressions, and body movements
are used for communication. According to the World Health
Organization1, around 466 million people worldwide have
hearing impairments, out of which 34 million are children.
It is estimated that by 2050 over 900 million people will have
hearing impairments or difficulties in communication [2].

Also, it is estimated that there are almost 121 types of sign
language used worldwide today [3] with less than sufficient
number of sign language interpreters to deal with the diversity
of sign languages. Hence, there is a need for developing
translation systems that make the translation process faster and

1https://www.who.int/news-room/fact-sheets/detail/deafness-and-hearing-
loss

more accurate. The first step toward automating the translation
is to formalize the sign language in standard form. There
are existing several forms of sing languages including Stokoe
[4], HamNoSys [5], SignWriting [6], and Gloss Notation [7].
Stokoe notation does not include facial expressions and body
movements. Thus, this sign language is limited and is not
suitable for translation to the deaf. Furthermore, the Ham-
NoSys form is designed to formalize any sign language using
3D animated avatar. However, it does not provide any easy
way for describing facial expressions and body movements.
The SignWriting notation uses highly iconic symbols,but is
difficult to analyze with a computer. Gloss notation [7] on
the other hand is a formal sign language that is similar to
Braille, finger-spelling, and Morse code. It is used to annotate,
represent, and describe sequences of visual-gestural language
sequences based on labels on natural language words. This
form is a straightforward way that conveys the idea expressed
in a natural language, in sign languages. For its simplicity,
expressiveness, and formal representation of sign language,
glossing has attracted considerable research attention in sign
language translation[8], [9], [10], [3].

Several studies have been proposed to translate sign lan-
guages to natural languages. Those efforts can be categorized
into rule-based [11], [12], example-based [13], [14], [15] and
statistical-based approach[8], [9], [10], [3] However, those
previous forms are limited in terms of the translation quality
and need extra human efforts. For example, the rule-based
approach needs domain knowledge of linguistic experts that
will be responsible for analyzing the sign language, performing
natural language processing tasks, and generating translation
rules. Also, natural language processing adds extra complexity
as it has many exceptional cases needed to cover using rules.
Hence, the number of generated rules is increased. In contrast,
example-based machine translation relies on large parallel
aligned corpora. It tries to match input sentences with relevant
retrieved sentences in a specific corpus. The shortcomings
of this translation approach is that it needs massive use-
cases to match the input with similar retrieved cases. Also,
retrieving similar cases is inefficient and time-consuming [16].
In the statistical approach, translations are generated based
on a statistical-based model whose parameters are derived
from the analysis of bilingual text corpora. However, this
approach needs a large parallel aligned corpus. Moreover,
building a corpus with preprocessing tasks is expensive and
time-consuming, and it requires collaboration with computer
scientists, translators, and linguists. The full process consumes
much time. Additionally, the statistical-based approach is
tedious to fix mistakes of the translation system, and the
precision of translation might become superficial.[17].
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In contrast to traditional methods, machine and deep learn-
ing have shown great success in several application domains
for years [18], [19], [20]. Several researchers have shown
interest in the study of machine translation for translating sign
languages using a neural network [21], [22], [23], [24], [25].
The recent translation approach based on neural networks is
the Neural Machine Translation (NMT) [26], [27] It is an end-
to-end learning approach for an automated translation [28].
It consists of two parts: encoder and decoder. To enhance
the learning process, an attention mechanism [27] has been
lately proposed to allow a neural network to pay attention
to only a specific part of an input sentence while generating
a translation similar to that of human translations. Although
NMT approaches are successful compared to the traditional
machine translation approaches, most neural-based studies
ignore the sign language’s linguistic properties. They assume
that there is only a one-to-one mapping of sign-to-spoken
words. Additionally, most of the current neural machines focus
on the translation from the gloss sign language to the natural
language. However, the second direction from natural language
to gloss sign language is important to fully automate the
translation systems in both directions.

The primary contributions of this paper can be summa-
rized as follows: First, it proposes a sequence-to-sequence
deep learning models using LSTM [29] and GRU [30] that
translate gloss sign language to natural language text. Second,
it introduces a sequence-to-sequence deep learning model that
translates natural language text to sign language gloss. In both
directions, deep learning models use Bahdanau [27] and Luong
[31] attention mechanisms. Third, this paper experiments the
proposed models on two different corpora: ASLG-PC12 [32],
[33] and Phoenix-2014T [21]. The performance of the results is
evaluated using different metrics, e.g., BLEU (Bilingual Eval-
uation Understudy) and ROUGE (Recall-Oriented Understudy
for Gisting Evaluation) scores. Also, the best model of the
experiments is compared to similar work on the same corpus.

The rest of the paper is organized as follows: Section
II presents a brief background on sign languages. Section
III discusses several related works. Section IV introduces
the proposed approach. Section V discusses the experimental
results. Finally, section VI concludes the paper.

II. BACKGROUND

This section briefly introduces the concept of sign language
and machine translation.

A. Sign Language

Sign languages are languages that apply the visual-manual
form to convey meaning [34]. The articulators of sign lan-
guages are different compared to spoken languages. The pri-
mary articulators in spoken languages are the throat, nose, and
mouth, whereas the main articulators in sign languages are the
fingers, hands, and arms. There are several linguistic features
of sign language, and one of those common features is the
so-called non-manual feature. The later feature is a parameter
of a sign that has meaning. It is not made with hands. but
with facial expression, eyebrow movement, movement of the
eyes/cheeks, mouth patterns, tilting of the head, movement of
the upper body, and shoulder movements. It should be noted

that without a non-manual feature, a sign language statement
will be meaningless regardless of whether the syntax is in
the proper order. Sign language relies on non-manual signals
to convey the difference between declarative, imperative, and
interrogative sentences.

Furthermore, sign language can be expressed using differ-
ent ways like Stokoe [4], HamNoSys [5], SignWriting [6], and
Gloss Notation [7]. Stokoe, HamNoSys, and SignWriting are
iconic representations for a sign language that are hard to read
and interpret by deaf people, as translation systems use them
to generate 3D animations.

On the contrary, Gloss notation is used to annotate, rep-
resent, and describe sequences of signs in a visual-gestural
language based on labels-words. It is an interlinear translation
used by linguists for transcription. Also learners of sign lan-
guages for analysis also use it. The gloss notation is considered
an effective way to focus on the grammar and word order,
which separates it from the vocabulary. Also gloss notation is
written above the natural words using CAPITAL letters. Table
I shows pairs of (English, American sign language) sentences.

TABLE I. ENGLISH AND AMERICAN SIGN LANGUAGE PAIRS

English Sentences ASL Gloss

What is your name? NAME YOU WHATWH

He doesn’t like pizza. PIZZA IX-boy DOESN’T-LIKE
Help me. HELP-ME (one sign)
See you later. SEE-YOU-LATER (one sign)
Don’t know. DON’T-KNOW (one sign)
Today is Friday, October 28th. NOW+DAY FRIDAY fs-OCT 28

B. Machine Translation

Early work on machine translation used traditional ap-
proaches like rule-based, example-based, and statistical-based.
However, these approaches are inefficient in terms of the
quality of translation, the limitation of their underlying models,
and the exerted efforts of human domain experts.Recently,
NMT [26], [27] approach has achieved great progress in
machine translation. It is an end-to-end learning approach for
automated translation[26].

There are many factors that make NMT performance ex-
ceed other traditional approaches [28] First, NMT optimizes all
the translation learning parameters simultaneously to automat-
ically decrease network output loss. Second, it has distributed
representations with many improvements by sharing statistical
strengths among similar words or phrases. Third, it can exploit
the context of translations better. The more source and target
text, the bigger context that NMT can learn.Thus, NMT is
more efficient and has better quality than other approaches.

One of the NMT approaches is a sequence-to-sequence
model implemented as a coupled network of encoder and
decoder with attention mechanism [27]. In this model, a
source sentence x = {x1, x2, .., xI} of length I words is
given, The model converts this sentence into a target sentence
y = {y1, y2, .., yJ}.

The encoder network is responsible for converting source
sequences into a list of vectors, one vector per input. whereas
the decoder network is responsible for generating one symbol
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at a time until the special end-of-sentence symbol. In what
follows, we briefly describe the encoder and decoder network.

The encoder network can be encoded as a Recurrent Neural
Network (RNN) function. It takes the input xi and a previous
hidden state hi−1, and then generates a current hidden state
hi. Without an attention mechanism, the encoder generates
a context vector representing the input sentence. The later
context vector is fed to the decoder in the first-time step.
However, in the consequent time steps, the decoder forgets
the context vector. To remedy the forgotten part, either the
context vector is copied to each time step in the decoder or to
use an attention mechanism. The later mechanism is better as
it focuses on the important part in the input sentence [35].

The decoder network, on the other hand, is represented by a
function RNN, The RNN takes an input as the decoder hidden
state sj−1, the context vector cj , and the output of the previous
time step yj−1, and then generates the current state sj . Finally,
to generate the output, the hidden states sj are squashed by a
non-linear function g, which is passed to the softmax function
to calculate the probabilities.

III. RELATED WORKS

Recently, there have been many research efforts to auto-
mate sign language translations. Those efforts depend on sev-
eral types of algorithms and machine translation approaches.

Similar to the work proposed in this paper, several authors
used neural machine translation of sign languages. For ex-
ample, the authors in [21] presented a neural sign Language
translation that translates gloss sign language to natural lan-
guage. In their work, they applied sequence-to-sequence neu-
ral model and experimented their results on phoenix-2014T2

corpus. Their proposed GRU model with Luong attention
mechanism achieved BLEU on the range of 1 to 4 grams with
scores 44.13%, 31.47%, 23.89%, and 19.26% respectively, and
ROUGE score 45.45%.

Another similar work that used sequence-to-sequence
model was reported in [23]. The authors proposed to translate
gloss sign language into text. They used ASLG-PC12 corpus
on several network architectures for their experiments with
three different attention functions: dot, general, and concat.
The evaluation of BLEU score on the range of 1 to 4 gram
achieved are 86.70%, 79.50%, 73.20%, and 65.90% using
GRU with dot attention function hidden size 800 units.

Similarly, the authors in [24] proposed a sequence-to-
sequence translation model based on human key point esti-
mation. In their work, they build KETI sign language corpus
[24], which consists of 14,672 videos of high resolution and
quality with the corresponding gloss translation. The corpus
was divided into 64% training set, 7% development set, 29%
test set. Their model based on a sequence-to-sequence model
based on GRU cells achieved an accuracy score of 55.28%,
a BLEU score of 52.63%, and a ROUGE score of 63.53 on
gloss level.

Furthermore, the authors in [36] proposed sign lan-
guage transformers: joint end-to-end sign language recogni-
tion and translation. They experimented their proposed work

2https://www-i6.informatik.rwth-aachen.de/ koller/RWTH-Phoenix-2014-T/

on Phoenix-2014T dataset, The evaluation of their proposed
model with BLEU scores are 48.9%, 36.88%, 29.45%, 24.54%

Also, the authors in [22] proposed a translation system
based on transformers models. They experimented their pro-
posed work on Phoenix-2014T [21] and ASLG-PC12 [32], [33]
corpora. The evaluation of their proposed model on Phoenix-
2014T achieved BLEU on the range of 1 to 4 grams with scores
48.40%, 36.90%, 29.70% and 24.90% using Transformer on
Phoenix-2014T dataset. Moreover, they achieved BLEU scores
of 92.88%, 89.22%, 85.95% and 82.87% using Transformer on
ASLG-PC12.

Also the author in [37] proposed Sign Language Semantic
Translation System using Ontology and Deep Learning. Where
CNN trained model used in the recognition process with
adding the semantic layer. Collected signs of 10 Arabic ges-
tures and their meanings in English and French sign languages
used in training and testing the system.

Despite the success of the previous neural network trans-
lation approaches except this paper, most of these approaches,
however, focus on one direction-translation, particularly from
gloss sign language to natural language.

IV. PROPOSED APPROACH

This section shows the proposed approach that translates
from natural language text to gloss sign language and vice
versa. The proposed approach is divided into two directions.
The first direction translates text to gloss notation, while the
second direction translates from gloss notation to text. We
describe the details of each direction as follows.

A. Text to Gloss Notation Approach

In the text to gloss notation approach, shown in Fig. 1, the
input text is fed to the NMT, which translates the text to gloss
notation. The NMT consists of two phases, preprocessing and
encoding-decoding phase.

In the preprocessing phase natural language processing
occurs as Convert natural language text to lowercase and
convert gloss notation to uppercase, Stripe whitespaces, and
remove numbers and punctuation. Then text is embedded into
continuous vector space. The second phase consists of an
encoder-decoder neural network model augmented with an
attention mechanism that translates the embedded text into
gloss notation language. The neural network of the last phase
consists of an encoder and decoder. Generally, the encoder
transforms a source sentence into a list of vectors, one vector
per input symbol. Given this list of vectors, the decoder
produces one symbol at a time until the special end-of-sentence
symbol (EOS) symbol is produced. The encoder and decoder
are connected through the attention model. The attention model
allows a neural network to pay attention to only part of an input
sentence while generating a translation, similar to the human
translator.

B. Gloss to Text Approach

The second direction of the proposed approach is shown
in Fig. 2.
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Fig. 1. Natural Language Text to Sign Language Gloss Model.

Fig. 2. Sign Language Gloss to Natural Language Text Model.

Here The main task is to translate gloss notation into
text. First, the machine translation component receives a gloss
notation and performs natural language preprocessing tasks on
the gloss notation where the gloss is embedded on a continuous
vector space. Second, the embedded gloss is then passed
through an encoder-decoder neural network model augmented
with an attention mechanism that translates the embedded gloss
into text. The architecture of the encoder and decoder is like
the one in Fig. 1.

V. EXPERIMENTAL RESULTS

This section shows the experimental results of the proposed
approach on two corpora: namely, ASL-PC12 and Phoenix-
2014T. We begin by describing the details of each corpus
before showing the results. In each corpus, we describe data
splitting criteria that are used in the experiments. We described
the criteria of each corpus using the following terms: sentence,
Running words, vocabulary size, Singletons, and Out of Vo-
cabulary (OOV). Sentences represents number of examples that
exist in the corpus. The Running words stands for the number
of words in the corpus. Vocabulary size is several tokens
that measure how many words a particular model knows.
Singletons represents the number of those words that occur
only once in the training set. OOV expresses the number of
words that occur in test data, but not in training data.

The first corpus, ASLG-PC12, was proposed in [32], [33]

as a big parallel corpus between English written texts and
American Sign Language Gloss. The ASLG-PC12 is a bilin-
gual corpus of 87,710 sentences. The total number of ”running
words” is 1, 027, 100 for English words and 906, 477 for gloss
words in addition to 4, 662 singletons for English words and
6, 561 singletons for gloss words. The vocabulary of both
sign gloss annotation and spoken language are 16, 788, and
12, 344, respectively. In the experiments, we split the corpus
into 52, 626 sentences for training in the experiments, 17, 542
sentences for validation, and 17, 542 sentences for testing.
Table II describes the statistics of the corpus.

TABLE II. KEY STATISTICS OF ASLG-PC12

English Gloss
Train Dev Test Train Dev Test

Sentences 52,626 17,542 17,542 52,626 17,542 17,542
Running Words 610,129 207,760 209,211 538,681 183,242 184,554
Vocab Size 16,788 10,121 10,264 12,344 7,470 7,571
Singletons 4,662 - - 6,561 - -
OOV - 2,671 3,027 - 1,949 2,330

The second corpus, Phoenix-2014T, is the German sign
language of weather-forecast news. Phoenix-2014T [21] is an
extended version of the continuous sign language recognition
benchmark dataset found in [38]. It is a gloss annotation,
video segments, and spoken language translations matching
the sign language. It contains 8257 sequences with 9 different
signers. The total running words is 113, 717 for German
words and 75, 786 for gloss words. Additionally, it contains
1077 singletons for German words and 337 singletons for
gloss words. The vocabulary of both sign gloss annotation
and spoken language are 1236 and 2892 respectively. In the
experiments, we split the corpus into 7, 096 sentences for
training in the experiments, 519 sentences for validation, and
642 sentences for testing. Table III describes the statistics of
the corpus.
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TABLE III. KEY STATISTICS OF PHOENIX-2014T

German Gloss
Train Dev Test Train Dev Test

Sentences 7,096 519 642 7,096 519 642
Running Words 99.081 6,820 7,816 67,781 3,748 4,257
Vocab. Size 2,892 956 1006 1,236 397 415
Singletons 1077 - - 337 - -
OOV - 57 60 - 19 22

A. Results

The experimental results are reported based on the two
previous corpora on 4 types of encoder-decoder architectures
with an attention mechanism. For this purpose, we applied two
encoder-decoder architectures using GRU and LSTM. Also, we
augmented each type of architecture with either Bahdanau or
Luong’s attention mechanism. Two ways of training from text
to gloss and from gloss to text for each combination of the
attention mechanism with encoder-decoder architecture were
applied. Thus, for both corpora, we totally perform 16 different
models in the experiments. The hyper-parameters of the trained
models are shown in Table IV.

TABLE IV. HYPERPARAMETERS

ASLG-PC12 Phoenix-2014T
Number of Layers 1 4
Initial Learning Rate 10−4 10−4

Batch Size 128 128
Hidden units 1024 1024
Embedding units 1024 1024
Dropout 0.30 0.30
Gradient Clipping 5 5

To apply the proposed approach on ASLG-PC12, we cre-
ated a deep network model with one layer of the encoder (uni-
directional) layer, and one layer of the decoder layer. Also, we
used GRU and LSTM cell for each type of network. We used
an embedding layer of 1024 units with each recurrent layer
containing 1024 hidden units of batch size 128. We also used
Adam optimization with a learning rate of 10−4 as a default
parameter and gradient clipping with a threshold of 5 and
dropout connections with a drop probability of 0.3. The model
was implemented the model using TensorFlow [39] with eager
execution and we use evaluation metrics BLEU and ROUGE
score. All our networks are trained in 70 epochs. Tables V
and VI illustrate the full results of the proposed approach on
ASLG-PC12 in two ways of translation, namely from text to
gloss and from gloss to text.

TABLE V. ASLG-PC12 TEXT TO GLOSS MODEL RESULTS

Test
Rouge BLEU1 BLEU2 BLEU3 BLEU4

LSTM B 91.19 89.47 83.93 79.39 75.38
GRU B 94.37 93.26 89.64 86.68 83.98
LSTM L 88.88 89.98 81.14 74.82 69.55
GRU L 70.42 71.03 59.58 50.79 43.46

The results of the trained text to gloss models reveal that
the encoder-decoder model with GRU of Bahdanau (B) atten-
tion achieves the best result with ROUGE score 94.37% and
BLEU-4 score 83.98% when compared to other models. Also,
the trained gloss-to-text models’ results reveal that the encoder-
decoder model with GRU of Bahdanau attention achieves the
best result with ROUGE score 87.31% and BLEU-4 66.59%.

TABLE VI. ASLG-PC12 GLOSS TO TEXT MODEL RESULTS

Test
Rouge BLEU1 BLEU2 BLEU3 BLEU4

LSTM B 80.59 81.88 70.99 62.76 55.98
GRU B 87.31 88.65 79.68 73.23 66.59
LSTM L 79.54 69.69 60.75 60.75 53.57
GRU L 62.78 63.90 51.63 42.66 35.52

To compare the results with other related work, Table VII
summarizes our best results [*] against the best models in [23]
concerning ASLG-PC12 gloss to text translation.

TABLE VII. COMPARISON TEST SCORE ASLG-PC12 FOR GLOSS TO
TEXT WITH OTHER WORK

Rouge BLEU1 BLEU2 BLEU3 BLEU4
GRU L [23] - 86.70 79.50 73.20 65.90

GRU B* 87.31 88.65 79.68 73.23 66.59

In the experiments for the proposed approach on Phoenix-
2014T, we created the deep network model with four stacked
layers of the encoder (1 bidirectional [40] and 3 unidirectional
layers), and 4 stacked layers of the decoder that support
residual connections to avoid exploding and vanishing gradient
problems [41], [42]. Also, we used two GRU and LSTM cells
for each type of network. Each recurrent layer contains 1024
hidden units and 1024 units of an embedding layer with batch
size 128. Furthermore, we used Adam’s optimizer [43] with a
learning rate of 10−4 as a default parameter. We are clipped the
gradient with a threshold of 5 and dropout connections with
a drop probability of 0.3. Likewise, for the models of ASLG-
PC12 corpus, we implemented the models using TensorFlow
[39] with eager execution. We equally applied BLEU and
ROUGE score as the evaluation metric. All models are trained
using 70 epochs. Table VIII and IX summarize the results of
the proposed approach on Phoenix2014T for the two ways
of the translation, i.e., text to gloss and from gloss to text,
respectively.

TABLE VIII. PHOENIX-2014T TEXT TO GLOSS MODEL RESULTS

Test
ROUGE BLEU1 BLEU2 BLEU3 BLEU4

LSTM B 36.54 38.56 21.16 12.06 07.39
GRU B 42.96 43.90 26.33 16.16 10.42
LSTM L 40.21 42.60 24.24 15.34 10.55
GRU L 41.14 42.45 25.27 15.90 10.53

The results of trained text to gloss models show that
the encoder-decoder model with GRU having Bahdanau (B)
attention achieves the best result in ROUGE with a score
of 42.96%, whereas GRU with Luong (L) attention achieves
the best result in BLEU-4 with 10.53%. Also, the results
of trained gloss-to-text models reveal that the GRU encoder-
decoder model with Luong (L) achieves the best result in
ROUGE and BLEU-4 with a score of 45.69% and 19.56%.
respectively.

To compare the results with other related work, Table
X summarizes our best results against the best models in
[21] concerning the gloss to text translation. In the evaluation
comparison, we did not consider the text to gloss translation,
as the authors of [21] focused only on the translation from
gloss to text. Our GRU and LSTM models, marked with (*)
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TABLE IX. PHOENIX-2014T GLOSS TO TEXT MODEL RESULTS

Test
ROUGE BLEU1 BLEU2 BLEU3 BLEU4

LSTM B 44.27 45.02 29.92 22.18 17.77
GRU B 45.45 45.38 31.26 23.34 18.64
LSTM L 44.60 44.47 29.55 21.72 17.38
GRU L 45.69 45.38 31.81 24.17 19.56

outperform the work of [21] in terms of ROUGE and BLEU
evaluation metrics.

TABLE X. COMPARISON TEST SCORE PHOENIX-2014T FOR GLOSS TO
TEXT WITH OTHER WORK

Rouge BLEU1 BLEU2 BLEU3 BLEU4
LSTM L 41.92 41.22 28.03 20.77 16.58
LSTM L* 44.60 44.47 29.55 21.72 17.38
GRU L 43.73 43.43 30.73 23.36 18.75
GRU L* 45.69 45.38 31.81 24.17 19.56
GRU B 42.61 42.76 29.55 22.00 17.40
GRU B* 45.45 45.38 31.26 23.34 18.64

VI. CONCLUSION

In this paper, we proposed an approach that translates sign
language to natural language and vice versa. In particular,
we proposed a deep learning approach based on sequence to
sequence for bidirectional translation, from gloss notation to
text and text to gloss for both directions of translation. We
used encoder-decoder with attention to Bahndanau and Luong
mechanism. In particular, two models of encoder-decoder net-
work with GRU and LSTM were adopted. We have tested the
proposed approach on both ASLG-PC12 and Phoenix-2014T
corpora. We conducted four models of encoder-decoder with
different attention mechanisms per each translation direction
for the two corpora. We compared the results of the four mod-
els in each direction of translation. The overall experimental
results on eight different models applied to the ASLG-PC12
corpus indicated that the GRU model with Bahdanau attention
achieved the best performance using the ROUGE metric with
an 87.31% score translating from gloss to text. Also, the GRU
model with Bahdanau attention achieved the best performance
with a ROUGE score of 94.37% when translating from text
to gloss. Similarly, the overall experimental results on eight
different models applied to the Phoenix-2014T corpus revealed
that the GRU model with Luong attention achieved the best
performance on ROUGE with a score of 45.69% when trans-
lating from gloss to text. In the other direction of translation,
the GRU model with Bahdanau achieved the best performance
on ROUGE with a score of 42.96%. Moreover, part of the
results were compared to similar work on the same corpus
in one direction of translation and showed the superiority of
the proposed models. We think that one big enhancement
of sign language translations is to use the so-called pose
estimation[44], [45], [46]. In particular, the translation from
text to pose estimation and vice versa is worth investigating
as a future research direction.
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Abstract—Sharing a transaction database with other parties
for exploring valuable information becomes more recognized
by business institutions, i.e., retails and supermarkets. It offers
various benefits for the institutions, such as finding customer
shopping behavior and frequently bought items, known as fre-
quent itemsets. Due to the importance of such information, some
institutions may consider certain frequent itemsets as sensitive
information that should be kept private. Therefore, prior to
handling a database, the institutions should consider privacy
preserving data mining (PPDM) techniques for preventing sen-
sitive information breaches. Presently, several PPDM methods,
such as item suppression-based methods and item insertion-
based methods have been developed. Unfortunately, the methods
result in significant changes to the database and induce some
side effects such as hiding failure, significant data dissimilarity,
misses cost, and artificial frequent itemset occurrence. In this
paper, we propose a swapping-based data sanitization method
that can hide the sensitive frequent itemset while at the same
time it can minimize the side effects of the data sanitization
process. Experimental results indicate that the proposed method
outperforms existing methods in terms of minimizing the side
effects.

Keywords—Transaction database; data sanitization; data min-
ing; sensitive frequent itemset; swapping-based method

I. INTRODUCTION

Retails and supermarkets are actively collecting their cus-
tomers’ data transactions. The collected data is then stored in
a database, and it is referred to as a transaction database. A
transaction database D contains a set of transactions such as
in Table I. In general, a set of transaction records T is a non-
empty set where T = {t1, t2, t3, . . . , tx}. Each transaction t is
composed of a transaction id Tid, customer name or id number
Cname, and a set of items bought by the customer, IID. The
transaction database provides various benefits for the business
institutions when they perform data analysis, such as using data
mining technology. Unfortunately, analyzing such a transaction
database by using data mining techniques is not a trivial task
for these institutions since many of them do not have sufficient
resources, i.e., computation resources and human resources, to
perform the data mining task. Therefore, they opt to handle
the transaction database to other parties, for example, a data
mining company to conduct the task. Even though this solution
may solve the problem, sharing the transaction database may
bring a hidden threat since there might be sensitive information
resides the database.

One of the data mining tasks that are widely employed in

various domains is frequent itemset mining [1]. The frequent
itemset mining is very useful to find the frequently bought
items as well as to analyze customer buying patterns in trans-
action databases. Moreover, understanding such information
allows the companies to enhance their marketing strategy as
a way to increase business revenue. Referring to the Table I
as an illustration, a company, defines that an itemset {1, 3}
has valuable information that should be learned by others.
The table shows that item id 1, iid = 1 and item id 3,
iid = 3, are frequently appear together in several transactions
such as in t1, t5, t7, and t10. Due to the importance of this
information, the company does not want any other parties
exploring such an itemset. Concealing sensitive information
is mandatory prior to sharing databases [2]. Therefore, data
sanitization methods should be taken into account by the
database owner to enable database sharing while at the same
time preserving sensitive frequent itemset from being disclosed
by external parties during the data mining process.

Recently, various data sanitization methods have been
proposed with different settings and assumptions. Most of
them rely on item suppression-based and item insertion-based
strategies to address the aforementioned problem. However,
the methods that follow suppression-based strategy [3], [4]
incur significant side effects such as hiding failure, significant
data dissimilarity, misses cost, and artificial frequent itemset
occurrence. Accordingly, the data utility of the sanitized one
degrades drastically, leading to induce inaccurate information
for data recipients. The term hiding failure represents the
percentage of sensitive frequent itemset that fail to be hidden
by the data sanitization algorithm. Meanwhile, data dissim-
ilarity measures the difference between an original database
and its anonymized version in terms of its items frequency.
Misses cost indicates the percentage of non-sensitive frequent
itemsets that cannot be discovered in a sanitized database.
Simultaneously, artificial frequent itemset corresponds to any
frequent itemset that previously do not exist in an original
database; however, it newly appears as the frequent itemset in
a sanitized database.

Therefore, in this paper, a distinct data sanitization method
is proposed. The proposed method follows the swapping-
based strategy to ensure privacy protection in a database while
at the same time preventing excessive side effects of the
data sanitization process. The method follows a recent data
swapping method that has been developed in [5] to generate
an anonymized database. The proposed method uses an item
collision detection strategy, and it carefully selects a pair of
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TABLE I. EXAMPLE OF CUSTOMER TRANSACTION DATABASE D

Tid Cname IID
t1 John 1,2,3,8,10
t2 Alice 2,7,8,10
t3 Mark 5,6,7,10,12
t4 Martin 2,3,8,9
t5 Amar 1,3,5,9,10
t6 Felix 4,6,7,9,10,12
t7 Nita 1,3,5,8,11
t8 Marta 1,6,4,7,9
t9 Ben 5,12
t10 Doet 1,3

transaction records for swapping by evaluating item similarity
in the transaction records. To the best of our knowledge, our
proposed method is the first method which uses the swapping
technique in PPDM to hide sensitive frequent itemset.

The rest of the paper is organized as follows: Section 2
explores related work. The proposed method is explained in
Section 3. Section 4 and 5 describe the experimental result and
conclusion, respectively.

II. RELATED WORK

A. Frequent Itemset Mining

Frequent itemset mining is a data mining task which aims
to explore all combinations of itemset contained in transac-
tion records under a certain number of occurrence frequency
threshold [6], [7]. Prior to performing frequent itemset mining,
a database owner needs to determine a minimum support
threshold value. In addition, there is no certain fixed number
of minimum support thresholds, and thus if a database owner
sets the frequency threshold too low, the database may output
a significant number of frequent itemset and vice versa.

Suppose we have a transaction database denoted as D. Sup-
port supp of an itemset X , is the total number of transactions
in D containing X . We denote the support of itemset X in
a database D as supp(X,D). To compute the supp(X,D),
one can divide the frequency of itemset X ∈ D, f(X), over
the total number of transaction records in the database |D|.
An itemset X is called frequent itemset FI if supp(X,D)
is greater or equal to the number of determined minimum
support minSupp [8]. Thus, any itemset having the support
value below the minSupp can be referred as FI . To compute
the supp of itemset X in D we can refer to (1).

supp(X,D) =
f(X)

|D|
(1)

B. Sensitive Frequent Itemset

Sensitive frequent itemset refers to any frequent itemset in
which if such itemset are disclosed during the mining process
conducted by other parties, and the database owner may lose
their interest. In general, the database owners determine a set
of a sensitive frequent itemset. Thus, if we formally denote
the sensitive frequent itemset Fs(X,D) as frequent sensitive
itemset, then Fs(X,D) ⊂ FI . Any other frequent itemset
which is not considered as sensitive can be referred as non-
sensitive frequent itemset Fn, where Fs ̸= Fn and FI =
Fs∪Fn. The relation between Sensitive frequent itemset and
frequent itemset can be depicted in Fig. 1.

Fig. 1. Relation Among Fs, Fn and FI .

C. Data Sanitization Method

Data sanitization methods can be grouped into three main
categories such as perturbation-based method, cryptographic-
based method, and heuristics-based methods [9]. It has been
proved that achieving a sanitized database that guarantees
privacy protection and preserves maximum database utility
is an NP-Hard problem [10], [11]. Therefore, various data
sanitization methods with distinct parameters and settings
have been proposed to address the issue. In addition, each
proposed method is application-specific where it is designed
for a particular problem, and it may not be adequate to work on
another problem. For example, a data sanitization method that
is intended for protecting sensitive frequent itemset mining is
not suitable for privacy preserving data clustering. Thus, there
is no one method fits all.

1) Perturbation-based Method: A perturbation-based
method relies on a perturbing database either by removing
items or inserting artificial items into transactions in the
database. An initial data sanitization which follows the
concept of the reconstruction-based to hide sensitive frequent
itemset has been proposed in [4]. One of the solutions in
the proposed method is called Naı̈ve approach. It removes
all the sensitive itemsets from a transaction database such
that the sensitive information cannot be disclosed. While the
technique effectively addresses the privacy problem, it causes
significant item loss due to the removing process.

In reality, items in the transaction database may have a
different level of importance. For example, item x is an item
that is less important than item y since x generates low profit
in a business process while item y is considered as an essential
item due to its economic value. Therefore, a method that
considers various threshold sensitivity has been proposed in
[12]. The technique does not arbitrarily suppress all the sensi-
tive frequent itemsets; instead, it creates a template containing
possible victim items to disguise them. Another perturbation-
based method has also been proposed in [13] namely rotation
perturbation. However, the method is specifically designed to
address sensitive information issues in clustering data mining.
To solve the item loss issue, a technique that uses transaction
insertion has been introduced in [14]. However, the method
results in a significant difference between an original database
and the sanitized one.

To optimize the performance of data sanitization, a method
which based on particle swarm optimization (PSO) have been
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proposed in [15]. The method achieves a sanitized database by
removing sensitive items in specific transaction record while at
the same time reducing the side effects. The size of database is
also another challenge to solve. Concerning that issue a method
called MR-OVnTSA have been proposed in [16]. The method
hides frequent sensitive itemsets in big data environment by
removing items and transactions that can balance the privacy
and knowledge in the database.

2) Cryptographic-based Method: Realizing that transaction
database is potentially analyzed by several geographically
separated parties, another scenario of hiding frequent sensitive
itemset in a distributed system has also been intensively
studied. Pioneering work in this area is proposed in [17], [18].
The methods use a secure multi-party computation technique
to where several parties perform data mining analysis. To
improve the quality of the sanitized database, a more recent
approach in [19] proposes a cryptographic technique to hide
sensitive rules in transaction databases. The method success-
fully protects the transaction database from inference attacks.
A recent method in [20] proposed employs a cryptographic
technique where it improves the mining process by disjoining
the encrypted transactions into a certain number of blocks
and only uses bilinear pairs of ciphertexts from the blocks.
Therefore, the approach becomes more applicable in real-life
cases. Even though the cryptographic-based method provides a
strong privacy guarantee, however, when it meets a huge-sized
transactional database, the performance decreases drastically
due to the encrypt and decrypt process.

3) Heuristic-based Method: As it has been mentioned that
finding maximum privacy guarantee and maximum database
utility is an NP-Hard problem, a close to an exact solution
which is based on a heuristic approach needs to be devised to
address the problems in a real-life scenario. Presently, various
heuristic-based methods have been proposed under different
settings and parameters. One of the pioneering works in this
area, such as in [4], [21]. In literature, most of the heuristics-
based methods apply either item pruning or artificial transac-
tion insertion strategy to reduce the support of itemset, and
therefore it successfully hides the sensitive frequent itemset in
a database.

Distinct from the previous approach, [22] proposed a
method which uses a unique strategy where it does not reduce
the support of itemset to hide the sensitive frequent itemset;
instead, it considers representative rules to remove the rules
at the beginning. Another recent study proposed in [3] also
adopts heuristic-based data sanitization method where the
method performs item pruning strategy, and it successfully
hides sensitive itemset in a database. To select the items
for the pruning process, the method considers calculating the
frequency of sensitive items and removing the one which
causes a minimum item loss.

It is undoubtedly true that the heuristic-based method
which uses either items pruning strategy or artificial transaction
insertion can successfully hide sensitive frequent itemset in a
database. Unfortunately, such strategies lead the database to
lose its useful information due to some items are missing from
the database. In addition, artificial transaction insertion strategy
results in excessive changes to the database as a result, the item
composition between an original database and the sanitized one
differs significantly.

Fig. 2. Swapping Item from t2 to t3 and Vice Versa.

D. Swapping Techniques

The principle of data swapping technique is moving items
from a certain transaction record to another record and vice
versa. Therefore, it does not remove or add items in the
transaction records, as a result, the database content can be well
preserved. The data swapping techniques have been widely
adopted for controlling statistical disclosure in micro dataset
sharing. Pioneering work to protect sensitive information using
the swapping technique was developed in [23], [24]. The
method has successfully protects sensitive information in nu-
merical and categorical attributes.

Regardless of a debate on its side effect, i.e., the tech-
niques cause information incorrectness at a record level due to
items of transaction records being swapped to another record.
However, the techniques can successfully maintain items in
the transaction database from loss. Thus, data recipients may
perform data exploration to obtain all information of the items
in the sanitized database.

The illustration of the swapping technique in transaction
database is described in Fig. 2.

III. PROPOSED METHOD

To successfully hide sensitive frequent itemsets while at
the same time maintaining the database utility, in this research,
we propose a swapping-based data sanitization method. To the
best of our knowledge, our proposal is the first data sanitization
method that adopts swapping strategy. The swapping strategy
does not remove items from a database and inserts new
artificial transactions into the database; instead, it swaps items
from one transaction to another. Accordingly, the side effect
such as the number of artificial frequent itemset in the sanitized
database can be minimized. An initial work in swapping
strategy is firstly introduced in [25] to control data from
disclosure. In this paper, the proposed method is distinct from
the initial work which relies on a randomization strategy to
protect the database. Our solution framework can be described
in Fig. 3.

To evaluate whether an itemset is called a frequent itemset
in D, the data owner needs to determine a certain value called
minimum support threshold, minSupp and perform frequent
itemset mining. All the obtained itemsets having support value
greater than or equal to the minSupp is called frequent
itemsets, FI . The next step is the database owner defines
a set of sensitive frequent itemsets Fs from the FI , where
Fs ⊂ FI . The Fs is a non empty set containing sensitive
frequent itemset si, thus Fs = {si1, si2, . . . , sin}. Meanwhile,
all the frequent itemsets that are not considered as Fs are
called non-sensitive frequent itemset Fn, and it does not need
to be hidden in a D, such that FI = Fs ∪ Fn.
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Fig. 3. Swapping-based Data Sanitization Framework.

In general, database owners can determine Fs in two
ways. The first is database owners define Fs according to
their intention from business perspective, and the second is
customers can freely determine their purchased items as either
sensitive or non-sensitive itemset [26]. In this research, we
follow the first approach where the database owners determine
a set of itemsets in which according to his/her point of view
it is considered as sensitive information.

A. Reading and Segmenting Database

Initially, our proposed method scans a database D and reads
each transaction record tx ∈ D. During the reading process, the
method identifies each tx to check whether it contains sensitive
frequent itemset si. For each tx containing si, append the tx
to a bucket TFs otherwise append it to another bucket TFn.
In this step, TFs and TFn have influence in separating the
sensitive and non-sensitive transactions in database. Therefore,
the TFs only contains a set of transactions containing si, while
TFn is only containing a set of transactions not having si. The
pseudo-code of this procedure is presented in the following
Algorithm 1.

B. Measuring Transactions Similarity and Pairing the Trans-
actions

Following the previous step, the proposed method measures
similarity among transactions to obtain a pair of transactions
for the swapping, P . P is used to simplify the pairing process
of two transactions that will be used for swapping procedure.
In this research, we follow the idea of [27] where the Jaccard
coefficient is adopted to measure the similarity of transactions.
In essence the Jaccard coefficient Jc computes the number of
items that coexist in the two records over the number of the
total item from those records. The formula of Jc measurement
is depicted in (2).

Jc(tx, t
′
x) = Max

(tx ∩ t′x)

(tx ∪ t′x)
(2)

Algorithm 1: Reading and segmenting database
Input: D, si ∈ SI
Result: TFs and TFn

1 Scan D
2 ∀ tx ∈ D
3 if si ⊆ tx then
4 add the tx to TFs
5 else
6 add the tx to TFn
7 end

Algorithm 2: Measuring similarity and finding a pair
Input: TFs
Result: P

1 ∀ tx ∈ TFs
2 select a record tx ∈ TFs, randomly
3 select another record t′x ∈ TFs
4 while si ⊆ tx ̸= si ⊆ t′x do
5 compute Jc(tx, t

′
x) = Min

(tx∩t′x)
(tx∪t′x)

6 end
7 select a pair P having the minimum Jc

To avoid an item collision which may result in item loss
and reduce the number of generated artificial frequent itemsets
in a sanitized dataset, the proposed method implements two
protocols. The first is our method only selects a pair of records
that have the minimum similarity. Initially, the method selects
a transaction tx ∈ TFs randomly, and then it picks another
transaction t′x ∈ TFs, selected transaction is referred as P .
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The second step is our method ensures the sensitive itemsets
si should not coexisting in both transactions, i.e., si ∈ tx ̸=
si′ ∈ t′x of P . While the si of both transaction are different,
the algorithm computes the Jc. The next step is selecting a pair
of records P which has the minimum Jc. Therefore, when the
item i ∈ si of the pair P are swapped to each other, the process
does not cause item collision in both transactions significantly.
In addition, such procedure can successfully ensure the hiding
of sensitive frequent itemsets and minimize data dissimilarity.
Algorithm 2 represents the pseudo-code of this procedure in
detail.

1) Selecting Item for Swapping: Once the pair P have
been determined, the following step is selecting items from
the P to swap. In general, arbitrarily swapping items from
these transactions may also hide the sensitive frequent itemset
for both transactions. However, this action may distort item
correlation in the transactions that result in significant changes
in a sanitized database content [28]. To address this problem,
in this research, the strategy in [5] is adopted. The key point
of the strategy is checking whether items i ∈ tx that will be
swapped are coexisting with that in t′x.

Referring to Table I as an illustration, we aim to swap
si ∈ t2 with si′ ∈ t3. Let us denote item id as iid, for example,
an item namely coffee has iid = 7 is a subset of sensitive
frequent itemset si appears in t2 and it also coexists in t3.
Swapping the iid= 7 from t2 with another item such as bread
i.e., an item with iid = 6 that presents in t3 can successfully
hides si ∈ t2. However, due to the iid = 7 coexists in t3,
while the iid = 6 does not present in t2, swapping the iid =
7 from t2causes an item collision in to the transaction t3, as
a result, the t3 looses one of its items i.e., iid = 6 and it is no
longer exists in the t3. Accordingly, to successfully hide the
si ∈ tx while at the same time reduce the number of items
loss in the transactions, the proposed method selects items that
do not cause item collision.

In addition, to minimize the amount of data utility loss,
the proposed method also selects the sensitive items i ∈ si
that have the minimum support Pr in the D. Selecting items
i ∈ si with the lowest Pr can minimize the changes of item
correlation in tx. For example, suppose we have a sensitive
itemset with iid = 2 and iid = 3, {2, 3}. Referring to the
Table I, the Pr of iid = 2 is 3/10=0.33 while the Pr of iid
= 3 is 5/10=0.50. To hide the sensitive itemset we would like
to swap either iid = 2 or iid = 3. Suppose we select iid = 3
as the item to swap, the item correlation of iid = 2 with other
items is significantly distracted since it appears five times in
the D. On the other hand, when iid = 2 is selected to swap, its
item correlation with other items is not significantly reduced
due to its appearance in the D is lower than that of the iid
= 3, as a result, only small parts of the transactions in the D
experience changes.

Thus, to be selected as the items for the swapping process,
the items i ∈ si have to satisfy these two conditions. Firstly,
the items i ∈ si should not collide with any other items i ∈ t′x.
Secondly, it should have the lowest probability distribution in
D. Thus, it can successfully minimize the number of artificial
frequent itemsets in the sanitized database D′. The detail of
item selection is described in Algorithm 3.

Algorithm 3: Procedure of items selection for swap-
ping

Input: P
Result: i′

1 calculate the Pr of i ∈ si of tx
2 select i ∈ si of tx that has the minimum Pr
3 check whether the i exist in t′x
4 if i ̸= ij ∈ t′x then
5 select the i as the item for swapping
6 else
7 repeat step 4
8 end
9 return i′;

10 end;

Algorithm 4: Procedure of items swapping
Input: P , TFn
Result: D′

1 create Buffer brtk and brt′
k
;

2 brtk .add (i ∈ si of tk);
3 brt′

k
.add (i ∈ si of t′k);

4 append brt′
k

to tk;
5 append brtk to t′k;
6 merge P ′ + TFn;
7 save to D′;
8 end;

2) Swapping the Selected Items: Once the items for the
swapping process have been determined, the next step is
performing item swapping between that of tx and t′x. To swap
the items, the proposed method creates two buffers for storing
the items i ∈ tx and i′ ∈ tx′. At first, the item from tx is stored
in buffer brtk and that of tx′ is stored in brt′k. In this stage,
br is a buffer to temporarily store the modified transaction
records in swapping process. The second step is taking the
items in brt′k and appending it to the tx. Following that, items
in brtk is appended to t′x. The procedure is performed until all
i′ from the pairs of records P have been swapped. Once the
swapping process is finished, the algorithm can combine all
the transaction records from TFn to successfully generate a
sanitized database D′. Algorithm 4 represents the pseudo-code
of item swapping in detail.

IV. EXPERIMENTAL RESULTS

To evaluate the effectiveness of the proposed method,
we conduct several extensive experiments using several real
datasets such as the foodmart dataset [29]. The properties
of the dataset are described in Table II, while the testing
parameters are presented in Table III. We implement the
algorithm in JAVA code and run it in UNIX operating system
with memory of 8 GB and storage of 256 GB. An additional
tool, namely SPMF [30] is also adopted to generate frequent
itemset by utilizing FP-Growth algorithm [31].

A. Evaluation Metrics

To verify the performance of the proposed method, we
compare the proposed method, SW with several existing sen-
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TABLE II. DATASETS PROPERTIES

Properties Datasets
FoodMart

# transactions 4,141
# items 18,319
# distinct items 1,559
Average tuple length 11.75

TABLE III. TESTING PARAMETERS

Parameter Dataset
FoodMart

minSupp 0.03% - 0.1%
|Fs| |FI|*0.5
Avg. si length 4

sitive frequent itemset methods, i.e., heuristic method, HEU
[3] and naı̈ve method, NV [4]. Testing parameters are also
determined in this experiment, and the detail is presented
in Table III. Several metrics are adopted to evaluate the
performance of the proposed method, such as hiding failure,
misses cost, dissimilarity, and artificial frequent itemset [32].

1) Hiding Failure: Hiding failure, HF is a metric to
evaluate the percentage of sensitive frequent itemsets that fail
to be hidden. Ideally, a data sanitization method should be able
to hide all the sensitive frequent itemsets in a database, i.e., the
HF is 0. However, in some cases because of the data saniti-
zation method’s inaccuracy, several sensitive frequent itemsets
are failed to hide. The metric to evaluate HF is presented
in (3), where #Fs(D) represents the number of sensitive
frequent itemsets in an original database and #Fs(D′) refers
to that of the sanitized one.

Referring to Fig. 4, we can observe that the proposed
method results in the lowest percentage of hiding failure.
Even though SW fails to hide some si, the percentage of
the failure is insignificant compared to that of other methods.
The percentage of HF induced by the SW is around 7.143%,
while the percentage of HF resulted from HEU and NV are
47.619% and 66.667%, respectively. The method successfully
achieves the results since it takes a pair of records and swaps
the items in si of the records.

HF =
#Fs(D)

#Fs(D)
(3)

2) Misses Cost: The term misses cost, MC refers to
the percentage of non-sensitive frequent itemsets Fn that are
accidentally hidden when performing data sanitization. Ideally,
the percentage of MC is 0%. The formula to compute MC
is described in equation 4, where #Fn(D) and #Fn(D′)
represent a set of frequent itemset that can be explored in
D and a set of non-sensitive itemset that cannot be discovered
in D′.

As can be observed in Fig. 5, when the sanitized database
resulted from SW is mined under minSupp = 0.03%, our pro-
posal induces a slightly higher percentage of MC compared
to that of HEU . However, as the minSupp value increases
to minSupp = 0.1% the proposed scheme achieves the same
results as HEU . In addition, the SW successfully achieves
better results compared to that of NV in terms of minimizing

Fig. 4. Hiding Failure.

TABLE IV. NUMBER OF MC OF D′

Methods minSupp
0.03% 0.05% 0.07% 0.10%

SW 0.064 0.006 0.006 0
HEU 0.034 0.005 0.005 0
NV 0.276 0.029 0.029 0.034

Fig. 5. Misses Cost.

MC in all the varying minSupp values. The detail values of
MC among the methods are described in Table IV.

The main motivation of such results is due to the proposed
method does not limit the number of modified records like
in HEU . The HEU lefts some records containing si are
kept unmodified to reduce the MC. However, such a strategy
allows the si remain discoverable when data recipients perform
frequent itemset mining using a lower confidence value than
the minnSupp value. As our goal is designing strong data
sanitization, the proposed method does not apply the same
strategy in HEU .

MC =
#Fn(D)−#Fn(D′)

#Fn(D)
× 100% (4)

3) Dissimilarity: Applying data sanitization methods to
a database always results in some changes to the database
content. The changes in database content are considered as a
side effect of the data sanitization methods, and it is referred
to as dissimilarity. To evaluate the dissimilarity between an
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(a) Histogram of item frequency between D and generated D′ by SW

(b) Histogram of item frequency between D and generated D′ by HEU

(c) Histogram of item frequency between D and generated D′ by NV

Fig. 6. Histogram of Item Frequency Comparison.

original database and its sanitized version, one can compare the
items’ frequency in both databases. The formula to evaluate the
dissimilarity Diss is presented in (5), where fD(i) represents
the frequency of item i in an original database D and fD̃(i)
refers to that of the sanitized one.

Diss(D, D̃) =
1∑d

i=1 fD(i)
×

∣∣∣∣∣∣
d∑

i=1

fD(i)−
d̃∑

i=1

fD̃(i)

∣∣∣∣∣∣ (5)

As can be observed from Fig. 6a, the item frequency of the

sanitized database D′ generated by our proposed method SW
is almost the same as that of the original database D. Even
though there are some differences in certain item frequency
between the two databases, it does not significantly deviate.
Referring to Fig. 6b, the item frequency in the sanitized
database D′ generated by HEU also experiences a small
dissimilarity. Meanwhile, in Fig. 6c we can see that the item
frequency in D′ obtained from NV has a significant difference
compared to the item frequency in the original database D.

The summary of data dissimilarity of those databases is
presented in Fig. 7. According to the figure, we can observe
that the proposed method results in the lowest Diss value
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Fig. 7. Dissimilarity Value.

Fig. 8. Artificial Frequent Itemset.

compared to that of other methods. The Diss value resulted
from the proposed method is 1.372, while that of the HEU and
NV are 4.327 and 366.436, respectively. The result is achieved
because the proposed method can minimize the number of item
losses in the sanitized database. Meanwhile, since the other
two methods adopt a suppression strategy that removes items
from a database, their dissimilarity values are higher than that
of our proposed method.

4) Artificial Frequent Itemset: Artificial frequent itemsets,
AFI is defined as a percentage of all frequent itemsets that do
not present in an original database. However, it newly appears
in the sanitized one. Ideally, the percentage is 0. The formula
to compute the AFI is stated in equation (6).

AFI =
|F̃ I| − |F̃ I ∩ FI|

|F̃ I|
(6)

The notations |F̃ I| and |FI| represent the cardinality of
frequent itemset in a sanitized database and that of the original
database, respectively. As can be seen in Fig. 8, the sanitized
database resulted by SW results in considerably lower AFI
than that of NV . While, it has the same AFI as the HEU ,
when the minSupport value is more than 0.03%. The pro-
posed method, SW can minimize the AFI due to it does not
remove or add items to a database. Therefore, the frequent
itemset in D̃ remain the same as that of the original one. The
detail values of the AFI is presented in Table V.

TABLE V. NUMBER OF AFI IN D′

Methods minSupp
0.03% 0.05% 0.07% 0.10%

SW 0.009 0.001 0.001 0
HEU 0 0 0 0
NV 0.947 0.902 0.902 0.411

V. THREATS TO VALIDITY

Threats to the construct validity relates to the proposed
method’s performance in handling various database with dif-
ferent properties. In our study, we only used one transaction
database as described in the Table II. Even though we only
used single database, however, it has more complex data
properties compared to other databases that are usually used
in PPDM areas such as BMS − WebV iew1 and BMS −
WebV iew2 [33], specifically in the number of distinct items
and the average of tuple length. Thus, we consider that the
impact of using various database is not significant.

The second threats to validity is related to the performance
of the proposed method compared to other more recent meth-
ods. Even though NV is not considered as the recent one,
however, recent researches in PPDM [34], [35] still consider
the method as the benchmark to evaluate the performance of
their proposed method. Therefore, the impact of using other
recent methods is small.

VI. CONCLUSION

In this paper, a data sanitization method based on a
swapping approach called SW have been proposed. The main
property of the proposed method is that it does not add or
remove items in the database. The method has several steps to
obtain a sanitized database. The main idea of the proposed
method is finding transactions containing frequent sensitive
itemset, measuring their similarity to determining a pair of
records, and deciding items in the sensitive frequent itemset
for the swapping process.

Experimental results show that in general the proposed
method has a better performance compared to some existing
methods. The method successfully hides the sensitive frequent
itemsets with the lowest HF compared to that of several exist-
ing methods, indicating it provides stronger privacy protections
in the sanitized database. In addition, since the method does
not remove or add items in a database, the dissimilarity value
between the original database and the sanitized one resulted
from our method is lower than that of HUE and NV . In
terms of data utility preservation, our method has a similar
performance with HEU where the percentage of AFI is close
to zero.

In the future, a more deeper analysis to the proposed
method needs to be conducted, specifically in handling various
transaction databases that have different properties and also
evaluating the algorithm complexity. The proposed method
SW also needs to be compared to more recent existing works
in the same field to evaluate its performance.
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Abstract—False Positive Alerts (FPA), generated by Static
Analyzers Tools (SAT), reduce the effectiveness of the automatic
code review, letting them be underused in practice. Researchers
conduct a lot of tests to improve SAT accuracy while keeping
FPA at a lower rate. They use different simulated and production
datasets to validate their proposed methods. This paper surveys
recent approaches dealing with FPA filtering; it compares them
and discusses their usefulness. It also studies the used datasets
to validate the identified methods and show their effectiveness
to cover most program defects. This study focuses mainly on the
security bugs covered by the datasets and handled by the existing
methods.
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I. INTRODUCTION

Software coding and implementation have grown fastly
during the last years. This is due to the rapid migration towards
bits and the extensive use of digital technologies. The more
software applications become relevant, the more security as-
surance of programs gets essential. However, software security
defects increased due to implementation failures regarding
security best coding practices. Escaping software faults into
later stages of software development will increase the main-
tenance cost[1],[2]. Also, after application deployment, cy-
berhackers will try to detect these coding vulnerabilities and
exploit them to achieve their goals. Thus, coding review and
auditing is a primordial task before software use.

Static Analysis Tools (SAT) play an essential role in
automatically detecting these vulnerabilities and alerting the
programmer, which reduces the auditing time, effort, and cost.
SAT automatically examines the code for any programming
defects without executing the code and generates alerts about
possible errors. Alerts provide the auditor with useful infor-
mation such as the location of the purported defect in the
source code, the nature of the fault, and additional contextual
information. However, the SAT still suffers from several issues,
letting them underused in practice. Among them, this study
focuses on the large number of warnings generated by SAT;
most of them are false positives, which is a time-consuming
and painstaking task to review them all.

One approach to deal with a large number of FPAs is by un-
soundly processing source code. Almost all existing SATs are
uniformly unsound [3]. Loops and unknown external libraries
call, for instance, are a significant source of imprecision.
Unsound SAT considers only a fixed number of loops while
ignoring the rest and assumes any unknown external library

call as predefined behaviors such as skip[3]. This unsoundness
regarding loops and unknown external libraries causes the
analysis to miss a significant amount of real bugs and reduce
false-positive alerts.

In this study, any paper that sacrifices SAT soundness to
reduce false-positive alerts is ignored. Ideally, an SAT must be
precise and scalable while avoiding false positives.

Existing efforts dealing with the false-positive alert reduc-
tion face several challenges, mainly are:

• Handling of a large code base will decrease SAT
precision; most of them perform better in a small
set of problems. Besides, processing a significant
codebase causes the SAT over-approximation of the
input program behavior, which may consider correct
program properties as errors.

• Increasing SAT precision raises much more false-
positive alerts. The challenge is how to keep a high
detectability rate without throwing FPAs.

• The inability of the SAT to get knowledge about the
software architecture, its dependencies, and the man-
ner of how data flows through the system, which may
result in throwing FP alerts considered as potential
errors [4].

So researchers are trying to solve one challenge or some of
them to reduce false-positive alerts.

To our best knowledge, these different approaches have
not been studied rigorously and comprehensively. Thus, the
objective of this paper is the investigation of current methods
dealing with false alert elimination. It mainly presents the most
significant efforts in this field and their scalability in the last ten
years. It defines new criteria to compare different approaches.
Also, this study focuses on showing the most effective dataset
used in the literature and provides statistics about them.
Finally, the paper discusses the advantages and shortcomings
of FPA handling approaches and presents recommendations to
improve the SAT.

This paper is divided into eight parts; after introducing the
research subject in Section 1, it presents the related works
in Section 2. The paper shows the research methodology
for selecting the relevant articles in Section 3 and existing
approaches identified categories in Section 4. The paper com-
pares, in Section 5, the different methods used to reduce false
alerts. Section 6 provides an overview of the used datasets, then
discusses the shortcomings and proposes recommendations to
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deal with these limitations in Section 7. Finally, the paper is
concluded in Section 8.

II. RELATED WORKS

In paper [5], authors studied the existing efforts aiming
at combining static analysis and dynamic quality assurance
techniques to improve SAT bugs detection with reduced false
alerts. They finally selected 51 articles for their mapping study.
Thus, they include only papers that consist of the integration of
combined technologies so that the output of one method is the
input of the second. However, this paper shows the different
approaches categories and any possible combination used to
improve SAT precision or reduce FP alerts.

Heckman et al in [6] investigates 18 research effort to
identify actionable alert identification techniques. They cat-
egorize the approaches as classification or ranking methods.
The authors also conducted a comparative study to identify the
approaches having the best accuracy. In this effort, articles that
improve SAT precision to reduce FP alerts, not only improving
the bugs detection rate, are also studied.

Similar as [5], authors in the paper [7] identified 51 papers
for their mapping study. They focus on the study of the existing
static analysis tools and techniques to reduce false alerts.
However, this article covers only methods handling false alerts.

The paper [8] surveys 79 articles that handle the enormous
amount of FP alerts after their generation. The authors focus
on the methods dealing with the reduction of SAT alert reports.
While, this study considers all kinds of unique approaches
that help minimize FP alerts, whether the method is for the
refinement of the software source code, the improvement of
SAT precision, or the post-handling of SAT alerts report.

It is worthy to note that all the reviewed papers by the
above surveys were published four years ago since the last
study [8] at our best knowledge published in 2016. Thus,
this effort focuses on the recent papers fitting the selection
requirement as maximum to provide researchers with a recent
and accurate literature review.

This study outperforms the above surveys by:

• the selection and presentation of relevant datasets to
test and validate the SAT tools. It collects the different
open source datasets along with information about
their size and features (see Section VI).

• the presentation of the features used by the identified
methods for their model training and alerts prediction
or classification(see Section V).

• providing the reader with the different types of
security bugs handled by the identified approaches
alongside with the paper reference (see Section VI-B).

• the comparison of the different false alert handling
techniques according to their scalability in order to
study their ease of integration and application (see
Section V).

• depicting ongoing projects and competition aiming
at boosting the researches to improve SATs and at
providing accurately labeled datasets (more details in
VI).

TABLE I. SEARCH KEYWORDS CATEGORIES

Category
Number

Keywords

1 defects, bugs, faults
2 false alerts, false warnings, false alarms
3 static analysis, source code analysis, automatic static bugs detection
4 filtering, elemination, reduction, handling

Several other existing studies, such as [9], [10], [11], [12],
[13], evaluate the SAT in terms of precision and alert handling
and conduct a comparison study between them. This paper has
a different objective by only presenting the approaches that
improve SAT alerts handling, not testing their precision.

III. RESEARCH METHODOLOGY

This survey starts by identifying relevant papers that deal
with false alert reduction. Fig. 1 depicts the main steps to select
pertinent articles and extract information from them.

A. Research Questions

The process of relevant paper selection goes through the
precise definition of the research topic, enabling identifying the
keywords used for the scientific database search. This study
aims at answering the following questions:

• RQ.1: What are the different techniques used to
reduce FPAs?

• RQ.2: How extend human effort is required to execute
the proposed approach?

• RQ.3: Are the proposed approaches scalable?

• RQ.4: Are security bugs considered during the FPAs
reduction?

• RQ.5: What are the datasets used to validate the
different methods?

B. Used keywords and Search Engine Configuration

The relevant keywords are determined based on the re-
search questions identified in Section III-A. Keywords could be
classified into four categories representing the most used terms
and their synonyms. Then for each search round, a combination
of keywords taken from each set is used. The used keywords
are listed in Table I.

The first category encompasses the most used names of
program errors. The second category contains the different
terms of alerts; more specifically, it focuses on false-positive
alerts. The third category includes possible static analysis
names that different researchers may use, and finally, the
last category contains the used keywords to describe alert
reductions.

So, this study makes 108 = 3 × 3 × 3 x 4 separate search
strings rounds at Google scholar, which ranks research papers
based on their relevance. It refines the search by showing
only articles published after 2010 to ensure that the selected
documents consider recent programming technologies and new
trends of SATs. The first 50 papers that match all the searched
keywords combinations are chosen. So, this paper identified
540 articles before proceeding with the selection process.
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Fig. 1. Research Methodology Diagram.

C. Relevant Papers’ Selection Process

This section presents the paper selection process that
consists mainly of the quick and peer review of the candidate
articles from the previous steps. Papers are filtered quickly at
the second filtering round based only on the title, abstract, eval-
uation, and conclusion. Only papers satisfying the following
criteria are included in the final peer review:

• papers that explicitly aim to reduce false alerts. Thus,
any effort based on improving the precision of the
static analyzer or modifying the software source code,
or post handling of SAT alert reports is included.

• papers that have an evaluation and test of their ap-
proach.

Also, this study excludes papers that:

• sacrifices the soundness of the SAT to reduce false-
positive alerts.

• aims only to detect true positive alerts without reduc-
ing FPAs.

• only surveys existing efforts without providing any
new technique or approach to reduce FPAs.

• mostly uses similar techniques and datasets to another
already selected paper. The aim is to keep the unique-
ness and originality of each chosen article.

After this process, 30 relevant articles that summarize
almost all approaches and efforts dealing with SAT false
alert handling are finally selected. The distribution number of
chosen papers according to the Scientific publisher databases
are shown in Table II

D. Information Extraction Process

In this step, this study proceeds for peer review of the iden-
tified papers to extract the relevant and targeted information,
which are:

TABLE II. DISTRIBUTION OF THE SELECTED PAPERS ACCORDING TO
THE PUBLISHERS

Publisher # of papers Journal/Conference name

hal.archives- 1 10th European Congress on Embedded Real Time Software and Systems 2020
ouvertes.fr

ScienceDirect 2 Journal of Systems and Software 137 (2018): 766-783
Information and Software Technology 52.2 (2010): 210-219

Springer 6 Asian Symposium on Programming Languages and Systems. Springer, Cham, 2014
IFIP Int. Conference on Open Source Systems. Cham, 2018
Int. Static Analysis Symposium.Berlin, Heidelberg, 2016
Int. Conference on Software Analysis, Testing, and Evolution. Cham, 2018
Int. Symposium on Formal Methods.Cham, 2015
OTM 2017 Conferences, Part II, LNCS 10574, pp. 99–106, 2017

ACM 8 ACM Transactions on Programming Languages and Systems, Vol. 39, No. 4, 2017
15th Int. Symposium on Open Collaboration. 2019.
33rd Annual Computer Security Applications Conference. 2017
27th ACM SIGSOFT international symposium on software testing and analysis. 2018
27th Annual ACM Symposium on Applied Computing. 2012
ACM on Programming Languages 1.OOPSLA (2017): 1-30-journal
40th Int. Conference on Software Engineering: Companion Proceedings
MAPL’17, June 18, 2017, Barcelona, Spain - conference

IEEEXPLOR 13 26th Int. Symposium on Software Reliability Engineering (ISSRE)
12th IEEE Conference on Software Testing, Validation and Verification (ICST).2019
27th Int.Symposium on Software Reliability Engineering.2016
6th Int.Workshop on Software Engineering Research and Industrial Practice. 2019
41st Int. Conference on Software Engineering: Software Engineering in Practice.2019
10th Int. Conference on Fuzzy Systems and Knowledge Discovery (FSKD). 2013
15th Int.Conference on Computer Systems and Applications (AICCSA). 2018
Formal Methods in Computer Aided Design., 2010
39th Int.Conference on Software Engineering (ICSE). 2017
Int. Conference on Big Data (Big Data),2018
1st Int. Workshop on Software Qualities and their Dependencies (SQUADE). 2018.
38th Int. Conference on Software Engineering Companion (ICSE-C).2016.
2014 21st Asia-Pacific Software Engineering Conference

• the used approaches or techniques.

• the application level of the approach. It means if the
proposed method deals with improving the precision
of SAT or modifying the software source code before
analyzing it, or post handling of SAT reports.

• the coverity of the approaches to detect most pro-
gramming bugs since several articles only reduce false
alerts generated by specific bugs.

• the human intervention effort during the false alert
filtering.

• the FPAs reduction percentage, whether explicitly
mentioned or could be deduced from the other metrics
presented in the paper. In some articles, it is not
possible to extract the FPA reduction rate due to the
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lack of specific measures.

• the programming language of the examined applica-
tion.

• the SAT used for code examination.

• the dataset used to evaluate the proposed approach.

All gathered information is carefully saved in an Excel
sheet database created to facilitate their mining. The extracted
data contains the required information to answer this study’s
research questions.

IV. FALSE ALERTS HANDLING APPROACHES: A
CLASSIFICATION

To answer RQ1, the paper starts by identifying the used
approach of each article and categorizes them based on the
similarities of the used techniques. This study distinguishes
mainly seven categories, as shown in Fig. 2, which are:
Machine Learning (ML) based approaches, Root Causes (RC)
based approaches, Model Checking (MC) based approaches,
Data Mining (DM) based approaches, and Semantics (SM)
based approaches, Rule(RU) based approaches, and Slicing
(SG)Based approaches.

A. Machine Learning-based Approaches

Machine Learning is the science of teaching a computer
how to learn from data and create a model used after that to
predict/classify new data[14]. It works mainly with algorithms,
not raw data. ML is widely used in the field of static analysis to
improve the SAT precision or post-handle the SAT-generated
alarms and predict their truthness (resp. falseness).

Authors in [15], [16] have similar works that consist
of establishing a new classifier based on additional learning
features, which is the program structure patterns that correlate
similar false alarms. They use mainly Naı̈ve Bayes, LSTM
(long-short term memories), and SVM to predict new alerts. In
[17]and [18], the authors propose a clustering-based approach
to classify and correlate similar alerts generated from the SAT.
They formalize new methods to find dependencies between
alarms caused by the buffer overflow error. Then, they cluster
dependent warnings in the same cluster. After that, they tag the
groups based on the dominant sound alerts. In [19], authors
train a decision tree ML technique using ensemble learning
(i.e.training several weak classifiers to form a new combined
stronger model; authors use AdaBoost for ensemble learning)
to classify alerts. They labeled the training dataset generated
from multiple SATs to train the created model. Their approach
is based only on the SAT reports, which provide their solution
better scalability( no code pre-processing is required to try their
approach) Authors in [20] proposed an approach that merges
several SAT alerts to extract features used in the prediction
model. They use four machine learning techniques to identify
the best reducing false alarms. The paper [3] tries to deal with
unsoundness static analysis and the tradeoff between False
Negative rate (FNR) and False Positive Rate (FPR). Since
reducing FPR increases the FNR, which is more critical and
vise versa. They proposed to selectively learn their SVM model
by only harmless codeset structures used to predict only FPAs.
In [21] and [22] authors uses ML techniques to reduce false

Fig. 2. False Positives Alerts Reduction Approaches.

alarms. They use typestate variables and software engineering
metrics to learn their model and predict false alerts.

Authors in [23] use lexical tokenization labeled by the
human to learn their CNN classifier to reduce false alerts.
They propose a continuous mechanism for code integration
after review.

B. Root Causes based Approaches

Root causes analysis is the process of identifying and
investigating the causes of events occurrences. Therefore,
investigators could specify effective corrective measures [24].
This technique is used to identify SAT false alerts root causes
to eliminate or filter them. In [25], authors conduct a manual
inspection of 30 javascript web application alerts generated
by the static analyzer, and they conclude seven root causes of
alarms. Then they use a different technique for each identified
root cause to eliminate any generated alert. Authors[26] aims
to reduce false alerts by reporting to the SAT user the alarm
root causes to be inspected instead of the alarm itself. Also,
they ask the user to answer questions related to the root causes
to fix the error until no more alarm is triggered. Their approach
requires extensive interaction with humans to validate root
causes and define the corrective measures. The paper [27] aims
to overcome the issues of the alert propagation technique. It
consists of inserting new alerts before or after their causes
location and removing original alarms generated by the SAT.
However, the number of warnings may increase in several
cases. Their paper overcomes this issue by repositioning alerts
to their causes instead of creating new alerts and removing the
original alert after that.

C. Model Checking based Approaches

Model Checking is a formal verification technique that
investigates all possible states of a given system based on a
model that defines the system behavior properties. The MC
verification technique is as proper as the model representing
the system [28]. SATs widely use MC techniques to reduce
false-positive alerts by verifying their correctness according to
the predefined model. The paper [29] aims at implementing
a software analyzer that could process large-scale lines of
codes with high precision at the expense of completeness and
possible missing of potential defects. Their main idea is the
use of specialized abstraction based on both data and predicate
abstraction bounded on several model checkers. Similarly,
Microsoft uses MC based static analyzer to review its software
codes. Their product SLAM2 uses a model checking approach
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over abstract C program statements to identify program defects
and eliminate false warnings[30]. In [31], authors made a
benchmark using the LABMC model checking for false alert
reduction. They add loop abstraction before the use of the
LABMC model checker. Authors in [32] aim to detect FPAs
via the use of deductive checking to verify the conforms of
source code position reported by the alert with a standard
coding protocol such as Sei Cert C and ANSI/ISO. Authors
in [33] aim to improve the scalability of model checking to
handle the massive amount of generated SAT false positive
alerts. They introduce a new variable named complete-range
non-deterministic values (cnv) to reduce and avoid redundant
verification calls of the model checker, mostly responsible
for generating false-positive alerts. Another use of system
verification techniques is the employment of Satisfiability
modulo theories (SMT) solvers to identify the true/false alerts.
In paper [34], authors use first abstract based analysis to fastly
review codes, then link alarms to the related code snippet.
After transforming alerts to SMT acceptable formulae, they
use it to check the properness of such warnings.

D. Data Mining based Approaches

Data Mining (DM) techniques are used to identify hidden,
potential, and valuable patterns from extensive data [35]. It
is designed to extract the rules from a vast amount of data
to be used by the human or other automated techniques [36].
Frequently, DM is used in combination with ML techniques
that use DM-generated patterns as features to learn ML model
[37]. SAT uses DM techniques to identify false-positive alert
patterns for further filtering. Authors in [38] use a frequency-
based algorithm to discover similar warnings patterns of SAT
alerts. They transform generated warnings to composed traces
and then compute their similarity using a DM-based technique
that calculates similar patterns’ frequencies. Then they use
the patterns to filter false alerts. In [39], the authors use the
Stochastic gradient descent (SGD) DM technique to reduce
the complexity of finding patterns from important alerts set
of several SAT’s reports. Then, the authors use the Adaboost
ML-based technique to create a stronger classifier trained from
the SGD output.

E. Rule based Approaches

Rule-based approaches are used to manipulate knowledge
to interpret information in a useful way. Rules are provided
by a human or automatically generated using machine learn-
ing algorithms [38]. The latter is called Rule-based machine
learning, considerably used in SAT precision enhancement
and FPA reduction. Authors in [40] design and implement
a bug detection software based on a set of rules extracted
from manual inspection of software patches. They refine rules
using a feedback-based approach by iteratively improving them
each time their SAT reports a false alert. In [41], authors
propose a new extension to the industrial static analyzers to
fix the multiple locations of frequent warnings using experts’
knowledge in the form of rules. Their expansion reduces only
one false alert type by detecting the alert’s name and applying
a rule-based knowledge algorithm to check its truth. Authors
in [4] propose a new algorithm to distinguish true positive
from false-positive alerts. They try to identify the connection
between the CWE and false positives to extract new rule-based
patterns.

F. Semantics based Approaches

Semantic approaches refer to the meaning of language
constructs. It ”provides the rules for interpreting the syntax
which does not provide the meaning directly but constrains the
possible interpretations of what is declared,” according to Eu-
zenat [42]. The semantic approach uses mathematical logic to
build rules describing constructs and relations identified in the
program code. In [43] use logic programming language named
DataLog to build their declarative static analyzer called URSA
with the help of interactive user questions to identify alarm
root causes. This tool augments the semantics of DataLog
to control its over-approximation. Authors in [44] define new
abstract domains that specify software violations. They apply
the finite state machine technique to determine these domains
and use them with a semantic-based static analyzer. In paper
[45], authors propose an algorithm to generate a program graph
that is used along with a static analyzer report to prioritize
true bugs and reduce false alerts. Their main contribution is
extracting semantic information to calculate the severity level
of warnings and then using the graph algorithm to prioritize
SAT alerts.

G. Slicing based Approaches

The program slicing approach is mainly used to avoid
the complexity analysis of codes by reducing the original
program to its minimal form called slice while keeping the
same program behavior [46]. It consists of the computation
of a program statement set, called program slices, that may
affect the values at some point of interest. The slicing approach
is used widely in program debugging to locate errors more
easily [47]. There exist two types of Slicing techniques: static
program slicing and dynamic slicing. The first, according to
the original definition of Weiser, consist of all statements in a
program that may affect the value of a specific variable in a
certain statement [46]. In contrast, dynamic program slicing
”contains all statements that actually affect the value of a
variable at a program point for a particular execution of the
program rather than all statements that may have affected
the value of a variable at a program point for any arbitrary
execution of the program” [48].

The main idea of the slicing approach proposed by [49] is
the decomposition of the program into several executable slices
and run dynamic analysis over each of them, which will reduce
the processing time and complexity and consequently reduce
the false alarms. Authors in [50] aim to focus directly on the
sliced code generated by the alarm and verify its correctness.
After applying static analysis over JAVA EE code, they slice
the code based on the linked alert, transform it into executable
slices and verify the code again while filtering any false alarm.

V. COMPARISON AND ANALYSIS OF RECENT EXISTING
EFFORTS

This section provides the different extracted data from
the 30 selected papers after several rounds of peer-reviewing
depicted in Table III.

This effort starts by depicting the papers processed bugs
called bugs coverity aiming at knowing whether the proposed
approach deals with all security bugs or just focuses on some
types. According to the Table III, 53.3% of the approaches
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filter all kinds of defects in general. However, a considerable
effort, about 46%, focuses only on specific types of defects,
and therefore they could not be used without combining with
other methods. Also, only 43% of papers explicitly aim to
reduce false-positive alerts while maintaining high accuracy in
detecting true security bugs.

Then, the paper show the categorization of the different
approaches as detailed in S IV. The extensive use of ML
based approaches to reduce false alerts is very observable,
which is very expected since ML techniques outperform other
methods when treating big data. However, the main issue of
ML-based approaches is the need for a large amount of labeled
data to obtain satisfactory accuracy. ML-based techniques are
combined with model checking methods to verify source code
properties better, extract features, and predict or classify the
alerts. All identified papers that use ML techniques are applied
to the source code or SAT alert reports.

Data mining-based approaches are used in four papers to
reduce false-positive alerts. Also, none of the identified articles
using DM methods are applied to the SAT source code level.
It is explained by the SAT use of verification techniques based
on knowledge rules to check software source code rather than
ML or DM based models.

Model Checking based approaches used logical rules to
verify source code properties or alerts truthiness. MC methods
are applied and used for all integration levels.

Root causes based approaches as well are used to identify
the location of alert causes from the examined software source
code. Thus, all papers using root causes-based approaches
apply their methods to both software source code and SAT
alert reports.

Semantic based approaches is generally used to extract
source code properties used further as patterns and features
by SAT.

Slicing based approaches most times used to reduce source
code complexity by decomposing it into small slices having
the same behavior then run SAT over reduced programs which
improve its soundness without throwing a large number of
false alerts. Rule based approaches are only used with software
source code for rule patterns extraction used after that by ML
or DM based techniques to predict or classify alerts.

The supported languages feature aims to understand the
research direction focus on the handled languages. Since C
language is unsafe, most SAT analyzers are dedicated to
analyzing C codes. Consequently, most approaches dealing
with FP alert handling are generated from the static analysis
of C implemented applications.

The Scalability feature seeks to depict the extend of a
proposed approach to easily being used by most users. In Fig.
3, this article distinguishes three application levels of false alert
handling approaches, which are Software source code level,
Static analyzer source code, and Static analyzer alerts report.
Also, Fig. 3 summarizes each application level’s most used
approach categories.

This paper consider approaches dealing false alert handling
only from SAT reports as the most scalable. It is explained

Fig. 3. Approaches Application Levels.

by the direct processing of SAT reports without any pre-
processing, which will avoid any inconvenience when trying to
adopt the approach. Meanwhile, approaches already integrated
with SAT tools are also easy to use since the difficulty is only
in the integration step already made by the approach’s authors.

The human effort feature shows the approach reliance
extend of human intervention. Of course, each time the
proposed method does not require human interaction, it is
considered more effective, scalable, and time/cost-saving. Al-
most all ML and DM-based approaches require moderate to
extensive human intervention. This is due to the labeling
effort required to train the created models. Few ML-based
approaches require reduced human efforts explained by using
a clustering approach to label the dataset then use it to lean
an ML model. It is observable from the Table III that almost
proposed approaches, that do not require human intervention,
are applied to the SAT alerts report.

The False Alerts Reduction Rate feature extracts the
reduction rate of false alerts, as mentioned by the paper
authors. Some papers explicitly present the reduction rate
while, in other articles, the FPA reduction rate is deduced.
Almost approaches do not exceed 90% of reduction rate except
one paper [41] that reaches a 100% reduction rate but for only
one type of alert.

VI. AN OVERVIEW OF THE USED DATASETS

Finding or creating an effective dataset that reflects the
real issues and complexity of software source code analysis
to validate SATs is of paramount importance. To facilitate
the identification of valuable datasets, this study extracts the
relevant datasets used by the selected papers and shows their
related information. It is worthy to note that several papers
do not explicitly provide the used dataset, while others use
an anonymous dataset for privacy issues. Thus, this article
presents only the papers providing open datasets. The Table
IV provides the dataset name or the paper reference using it.
All the programs are available through quick Google searching.

This study depicts if provided by the paper’s authors,
the features extracted from the dataset used to train their
models that has the potential to predict or classify the alerts.
The number of Lines Of Code (LOC) for each program to
better know the used dataset’s size is also depicted. It is very
observable that almost all datasets are not labeled, and authors
do not share their manual labeling of SAT alert reports. Only
two datasets from NIST and OWASP provide guidelines to
label SAT alerts.
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TABLE III. COMPARISON OF THE IDENTIFIED APPROACHES

Paper/
Cri-
teria

Security Bugs
coverity Categories Supported

Languages
Scalability Human label-

ing effort False alert
reductionrateMost

Bugs
coverity

Only Spe-
cific kind
of bugs

Machine
learning

Data
Mining

Model
Checking

Root
causes

Semantics
based

Slicing
based

Rule
based

Software
source
code level

Analyzer
source
code level

Report
Directly None Few Moderate High

[15][2017] Java 81.3%– 85%
[39][2017] Java not specified
[16][2014] Java 37.33% – 86.79%
[29][2014] C++ 84% – 84%
[31][2015] C 70% – not specified
[33][2015] C 76% – 97.3% (precision)
[17][2017] C 45%
[40][2018] OOP Langauges not specified
[19][2019] C/C++ 61% – 80%
[43][2017] Java 74%
[25][2016] JavaScript 36%
[20][2018] Java/C/C++ not specified
[23][2019] C/C++ 66% – 79%
[4][2018] Php/Java/C/C++ not specified
[45][2018] C prioritization approach
[26][2016] C 42%
[3][2017] C 80%
[18][2016] C not specified
[34][2010] C 68%
[49][2012] C 82%–86%
[50][2018] Java EE not specified
[21][2017] C/C++ 81%
[27][2018] C 6%
[30][2010] C 96% *
[32][2019] C 90%
[51][2018] C not specified
[44][2020] C not specified
[22][2018] C/C++ not specified
[41][2019] Java EE 100% **
[38][2013] C 23.2%

* for only microsoft codes.
** for only one false alert type

A. Interesting Dataset Projects and Competitions

This section presents interesting community projects aim-
ing to provide accurate datasets and enhance static analysis
verification research.

1) Juliet Dataset: The National Institue of Standards and
Technology (NIST) provides the Software Assurance Refer-
ence Dataset (SARD) 1to users, researchers, security assurance
developers to evaluate SAT and test their methods. SARD
includes a set of well-known security flaws as test cases
covering all software development lifecycles. Also, it covers
a large variety of vulnerabilities, languages, platforms, and
compilers. The dataset fits all user’s needs since it includes
wild, synthetic, and academic test cases. It is intended to be a
broad effort contributed from many sources2.

Juliet 3, one of the SARD provided datasets, is a collection
of test cases dedicated to C, C++, and Java languages. Juliet’s
first version 1.0 appeared in December 2010, and its last
release, 1.3 delivered in October 2017. It contains examples
organized under 118 different CWEs for C/C++ and 112
different CWEs for Java. NIST labels through the methods
nominations bad and good codes.

2) OWASP Benchmark Project: OWASP Benchmark
Project 4 aims to address the difficulties of testing software
defects detection tools and study their weakness, strengths, and
analysis time. OWASP provides a Java test suite designed to
investigate and evaluate the accuracy, coverage, and speed of
Software vulnerabilities analysis and detection tools. OWASP
benchmark provides the users with test cases covering all kinds
of vulnerabilities and a scoring tool to score the SAT-generated
alert and compute the True Positive, False Negative, True
Negative, and False Positive alerts percentages.

1https://samate.nist.gov/index.php/SARD.html
2https://samate.nist.gov/index.php/Software Assurance

Reference Dataset.html
3https://samate.nist.gov/SRD/testsuite.php
4https://owasp.org/www-project-benchmark/

3) Competition on Software Verification: The European
Joint Conferences on Theory & Practice of Software, ETAPS5

organizes each year, starting from 2012, an international
competition on software verification to boost the invention of
new methods, technologies, and tools to improve the software
analysis process.

In the training phase, they provide several benchmark
programs, each covering a wide range of CWEs weaknesses
to SAT developers. Then, the submitted verifiers’ tool will be
executed in the evaluation phase, and the number of solved
instances and runtime is measured. Researchers could find
valuable programs to use as a dataset within the ETAPS
website and competition results of each year.

B. Papers’ Identified Security Bugs

Table V presents the security bugs handled on different
papers to enhance SAT precision to detect potential security
bugs without increasing the FPA rate. The paper [19] is the
only one that considers almost security bugs during the FPA
reduction process.

This section answered the research questions RQ4 and RQ5
by presenting the used datasets, the identified bug types, and
the relevant projects and competitions.

VII. DISCUSSION: SHORTCOMINGS AND
RECOMMENDATIONS

In the review of the identified approaches, this study
depicted several shortcomings that decrease the effectiveness
of false alert handling methods. We cite mainly:

• almost cited papers use open programs labeled by
themselves without providing their alerts labeling
datasets. Which will prohibit other researchers from
reproducing the papers’ proposed method.

5https://etaps.org/about/conferences
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TABLE IV. SELECTED SAT DATASETS

Dataset
Name Provider Type Language Labeled Programs Name LOC Extracted Fea-

tures

Open source code [16] projects Java axiom
guava
ivy
jenkins-core
mahout
maven-core
opennlp
poi
rav
tika

57,650
64,629
64,629
77,157
264,374
32,322
36,151
292,967
30,762
15,037

# of conditional statements
# of loop statements
# of return statements
# of break or continue statements
# of exit or assert method invocations
# of null expressions
# of comparisons with a null value
# of null assignments
# statements that return a null value

Open Source [18] programs C – brutefir-1.0f
consolcalculator-1.0
id3-0.15
mp3rename-0.6
irmp3-0.5.3.1
httptunnel-3.3
e2ps-4.34
less-382
bison-2.5
pies-1.2
icecast-server-1.3.12
raptor-1.4.21
dico-2.0
lsh-2.0.4

103
298
512
2,466
3,797
6,174
6,222
23,822
56,361
66,196
68,564
76,378
84,333
110,898

–

Open source [3] libraries C – BIND-1
BIND-2
BIND-3
BIND-4
SM-1
SM-2
SM-3
SM-4
SM-5
SM-6
SM-7
FTP-1
FTP-2
FTP-3

– is the loop condition contains nulls or not
is the loop condition contains constants or not
is the loop condition contains array accesses or not (
is the loop condition contains && or not
is loop condition contains an index for a single array
is loop condition contains an index for multiple arrays
is the loop condition contains an array index outside the loop
is an index is initialized before the loop
# of exits in the loop
the (normalized) size of the loop
# of array accesses in the loop
# of arithmetic increments in the loop
# of pointer increments in the loop
is the loop condition prunes the abstract state or not

Industrial application [20] Applications Java/C++/C – Not provided – name of the codebase where the alert was detected
audit determination
full path to the file where the alarm occurs
line number in the file where the alert occurs
name of the CERT rule associated with the alert
title of the CERT rule associated with the alert
severity field of the CERT rule
likelihood field of the CERT rule
remediation field of the CERT rule
priority field of the CERT rule
level field of the CERT rule
name of the function where the alert occurs
#of lines of code in the function
cyclomatic complexity of the function
#of significant lines of code in the function
cyclomatic complexity of the function
# of parameters to the function
# of lexical tokens in the function
line number where the function definition starts
line number where the function definition ends
# of alert that occur in this function
Filename
# of significant lines of code in the file
# of functions/methods in the file
average significant lines of code in functions in the file
average number of tokens in functions in the file
# of alerts that occur in the file
depth of the file where the alert occurs

Juliet 1.0 – 1.3 NIST Test cases C/C++/JAVA test cases covering
118 C/C++ CWEs
and 112 Java CWEs

– –

Owasp benchmark Owasp Test cases Java 2,371 data points
1,193 false positive
1,178 true positive error

. – –

Juliet version 1.2 [19] Test case + Alarms C – – Name of the tool generating the warning
# alerts in the same file
Category of the warning
# alerts triggered for the same line by any tool
# of alerts less than 4 lines away from the triggered alert
is the tool triggered an alert for that location

Open Source [21] programs C/C++ – bitlbee 4.2
nghttp2 1.6.0
mupdf 1.2.337
h2o 1.7.2
xserver 1.14.3
php 5.6.7

68,413
71,387
122,481
517,731
568,964
709,356

–
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TABLE V. SOFTWARE CODING SECURITY BUGS

Paper refference Language Bug name

[16] Java General null dereference
Dereferencing of an unchecked null value
Dereferencing of a returned null value

[27][17] C Buffer overflow

[19] C Buffer overflow related issues
Integer overflow and underflow
Divisions by zero
Uninitialized variable
Unused variable
Pointer issues (e.g.: Null pointer dereference)
Misused operators (e.g.: i f (myVar = bu f [i])fg)
Issues with function parameter
Expression is either always true or always false
Memory issues (e.g., Memory leak, Double free)

[3] C Format-string vulnerabilities
Buffer-overflow

[15] C SQL inject flaw

• only a few papers consider the combination of more
than one technique to handle alerts.

• almost proposed methods deal with the software
source code refinements and analysis, which is not
scalable as handling the SAT report directly.

• machine learning-based techniques require labeling
efforts to examine and validate the proposed approach,
which inhibits several researchers from using ML
techniques.

• most of the proposed SAT false alert reduction ap-
proaches cover C, C++, and Java languages. However,
languages such as Python used extensively with big
data are rarely focused on by researchers.

To address these shortcomings, this study recommends focus-
ing more on:

• combining several techniques parallelly or sequen-
tially to get better accuracy and lower FPA rate. Exist-
ing studies on methods combination shows promising
results [5].

• focusing more on the slicing approach to decompose
extensive application on small slices is highly encour-
aged since SATs are very useful with small programs.

• focusing on the processing of SAT report directly to
provide better scalability and testing easiness. The
significant size of the alerts report is a suitable dataset
to examine through deep learning techniques.

• thinking on labeling SAT alert report using active
learning techniques to reduce the human effort [52].

VIII. CONCLUSION

This paper studied the recent efforts dealing with SAT
alerts handling. It provides a new categorization of the used
techniques as well as a comparison between the proposed
methods. Then, it presents the datasets used to test and validate
the different approaches along with information about their

size, features, and contained bugs. It summarizes the short-
comings of existing approaches and cites recommendations for
future research to improve SAT false alerts handling.

As future plans, profoundly investigating the slicing ap-
proach of SAT alert reports and their processing using ML-
based techniques will help preserve the SAT scalability and
benefit from the high classification accuracy of ML-based
methods.
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[13] A. Arusoaie, S. Ciobâca, V. Craciun, D. Gavrilut, and D. Lucanu,
“A comparison of open-source static analysis tools for vulnerability
detection in c/c++ code,” in 2017 19th International Symposium on
Symbolic and Numeric Algorithms for Scientific Computing (SYNASC).
IEEE, 2017, pp. 161–168.

[14] S. Heckman and L. Williams, “A model building process for identifying
actionable static analysis alerts,” in 2009 International Conference on
Software Testing Verification and Validation. IEEE, 2009, pp. 161–170.

[15] U. Koc, P. Saadatpanah, J. S. Foster, and A. A. Porter, “Learning a
classifier for false positive error reports emitted by static code analysis
tools,” in Proceedings of the 1st ACM SIGPLAN International Workshop
on Machine Learning and Programming Languages, 2017, pp. 35–42.

[16] J. Yoon, M. Jin, and Y. Jung, “Reducing false alarms from an industrial-
strength static analyzer by svm,” in 2014 21st Asia-Pacific Software
Engineering Conference, vol. 2. IEEE, 2014, pp. 3–6.

www.ijacsa.thesai.org 710 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 11, 2021

[17] W. Lee, W. Lee, D. Kang, K. Heo, H. Oh, and K. Yi, “Sound non-
statistical clustering of static analysis alarms,” ACM Transactions on
Programming Languages and Systems (TOPLAS), vol. 39, no. 4, pp.
1–35, 2017.

[18] K. Heo, H. Oh, and H. Yang, “Learning a variable-clustering strategy
for octagon from labeled data generated by a static analysis,” in
International Static Analysis Symposium. Springer, 2016, pp. 237–
256.

[19] A. Ribeiro, P. Meirelles, N. Lago, and F. Kon, “Ranking warnings from
multiple source code static analyzers via ensemble learning,” in Pro-
ceedings of the 15th International Symposium on Open Collaboration,
2019, pp. 1–10.

[20] L. Flynn, W. Snavely, D. Svoboda, N. VanHoudnos, R. Qin, J. Burns,
D. Zubrow, R. Stoddard, and G. Marce-Santurio, “Prioritizing alerts
from multiple static analysis tools, using classification models,” in 2018
IEEE/ACM 1st International Workshop on Software Qualities and their
Dependencies (SQUADE). IEEE, 2018, pp. 13–20.

[21] H. Yan, Y. Sui, S. Chen, and J. Xue, “Machine-learning-guided typestate
analysis for static use-after-free detection,” in Proceedings of the 33rd
Annual Computer Security Applications Conference, 2017, pp. 42–54.

[22] E. A. Alikhashashneh, R. R. Raje, and J. H. Hill, “Using machine
learning techniques to classify and predict static code analysis tool
warnings,” in 2018 IEEE/ACS 15th International Conference on Com-
puter Systems and Applications (AICCSA). IEEE, 2018, pp. 1–8.

[23] S. Lee, S. Hong, J. Yi, T. Kim, C.-J. Kim, and S. Yoo, “Classifying
false positive static checker alarms in continuous integration using
convolutional neural networks,” in 2019 12th IEEE Conference on
Software Testing, Validation and Verification (ICST). IEEE, 2019, pp.
391–401.

[24] J. J. Rooney and L. N. V. Heuvel, “Root cause analysis for beginners,”
Quality progress, vol. 37, no. 7, pp. 45–56, 2004.

[25] J. Park, I. Lim, and S. Ryu, “Battles with false positives in static analysis
of javascript web applications in the wild,” in 2016 IEEE/ACM 38th
International Conference on Software Engineering Companion (ICSE-
C). IEEE, 2016, pp. 61–70.

[26] T. Muske and U. P. Khedker, “Cause points analysis for effective
handling of alarms,” in 2016 IEEE 27th International Symposium on
Software Reliability Engineering (ISSRE). IEEE, 2016, pp. 173–184.

[27] T. Muske, R. Talluri, and A. Serebrenik, “Repositioning of static
analysis alarms,” in Proceedings of the 27th ACM SIGSOFT interna-
tional symposium on software testing and analysis, 2018, pp. 187–197.

[28] C. Baier and J.-P. Katoen, Principles of model checking. MIT press,
2008.

[29] M. Valdiviezo, C. Cifuentes, and P. Krishnan, “A method for scalable
and precise bug finding using program analysis and model checking,” in
Asian Symposium on Programming Languages and Systems. Springer,
2014, pp. 196–215.

[30] T. Ball, E. Bounimova, R. Kumar, and V. Levin, “Slam2: Static
driver verification with under 4% false alarms,” in Formal Methods
in Computer Aided Design. IEEE, 2010, pp. 35–42.

[31] B. Chimdyalwar, P. Darke, A. Chavda, S. Vaghani, and A. Chauhan,
“Eliminating static analysis false positives using loop abstraction and
bounded model checking,” in International Symposium on Formal
Methods. Springer, 2015, pp. 573–576.

[32] T. T. Nguyen, P. Maleehuan, T. Aoki, T. Tomita, and I. Yamada,
“Reducing false positives of static analysis for sei cert c coding
standard,” in 2019 IEEE/ACM Joint 7th International Workshop on
Conducting Empirical Studies in Industry (CESI) and 6th International
Workshop on Software Engineering Research and Industrial Practice
(SER&IP). IEEE, 2019, pp. 41–48.

[33] T. Muske and U. P. Khedker, “Efficient elimination of false positives

using static analysis,” in 2015 IEEE 26th International Symposium on
Software Reliability Engineering (ISSRE). IEEE, 2015, pp. 270–280.

[34] Y. Kim, J. Lee, H. Han, and K.-M. Choe, “Filtering false alarms of
buffer overflow analysis using smt solvers,” Information and Software
Technology, vol. 52, no. 2, pp. 210–219, 2010.

[35] M. Bharati and M. Ramageri, “Data mining techniques and applica-
tions,” 2010.

[36] D. J. Hand, “Principles of data mining,” Drug safety, vol. 30, no. 7, pp.
621–622, 2007.

[37] S. Dua and X. Du, Data mining and machine learning in cybersecurity.
CRC press, 2016.

[38] D. Zhang, D. Jin, Y. Xing, H. Zhang, and Y. Gong, “Automatically
mining similar warnings and warning combinations,” in 2013 10th
International Conference on Fuzzy Systems and Knowledge Discovery
(FSKD). IEEE, 2013, pp. 783–788.

[39] F. Cheirdari and G. Karabatis, “On the verification of software vul-
nerabilities during static code analysis using data mining techniques,”
in OTM Confederated International Conferences” On the Move to
Meaningful Internet Systems”. Springer, 2017, pp. 99–106.

[40] J. Nam, S. Wang, Y. Xi, and L. Tan, “Designing bug detection rules for
fewer false alarms,” in Proceedings of the 40th International Conference
on Software Engineering: Companion Proceeedings, 2018, pp. 315–
316.

[41] J. Yang, L. Tan, J. Peyton, and K. A. Duer, “Towards better utilizing
static application security testing,” in 2019 IEEE/ACM 41st Interna-
tional Conference on Software Engineering: Software Engineering in
Practice (ICSE-SEIP). IEEE, 2019, pp. 51–60.

[42] J. Euzenat, P. Shvaiko et al., Ontology matching. Springer, 2007,
vol. 18.

[43] X. Zhang, R. Grigore, X. Si, and M. Naik, “Effective interactive
resolution of static analysis alarms,” Proceedings of the ACM on
Programming Languages, vol. 1, no. OOPSLA, pp. 1–30, 2017.
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Abstract—The increase in size and complexity of the
Internet has led to the introduction of Software Defined
Networking (SDN). SDN is a new networking paradigm
that breaks the limitations of traditional IP networks and
upgrades the current network infrastructures. However,
like traditional IP networks, network failures may also
occur in SDN. Multiple research studies have discussed
this problem by using a variety of techniques. Among
them is the use of the community detection method is
one of the failure recovery technique for SDN. However,
this technique have not considered the specific problem of
multiple link multi-community failure and inter-community
link failure scenarios. This paper presents a community
detection-based routing algorithm (CDRA) for link failure
recovery in SDN. The proposed CDRA scheme is efficient to
deal with single link intra-community failure scenarios and
multiple link multi-community failure scenarios and is also
able to handle the inter-community link failure scenarios in
SDN. Extensive simulations are performed to evaluate the
performance of the proposed CDRA scheme. The simulation
results depicts that the proposed CDRA scheme have better
simulations results and reduce average round trip time by
35.73%, avg data packet loss by 1.26% and average end to
end delay 49.3% than the Dijkstra based general recovery
algorithm and also can be used on a large scale network
platform.

Keywords—Software Defined Network (SDN); community
detection methods; CDRA; link failure

I. INTRODUCTION

The complexity, uncontrollability, and the increasing
demand of the Internet has led to low utilization of
network resources [1]. To address this problem, a new
concept of Software Defined Network (SDN) technology
has been introduced. The SDN technology decouples the
control plane from the data plane and makes the IP
networks programmable [2]. However, like traditional IP
networks, SDN technology may also have network failure
problems. Unlike other network failure problems, link
failure is considered to be the most prevalent network
failure in both traditional and SDN networks [3]. Link
failures must be rectified as soon as possible, as they

can cause network congestion and decrease network effi-
ciency. However, unlike traditional IP networks, the SDN
can heal the link failure issue by setting up the controller
to shift to another alternate shortest path assigned with
OpenFlow [4], [5]. Recovery from link failure can be
accomplished either through the proactive failure recov-
ery approach or through the reactive failure recovery ap-
proach. In the proactive failure recovery method, backup
resources are pre-reserved before the occurrence of the
failure scenario. On the other hand, in the reactive failure
recovery method, backup resources are reserved after the
failure scenario [2]. Both the proactive and the reactive
failure recovery approaches have their own benefits and
limitations. Based on proactive and reactive failure re-
covery approaches a variety of research studies have been
conducted to make the link failure recovery process more
fast and efficient. Among the existing work, the use of
a community detection scheme for the failure recovery
process of SDN is one of the reactive approaches. The
existing work [6], [7] shown good performance, however,
they have not addressed the multiple link failure and
inter-community link failure problem.

This paper presents a reactive failure recovery ap-
proach based CDRA scheme for link failure recovery
in SDN. The proposed CDRA scheme is efficient and
capable to address the single link intra-community fail-
ure scenario and multiple link multi-community failure
scenario and also able to handle the inter-community link
failure scenarios in SDN. This research study has the
following primary contribution:

• The CDRA scheme is proposed which deals with
both single and multiple link failure scenarios.

• This CDRA scheme is efficient to deal with
intra-community, inter-community and multi-
community link failure scenarios.

• The CDRA scheme implemented the Lou-
vain and Infomap community detection methods
along with the previous study Girvan and New-
man method.
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• Lastly this study presents a comparative analysis
of all three community detection approaches in-
term of their performance after failure scenarios
in SDN.

The rest of the paper is organized as follows. Section
II will discuss the literature review part. Section III
talks about the community detection methods used for
the proposed CDRA scheme. Section IV discussed the
Proposed CDRA scheme for single and multiple link
community and inter-community link failure scenarios in
SDN. Section V and Section VI present the mathematical
explanation of the proposed CDRA scheme and also
discuss an example case study respectively. Simulation
setup and result discussion are presented in Section
VII. Finally, Section VIII delivers an overall conclusion
and future direction based on the result analysis and
discussion.

II. LITERATURE REVIEW

Based on the link failure scenarios in SDN, failure
recovery approaches are classified into two categories,
the first one is the proactive failure recovery approach and
the second one is the reactive failure recovery approach
[2], [8]. The processing time of proactive failure recovery
is fast however, in proactive mechanism, flow entries
are installed along with the TCAM (ternary content-
addressable memory) which is limited in size, expensive
and power-hungry [9], [10].

However, on the other hand, the reactive recovery
mechanism is cheaper than the proactive mechanism. But,
the reactive failure recovery approach has the latency
problem as the network controller will first need to
calculate an alternative path and then install the flow
entries in the relevant switches [3].

Many researchers have discussed their works by using
the proactive and reactive failure recovery approaches
to overcome the failure scenarios in SDN. This section
presents some of the research studies relevant to the
proposed CDRA scheme conducted on the basis of
the reactive failure recovery approach for link failure
recovery scenarios in SDN.

Sharma et al. [11] describe the reactive failure re-
covery mechanism in which the controller adjusts the
topology and determines a new path for each failure-
affected flow after failure detection. After pushing new
flow entries and deleting original functioning path flow
entries, the redirection will be complete. The results
demonstrate that the reactive recovery strategy has larger
recovery latency, making it impossible to achieve the
carrier-grade requirement. The author [12] demonstrates
the restoration based link failure scenario in SDN but
the conducted study is performed over small network
topology and only discuss the performance of link failure
scenarios in SDN. The authors of [13] developed a novel
technique for rapid restoration by lowering the process-
ing time, which is normally paid by the controller, by
identifying an alternate path (from end-to-end) with a low

operation demand. One major flaw in this research is that
it does not ensure that the health nodes in the impacted
path will be in the same sequence on the alternate path.
Furthermore, there is a scarcity of information on the
simulation technology that was utilized.

Research work proposed in [14] demonstrated how a
quick restoration may be achieved, however, the exper-
imental topologies in both studies were small scale. In
addition, the processing time for setting up the selected
path was neglected, which is a need in SDNs to re-route
traffic from the impacted primary path to the backup way.

Author in [15] suggested a reactive link failure recov-
ery approach based on the shortest path first algorithm.
Each path’s packets are classified as high or low priority.
For high-priority packets, the suggested approach assures
the shortest possible delay. The method, however, can
only be used on a small-scale network and is not suitable
for large-scale SDNs. By spreading traffic evenly among
the available paths, the method also reduces congestion.
As a result, as the network grows larger, the algorithm’s
complexity grows. Another flaw in the suggested solution
is that the implementation mechanism is given insuffi-
cient information. Furthermore, the method has not been
validated using conventional internet topology datasets.

Unlike previous studies, the approach developed by
[6], [7] used the community detection technique for
failure recovery in SDN. In their study, the authors first
divide the whole network into cliques. When a link
failure occurs, instead of correcting the whole network
from the beginning, it is possible to correct only the path
in that clique. Thus, the path recovery works faster. But
on the other hand, they have not considered the specific
problem of multiple link failure and inter-community
link failure problem scenarios in SDN and their used
community detection method is relatively slow and time
costing [16].

In comparison with the previous research studies,
this paper proposed a community detection-based routing
algorithm for link failure recovery in SDN. The proposed
CDRA scheme is capable to deals with both single and
multiple link failure scenarios. Moreover, the proposed
CDRA scheme is efficient to deal with both the inter
and the intra-community failure problem as well. Un-
like previous studies, this paper implies Louvain and
Infomap community detection methods. Both community
detection algorithms accuracy is comparable to other
community detection algorithms and also have better
scalability [17]–[19]. A summary of the related work to
reactive failure recovery relevant to the proposed CDRA
scheme is presented in Table I.

III. COMMUNITY DETECTION METHODS

The community detection methods can increase the
speed and efficiency with which networked data is pro-
cessed, analyzed, and stored. Various types of network-
related problems, such as routing and data forward-
ing, have been solved using community detection [20]
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TABLE I. SUMMARY OF THE RELATED WORK

Author Year Recovery
Approach

Link Failure
Type

Community De-
tection Method

Limitations

Sharma
[11]

2011 Reactive Single Link
Failure

No Large Recovery Time Delay

Sharma
[14]

2013 Reactive
and
proactive

Single Link
Failure

No The experimental topologies were small
scale. In addition, the processing time for
setting up the selected path was neglected.

Astaneh
[13]

2016 Reactive Multiple Link
Failure

No Does not ensure the health nodes in the
impacted path, and there is a scarcity of
information on the simulation technology.

Malik [6] 2017 Reactive Single Link
Failure

Girvan and New-
man

Not consider addressing Inter community
failure and multiple failure.

Muthuma-
[15]

2017 Reactive Single and
Multiple Link
Failure

No Can only be used on a small-scale network.
Secondly, When network grows larger, the
algorithm’s complexity grows.

Malik [7] 2020 Reactive Single Link
Failure

Girvan and New-
man

Not consider Inter community failure and
multiple failure. Used relatively Slow com-
munity detection Method.

Yunis [12] 2021 Reactive Single&multi
Link Failure

No Studied link failure performance over small
network topology in SDN.

[21]. Many algorithms have been developed to recognise
communities like structures in networks such as Girvan
and Newman, 2002 [22], Clauset, 2004 [23], Louvain,
2008, [24] Infomap, 2008 [25]. This section presents a
comparative analysis between Louvain, Infomap, and the
Girvan and Newman community detection algorithms.
Fig. 1 shows the network communities obtained from
Cost266 network topology [26] by implementing the
Louvain, Infomap and Girvan and Newman community
detections methods.

(a) Cost266 Network Topology
(b) Cost266 with Girvan and Newman

Community Method

(c) Cost266 with Louvain
Community Method

(d) Cost266 with Infomap
Community Method

Fig. 1. Implementation of Community Detection Methods over
Cost266 Network Topology.

In a previous study, [6], [7] author, used the Girvan
and Newman community detection approach for parti-
tioning the network graph into different network com-
munities. The Girvan and Newman community detection

algorithm identifies edges that lie between communities
in a network and removes them thereby allowing for the
identification of distinct communities in the network.

However, on the other hand, when dealing with
a large network graph, this algorithm is not particu-
larly efficient and not recommended for large data sets.
Moreover, the Girvan and Newman algorithm has time
complexity O(m2n) which make this algorithm relatively
slow and time costing as compared to the Louvain and
Infomap community detection method [16], [24], [27],
[28].

Unlike the previous study, based on the concept of
modularity, this paper used the Louvain and Infomap
community detection method along with the previous
study community detection method for partitioning the
network graph. High modularity networks feature exten-
sive connections between nodes inside communities, but
sparse connections between nodes in different communi-
ties [16]. The Louvain community detection algorithm is
a hierarchical technique that combines communities into
one node repeatedly and performs the modularity clus-
tering on the condensed network. The Louvain algorithm
efficiently detects large-scale communities and achieves
high modularity. This optimizes for each community
the modularity score, where the modularity quantifies
the quality of node assignment to the groups. The time
complexity of Louvain community detection method is
O(n log n) [16], [24].

Similar to the Louvain community detection method,
the Infomap is another community detection method
that allows for the creation of high-quality communities.
Infomap method figures out communities by employing
random walks to analyze the information flow through
a network. The smaller the number of candidates, the
more information about the original network has been
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transferred. Furthermore, it also tries to minimize the cost
function of a network graph. The Infomap community
detection method runs on time complexity of O(m)
which make this method more efficient [16], [25].

Both algorithm’s accuracy is comparable to other
community detection algorithms and also have better
scalability [17]–[19].

Fig. 2 represents that the modularity obtained by the
Louvain and Infomapof community detection methods
of different network topologies before and after failure
scenarios are higher than the modularity obtained by
Girvan and Newman community detection method.

(a) Modularity before Link
Failure Scenario.

(b) Modularity after Link
Failure Scenario.

Fig. 2. Modularity of Different Network Communities for Different
Community Detection Methods.

IV. CDRA: A PROPOSED FAILURE RECOVERY
SCHEME IN SDN

Based on this principle of community detection algo-
rithms, a community detection-based routing algorithm
is proposed. The proposed CDRA scheme efficiently
deals with both single and multiple link failure scenarios.
The proposed CDRA scheme divides a network graph
into a small number of different network communities
by implementing the community detection algorithms as
mentioned in the previous section. Once the network
graph is split into different small communities, a data
packet is sent from the source node to the destination
node. Data packet passes through different network com-
munities that belong to that primary path.

During this data transmission process, once failure
happened, most probably either inside the single com-
munity or inside two different communities or even
between two different communities belonging to that
affected path, then instead of searching and correcting
throughout the entire graph the proposed CDRA scheme
only considered the failure affected communities for
treatment. Through this proposed CDRA scheme, only
the failure-affected communities are required to install
a new path, and the rest of the communities are not
disturbed and carry on their duties. This helps the con-
troller to directly deal with that particular community
switches and assigned new flow entries instead of search-
ing through the entire network graph. Partitioning the

network graph through community detection approaches
and directly dealing only with failure affected network
communities instead of treating the entire network graph,
makes the CDRA scheme more efficient and productive
as compared to the general recovery algorithm which
considers the complete graph in the failure recovery
scenario.

Fig. 3, represents the research framework of the
proposed CDRA scheme which is composed of SDN
controller, topology analyzer, community producer and
route finder. The POX controller used as a remote
controller that communicate with application plane and
data plane through Northbound API and Southbound API
respectively. The topology analyzer is used to analyze
the network topology graph through POX OpenFlow-
discovery. The community producer and route finder, are
the two main components of this research framework and
our contribution lies in these two components.

Fig. 3. Research Framework for the Proposed CDRA Scheme.

A. Proposed CDRA Scheme for Community Producer
and Reroute Finder

The proposed CDRA scheme implies the community
detection methods to determine link failure recovery in
SDN. The CDRA scheme can be classified into the
following two steps:

The first step of the proposed CDRA scheme is the
community producer. The community producer split the
network topology graph into different sizes of small
network communities by using the Louvain, Infomap,
and Girvan and Newman community detection methods.
The obtained network communities after implementing
the community detection methods can have a different
number of nodes and links. Different colors are used
for different network communities to make them easy
identifiable. The second step of the proposed CDRA
scheme is to determine the shortest path from the source
node to the destination node passing through different
network communities before and after the occurrence
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of link failure scenarios. Two algorithms have been
developed for the second step of the router finder.

The first algorithm is known as the Dijkstra based
general recovery algorithm. The general recovery algo-
rithm is based on the simple Dijkstra algorithm that
describes the default action which is done through the
SDN controller when link failure happens. Algorithm 1
eliminates the flow entries of failure effected path and
then install the rules for back-up path from source node
to destination node after the occurrence of link failure
scenarios. Algorithm 1, finds the shortest path without
using the community detection method. The pseudocode
of this general recovery algorithm is presented in Algo-
rithm 1.

Algorithm 1 Dijkstra based general recovery algorithm
to find the shortest path from network graph NG

1: Input: Implementing the Dijkstra based Recovery
Algorithm for Network Graph:= NG

2: Output: Getting Shortest path based on the Dijkstra
based Recovery Algorithm

3: Start
4: Setting-up the Dijkstra based Recovery Algorithm

for Network Graph:= NG

5: When Link is up:
6: Set Primary path as short path
7: Pp ∈ Pshort (Sn, Dn)
8: When Link is down:
9: Set Secondary path as short path

10: Sp ∈ Pshort (Sn, Dn)
11: Pshort (Sn, Dn) := Pshort (Sn, Dn) - Pp

12: Sp := Dg[Pshort (Sn, Dn)]
13: End

Algorithm 2 CDRA: Community based routing algo-
rithm for network graph NG

1: Input: Implementing the CDRA approach for Net-
work Graph:= NG

2: Output: Getting Shortest path based on the CDRA
approach

3: Start
4: Setting-up the CDRA approach for Network Graph:=

NG

5: When Link is up:
6: Set Primary path as short path
7: Pp ∈ Pshort {(Sn, NcS ), (Dn, NcD )}
8: When Link is down:
9: Set Secondary path as short path

10: Sp ∈ Pshort

11: Pshort {(Sn, NcS ), (Dn, NcD )}
12: Pshort {(Sn, NcS ), (Dn, NcD )} - Pp

13: Sp := DNc [Pshort {(Sn, NcS ), (Dn, NcD )}]
14: End

The second algorithm is known as the proposed com-
munity detection-based routing algorithm. The proposed
CDRA scheme is discussed in Algorithm 2. Algorithm

2 is compared with the Dijkstra based general recovery
algorithm 1 and set-up it as a meaningful and appropriate
benchmark based on the previous research study [6], [7].
Algorithm 2 shows the proposed CDRA scheme that find
the shortest path from source node to destination node of
a network graph before and after the occurrence of link
failure scenarios. Algorithm 2 implies the community
detection methods for finding the shortest path after the
occurrence of link failure scenarios. The contribution of
the proposed CDRA scheme lies in Algorithm 2. The
pseudocode of the proposed CDRA scheme is presented
in Algorithm 2.

V. MATHEMATICAL EXPLANATION OF COMMUNITY
DETECTION METHOD FOR THE PROPOSED CDRA

SCHEME

Mathematically a network graph G is a combinational
set of vertices ”V” and edges ”E” as G= (V, E). Both
vertices and edges connect different set nodes in the net-
work graph. By implementing the community detection
approach a network graph can be split into the different
numbers of communities and every network community
defined the subset of the network graph as Nc ⊆ G.
Where the network community is the combination set
small network communities Nc = (Nc1 , Nc2 , ...Ncn).
Every small network community is also the combination
of different set of nodes and links presented in equation
1.

Nc1 = (v1, e1)|v1 ⊆ V ∧ e1 ⊆ E (1)

A path ”P” is a set of distance that start from a source
node ”Sn” of a network community and ends at the
destination node ”Dn” of an other network community,
passes through different set of different small network
communities as presented in equation 2.

P = {Sn1
, Nc1 , Sn1+n

, Nc1+n
, , , Dn, Ncd} (2)

Once the path ”P” is set up between a source node
and the destination node the concept of link failure is
introduced and failure recovery scenarios are presented
as follows:
The first failure recovery scenario represents the single
link intra community failure scenario, when link link
is down between two node which belongs to the same
network community Nc1 .

Equation 3, define the first failure recovery scenario,
when failed link between two different node
(Sn1 , Nc1 , Sn1+n , Nc1) belongs to to the same network
community Nc1 .

FNc1
= (Sn1

, Nc1 , Sn1+n
, Nc1)|∃(Nc1 : Nc1)

= (v1, e1) ⊆ FNc1
∈ e1) (3)

Unlike, first failure recovery scenario, the second failure
recovery scenario is about the inter community link fail-
ure where the failed link belongs between two different
nodes present inside two different network communities.
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Equation 4, shows the inter community link failure
scenario between node (Sn1 , Nc1) present inside network
community Nc1 and node (Sn1+n , Nc2) present inside
network community Nc2 .

FNc1−2
= (Sn1

, Nc1 , Sn1+n
, Nc2)|∃(Nc1 : Nc2)

|(Nc1 = (v1, e1), Nc2 = (v2, e2))|(Nc1 = Nc2)

⇒ (Sn1
, Nc1) ∈ v1 ∧ (Sn1+n

, Nc2) ∈ v2
⊆ FNc1−2

∈ (e1, (Nc1 −Nc2)) (4)

Lastly, the third failure recovery scenario shows the
multiple link multi-community failure recovery scenario,
when the failed links belong to four different nodes
present inside two different network communities (i.e
node (Sn1 , Nc1 , Sn1+n , Nc1) belongs to network com-
munity Nc1 and nodes (Snn , Nc2 , Sn+n , Nc2) belongs to
network community Nc2 . Multiple link failure scenario
inside two network community Nc1 and Nc2 is shown in
equation 5.

FNc1
− FNc2

= {(Sn1
, Nc1 , Sn1+n

, Nc1), (Snn
, Nc2 ,

Sn+n
, Nc2)}|∃(Nc1 : Nc1 , Nc2 : Nc2)|(Nc1 = (v1, e1)

, Nc2 = (v2, e2)) ⊆ FNc(FNc1
− FNc2

)

∈ (e1Nc1 , e2Nc2) (5)

The contribution of the proposed CDRA scheme is
explained in equation 4 and equation 5.

The path obtained by applying the general recovery
algorithm without community detection approach imple-
mentation from the source node to the destination node
is presented in equation 6.

PDg
= {P |∀(Sn, Dn) ∈ V : P = Dg(P (Sn, Dn)} (6)

Unlike equation 6, equation 7, represents the shortest path
formula for the proposed CDRA scheme after implement-
ing the community detection approach.

PDNc
= {P |∀(Sn, NcS , Dn, NcD ) ∈ V :

P = DNc(P (Sn, NcS , Dn, NcD )} (7)

A set of notations used for the explanation of the pro-
posed CDRA scheme and algorithms are presented in
Table II.

TABLE II. LIST OF NOTATIONS

Symbol Description
Pp / Ps Primary path / Secondary path
Sn / Dn Source node / Destination node
Nc Network community
NcS Network community based on source
NcD Network community based on destination
FNc

Failure in network community
Dg Dijkstra algorithm based on graph
Dc Dijkstra algorithm based on community
PDg

Path obtained by Dijkstra algorithm
PDNc

Dijkstra-based on community path

VI. CDRA:AN EXAMPLE CASE STUDY

This section, explains the functionality of the pro-
posed CDRA scheme by using the COST266 network
topology [26] as an example case study. The Cost266
network topology is made up of 37 nodes and 57 links
that connect them. Following the implementation of the
community detection algorithms, different colors were
utilized to represent the various network communities.
Fig 4(a) represents the network topology graph after the
implementation of the proposed CDRA scheme before
happening link failure scenario. In which a primary path
named P1 pass through three different network commu-
nities (i.e. Nc1 , Nc2 and Nc3 . The single link intra-
community, inter-community and multiple link multi-
community failure recovery cases are explained in fol-
lowing three scenarios:

• Single link intra-community failure recovery sce-
nario:

Let suppose the link between nodes 5 and 7 is down.
It’s worth noting that this is the first failure scenario in
which both nodes node 5 and node 7 are members of
the same network community Nc1 as shown in Fig. 4(a).
After happening failure, the network controller calculates
a new path ”P2” and updates the network topology graph.
This time the second path passes through four different
network communities (i.e. Nc1 , Nc2 ,Nc3 , and Nc4 as
shown in Fig 4(b).

(a) CDRA before Intra Community Link
Failure Scenario.

(b) CDRA after Intra Community Failure
Scenario.

Fig. 4. Single Link Intra Community Failure Recovery Scenario
Through CDRA Scheme.

• Inter-community link failure recovery scenario:

In the inter-community link failure recovery scenario,
suppose the link between two nodes, node 7 and node
9 fails. It should be noticed that this time both nodes
belong to two separate network communities as node 7
belongs to Nc1 and node 9 belongs to Nc2 as shown
in Fig. 5(a). After the occurrence of inter-community
link failure scenario the network controller updates the
network topology and determine a new path ”P3” that
passes through three network communities (i.e. Nc1 , Nc2
and Nc3 as shown in Fig 5(b).
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(a) CDRA before Inter Community Link
Failure Scenario.

(b) CDRA after Inter Community Link
Failure Scenario.

Fig. 5. Inter Community Link Failure Recovery Scenario through
CDRA Scheme.

• Multiple link multi-community failure recovery
scenario:

Lastly, in the multiple link multi-community failure re-
covery scenario, imagine a multi-link failure that oc-
curred simultaneously between four separate nodes. This
time suppose the first failure occurred between nodes 5
and node 7, which belong to a network community one
Nc1 , and the second failure occurred between nodes 9
and node 11, both nodes are present inside the network
community two Nc2 . This time, all four nodes are
members of two different network communities Nc1 and
Nc2 as shown in Fig. 6(a). After the occurrence of
multiple failures inside two different network community,
the network controller creates a new path, ”P4”, and this
time path that passes through two network communities
(i.e. Nc1 , and Nc2 as shown in Fig 6(b).

(a) CDRA before Multi Community Link
Failure Scenario.

(b) CDRA after Multi Community Link
Failure Scenario.

Fig. 6. Multiple Link Multi-community Failure Recovery Scenario
through CDRA Scheme.

This example study indicates that after failure sce-
narios only a limited number of affected network com-
munities need to be evaluated. The controller just needs
to replace and update a few listed nodes that belong
to affected communities and have been adopted by new
pathways to update the rules. The rest of the nodes, which
are dispersed among the various communities, keep their
configuration and order. This is how the proposed CDRA
scheme makes the failure recovery process more efficient
by directly dealing with the failure affected communities
and installing a new path, instead of searching through
the entire network graph.

VII. SIMULATION SETUP AND RESULT DISCUSSION

To simulate the proposed CDRA scheme the fol-
lowing software tools and programming language is
used on the experimental platform: Ubuntu 14.04 LTS
is a long-term support version of Ubuntu, Mininet 2.2
developed by Nick McKeown from Stanford University,
POX Controller (carp branch), NetworkX, Python 2.7.9
version. The hardware environment includes a PC a 64-
bit operating system, x64- based processor DESKTOP-
85IQV1U that has an Intel(R) Core(TM) i7-4770 CPU @
3.40GHz 3.40 GHz as a CPU, 16.0 GB DDR3 1600 of
internal user memory. Summary of the simulation setup
along with the software tools is presented in Table III.

TABLE III. SUMMARY OF THE SIMULATION SETUP ALONG WITH
THE SOFTWARE TOOLS

Operating system Ubuntu 14.04 LTS
System Specification x64-Intel(R)-Core(TM)

i7-4770 CPU
simulation Tool Mininet 2.2
Remote Controller POX Controller
POX Branch Carp
OpenFlow Support OpenFlow v1.0
Programming Language Python 2.7.9
Network Topology Atlanta , Cost-266
Bandwidth 10 Mbit/sec
Delay 1 ms
Packet Size (byte) 64

Furthermore, a system work flowchart is presented in
Fig. 7, which depicts the simulation setup for the pro-
posed CDRA recovery scheme and the general recovery
scheme.

Fig. 7. System Work Flowchart for the Proposed CDRA Scheme and
the General Recovery Algorithm.
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A. Performance Evaluation

This paper examines the performance of the general
recovery algorithm and the proposed CDRA scheme
after the occurrence of link failure scenarios. We chose
two topologies from SNDlib [26] to function as experi-
mental topologies (Atlanta and Cost266), with the scale
increasing from Atlanta to Cost266. To simulate these
topologies, we utilize Mininet, and the Pox controller
to monitor and operate the network. Both recovery al-
gorithms are implemented in the POX controller and
studied and measured by the average round trip time
(RTT), average data packet loss rate and the average end-
to-end delay as performance metrics. Furthermore, this
study conducted the simulation results multiple times and
calculated their average results with a possible 95 percent
confidence interval. The performance metrics simulation
results study for both recovery algorithms is discussed in
the next section.

B. Average Round-Trip Time (RTT)

The RTT (round trip time) refers to the time that
an ICMP (internet control message protocol) data packet
takes to travel from source to destination, as well as the
time it takes for the destination to acknowledge receipt of
the packet. The average RTT can be measured by divid-
ing the complete amount of time by the sum of total RTT
by the network server and the client. The average RTT
measurements for both the general recovery algorithm
and the proposed CDRA scheme after the occurrence of
single link intra-community failure, inter-community link
failure, and multiple link multi-community failure events
are shown in Fig. 8, Fig. 9, and Fig. 10, respectively.

Simulation results show that the values of aver-
age RTT after the occurrence of the single link intra-
community failure, inter-community link failure, and
multiple link multi-community failure scenarios are lower
for the proposed CDRA scheme. However, the values
of average RTT after the occurrence of link failure
scenarios are higher for the general recovery algorithm.
In a small network topology like Atlanta, the average
RTT difference is not as much but when it comes to large
network topologies like Cost266 the the performance
difference of average RTT after failure scenarios for both
algorithms is clearly visible. This is because the proposed
CDRA scheme is more optimized and efficient for path-
finding after failure scenarios in the large network than
the general recovery algorithm. Because the proposed
CDRA scheme split the whole network graph into small
communities and hunt for the special the failure affected
communities. But on the other hand, the general recovery
algorithm search throughout the network graph for path-
finding after the occurrence of failure scenarios which is
time costing.

Furthermore, simulation results also reflects the com-
munity detection methods comparison in term of the
average RTT after happening link failures for intra-
community, inter-community, and multi communities.

Simulation results also show that the Louvain and In-
fomap community detection approaches perform slightly
better than the Girvan and Newman community detection
approaches. This is because the Girvan and Newman
community detection approach is a bit time-consuming
and not a preferred approach over a large network.
Unlike the Girvan and Newman community detection
approach, the Louvain and Infomap community detection
approaches are mostly considered to be more optimized
approaches for community detection. Research the study
supports our results as the Girvan and Newman commu-
nity detection approach consumes slightly larger time and
Louvain community detection approach is more favorable
while considering large network graphs [17]–[19].

C. Average Data Packet Loss

Data Packet loss happens when one or more data
packets roaming over a computer network do not arrive at
their required destination. Network congestion, hardware
difficulties, and software faults are all major causes of
data packet loss. The ping command is used to send
a large number of ICMP data packets from the source
node to the destination node, and collect the unsuccessful
responses to compute the average data packet loss. Figure
11, Figure 12, and Figure 13 respectively shows the
average data packet loss rate readings after the occur-
rence of intra-community, inter-community, and multi-
community link failure scenarios for both the general
recovery algorithm and the proposed CDRA scheme.

Simulation results depict that the average value of
data packet loss for the general recovery algorithm is
higher than the average value of data packet loss achieved
by the proposed CDRA recovery scheme. The reason
behind this phenomenon is that the general recovery
algorithm is not as time-efficient as compared to the
proposed CDRA scheme. Because, after happening link
failure scenarios, the general recovery algorithm takes
longer to search across the whole graph for data packet
re-transmission after the event of a link failure. On
the other hand, the proposed CDRA scheme, which
works only with a small number of failures affected tiny
communities in big network graphs and takes less time.
Taking a longer time for data packet transmission result
in more data packet loss.

In addition, simulation results also reveal that when
compared to the Girvan and Newman community tech-
niques, the Infomap and Louvain community methods
have a lower or equivalent average data packet loss rate.
This is because the Louvain and Infomap community
techniques are faster and more efficient than the time-
consuming Girvan and Newman method.

D. Average End-to-End Delay

The time it takes for a packet to go from source
to destination via a network is referred to as end-
to-end delay. The end-to-end delay is determined by
dividing the time when data is received by the time it
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Fig. 8. Average RTT after Occurrence of Single
Link Intra-community Link Failure Scenario.

Fig. 9. Average RTT after Occurrence of
Inter-community Link Failure Scenario.

Fig. 10. Average RTT after Occurrence of
Multiple Link Multi-community Link Failure

Scenario.

Fig. 11. Average Data Packet Loss
after Occurrence of Single Link

Intra-community Link Failure Scenario.

Fig. 12. Average Data Packet Loss
after Occurrence of Inter-

Community Link Failure Scenario.

Fig. 13. Average Data Packet Loss after
Occurrence of Multiple Link Multi-community

Link Failure Scenario.

Fig. 14. Average End-to-end Delay
after Occurrence of Single Link

Intra-community Link Failure Scenario.

Fig. 15. Average End-to-end Delay
after Occurrence of Inter-

Community Link Failure Scenario.

Fig. 16. Average End-to-end Delay after
Occurrence of Multiple Link Multi-community

Link Failure Scenario.

takes to transmit data by the number of data packets
received. This paper measured the average end-to-end
delay for both the general recovery algorithm and the
proposed CDRA scheme after the occurrence of the link
failures scenarios for intra-community, inter-community,
and multi communities.

Simulation results of Fig. 14, Fig. 15, and Fig. 16,
respectively shows that average end-to-end delay results
obtained by the general recovery, algorithm are higher
than the average end-to-end delay results obtained by
the proposed CDRA scheme. The reason behind these

simulations results is the same as we discussed earlier
for the average RTT and average data packet loss that
the general recovery algorithm takes more time than the
proposed CDRA recovery scheme. Because the proposed
CDRA recovery scheme split the network graph into
small network communities and in case of failure CDRA
approach deals only with the failure affected community
and the rest of the network graph is not disturbed.

However, on the other hand, the general recovery
algorithm considers the entire graph for correction after
the occurrence of failure scenarios which make it time
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cost which result in larger end-to-end delay.

Furthermore, simulation results also shows that due
to the time complexity of the Girvan and Newman com-
munity detection method, the proposed CDRA scheme
shows higher end-to-end delay results as compared to
Louvain and Infomap community detection methods
which are more effective and time-efficient community
detection methods.

VIII. CONCLUSION AND FUTURE WORK

Due to the increasing complexity and demand of In-
ternet usage, a new notion of Software Defined Network
(SDN) technology has emerged. SDN technology elim-
inates the limitations of traditional networks and allows
IP networks to be programmed. SDN, like traditional
networks, is vulnerable to network failures. Link failure
is the most prevalent network failure in both traditional
networks and SDN. Several studies have been undertaken
to improve the speed and efficiency of the link failure
recovery procedure. One of these research studies is the
use of a community detection mechanism for SDN failure
recovery.

However, several specific difficulties, such as multiple
link failure and inter-community link failure, were not
addressed in these studies.

This work developed a community detection-based
routing algorithm (CDRA) method that can handle intra-
community, inter-community, and multiple-community
connection failure scenarios. Using community detection
methods, the suggested CDRA scheme partitioned the
network graph into smaller communities. In the event
of similar failure scenarios, the proposed CDRA system
only deals with the failure-affected communities, and
the failure-affected nodes present in that failure-affected
community are replaced by rules are replaced the failure
affected nodes present in that failure affected community
and the rest of the communities will remain on their
working phenomena. This makes the proposed CDRA
recovery scheme more time-efficient than the general
recovery algorithm.

Simulation results show that the proposed CDRA
scheme shows better performs than the general recov-
ery algorithm. Furthermore, this study also presents the
comparative analysis of different community detection
methods such as Girvan and Newman, Louvain, and In-
fomap community detection methods. Simulation results
show that the Louvain and Infomap community detection
methods have better performance when they are com-
pared with the Girvan and Newman community detection
approach. Because the Girvan and Newman community
detection approach is slow and time costing and not
recommended for a large network. However, the Louvain
and Infomap community detection is more efficient and
capable of dealing with large network graphs.

The proposed CDRA approach has broad prospects
for further development. The next step of this research

study is to imply machine learning techniques in pro-
posed CDRA scheme to provide a fast routing solution
for SDN restoration.
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Abstract—The rapid development of smart devices and the
consequent demand their reliability have posed many challenges
limiting their versatility. One of the most significant challenges
is safeguarding the widespread network of sensors and devices
within harsh remote environments. Numerous trust schemes have
been proposed to overcome related IoT security concerns. How-
ever, most of these schemes are not lightweight and consequently
are not energy-efficient. This paper proposes a reliable lightweight
trust evaluation scheme (RTE) to mitigate the malicious behavior
of the nodes within IoT networks. The nodes are grouped into a
set of clusters each having a cluster head while cluster members
are categorized by evaluating their associated residual energy.
Nodes with residual energy lower than the threshold (which is
determined by the base station) are suspended until they recover
and regain their activity. The computations are handled by the
CH which is elected by an algorithm according to its energy and
coverage degree in order to optimize the energy consumption
in the network. For validation and performance evaluation, the
proposed RTE scheme was compared to three of the recent
schemes in its category. The obtained results have revealed that
the proposed RTE scheme outperforms all of them in terms of
detection rate, trust evaluation time, and energy efficiency.

Keywords—IoT security; clustering; trust; energy efficient al-
gorithm

I. INTRODUCTION

The Internet of Things (IoT) is cumulatively improving
the way of our life at a stunning pace. Basically, IoT can
be referred to as the technology that provides a network
allowing people, things, applications, and data to connect with
each other through the Internet. This enables remote control,
management, and interactive integrated services to be done
easily, smoother, faster, and more reliable. IoT benefits several
applications in different fields such as, but not restricted to,
medical care, agriculture, and economics. IoT can be viewed
as the smart infrastructure enabling numerous advantages while
saving costs and ensuring efficiency. IoT things (Devices)
should be able to control their resource access policy, for ex-
ample, which device can gain access to its humidity resource.
The hurdle is that the connected devices have limited resources
that restrict their ability for storing and processing access
policy information [1]. Another critical issue is that devices
are dynamically added and deleted from IoT networks thus
as a consequence, requiring the devices to update their access
policy. Moreover, with this enormous number of connected de-
vices, a highly scalable, secure, and reliable IoT management
system is needed. Another crucial issue is the attacks which
maybe initiated by some nodes participated in the network.
One of the well-known attacks in this area is the brute force
attack. This attack can be viewed as an attacker submitting

numerous passwords or passphrases with the desire for in
the long run speculating a blend accurately. In other words,
the attacker is methodically checking every single imaginable
password until the right one is caught. Then again, the attacker
can endeavor to figure the key which is commonly made from
the secret key utilizing a key inference work. This process is
referred to as an exhaustive key search. Several attempts have
been done in this direction but, however, they are based on
centralized architecture assuming that devices are distributed
statically. Specifically, most current IoT systems are built on a
centralized client/server model, which requires all devices to
be connected and authenticated through a centralized server.
This model, however, would not be able to provide the need to
disseminate the IoT system in the future which contradicts the
real situations where devices are mobile like such as in IoT
vehicle-to-vehicle scenarios which prevent IoT scalability. In
this context, we provide a reliable light-weight trust evaluation
(RTE) scheme able to maintain the trust between communi-
cating devices to alleviate the risky effects of security-related
issues. The main interesting point about RTE is its ability to
achieve trust while consuming a very little amount of network
energy which makes it a promising choice for scalable IoT-
networks.

It is worth noting that IoT-WSN is paving its way as
promising market segments [2]. The problem with IoT-WSN,
however, is that all the involved sensor nodes have the per-
mission to send data directly to BSs. This leads to consuming
a large amount of stored energy, especially, with the nodes
located far away from BSs. Clustering can be a solution to this
problem wiht each cluster contains a set of sensor nodes while
setting one of them as the cluster head (CH); aka coordinator.
In this manner, CH is responsible for collecting the sensed
data in its cluster and sends it to BS, while being the only
permitted node to send to BS in its cluster. However, despite
the phenomenal development of IoT-WSN, a number of issues
still need more research work. The most hazardous issue, that
comes in the first place, facing IoT-WSN is the security that
threatens the deployment of IoT applications. In the second
place, IoT is facing an energy efficiency issue. This is due to
the usage of resource-constrained wireless sensors in several
applications [3].

Despite the fact that there exists a large number of security
techniques, it is indeed challenging to apply these technologies
directly in IoT systems. This is due to following reasons
[4]. First, the energy-sources limitation of sensor node which
hamper the implementation of the security algorithms on the
sensor node side [5]. Second, the potential physical risk due
to installing the sensor node in harsh remote areas [6]. Third,
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the security concerns as the sensor-people may have direct
interaction with humans and the environment [7]. Finally, the
heterogeneous of IoT network in which several types of sensor
nodes are integrated in the IoT system [8]. This heterogeneity
hinders the cooperative behavior between the sensor nodes
[9]. These deficiencies deteriorate the performance of the IoT
system which, in turn, exposes the system to serious attacks
[10].

In literature, cryptography techniques made great efforts
in mitigating security issues, for which the cryptographic-
based systems are considered more effective with respect to
the security concerns. However, these cryptography techniques
depend on public-key schemes with powerful computing capa-
bilities which lead, in turn, to higher energy consumption. This
restricts the usage of such technique for achieving security in
limited-resources sensor nodes. Still, the cryptographic tech-
nique requires a fixed infrastructure with centralized admin-
istration which, to some extent, contradicts with IoT concept
of scalability; aiming to achieve a decentralized nature. This
raises another security aspect known as internal attacks [11],
where the attacks come from inside the network. As per
the literature, trust-based technique [12] is considered the
alternative that is able to resolve the security issue in IoT
systems. Formally, trust is the level of confidence in a person
or thing. In IoT systems, trust reflects the degree of belief or
confidence about other nodes based on their past interaction
and observation. Recently, it has been widely agreed that trust
mitigates the problem of access control, providing reliable
routing path and security mechanisms. Therefore, commu-
nication between nodes in the IoT system should be done
under the supervision of trust. The problem with the trust
technique, however, is twofold. First, the misleading informa-
tion communicated from malicious nodes negatively impact
the trust computation. This problem is exacerbated strongly if
the network contains numerous illegitimate sensor nodes. To
elaborate further, such nodes provide fake recommendations
that confuse the task of CHs in evaluating trust. This problem,
also, hurts the CH of BSs. Second, not all the involved sensor
nodes provide recommendations to CH which results in an
inaccurate trust computation. To elaborate further, sensor nodes
with either low bandwidth or limited energy may prefer to
preserve their resources; i.e., do not send recommendations, for
actual data transfer. This results in a non-cooperative behavior
among sensor nodes. Such bad-behavior not only compromises
the network security but also deteriorates its limited resources
and results in unbalanced energy consumption among nodes
in the network.

Several studies have been devoted to optimization of trust
computation based on different methods and theories such as
game theory [17], matrix theory [14], beta distribution [16],
weighting [13], and Bayesian statistics [15]. However, it is
worth mentioning that all attempts of the aforementioned stud-
ies results in increasing the energy consumption and network
complexity. This, in turn, makes the network vulnerable to
several attacks [18]. Thus, the idea is to design a less complex
attestable lightweight trust evaluation scheme that alleviates
the consequences of non-cooperative behavior of the nodes.
Specifically, in this work we design a reliable trust evaluation
(RTE) scheme for lightweight security, energy-efficient, free
of the current trust evaluation schemes limitations. Several
experiments were carried out to assess the performance of

RTE. The end result is a promising security framework. For
further vali-dation, a case study was carried out assessing the
ability of RTE to ban the brute force attack. The results show
its superiority.

The rest of this article is organized as follows. Section II
covers related work. Section III describes the proposed Model.
In Section IV, experimental work is presented to validate the
approach and evaluate its performance. Finally, concluding
remarks are presented in Section V.

II. RELATED WORK

Trust evaluation is one of the prominent research direc-
tions in the IoT security, and it is characterized by two key
issues: trust metrics and trust computational methods, [20].
Researchers in this field are challenged to achieve a balance
between security requirements and energy efficiency in variant
IoT environments. This section reviews the related attempts
that have been done in the context of trust evaluation schemes
in IoT networks. Khalil et al. [21] presented a framework based
on a Fuzzy Logic model to evaluate the security trust level for
each IoT node. The node is trusted if its trust level is greater
than a threshold defined by the user. Only the trusted nodes are
permitted to collect the critical information. Chen et al. [22]
presented a trust architecture called IoTrust, integrating SDN
with a cross-layer authorization protocol, and used two rep-
utation evaluation schemes for node and organization. These
schemes are efficient in defending against modification, replay,
and message dropping attacks, with high detection accuracy.
However, one of the main drawbacks of this technique is
disregarding malicious user and organization behaviors, which
could generate fake reputation values. Another research has
been done to evaluate trust among devices in SDN-enabled
home networks using a blockchain-based trust assessment
framework. Boussard et al. [23] proposed such a system called
STewARD which computes the trust score for each connected
device based on its historical behavior. Then, this score is used
to judge whether the node is permitted to connect to the crowd
or not if it meets the required trust level assigned by the user.
One drawback of this framework is that it has not yet proven
the convergence of the underlying reputation system. However,
it is still under development and its scalability problems
should be solved. Other frameworks were conducted in the
field of edge computing, Gao et al. [24] proposed a service-
driven collaboration mechanism among IoT edge devices using
multidimensional trust evaluation, in addition to a double-
filtering design to filter the feedback from malicious devices
in an efficient way. This mechanism applied low-overhead
algorithms, which had an excellent performance in defeating
malicious behaviors and improved the reliability of the IoT
edge environment. However, the flexibility should be improved
by optimizing the data aggregation technique. Another attempt
was implemented for the security of Industrial IoT. Wang
et al. [25] proposed an intelligent mobile edge computing-
based trust evaluation scheme (MTES). The trustworthiness
of sensor nodes has been evaluated by the mobile edge nodes
which had relatively strong computation and storage ability.
This mechanism could distinguish compromised and malicious
nodes and decrease the energy consumption of the entire
network. Dass et al. [26] proposed a trust evaluation model
to compute the trustworthiness of the data generated from the
participating nodes in an intelligent transport system. They
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considered direct and indirect trust mechanisms for each of
the sensor nodes and update their trust measures at regular
intervals of time. They achieved a high detection rate and
a low false detection rate. However, as all the operations
are performed at the cloud server, it causes a delay in trust
assessment, which do not suit real time scenarios. Recently, the
deployment of machine learning algorithms in trust evaluation
for IoT devices were widely investigated. Jayasinghe et al.
[27] proposed a quantifiable trust assessment model based
on machine learning principles. The model is consisted of
three sub-models that classify the extracted trust features and
combine them to produce a final trust value to be used for
decision making. While Ma et al. [28] used a deep learning
algorithm and adopted trust metrics based on comprehensive
network behaviors in trust evaluation, to build a behavioral
model for a given IoT device, and predict the trust status of this
device which is used for decision making. These algorithms
are still in their elementary stages, and need to be more
flexible and practical, also the privacy issue of the training
datasets needs to be considered. These algorithms consume are
applicable for dedicated applications where the number of IoT
devices is limited. They provide a high degree of security in the
network, while consuming power heavily, and causing delay
to the system due to complex computations. Therefore, the
accomplishment of lightweight security algorithms is strongly
demanded. Sedjelmaci et al. [29] proposed a light weight
hybrid intrusion detection system, in which the game theory
concept is employed to overcome the challenge of high-energy
consumption in HIDS. For this purpose, the anomaly detection
algorithm is activated just when a pattern of new attack is
likely to happen. This technique achieved a good detection
rate with a reduction of energy consumption. However, it
still had many false positives. Therefore, Sedjelmaci et al.
[30] enhanced the latter technique by adding an improved
model on the basis of game theory to alleviate the rates of
false positives. Another game theoretic approach has been
used by Duan et al. [19] to establish an energy-aware trust
derivation scheme to ensure sufficient security of WSNs by
deriving the optimal number of recommendations. By using
this scheme, the performance of the network has improved in
terms of security, but it has still been affected by the increased
overhead due to the trust requests. In view of the same, an
energy efficient trust evaluation scheme (known as EETE) is
introduced by Rani et al. [31].proposed another approach for
trust evaluation in WSN-enabled IoT networks using game
theory techniques for cluster creation. This scheme enabled
the detection of malicious nodes while decreasing the needed
communications between nodes. These algorithms will be
compared to our proposed algorithm in Section IV. Lately, in
a 2021 study, Rao et al. [32] proposed a novel method to attain
security in wireless body area network based on fuzzy logic
and considering the residual energy as the trust factor, and
their results show that this metric has successfully improved
the lifetime of the network. The study of the contemporary
research in the trust evaluation for IoT systems illustrates the
persistent need to obtain a reliable and lightweight algorithm
that is flexible and applicable in different environments.

III. THE PROPOSED RTE SCHEME

In this section, we propose the RTE model as a tool
for applying trust between communicating nodes in an IoT

network. The contribution of the RTE model is twofold. First,
it applies trust management in intra-cluster and inter-cluster
modes. Second, it is a light-weight model with an energy-
efficient schema.

A. Network Model

Here, we consider an IoT sensor-network having M sen-
sor nodes with limited energy sources along with limited
radio range. A BS exists in the network with an unlimited
energy source. The M nodes are grouped into N clusters.
Each cluster has a different number of nodes. Each node
mi, i = 1, . . . , M is classified to either CH or CM. The
hurdle is that these sensor nodes are operating in an open
remote environment which makes it vulnerable to attacks.
Additionally, some of the nodes may be initiating malicious
attacks classified to either internal attacks like collusion attacks
or external attacks like denial of service (DOS). In this context
RTE model is used to observe the behavior of each node
then evaluates the degree of trust in this node. The general
components of the RTE scheme are depicted in Fig. 1.

B. Trust Model

Leaks of internal data of a specific organization may
originate from its practitioners. It can be difficult sometimes
to believe that a practitioner will intentionally sabotage their
own business, and while it happens willfully often, it is strictly
unintentional much of the time. Such behavior is referred to
as internal attacks. The present work is an attempt to secure
the network against such type of attacks. It should be noted
that the RTE is controlled using a time slot S parameter;
a user-defined parameter. Specifically, if the time slot is set
to 60 seconds, then the RTE calculations, discussed below,
are invoked every 60 seconds. Each time slot represents an
iteration t in the algorithm. Therefore, we can say that iteration
1 starts at second 1 and iteration 2 starts at second 61, and so
on.

1) Cluster Formation: At the very top level, RTE clusters
the involved sensor nodes into N clusters as follows. Initially,
the sensor nodes are deployed in a random manner while
being kept static. Once the node starts up, it transmits a
beacon signal to the BS. Afterward, the distance between each
pair of sensor nodes is computed. The BS is responsible for
computing the distance through evaluating the receiving signal
strength which, in turn, can be translated into the distance. Let
us comment on how the distance is computed. First, receive
signal strength indicator (RSSI) is used to determine the signal
strength measured in dBm. Note that higher dBm indicates
higher signal strength. Second, according to the RSSI, the BS
can calculate the distance to each node, for example, is the BS
beacon signal broadcast range is 15 meters, it is widely known
that if the RSSI is -50 dBm, then the distance is 1 meter. The
task now is to find the N CHs. When a group of M sensor
nodes runs in a network with a BS, naturally some nodes will
perform better than others, basically by better aggregating data
from neighboring nodes and transmit it to the BS. Let us call
the few that excel at round t = 1, 2, . . . CHs, denote that
Ht, and the rest are CMs. The good thing about RTE is that
at every round t = 1, 2, . . ., the M nodes will share some
information (discussed briefly below) with the BS who, in turn,
uses this information to adjust the CHs. Accordingly, in the
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Fig. 1. The Main Components of RTE Scheme.

next round, the node that was a CM in the last round may
become a CH. Each node has a number i = 1, 2, . . . ,M and
a tag: CH or CM. The numbers are permanent, but the tags
may change from round to round. The BS transmits a threshold
τ to all the sensor nodes to guide the task of electing the CHs.
Each node mi, i = 1, 2, . . . , M generates a random number
ri. Then ri is compared against τ , if ri ≥ τ , then node mi is
considered CH. Otherwise, it is an ordinary CM. Now, it is the
BS turn to evaluate the validity of the elected CHs. The BS
evaluates the CHs Hj ∈ Ht according to three metrics. First,
the residual energy of each CH is computed. This parameter
must be high for a competitor CH. Second, the CH coverage
degree (CD) is evaluated. This parameter indicates the ratio
of the neighboring nodes (nbr) of the CH to the total number
of nodes M . Neighboring nodes to a CH are those nodes that
are located in either 1-hop or 2-hop from that CH. The CD
of a given CH is evaluated by:

CD(Hj) =
|nbr(Hj)|

M
, (1)

Where |X | is the cardinality of set X . This parameter must be
high for a competitor CH. Third, the CH centrality CH Cen
is evaluated. Contradicting with the other two metrics, CH
centrality should be of low value. This parameter indicates
energy consumption of a CH during the data aggregation and
is given by:

CH Cen(Hj) =

√∑
k∈nbr(Hj)

d2(Hj ,mk)

|nbr(Hj)|

A
, (2)

Where d(Hj ,mk) is the distance between the CH Hj and
node mk and A is the area of the network. The CHs that
pass the three metrics are considered confirmed ones while
the others are considered CMs.

2) RTE Intra-cluster Evaluation: After electing the CHs,
it is now the responsibility of each CH Hj ∈ Ht to maintain
the trust of the CMs mij ∈ Hj in its cluster. To this end,
the trust is represented as a continuous number in the interval
[0,1], in which 0 indicates malicious, 1 indicates complete
trust, and 0.5 indicates suspicious. For achieving trust in the
case of intra-cluster, two direct and indirect trust concepts are
employed. The degree of belief of CH Hj in a node mij
represents the direct trust (DT ) which is computed according
to the direct communication between node mij with its CH
Hj . On the other hand, indirect trust (IT ) is the degree of
belief in node mij from its neighbors. The idea is that each
CM mij preserves the trust of its neighbors and transmits these
values to the CH Hj . Both the DT and IT withstand against
internal attacks. The trust Tt of a CM mij with respect to its
CH Hj . at round t = 1, 2, . . . is given by:

Tt(Hj ,mij ) =αDTt(Hj ,mij )

+ β

∑
k∈nbr(mij

) ITt(mkj
,mij )

|nbr(mij )− 1|
, (3)

where α > 0 and β > 0, chosen afresh at each round,
are weight factors such that α + β = 1. DTt(Hj ,mij )
represents the direct trust of CH Hj in node mij at round
t and ITt(mkj

,mij ) is the indirect trust of node mkj
in

node mij . Before elaborating on computing both the DT and
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IT , we provide some preliminaries. Given a node mij , let
us define the positive well-behaved P (mij ) activity and the
negative malicious N(mij ) activity. Consider that Emax(mij )
is the maximum energy attained by node mij , ∆t(mij ) is the
residual energy of node mij after communications in round t
and Eth ∈ [0, 1] is an energy threshold chosen by the BS. If
the node is doing some malicious communications at round
t, then it is expected that by the end of the round, the node
would consume a lot of energy. Therefore, the strategy is as
follows. If ∆t(mij )/Emax(mij ) < Eth, then node mij well-
behaved at round t, i.e. P (mij ) = ∆t(mij )/Emax(mij ) and
N(mij ) = 0. Otherwise, node mij maliciously-behaved at
round t, i.e. N(mij ) = ∆t(mij )/Emax(mij ) and P (mij ) = 0.
Each node mij starts out at round 1 by a suspended direct
trust, i.e. DT1(Hj ,mij ) = 0.5. In the next round t + 1, the
node mij updates its direct trust as follows.

DTt(Hj ,mij ) =P (mij )DTt−1(Hj ,mij )

−N(mij )DTt−1(Hj ,mij ). (4)

It should be noted that if α ≥ β, it means that node ni has a
higher trust of DT than that of IT . Otherwise, node ni has a
higher trust of IT than that of DT .

Finally, with the above in mind, the indirect trust of node
mij is given by:

ITt(mkj
,mij ) =P (mii)

∑
k∈nbr(mij

),k ̸=i

DTt−1(mkj
,mij )

−N(mii)
∑

k∈nbr(mij
),k ̸=i

DTt−1(mkj ,mij ).

(5)

3) RTE Inter-cluster Evaluation: A satisfactory observation
about the RTE model is its ability to evaluate the trust between
two different clusters using the inter-cluster evaluation schema.
This is achieved with the employment of CHs Hj ∈ Ht and
BS. Specifically, the trust value T between two nodes belong-
ing to different clusters (Hj ,Hk) is basically established by
the trust between the two cluster heads, i,e. Tt(Hj ,Hk). The
inter-cluster trust evaluation between node mij from CH Hj

and node mlk from CH Hk is expressed mathematically by:

Tt(mij ,mll) = Tt(Hj ,Hk)× Tt(Hk,mlk). (6)

The RTE model shown in Algorithm 1 employs the above
calculations.

IV. EXPERIMENTAL WORK

In this section, the performance of the proposed algorithm
RTE is evaluated in IoT sensor-based network using the NS-
3 simulator. This network has a number of nodes behave in a
malicious manner. We compute and compare the detection rate,
energy consumption, and trust evaluation time of RTE with
three benchmark schemes TDDG [19], LHIDS [30] and EETE
[31]. Then, to verify the resilience of RTE we measured the
detection rate under brute force attack. The simulation keeps
running for 50 iterations, which was good enough for accurate
results.

Algorithm 1: reliable lightweight trust evaluation
scheme (RTE)

Input : N //Number of sensor nodes
S //Time slot

Output: T //Trust of the sensor nodes
1 t := 1 //Iteration number representing the number of

the time slot S
//Cluster the nodes

2 Deploy the N sensor nodes randomly.
3 foreach node mi ∈ N do
4 Transmit becaon signal to the BS.
5 Compute the distance to the BS.
6 end
7 do
8 BS transmits a threshold τ to the N sensor nodes.
9 Ht := ∅. //Set of all CHs.

10 foreach node mi ∈ N do
11 Generate random number ri.
12 if ri ≥ τ then
13 Node mi declares it self a temporary CH.
14 Node mi is added to Ht.
15 else
16 Node mi is declared as a CM.
17 end
18 end
19 end

//Evaluation of the permanent CHs
20 foreach CH Hj ∈ Ht do
21 Compute the residual energy of CH Hj .
22 Compute CD(Hj) of CH Hj as per (1).
23 Compute CH Cen(Hj) of Hj as per (2).
24 end
25 BS generates a CH threshold Cτ in the interval

[0,N ].
26 Keep the best performing Cτ CHs in Ht and

switch the rest to CMs.
27 BS transmits the energy threshold Eth ∈ [0, 1].
28 foreach Ch Hj ∈ Ht do
29 foreach node mij ∈ Hj do
30 Compute Emax(mij

) of node mij .
31 Compute ∆t(mij ) of node mij .
32 if ∆t(mij )/Emax(mij

) < Eth then
33 P (mij ) := ∆t(mij )/Emax(mij

).
34 N(mij ) := 0.
35 else
36 N(mij ) := ∆t(mij )/Emax(mij

).
37 P (mij ) := 0.
38 end
39 end
40 Compute the DT of node mij as per (4).
41 Compute the IT of node mij as per (5).
42 Compute the trust T as per (3).
43 end
44 end
45 Wait until the end of the time slot.
46 t := t+ 1.
47 while the network is running;
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Fig. 2. Detection Rate Comparison between RTE Algorithm and other 2 Algorithms, while Increasing the Number of Misbehaving Nodes in the Network.

TABLE I. SIMULATION PARAMETERS

Parameter Value
Network area, A 500× 500 m2

Node number, N 300

Number of iterations, R 50

Packet size 1024-bits
Communication range 100 m

Percentage of malicious nodes 10− 40%

Hop limit 2

Initial DT 0.5 (suspend)
Max. number of nodes in a cluster, K 10
Initial energy 10J
Node transmission range 25m

A. Experimental Setup

We consider that we have a network of 500 × 500 m2,
with 300 nodes randomly deployed. The propagation delay
is calculated using constant speed propagation. Moreover, the
radio energy model are utilized for initial energy distribution.
We assume that we have a 1024-bits packet length. In all the
experiments, we use the following values in Table I, which
proved good enough for accurate and fast results:

B. Evaluation Metrics

For validating the proposed RTE algorithm, the following
validation measures are employed.

1) Detection rate, Dt(W ): Given an IoT-network W ,
the detection rate (Dt(W )) is the ratio between the
number of correctly detected malicious nodes Mt at
iteration t to the total number of predefined malicious
nodes M and is given by

Dt(W ) =
Mt

M
.

2) Average energy consumption, Avg(Ci): Given a clus-
ter Ci with K sensor nodes, the average energy
consumption (Avg(Ci)) is the average consumed
energy, in Joule (J), by the active nodes in Cluster
Ci, and is given by

Avg(Ci) =

∑K
j=2 Ej

K
,

where Ej is the consumed energy by node j in cluster
i. The reason why the summation start by 2 is that
the CH is not considered while computing the average
consumed energy.

3) Trust Evaluation time: It is the time taken by the
algorithm to evaluate the trust since receiving the
request to computing the direct and indirect trust
of the node. This is computed using the concept of
elapsed seconds.

C. Experiment 1: Detecting Malicious Nodes and Detection
Rate

In this experiment, the detection rate of our proposed
algorithm RTE was tested to validate its reliability, this metric
is important and should be as high as possible. The experiment
is run several times in a nested format according to varying
percentages of malicious nodes start from 10% to 40%, with a
step of 5%. Figure 2 illustrates the comparison of detection rate
between LHIDS, EETE, and RTE. The detection rate decreases
when the number of malicious nodes increases. However,
the detection rates of LHIDS and EETE start decreasing
significantly when the ratio of misbehaving nodes exceeds
20%, while the chart of RTE keeps decreasing slightly and
never falls below 94.6%, this value is in the worst case when
40% of the nodes in the network behaving illegitimately, which
shows a reliable performance unaffected by the high numbers
of malicious nodes. The results show the superiority of RTE
clearly which is justified by the two following reasons. The
first one is the accurate calculations carried out by RTE,
specifically, RTE inter-cluster and intra-cluster trust evaluation
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Fig. 3. Average Energy Consumption Comparison between RTE Algorithms
and other 2 Algorithms, while Increasing the Number of Nodes in the

Network.

by the CHs. For which, the nodes are classified upon their past
behaviors into trusted, suspicious, or malicious. Moreover, the
malicious nodes are immediately excluded from the network
which helps efficiently in mitigating the malicious behavior
in the network. The second reason is the consistent validation
of the clusters by the BS each iteration, which provides an
additional monitoring to the network and improves the security
by keeping the CHs trusted.

D. Experiment 2: Average Energy Consumption (Avg(Ci))

In this experiment, the efficiency of the proposed algorithm
is validated by the measurement of the average energy con-
sumed by the algorithm to evaluate the trust of the participating
nodes in the network. As mentioned earlier, the nodes in the
IoT environment are power constrained, so the trust evaluation
algorithm should be as light as possible and consume the
minimum amount of energy. The experiment is run several
times with a varying number of participating nodes starting
from 0 to 20, with a step of 5. Fig. 3 shows the results of this
experiment for three lightweight algorithms TDDG, EETE, and
RTE. At the beginning of the chart EETE and RTE consume
similar amount of energy. However, when the number of nodes
increases, our algorithm needs less energy than the other two
models. When the number of nodes is 20, it consumes 0.40J
less than the EETE algorithm. It is observed that RTE gives
the best performance. This optimization in energy consumption
is resulted from the reduction of the trust calculations in the
network, where only the CHs are responsible for the trust
computations while the other CMs concentrate in the process
of packets transmission. Another reason for the efficiency of
our algorithm, is the role of BS in evaluation the clusters
each iteration and elect the appropriate CHs, which helps in
maintaining a steady amount of energy in the network.

E. Experiment 3: Trust Evaluation Time

In this experiment, we assess the robustness of the algo-
rithm by investigating the required time for trust evaluation of
the participating nodes. The algorithm should be performed as
fast as possible to protect the network from the dangerous
consequences of the presence of misbehaving nodes. The
experiment is run several times with a varying number of
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Fig. 4. Trust Evaluation Time Comparison between RTE Algorithm and
other 2 Algorithms, while Increasing the Number of Nodes in the Network.

nodes from 0 to 20 nodes, with a step of 5. Fig. 4 We can
see that RTE’s curve is the least deviating curve from the
others, but this ideal behavior is practically hard to attain
due to nodes interaction overhead in computing the indirect
trust. However, we can observe that the curve of RTE is
the least deviating curve from the others, and this algorithm
requires the least amount of time to evaluate the trust between
nodes. This results rationally match the results of the previous
experiment, as the proposed algorithm limits the computations
and implement them only in the CHs and BS, which also
reduces the needed communication overhead for the process.
Therefore, we can say that RTE is unaffected by increasing
the number of participating nodes in the network.

F. Case Study: RTE Performance under Brute Force Attack

To prove the efficiency of the RTE algorithm, it was tested
for computing the trust of the involved nodes in an IoT sensor-
based network, while assuming the presence of some malicious
nodes behaving badly and initiating brute force attack. This
section is dedicated mainly for analyzing the performance
of RTE under brute force attack. RTE was run several time
slots. Each time slot takes number of second that vary from
slot to another. The time slot ends when all nodes sense and
transmit the data, along the path, to the BS. In each slot,
we categorize the nodes as follows: normally behaving nodes,
malicious nodes, attacked nodes, and dead nodes. The node
is considered dead when its energy is less than threshold
(user-defined value), in our case it is assumed 60% of the
average energy of the nodes in the slot. On the other hand,
malicious nodes are those initiating brute force attack. Fig. 5
illustrates the performance of RTE under brute force attack in
terms of False Positive Rate (FPR) and False Negative Rate
(FNR), while increasing the percentage of malicious nodes
in the network. The graph shows that when the percentage
of malicious node is 10%, the FPR is 11%. By increasing
the number of malicious nodes, the performance of the RTE
will not be highly affected. We observe that if half of the
network is infected, the FPR approaches 21%. The FPR has
increased 10% when the percentage of malicious nodes has
increased 40%. This proves the highly efficient performance of
the proposed algorithm in such highly malicious environment.
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G. Performance Investigation

The performance results of RTE would have been greatly
affected with varying percentages of malicious nodes. In other
words, as the percentage of malicious node in the network
increases, the performance of RTE, or any competitor algo-
rithm for that matter, naturally affected. With this in mind, to
the end of the experiment, we validate RTE performance with
respect to three scenarios, each with a different percentage
of malicious nodes. Specifically, scenario 1 assumes 10%
malicious nodes, scenario 2 assumes 20% malicious nodes, and
scenario 3 assumes 30% malicious nodes. That is to expose
the operational range of RTE.

The TPR results of RTE with respect to the three scenarios
is depicted in Fig. 6. It gives a vivid picture on the evolution
of the algorithm with respect to the three scenarios. It can be
easily noticed that as the number of nodes increase, the RTE
performance, TPR, increases. This is attributed mainly to the
accurate design of the algorithm in computing the trust.

V. CONCLUSION

This paper proposes a novel reliable lightweight trust
evaluation (RTE) scheme to improve the security of clustered-
sensor IoT-network in presence of some malicious illegitimate
nodes. The model considers both the trustworthiness of nodes

and network energy efficiency thus differentiating it from peers
in the literature. In contrast with other trust evaluation schemes,
RTE reduces the needless transmissions. RTE aggregates the
nodes in a set of clusters, controlled by a set of CHs.
Two scenarios are used to evaluate trust. First, intra-cluster
evaluation is carried out by the CH to trust any communication
between nodes in its cluster. Second, inter-cluster evaluation
is carried out to trust any communication between nodes in
different clusters. The CHs are responsible for evaluating the
trust while CMs send/receive data which, in turn, increases the
network lifetime. Simulation results of the RTE scheme show
its superiority over current trust evaluation schemes in terms of
detection rate and time of malicious nodes, energy efficiency,
and trust evaluation time. What is more, RTE is abilities are
tested in detecting brute force attack with varying percentage
of attack and varying number of nodes. As the number of
attacks increases, RTE detection rate for malicious nodes
increases. This reflected RTE ability in achieving promising
results for FPR, TPR, TNR and FNR. In future works, our goal
is to extend the RTE scheme to be able to detect several kinds
of external attacks like DoS, black-hole attack, and wormhole
attack.
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Abstract—During requirements elicitation stage, requirements
engineers gather system requirements and drive stakeholders to
convey needs and desired software functionality. The elicitation
techniques used to acquire software requirements significantly
impact the quality of elicited requirements. Several elicitation
techniques have been proposed for the Requirement Engineering
(RE) process; however, these techniques are rarely used in reality
due to a lack of empirical and relative appraisals to assist software
team members in deciding on the most appropriate technique. Re-
quirement engineers encounter difficulty in deciding the suitable
elicitation technique to adopt for a certain software project. This
difficulty is due to a lack of knowledge regarding the available
elicitation techniques, their efficacy, and how appropriate they are
for a certain project. According to the literature, requirements
engineering processes benefit from the use of Multi-Criteria
Decision-Making (MCDM) approaches within particular contexts.
An optimal structure is constitutionally presented within the area
of the requirements engineering process; hence, the demonstra-
tion of a robust decision-making method in the requirements
engineering process should motivate a higher level of satisfaction
with software projects developed in this way. This study proposes
an approach for using the MCDM method in the requirements
engineering process. The study contains a model for investigating
the selection of an appropriate elicitation technique based on a
decision-making method, namely, the Best-Worst Method (BWM).
The findings of the proposed model demonstrate the BWM’s
power in solving complex decision problems involving several
criteria and alternatives.

Keywords—Requirements elicitation; elicitation techniques; de-
cision support methods; Best-Worst Method; BWM

I. INTRODUCTION

In Software Engineering (SE), the software requirements
are the services that the software provides to customers to
satisfy their needs. Additionally, the software requirements are
constraints on its functionality [1]. Requirements engineering
is the process of analyzing and determining these software
services and constraints. Often, a focused investigation takes
place as a pre-step at the RE stage. The focused investigation
seeks to answer general queries, such as: does the software
contribute to the goals of the company? Is the implementation
plan appropriate considering the budget and schedule [1]? RE
activities are introduced at the initial phase of the Software De-
velopment Life Cycle (SDLS), which allows the development
team to draw a clear view of the functionalities and benefits
that the system could provide.

The process of RE consists of activities such as com-
municating with software stakeholders to discover require-
ments (elicitation), creating a specification document based
on the discovered requirements, and validating the require-
ments against the stakeholders’ needs [2]. The requirements
elicitation activity allows developers to better understand the
stakeholders’ needs and how they can benefit from using
the new system. This is achieved by working with both
stakeholders and developers in order to analyze the problem
domain and the current limitations, along with the services and
work activities that stakeholders needs.

However, gathering requirements from stakeholders is a
difficult task due to system stakeholders’ lack of knowledge
about what they want. In addition, developers may have a
lack of stakeholders’ domain, which might lead to a misunder-
standing regarding what customers need during the elicitation
process. Furthermore, several stakeholders might emphasize
the same requirements in different ways, which may result in
requirements conflicts. Despite the dynamic environment of
the analysis stage, new customers will bring about changes
to the project’s initial requirements and the addition of new
requirements. Also, political and environmental issues might
affect the system requirements and the requirements gathering
process.

Generally, the activities in the requirements elicitation pro-
cess include requirements finding and understanding, require-
ments categorisation, requirements ranking, and requirements
documentation. The requirements elicitation process is based
on several iterations with ongoing feedback between these
activities. There are several requirements elicitation techniques
that can be used to assist developers in discovering and
gathering the system requirements, which results in delivering
satisfactory software to stakeholders [3]. Increasing the number
of requirements elicitation techniques makes it difficult for
the development team to select the most appropriate technique
for a certain software project. Several challenges accompany
the selection of the appropriate elicitation technique, such
as the type of software methodology, developers experience,
customer knowledge, and available technologies. There is no
elicitation technique that is appropriate for all projects; how-
ever, each software project has its circumstances that affect the
selection of an appropriate requirements elicitation technique.
The selection of an elicitation technique might be affected by
various criteria that influence the software project, making it
important for the development team to be aware of this. These
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criteria include, for example, the diversity of customers and
their availability, and customers’ skills and experiences.

This paper investigates the incorporation of a
MCDM—specifically, the BWM—into requirement elicitation
activity in order to select the appropriate requirement
elicitation technique. The BWM framework consists of a set
of elicitation techniques that serve as alternatives that are
weighted against each other with respect to several criteria that
influence the software project. Each elicitation technique is
evaluated with respect to these criteria, and the final selection
is made based on the overall weight of all techniques.

This paper is organized as follows: Section 2 describes
the work related to this research topic. Section 3 introduces
the BWM method. Sections 4 describes the proposed criteria
and alternatives. Section 5 shows the BWM structure in the
requirement elicitation process. Section 6 presents the results
and discussion. Finally, Section 7 offers a conclusion and
suggests possible future work

II. RELATED WORK

Tiwari and Rathore sought to enhance the requirement
elicitation process by introducing an approach in order to
choose a subset of requirement elicitation methods [4]. The
authors identified several criteria with respect to three di-
mensions—namely, the people, the project, and the software
process development—and constructed the three p matrix for
the three dimensions and their relationship with the elicitation
methods. The selection decision is made based on the analyst’s
experience and the three p matrix mapping mechanism [4].
Ribeiro et al. [5] introduced a method for determining the ac-
ceptability and effectiveness of a web collaborative tool whose
primary goal is to gather requirements from stakeholders. As
a development tool, the six thinking hats technique and gami-
fication were applied. The primary objective of this research is
to strengthen stakeholder collaboration by discussing findings
and their impacts [5]. The requirements elicitation activity
can be viewed from a behavioral and social perspective,
which requires equally collaborative communication by all
stakeholders. Chakraborty et al. [6] introduced a model based
on a conceptualized method in order to provide a road map
for the requirements elicitation activity. In their model, the
authors addressed interaction dynamics between future system
users and requirements engineers. Their study is focused on
the four states, and it highlights potential variables that are
likely to cause movement from one stage to the next [6].

A prototype was suggested by Vijayan and Raju to be
used for requirement elicitation in order to avoid system errors
caused by a lack of communication between users and require-
ments engineers [7]. Domain knowledge acquisition, system
understanding, requirements elicitation, prototype validation,
and requirements stabilization are the five processes in this
prototype method. Such a method is appropriate for small to
medium-sized projects, but it adds to the project’s cost and
time is also required to build a prototype model of the project.
Requirements ambiguity has a negative influence on several
significant factors, such as quality and cost [8]. There are
difficulties in defining the complete and correct requirements
in the early stages. Thus, having a prototype model of how
the system should look can assist customers in understanding

the system’s layout and structure. Poorly stated requirements,
according to Jain and Ingle [9], are due to inconsistencies in
the choosing of requirements elicitation techniques, the amount
of information, and missing requirements on standard security
solutions. Mulla and Girase [10] stated that eliciting require-
ments is a difficult undertaking, particularly in large software
projects with a wealth of details and several stakeholders with
various perspectives. Moreover, Zhang et al. [11] suggested
that a lack of requirements elicitation activity is the main cause
of software project failure besides inadequate project scope.

The significance of the human factor at the requirements
elicitation stage has been studied by different researchers [12],
[13], [14], [15], [16], [17], [18]. For example, Fuentes et al.
[12] presented a comprehensive Unified Modeling Language
(UML) schemata for social issues, providing patterns in order
to reconcile stakeholder conflicts. In addition, it is believed
that the elicitation process should involve any factor that
might impact the developed system or its use in terms of
meeting the customers’ needs [12]. Dragicevic and Celar [13]
presented a method for requirement elicitation, documentation,
and validation called MeDoV. Even-driven process (EPC) and
UML activity diagrams were used to model requirements. The
high acceptance of EPC by business users made it the preferred
method of the authors. Additionally, the authors introduced the
adoption of the MoDeV framework for requirement engineer-
ing [13].

Yousuf et al. [19] proposed a method for selecting appro-
priate elicitation techniques based on a variety of parameters,
including system and requirements type, stakeholder involve-
ment, schedule, and team skills and experience. Abbasi et al.
[20] compared the strength of several requirement elicitation
methods and requirement tools with respect to numerous
factors. In addition, the authors addressed the disadvantages of
using a single requirement elicitation technique. Factors such
as project environment and stakeholder characteristics were
specified by Anwar and Razali [21] as requiring consideration
in order to develop a step-by-step strategy to decide the
best requirements elicitation techniques for a specific project.
Furthermore, Hickey and Davis’ [22] mathematical model of
requirement elicitation discussed what requirements engineers
need to consider during requirement elicitation activity, how
to select the appropriate elicitation techniques, and how to
enhance the likelihood that the system will fulfill stakeholders’
needs.

Darwish et al. [23] investigated the selection of require-
ments elicitation techniques based on an artificial neural net-
work (ANN) model in order to minimize human engagement
in the selection stage. The introduced model can recommend
appropriate techniques for gathering information. In addition,
the model depends on a set of features representing past
requirement elicitation scenarios, such as project complexity.

Li et al. [24] studied the selection of requirement elicitation
techniques based on the Analytic Network Process (ANP). The
ANP has the ability to structure complex decision problems in
a network containing several criteria that affect the selection of
elicitation techniques. The authors identified 14 criteria, such
as stakeholder availability, reusable requirements availability,
project schedule constraints, financial constraints, stakeholder
relationship, stakeholder diversity, existing system mainte-
nance, etc. [24]. Moreover, Li et al. evaluated six elicitation
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techniques as alternatives: interview, surveys, task analysis,
introspection, questionnaire, and document analysis [24].

III. THE BEST WORST METHOD

The best–worst method (BWM), introduced by Rezaei [25],
is a new approach that, since its presentation, has stood out for
researchers from different disciplines. Its ease of use, the more
modest number of comparisons, and the steadier judgments,
in contrast with comparable techniques such as the Analytic
Hierarchy Process (AHP) and ANP, have made the BWM
a trustworthy and attractive approach. The BWM can assist
decision makers in deciding criteria weights by distinguishing
the best (i.e., generally positive or generally significant) and
the worst (i.e., least significant) criteria. Moreover, pairwise
comparisons are then completed based on each of the two
criteria (i.e., best and worst) and other criteria. After that, the
criteria weights are dictated by tackling a minimax problem.
Despite prioritization in BWM being demonstrated to be
sensible, it can be enhanced to catch the decision makers’
uncertainty. Two vectors of comparison (best-to-other criteria
and other criteria-to-worst) are equally significant in the BWM.
In addition, the decision maker’s confidence in the best-to-
others and others-to-worst judgments are treated as equally
significant. Moreover, the BWM expects decision makers to be
completely sure about the best and worst criteria, along with
the corresponding pairwise comparisons [26]. The decision-
makers use the AHP fundamental scale introduced by Saaty
[27] to obtain their judgments.

TABLE I. FUNDAMENTAL SCALE [27].

Value Level of Importance
1 Equal importance
2 Weak or slight
3 Moderate importance
4 Moderate plus
5 Strong importance
6 Strong plus
7 Very strong
8 Very, very strong
9 Extreme importance

Similar to the AHP and the ANP, the BWM uses pairwise
comparisons, yet the BWM is a more effective method in
some ways than the AHP and the ANP, which has made it
more common lately. For example, the BWM requires fewer
pairwise comparisons than the AHP. Furthermore, the BWM
involves less complex pairwise comparisons as, in the BWM,
decision makers only need to fill the up part of the pairwise
comparison with no need to use the reciprocal of the 1-9 scale,
which makes it easier for the decision makers to measure.

Several researchers have investigated incorporating the
BWM into software development. For example, Aljuhani and
Alhubaishy [28] adopted the BWM in Mobile-D development,
identifying nine insertion points that can benefit from the
adoption of the BWM in order to reconcile conflicting per-
spectives among the team members. Furthermore, Alhubaishy
and Aljuhani [29] investigated the use of the BWM in cloud
computing in order to manage resource allocation and priori-
tize several tasks.

A. Steps of BWM

As stated by Rezaei [25], the BWM consists of five main
steps, which are as follows:

Step 1. The decision criteria {c1, c2, ..., cn} that impact the
proposed solutions or alternatives are specified.

Step 2. The best and the worst criteria are specified by the
decision makers without making a comparison at this step.

Step 3. A series of judgments of the other criteria are
made with respect to the best criterion, based on the proposed
fundamental scale in table I and what the outcome vector
would be [25]:

AB = (aB1, aB2, ..., aBn),

Where aBj reflects the comparison of criterion j with
respect to the best criterion B.

Step 4. A series of judgments are made on the worst
criterion in relation to the other criteria based on the proposed
fundamental scale in table I and what the outcome vector
would be [25]:

AW = (a1W , a2W , ..., anW ),

Where a1W reflects the comparison of criterion j with
respect to the worst criterion W.

Step 5. The criteria optimum weights w∗1, w∗2, ..., w∗n
are identified, and it is the weight where, we have wB/wj =
aBj and wj/ww = ajw for each pair of wB/wj and wj/ww

[25]. Also, in order to determine the solution, the maximum
absolute differences

∣∣∣wB

wj
− aBj

∣∣∣ and
∣∣∣ wj

ww
− ajw

∣∣∣ should be
minimized to be to satisfy these conditions for all j as stated
by [25]. This leads to the following problem:

min maxj
{ ∣∣∣wB

wj
− aBj

∣∣∣ , ∣∣∣ wj

ww
− ajw

∣∣∣ }
s.t. ∑

j

wj = 1

wj ≥ 0, for all j (1)

Thus, problem 1 has been transferred to the next problem:

min ξ

s.t.∣∣∣∣wB

wj
− aBj

∣∣∣∣ ≤ ξ, for all j

∣∣∣∣ wj

ww
− ajw

∣∣∣∣ ≤ ξ, for all j

∑
j

wj = 1

wj ≥ 0, for all j (2)

We obtain the ideal weights and ξ∗ by solving problem 2.
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Fig. 1. BWM Steps to Select the Best Elicitation Technique.

Moreover, the consistency ratio is obtained based on the
following problem:

Consistency Ratio =
ξ∗

Consistency Index

Where the consistency index depends on the number of criteria
included in the decision problem as shown in [25]. While the
consistency ratio value should be < 0.10 as the comparisons
would otherwise be considered inconsistent. The BWM steps
are visually represented in Fig. 1.

IV. PROPOSED CRITERIA FOR SELECTING PROCESS

Technique selection for the elicitation process is greatly
affected by project environment criteria (attributes). It may
be appropriate to use one technique for eliciting requirements
with respect to one attribute, but not for the rest of them.
Identifying the factors that influence the selection process is
essential for choosing the right elicitation technique. To show
their inter-dependencies, these criteria are compared with each
other and compared in relation to each alternative or elicitation
technique. Criteria are used to compare the elicitation tech-
niques, allowing for a better understanding of how the selection
process is affected by each criterion. Therefore, to select a
suitable elicitation technique, this paper proposes nine criteria,
which are taken from [24], [30], [18], and [31]. It is valuable
to address how different studies use the same methodology
with different criteria. The studied criteria are as follows:

• Analysts and User’s Cultural Diversity (AUCD)

• Availability of Key Stakeholders (ASTK)

• Availability of Reusable Requirements (RQ)

• Availability of Communication Technology (ACT)

• Availability of Resources (AR)

• Degree of Financial Constraints (FCO)

• Geographical Distribution of the Stakeholders (DSTK)

• User’s Cooperation and Motivation (UCM)

• User’s Expressiveness (EXP)

V. BWM STRUCTURE FOR SELECTING ELICITATION
TECHNIQUES

Similar to the ANP and AHP, the BWM structure for
selecting the appropriate elicitation technique consists of three
levels. The first level explains the goal of the adoption of the
BWM, which in this paper is selecting the best elicitation
technique. The second level describes the selection criteria,
which are introduced in the previous section. The third level
contains the alternatives, which are the elicitation techniques
that are evaluated against each other in order to select the most
appropriate one with respect to various attributes. Eliciting
requirements can be done using a variety of methods; however,
in this paper, six traditional elicitation techniques are selected
to evaluate in the BWM model. These techniques are [20],
[24], [32]:

• Interview (IV)

• Questionnaire (QN)

• Survey (SV)

• Document Analysis (DA)

• Task Analysis (TA)

• Introspection (IS)

Fig. 2 shows the BWM structure for selecting the best
elicitation technique.
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Fig. 2. BWM Structure for the Elicitation Techniques.

A. BWM Model Evaluation Based on Expert’s Opinion

In this paper, the main objective is to investigate the
adoption of the BWM for selecting the appropriate requirement
elicitation technique during software project development. The
chosen research methodology is the case study methodology,
which is described in [11]. In this regard, two research ques-
tions are raised in order to better focus the case study: 1) how
can the BWM help in selecting the appropriate requirement
elicitation technique, and 2) how can the BWM affect the
team members’ communication and productivity? The units
of analysis for the proposed study are derived from these
questions. Evaluating and selecting are two units of analysis
that are appropriate to use, as well as the experts’ opinion of
the BWM in selecting the suitable elicitation technique.

Criteria that affect the selection of elicitation techniques
were identified as a first step in BWM evaluation in order to
highlight the BWM’s abilities and benefits. The source of the
collected data was 27 domain experts, and the data collection
tool was a questionnaire distributed among these experts. The
experts were asked to evaluate the proposed criteria in order
to weight each criterion in the model. By following the BWM
steps, the experts first determined the best criterion and made
a pairwise comparison to specify the weight of the best chosen
criterion over all of the other criteria, as shown in Table II. The
pairwise comparison in Table II can be read as follows: the
ASTK criterion is 4, 9, 8, 4, 8, 5, 4 and 5 times more important
than the AUCD, RQ, ACT, AR, FCO, DSTK, UCM and EXP
criteria, respectively. In other words, the ASTK should be
given preference over the EXP criterion, for example, as it
is 5 times more important.

Then, the experts made judgments based on the pairwise
comparison among all of the other criteria over the worst
selected criterion. In table III FCO should be given preference
over RQ, for example, but the judgement between the two

criteria indicates that there is a weak level of preference of
FCO over RQ, as FCO is only 2 times as important as RQ.
In addition, ASTK is given preference over RQ as it is 9
times more important, which means that there is an extreme
preference for ASTK over RQ.

VI. RESULTS AND DISCUSSION

The aggregated result based on 27 domain experts shows
that the ASTK criterion was evaluated as the most significant
attribute for selecting the appropriate elicitation technique. The
AR criterion was ranked in the second position, followed by
EXP and UCM. The AUCD criterion was ranked in the fifth
position. ACT and RQ were ranked in the sixth and seventh
positions, respectively. FCO was ranked in the eight position,
while DSTK was the least important. The overall weights of
all criteria are shown in Table IV.

Furthermore, based on the BWM, the IV technique is
evaluated as the most appropriate elicitation technique. The
results also show that TA is ranked in the second position,
followed by the DA technique. Moreover, SV was ranked in
the fourth position, followed by QN and IS. The final weights
for all techniques are shown in Table V.

The domain experts addressed some benefits they gained
from this study. For example, the BWM reconciled conflicting
opinions among the team members using a scientific approach.
The power of the BWM helps the development team to easily
solve complex and unstructured problems. In addition, the
structure of the presented method allows every member to
participate in the decision process based on his/her experience.
This way, a high level of satisfaction among these members
is ensured, which might be reflected in the project’s quality.
The BWM assists in making decisions with respect to several
attributes affecting the decision-making process. Moreover,
the BWM provides team members or managers with a better
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TABLE II. PAIRWISE COMPARISON OF ASTK CRITERION WITH RESPECT TO OTHER CRITERIA

Best to Others & AUCD & ASTK & RQ & ACT & AR & FCO & DSTK & UCM & EXP
ASTK & 4 & 1 & 9 & 8 & 4 & 8 & 5 & 4 & 5

TABLE III. PAIRWISE COMPARISON OF CRITERIA WITH RESPECT TO RQ
CRITERION

Others to the Worst RQ
AUCD 3
ASTK 9

RQ 1
ACT 2
AR 3

FCO 2
DSTK 3
UCM 5
EPX 4

TABLE IV. THE IMPORTANCE OF CRITERIA

Ranking Criteria Weights (%)
1 ASTK 18.08%
2 AR 13.60%
3 EXP 12.70%
4 UCM 12.04%
5 AUCD 11.67%
6 ACT 11.06%
7 RQ 8.50%
8 FCO 7.01%
9 DSTK 5.30%

understanding about the most significant criteria to consider
when selecting the suitable elicitation technique. The BWM
also produces highly consistent findings for the consistency
ratio value for each paired comparison. Here, the consistency
ratio was 0.08, which is less than the maximum acceptable
consistency ratio of 0.10.

These results demonstrate that the BWM can be integrated
into requirement elicitation activities, as shown in Table IV and
Table V, thereby validating the method’s viability. Regarding
the decision model presented here, there is a key issue. At least
one team member (such as a project leader) would involve
significant BWM training, since it is an integral part of the
requirement elicitation activities. The BWM can be applied to
impromptu decision crises not covered by the presented model.
After all, the cost of integrating the BWM into the requirement
elicitation stage is included in this.

VII. CONCLUSION

It is essential to use the most appropriate selection ap-
proach in order to elicit relevant requirements. The most
appropriate technique will gather the most relevant require-
ments, increasing productivity and ensuring more successful
software projects within the planned budget and schedule.
The requirement elicitation activity was contextualized in this
paper by applying the BWM decision-making method. In
particular, this study concentrates on selecting the appropriate
elicitation technique for a certain project with respect to
multiple attributes affecting the selection process. The require-
ments engineering stage is a critical stage in the software
life-cycle; therefore, selecting the most suitable requirement
elicitation technique is important in order to ensure project
success. A total of 27 domain experts participated in this

TABLE V. THE IMPORTANCE OF ELICITATION TECHNIQUES

Ranking Criteria Weights (%)
1 IV 28.72%
2 TA 15.92%
3 DA 14.62%
4 SV 14.21%
5 QN 13.71%
6 IS 12.81%

investigation by adopting the BWM for selecting the best
elicitation technique. The participants entered their judgments
in BWM pairwise comparisons, and the final results were
obtained based on the aggregated results of all experts. The
BWM results addressed the importance of the ASTK criterion
during gathering requirements. The interview was selected as
the best elicitation technique based on the BWM results. The
research findings showed the power of the BWM for solving
complicated problems in less time as compared to similar
approaches, such as the AHP and the ANP. The introduced
method requires 2n-3 comparisons, while AHP requires n(n-
1)/2 comparisons, where n is the number of elements in the
model.

The following are some of the advantages of using the
model presented in this paper:

• A formalized decision-making process is established
to help improve the structure and adaptability of the
selection of the requirement elicitation technique.

• Based on a scientific approach, it is possible to rec-
oncile different perspectives when selecting the most
suitable elicitation technique.

In the future, the BWM can be integrated into other
approaches in order to enhance the accuracy of its outputs.
For example, it can be integrated with a fuzzy set to provide
better results in handling subjective assessments and roughness
when evaluating a model’s items. Building an automated BWM
tool to meet the RE process and its values is another future
project that could be undertaken. However, the adoption of a
multi-decision support approach at the requirement elicitation
stage requires comprehensive knowledge of the problem area,
to ensure that the most effective attributes are identified and
techniques to avoid intensive computations are put to use.
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Abstract—The COVID-19 pandemic has affected the Peruvian
market, generating a great loss in sales in Peruvian companies.
The objective of the research is to develop a model to optimize
sales with the use of digital marketing in a Peruvian company,
the chosen methodology is DesingScrum, which is a hybrid of
Scrum and Desing Thinking, with 10 phases (empathize, define.
It has 10 phases (empathise, define, ideate, planning meeting,
sprint backlog, daily meeting, sprint review, sprint retrospective
sprint, prototype and testing) and the MarvelApp tool was
used to create the prototype. The results are obtained after the
completion of the review of each sprint, showing in detail how
it was progressing in each sprint, and through the retrospective
evaluated the development of the project for the realization of
continuous improvement in the next product. Further prototype
was made, with the application MarvelApp, which shows the
model of e-business. Then testing was done through a survey that
customers gave their opinions about the prototype and finally the
digital marketing proposal was made by a model, which explains
the interconnected tools to attract new customers. The conclusion
is the construction of the digital marketing model according to
the needs of the context to improve the sales of the company
through e-business.

Keywords—Design thinking; desingScrum methodology; digital
marketing; e-Business; scrum

I. INTRODUCTION

The trade and economic impact of the pandemic on large
and small businesses and organisations around the world has
had an impact on their financial statements, and Pakistan’s
analysis indicates that 184 MIPYMES (small and medium-
sized enterprises), 83%, did not have a strategic plan in place
to deal with the impact of the pandemic [1], MIPYMES were
severely affected and face several problems such as reduced
sales, supply chain disruption, decreased demand and financial
problems [2].

In Latin America, the Argentinean country had been drag-
ging along different economic problems before the pandemic
began, generating the final blow to the economic and com-
mercial crisis, as its currency began to devalue more than
it should have, increasing the price of products [3]. Which
President Alberto Fernandez had to take as a threat to Covid-
19, where he addressed a message to the nation on 19 March
2020 [4]. Announcing a decree of compulsory isolation, he
had to implement this measure so that there would not be an
increase in positive cases of coronavirus.

Companies were hit hard economically and commercially
by the instability of Covid-19. Peru suffered a hard blow in
the coast, highlands and jungle. Then there was an attempt to
adopt social distancing and restrictions on access to markets,

which began to generate uncertainty in the purchase and sale
of companies and organisations [5].As a clear example, when
the pandemic started, people started to buy more products,
generating a commercial and economic impact, which led
to inflation in food products, transport, among others. In
order for companies not to go bankrupt, the state had to
designate a small bonus ”ReactivaPeru” to help micro and large
companies, this bonus was only going to be designated to all
companies that were up to date in their tax payments or were
registered with the National Superintendence of Customs and
Tax Administration.

Then, according to the analysis of the problems of different
countries of the world, it indicates a similar problem in the
company Domı́nguez in Peru, which is the object of study,
since the pandemic is the main problem, obtaining a great loss
of potential and economic clients. We also identified that the
importance of having a strategic plan to combat the pandemic
in commercial matters is a priority.

The objective is to carry out an e-Business modelling
to optimise sales through digital marketing in a Peruvian
company.

This research work will allow the development of new
ideas, contributing to the improvement of business in the
Peruvian state, to the point of guiding businessmen to use
e-business in their companies, whether they are MYPES
or PYMES, allowing the optimisation of their virtual sales
safely to the point that they can be recognised at national,
departmental or district level. Taking into account that digital
marketing will help to have a better positioning in the virtual
market, while the E-commerce will be able to make any type
of online purchase, having a better transparency towards their
consumers.

II. LITERATURE REVIEW

In these times of pandemic of covid-19 have increased
virtual shops and digital marketing, as there are a variety of
free or paid platforms for this implementation. Taking into
account in this pandemic there have been different financial
cases that have affected micro and large companies, which
have been lowering their sales by the COVID-19 which did
not have a contingency plan to be able to support their sales
of their products.

It should also be pointed out that there was a decreasing
demand for their sales, since at the beginning and even at
the present time of the pandemic they have to comply with
the sanitary norms decreed by the Peruvian government. For
this reason, researchers are analysing and implementing new
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measures or strategies to maintain and increase their financial
status. The financial problem in the pandemic has been af-
fecting the majority of micro, medium and large companies,
where they have had to implement a contingency plan to create
different techniques to deal with this problem by means of. The
multiple discriminant analysis (MDA), the binary regression
that would come to be a logistic analysis these 2 techniques
have to have a greater efficiency and security that have been
applied at international level [6]. It is taken into account
that 22% of companies implement e-commerce through B2C
(Business-to-consumer) helping the supplier to reach the cus-
tomer or end consumer, in order to have a greater reach to
customers, applying some marketing strategies such as online
marketing and social networks. Which have been benefiting
large companies, rather than micro or medium enterprises
applying the B2C strategy along with digital marketing [7]. It
consists of 2 important states, massiveness and personification
allowing to approach the customer through advertisements, by
means of liking, priority, benefit, etc. [8]. Allowing for low-
cost promotion of products to the customer.

Digital marketing has different problems at the time of
structuring within the company. For which a solution emerged
that consists of a set of ideas between the people in charge of
advertising where different activities will be planned to learn,
currently there are several independent companies that are
dedicated to marketing and forget to plan the overall approach
to develop [8].

On the other hand [9], an analysis is made where compa-
nies implement e-business in order to increase their sales in
times of pandemic, however digital marketing strategies can
improve e-commerce and has proven to be an effective method
therefore [10], mentions that digital marketing tools allow to
reach the target of companies, being the best strategy to satisfy
the consumer.

Digital marketing is used to increase sales in an MYPE,
being an effective 95% in sales, as well as the digital marketing
strategy is supported in social networks, websites as it is able
to attract many users and be visited continuously [11].

The e-commerce has been growing day by day, facilitating
at the moment of carrying out the daily activities helping to
create new business models. The e-commerce trying more
of the purchase, sale and services of the products that the
company has, where the participants would come to do (con-
sumer, salesman, mediator and commercial partners), some
advantages that it has is at the moment of making a selection
specific offers by means of the low costs of the products
towards the market, to have a greater facility and security in
the communication of the supplier and the client. One of the
disadvantages of e-commerce is that it does not have a social
aspect which makes it similar to a classic online shop and this
can affect the level of the company through its sales of its
products [12].

E-commerce has increased due to covid-19 as consumers
were afraid of getting infected, which is why they were forced
to shop online [13].

Analyses of various research papers where the authors
show that large or small companies engaged in trade contain
financial problems as in this pandemic reduced their sales
by 85%. That is why they were forced to carry out various

strategies to generate more sales concluding that the success
of e-commerce will continue to be one of the best online
platforms to meet the needs of the consumer, so in the field of
digital marketing as it will be responsible for increasing new
potential customers.

III. METHODOLOGY

In our methodology we used Design Thinking and Scrum to
implement the e-business, this methodology is called Design-
Scrum and has 10 stages (Empathise, Define, Ideate, Planning
Meeting, Sprint Backlog, Daily Meeting, Sprint Review, Sprint
Retrospective, Prototype, Testing).

A. Design Thinking

Design Thinking can be applied in different sectors and
is one of the most demanded methodologies by companies, it
has 5 stages (empathise, define, devise, prototype and test) as
shown in Fig. 1 [14].

Fig. 1. Methodology Desing Thinking.

B. Scrum

The Scrum methodology is nowadays the most widely
used methodology for project management in all companies
for the development of web or desktop systems [15], The
project is based on 3 important fundamentals that would make
transparency, control and adaptation, guaranteeing us with a
quality product [16]. It starts from the start date of the project,
explaining its objectives and so that they can facilitate the
designated work team [17], obtaining a product list. Then a
product backlog will be made, this process helps to be able
to manage the work team, finally a feedback will have to be
made, so that it can be checked if the project is following all
the corresponding step, to generate a quality product, as shown
in Fig. 2 [18].

C. Phases of the Hybrid Methodology

The hybrid methodology called Desing Scrum, which is a
combination of Design Thinking and Scrum, is explained in
Fig. 3 indicating the phases to be used for the development of
the e-business.
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Fig. 2. Methodology Scrum.

1) Empathise: Empathy is the initial stage of the design
thinking methodology, this will be in charge of knowing
the needs of the users through surveys and interviews [19],
allowing the designer to understand the problems of those
involved.

2) Define: Once the needs of the users are known, the
problem is defined [20]. The working team will be in charge
of prioritising the most relevant problem of the users.

3) Ideate: At this stage, creativity and innovation will be
developed, a variety of ideas will be developed to solve the
users’ problems [21]. The team will be in charge of choosing
the ideal solution .

4) Planning Meeting: In this stage a set of requirements
and user story will be defined to identify the functionality of
the system where they will be grouped into a backlog [22].

5) Sprint Backlog: The sprint backlog is a set of tasks
or user story where the development team divides up the
sprint to have a better development [23]. Sprint backlogs are
deliverables that maintain a delivery date, allowing for orderly
work.

6) Daily Meeting: The working team will have to meet
to see each other to clarify the work they have done [24].
This meeting should not last more than 15 minutes, in the
meeting they can discuss what is going to be done, what the
next meeting will be about, among other things.

7) Sprint Review: There will be a review of the overall
sprint performance taking into account that each sprint will
take 4 hours to review [25].

8) Sprint Retrospective: This process will be identified
once all sprints have been completed and reviewed [26],
allowing new ideas to be added to the completed sprints so
that they do not generate any problems for the product .

9) Prototype: Finishing with the previous process which is
the Sprint retrospective, here we will show the final prototype
once all the necessary data has been obtained [27].

10)Testing: In this process it will be possible to carry out
the necessary tests to see how the product works, with the aim
of being able to improve if there are any faults. [28].

D. Development of the Hybrid Methodology

This part explains the development of the stages of the
hybrid methodology.

1) Empathise: At this stage, potential customers are sur-
veyed and asked whether they are comfortable with face-to-
face sales using the Google form tool.

Table I shows the questions (Q1 to Q5) that will be
answered by potential customers, in which they are asked about
comfort and attention in sales in 2021.

TABLE I. SALES IN 2021 IN PERU-LIMA

Questions
ID Questions
Q1 Do you have long queues when shopping?
Q2 How many purchases do you make during the

month?
Q3 From which district of Lima are you located?
Q4 How long does it take to receive your products?
Q5 How long does it take you to pay for your pur-

chases?

2) Define: According to the questions in the first stage
survey, Table II identifies the problems of their sales from
Q1 to Q5 and shows the responses of the customers who took
the survey.

TABLE II. CUSTOMER RESPONSE TO THE SURVEY

Answers
ID Answers
Q1 75.7% of customers indicate that they queue for a

long time.
Q2 48.6% of customers indicate that they make 40 or

more purchases.
Q3 In the Olivos district indicates that there are more

customers.
Q4 72.9% of customers indicate that there is a delay

in receiving their products.
Q5 74.3% of customers say their payment procedure

is slow

All these data were elaborated in August and September
2021. The answers were given according to the questionnaire
sent to the customers of the Dominguez company, where
75.7% of the customers make their purchases. But, they have to
wait in long queues, where the majority place their orders from
40 to more, the district where they place the largest number of
orders is Los Olivos, with 72.9% of customers saying that their
orders take a long time to reach their respective destinations
and 74.3% take a long time to pay for their order.

3) Ideate: According to the problems identified in the
define stage, the development team (T1, T2 and T3) proposes
to devise an innovative solution, for which it needs to describe
the possible solutions and then estimate the best solution by
points from 1 to 20, as shown in Table III.

a) S1: The development team identified a solution
which is to realise an e-business system to optimise sales where
59 points were estimated.

b) S2: In the second solution, new advertising strategies
are proposed to attract new customers, with an estimated 43
points.

c) S3: In the third solution, a new payment system was
devised to reduce traffic, with an estimated 49 points.
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Fig. 3. Methodology DesingScrum.

d) S4: In the fourth solution, a product delivery system
was devised for rapid dispatch where 39 points were estimated.

e) S5: In the fifth solution, the idea was to implement
a local system for sales where 48 points were estimated.

TABLE III. SCORING IDEAS

Punctuation of the Ideas
Solutions T1 T2 T3 Total

S1- Realise an e-business sys-
tem to optimise sales.

19 19 18 56

S2- Create new advertising
strategies to generate more
customers.

15 15 13 43

S3- Implement a new payment
system to reduce traffic.

15 16 18 49

S4- Implement a product de-
livery system for rapid dis-
patch.

15 13 11 39

S5- Make a local system for
making sales.

16 16 16 48

4) Planning Meeting: This process will involve the team
in identifying all user stories (H1 to H12) for product devel-
opment, as shown in Table IV.

5) Sprint Backlog: In this process, the sprint backlog is
explained, where the 12 user stories with 4 sprints are obtained,
then the planing poker was carried out, where the cards were
identified to measure the difficulty of each user story, and the
estimated time of each sprint was identified [29].

The very small tasks are the fastest difficulties to develop,
while the small tasks fall into the difficulty of very easy and
intermediate level, the medium tasks would be of intermediate

TABLE IV. REQUIREMENTS

USER STORIES
ID DESCRIPTION
1- H1 The user will have to register a new account

(email, password) to log in to the application.
2- H2 The user will need an email address and password

to log in to the application.
3- H3 The user will have a profile to fill in the corre-

sponding data (name, surname, type of document,
document, date of birth, name, email, telephone,
address, credit card).

4- H4 The user will have his or her password retriever
if he or she forgets it.

5- H5 The user will have an option of my purchases
where he/she will be able to have the purchases
to observe the purchases that he/she is going to
make.

6- H6 The user will have a catalogue to view the prod-
ucts they wish to buy.

7- H7 The user will be able to select a product and will
be able to order the required quantity.

8- H8 The user will be able to create a suggested list
where he/she can put the products he/she wants to
buy in the future.

9- H9 The user will have a search engine to find the
product found on the site.

10- H10 The user will have his shopping cart where he will
be able to buy his products.

11- H11 The user will have a help option, should he/she
have any doubts or queries.

12- H12 The user will be able to log out if they no longer
wish to shop on the site.

difficulty, as well as the large tasks that are the part where
it would take more to have a concrete approach at the time
of development; the large tasks would be a more structured
process for its development, the invaluable task would be when
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TABLE V. SPRINT BACKLOG

SPRINT BACKLOG
ID Time Difficulty Level Sprint
H1 4 days 1/2 Very small task
H2 5 days 1 Small task Sprint 1
H3 5 days 2 Small task
H4 6 days 3 Small task
H5 15 days 100 Time for a break, bigger

tasks
H6 7 days 5 Medium-sized tasks Sprint 2
H7 8 days 8 Medium-sized tasks
H8 8 days 13 Medium-sized tasks
H9 8 days 13 Medium-sized tasks Sprint 3
H10 12 days 40 Time for a break, big tasks
H11 8 days 8 Medium-sized tasks Sprint 4
H12 7 days 5 Medium-sized tasks

there is no specific date for its development, the huge task
would be the most difficult difficulty as it requires a complete
analysis for the development of the product. The sprint backlog
is shown in Table V.

TABLE VI. SPRINT PLANNING

Sprint Planning
SPRINT DIAS
Sprint 1 20 days
Sprint 2 30 days
Sprint 3 28 days
Sprint 4 15 days
TOTAL 93 days

In Table VI it indicates the Sprint Planning where it
indicates the total time of each sprint, as well as that the
product will be finished in 3 months and 3 days.

In Fig. 4 you can see the cards that will be implemented
to perform the planning poker this will help to facilitate the
level of difficulty. They would be very small task. Small task,
medium task, big task. Bigger task, invaluable task, huge task
and time for a break.

Fig. 4. Planning Poker.

It will show the 4 Sprint with their user stories that will
be developed for the prototype operation.

a) Sprint 1 (H1): As shown in Fig. 5 it will be devel-
oped so that the user can register using the email and password,
this will take an estimated time of 4 days to implement having
a small task difficulty.

b) Sprint 1 (H2): As shown in Fig. 5 it will be
developed so that the user can log in to the application using
the email and password that have been registered; this user
story will have an estimated time of 5 days with a small task
difficulty.

c) Sprint 1 (H3): As can be seen in Fig. 5, it will be
developed so that the user can edit a profile, this will be used
to put the corresponding data. This user story will take 5 days
counting on the small task difficulty.

d) Sprint 1 (H4): As shown in Fig. 5, the password
can be retrieved if the correct password is forgotten or not
remembered, with an estimated time of 6 days with a low task
difficulty.

Fig. 5. Sprint 1.

e) Sprint 2 (H5): As shown in Fig. 6 you will have
the option of catalogue where you will be able to see all
the products with their corresponding categories, this user
story will have an estimated time of 15 days. It will have 2
difficulties, the first difficulty will take a short break to see how
far it has progressed and if everything is working properly, then
continue with the difficulty of larger tasks for their respective
development.

f) Sprint 2 (H6): As shown in Fig. 6, the user will
have the option to see all the products they selected from
the catalogue in their shopping cart, for this user story it
is estimated a time of 7 days for its development with the
difficulty of medium task.

g) Sprint 2 (H7): As shown in Fig. 6, the user will be
able to select his product to order the necessary quantity he
wants, either per unit or per box, and will have an estimated
time of 8 days for its development, which will have the
difficulty of a medium-sized task.

h) Sprint 3 (H8): As shown in Fig. 7, the user will have
a shopping list in the future, this will allow the user to save the
product in his list until he decides to buy it, this user story will
have an estimated time of 8 days for its development, taking
into account the medium difficulty of the task.

i) Sprint 3 (H9): As shown in Fig. 7, the user will have
a search engine to find the product by name or category, with
an estimated time of 8 days for its respective development,
with a medium task difficulty.
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Fig. 6. Sprint 2.

j) Sprint 3 (H10): As can be seen in Fig. 7, the user
will be able to make a purchase using the shopping cart once
he has made or has chosen the selected product together with
the corresponding quantity, he will have an estimated time of
12 days for its development. The first is to have a short break
to see how far the user has progressed and if everything is
working correctly, in order to be able to move on to the next
difficulty, which would be the big task of user story 10.

Fig. 7. Sprint 3.

k) Sprint 4 (H11): As shown in Fig. 8, the user will
have the option of a wizard, where he/she can ask for help if
he/she has any problem when purchasing or any difficulty in
the system, this user story will have an estimated time of 8
days for its development. It will have the difficulty of medium
task.

l) Sprint 4 (H12): As can be seen in Fig. 8, the user
will be able to log out once the purchase has been made, and
will have an estimated time of 7 days for its development.
Counting on the medium task difficulty.

6) Daily meeting: In this process, a daily meeting will be
held, allowing the team to meet every 20, 30, 28 and 15 days
together with the scrum master, in order to improve teamwork.
Allowing us to ask the following questions What did they do?

Fig. 8. Sprint 4.

What impediments did they face? Who worked on the project?

IV. RESULTS AND DISCUSSIONS

In this chapter we will continue to show the next remain-
ing stages, showing as a result the reviews of each Sprint,
retrospective reviews, final prototype, the implementation of
the questions towards the prototype, counting the respective
answers and finally proposing the use of digital marketing.

A. Sprint Review

At the end of each Sprint, a review is carried out by the
work team, this will take 3 to 4 hours of evaluation. The
product owner is in charge of explaining so that it is accepted.
After showing the users or attendees a comment is made to
determine any changes or improvements to the product. At the
end of the evaluation continues with the next Sprint, also, at
the end of all the Sprint will move to the next stage [30].

a) Sprint 1: In Fig. 9 it indicates the revision of sprint
1, being presented by the Product Owner in which he indicates
the start of the procedure on the estimated date of 16 August
2021, ending on 05 September 2021. It is also considered an
accepted sprint.

Fig. 9. Burdown Chart from Sprint 1.

b) Sprint 2: In Fig. 10 it indicates the revision of
Sprint 2, being presented by the Product Owner in which he
indicates the start of the procedure on the estimated date of
06 September 2021, ending on 06 October 2021. It is also
considered an accepted sprint.

c) Sprint 3: In Fig. 11 it indicates the revision of sprint
3, being presented by the Product Owner in which he indicates
the start of the procedure on the estimated date of 07 October
2021, ending on 04 November 2021. It is also considered an
accepted sprint.
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Fig. 10. Burndown Chart from Sprint 2.

Fig. 11. Burndown Chart from Sprint 3.

d) Sprint 4: In Fig. 12 it indicates the revision of Sprint
4, being presented by the Product Owner in which he indicates
the start of the procedure on the estimated date of 05 November
2021, ending on 20 November 2021. It is also considered an
accepted sprint.

Fig. 12. Burndown Chart from Sprint 4.

B. Retrospective Review

In this stage, an evaluation of the process is carried out by
the scrum master as shown in Table VII, convening a meeting
with the Product Owner and the Work Team. This will be used
to optimise the next product, for which the scrum master will
ask: What did we do well, what can we improve and what
should we stop doing?

a) R1: Meet the deadlines set for each sprint.

b) R2: Reduce sprint time to obtain a quick solution
for the user.

TABLE VII. RETROSPECTIVE REVIEW

RETROSPECTIVE REVIEW
Scrum master Questions Answers

1. What did we do right? R1
Scrum master 1 2. What can we improve? R2

3. What should we stop doing? R3

c) R3: Identify user stories with a single person.

C. Prototype

At this stage, a prototype was made and elaborated by
MarvelApp application, this will be the mock-up for potential
customers to give their opinion about it, as shown in Fig. 13.

Fig. 13. Final Prototype.

D. Testing

In this final stage the questions and answers of the proto-
type will be shown to the customers.

1) Testing questions: A survey of 5 questions about the
prototype (QP1 to QP5) was conducted, the customers will
give their opinion about it, as shown in Table VIII.

TABLE VIII. PROTOTYPE SYSTEM SURVEY

Questions
ID Questions
Q1 How did you like the prototype system?
Q2 How did you like the product listing of the beta

version of the system?
Q3 Did you find the product catalogue section inter-

esting?
Q4 Did you find the system fast?
Q5 Do you find the interface easy to use?

2) Responses from Testing: As shown in Fig. 14 the
answers made from the Q1 testing responded that the system
prototype seems good to 73% and those who think it is bad
is 28%, in Q2 responded that the system version listing is
good 71% and bad 29.4%, in Q3 58.8% think that the product
catalogue is good, maybe 33.3% and bad 7.8% in Q4 they
answered how they thought the operation of the system where
they thought it was good 78.4% and bad 24.6%, in the last
Q5 they answered how they thought the management of the
prototype where they thought it was good 60.8%, maybe 31.4%
and bad 7.8% all this was done according to the response of
all customers who took the survey.
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Fig. 14. Testing Response.

E. Proposal for Digital Marketing

In this digital marketing proposal it indicates the fundamen-
tal tools to attract new users in a short time, being effective
for the brand recognition of companies.

1) Search Engine Optimization (SEO): The SEO has a fast
search engine, allowing to identify our website that is on any
server, helping to generate more visits, having a greater reach
so that people can view any business they have online. Thus
becoming an attractive information system at the academic
level, as well as at the professional level [31]. Counting with
different techniques for its use: page optimization, facilitates
the search through tags and keywords; creation of links through
the references of links, these are generated through backlinks;
content creation, this technique is important because through
SEO, allows us to create high quality content, gain links
this technique applies to new and interactive content already
created that is used through links on websites .

2) Search Engine Marketing (SEM): It works by searching
for keywords to have a better visibility on websites, one
of the problems of SEM for its use has to have a staff in
charge with experience so that its management is correct.
Several companies use SEM for their advertising budget and
for other areas of the companies, thus being used in electronic
marketplaces to improve search and to attract more sponsors
[32]. Bearing in mind that in order to handle SEM, it is not
necessary to be a large company as nowadays small companies
are also starting to use Search Engine Marketing for their own
benefit.

3) Facebook ADS: It is a system that allows you to
promote a Facebook page, website or application, to publish
the promotion of the ad must be paid, these ads offers tools for
creating campaigns as well as using graphics formats, videos
and images. This system is effective to gain new users on
Facebook for any type of business [33].

4) Email Marketing: Email marketing is used for customer
to customer dialogue, leveraging the potential for cross-selling
and up-selling. It is now widely used in the workplace as it can
help us to get more customers in more effective ways; these
can be used in e-commerce for their operation [34].

5) Google Analytics: It allows us to measure time, budget
and collect data from our website users through web analytics

[35], this will help us to analyse user behaviours and obtain
useful marketing intelligence .

Fig. 15. Digital Marketing Proposal Template.

In Fig. 15, shows the digital marketing model, once the
e-business is posted on the web, it will start with the first
stage which is Facebook ADS that will be responsible for
advertising for brand recognition or e-business of the company
at the Peruvian level. In the second stage will be the SEO
as it will help us to position ourselves on the Web, through
organic searches, ie, are free and appear within the first 3 in the
search of google.the third stage will be the SEM; will serve to
obtain greater visibility through various advertising campaigns
to itself position the e-business in the first place, SEO will
help to position itself in the long term and the SEM in the
short term. Once the records of new users in the e-business are
obtained in the database, their emails will be requested in order
to follow up on the fourth stage, which is Email Marketing,
to inform the services of the business. The last stage will use
Google Analytics to analyse the performance of the system or
social networks.

V. CONCLUSIONS AND FUTURE WORK

The e-business was developed in the Peruvian company
Domı́nguez proposing the use of digital marketing to obtain a
larger clientele, as well as having different tools to generate
appropriate advertising and measure the performance of the
web platform. The methodology is the most essential part of
the work helping us to innovate and manage the development
of the e-business. It would be of great help to use these
methods for Peruvian businesses in times of pandemic or in
any health situation as it is an effective strategy to generate a
great impact in any department or district of Peru, as well as
to position MSEs or SMEs in the market. For future research,
the development of the proposed model of digital marketing is
proposed, taking into account that augmented reality can also
be implemented to improve the visualisation of the state of
the products in real time, as well as to have greater confidence
in the customers. It is also suggested that you can implement
Web Scraping to know the weaknesses of our system and not

www.ijacsa.thesai.org 746 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 11, 2021

suffer data loss or theft of information in the long term, as
also serves to obtain price information from the database of
the competition.
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Abstract—Outlier detection over data streams is an important
task in data mining. It has various applications such as fraud
detection, public health, and computer network security. Many
approaches have been proposed for outlier detection over data
streams such as distance-,clustering-, density-, and learning-based
approaches. In this paper, we are interested in the density-
based outlier detection over data streams. Specifically, we propose
an improvement of DILOF, a recent density-based algorithm.
We observed that the main disadvantage of DILOF is that
its summarization method has many drawbacks such as it
takes a lot of time and the algorithm accuracy is significant
degradation. Our new algorithm is called DILOFC that utilizing
an efficient summarization method. Our performance study shows
that DILOFC outperforms DILOF in terms of total response time
and outlier detection accuracy.

Keywords—Data mining; outlier detection; data streams;
density-based approach; clustering-based approach

I. INTRODUCTION

Outlier detection (OD) is considered an important data
mining task. The objective of this task is to discover elements
(points) that show significant diversion from the expected be-
haviour called outliers. For example, consider the two dimen-
sional data points in Fig. 1. This dataset contains three normal
regions namely N1, N2, and N3. We can observe that data
points that are significantly far away from the three regions are
outliers. In this example o1, o2, o3, and o4 are outliers. The
prominent causes for outliers are malicious activity, change
in the environment, instrumentation error, and human error.
OD plays a significant role and has been useful for several
real-world applications such as intrusion detection systems,
interesting sensor events, credit-card fraud, law enforcement,
and medical diagnosis.

Outlier Detection raises significant challenges when a
stream-based environment is considered[1], [2], [3]. A data
stream potentially contains an infinite number of data points.
Memory limitations constrain the amount of data points that
can be held and processed at a given time. Moreover, no
information related to data points appearing in the data stream
are available before entering the memory. That is, the state of
the current data point as an outlier/inlier must be established
before dealing with subsequent data points. For example, in
wireless sensor networks, a limited memory is available at
each sensor node and outliers must be detected in reasonable
time. The communication cost of these networks is also an
essential factor. There are many approaches of outlier detection
over data stream such as clustering based outlier detection

Fig. 1. Running Example (Outliers).

[4],statistical based outlier detection [5], [6], distance based
outlier detection [7], [8], [9], [10][11], and density based
outlier detection [12], [13], [14] [15], [16]. In this paper,we
are interested in the density-based outlier detection over data
streams. Specifically, we propose an improvement of DILOF,
a recent density-based algorithm. Our new algorithm is called
DILOFC (Density Incremental LOF using summarization that
based on novel m-Center clustering algorithm). We observed
that the main problem in DILOF is that the summarization
method has drawbacks such as it takes a lot of time and the
algorithm accuracy is significant degradation. Note that DILOF
is one of the most known algorithm that apply density based
outlier detection approach. In density based outlier detection
approach, the density of each point is compared with the
density of its local neighbors. This approach is based on the
assumption that the density of the normal data point is the same
as the density of its neighbors and the density of outliers are
dissimilar to their local neighbors. For each point, the density
is computed by outlier score called LOF (Local Outlier Factor)
[17]. We will discuss LOF and DILOF in Sections II-A and
II-B respectively in details.

In the remaining sections, we discuss the problem def-
inition and related work in Section II. Section III presents
our proposed algorithm. We report the experimental results
in Section IV. Finally, Section V concludes the paper.
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II. PROBLEM DEFINITION AND RELATED WORK

Definition 2.1 A data stream is a possible infinite sequence
of data points P = {p1, p2, p3, ...., pn, ....}, where data point
pn is arrived at time pn.t

In previous definition, the data points are sorted by the
timestamp at which it arrives. Since data stream size is
unbounded thus data stream will be processed in a sliding
window, i.e. a collection of active data points. Window is small
enough to be held in the main memory. Windowing splits the
data stream into overlapping finite sets of data points (sliding
windows). The splitting can be done by arrival time of the
data points, namely, time-based windows or by the count of
the data points namely, count-based window. In this paper, we
focus on the count-based window.

Problem Definition
Given a data stream P = {p1, p2, ...., pn, ....}, the objective is
to calculate the LOF score for each data point pi and check
pi outlier or not with respect to the following constraints.

• We store only a small number of data points, m <<
|P |. Note that here m equals to the window size, |W |

• The outlier detection of coming data point pi, must be
done when pi arrives.

• The data distribution is unknown.

A. LOF (Local Outlier Factor), iLOF, and MILOF

LOF [17] is well-known algorithm for outlier detection in
static datasets. The objective of LOF is to calculate the LOF
score for each data point. Suppose the following:

• We have all data points,

• The count of the nearest neighbors is k,

• dist(x, y) is the Euclidean distance between the two
data points x and y,

• distk(x) is the Euclidean distance between a data
point x and its k nearest neighbor.

• Nk(x) is the set of the k-nearest neighbors of the data
point x.

According to the following definitions, we will compute
the LOF score for all data points.

Definition 2.2 Given two data points x and y, reachability
distance reach distk(x, y) is defined by

reach distk(x, y) = max{dist(x, y), distk(y)} (1)

Definition 2.3 Local reachability density of data point x,
lrdk ( x ) is given by

lrdk(x) = (
1

k

∑
y∈Nk(x)

reach distk(x, y))
−1 (2)

Definition 2.4 Local outlier factor of data point x,
LOFk(x) is given by

LOFk(x) =
1

k

∑
y∈Nk(x)

lrdk(y)

lrdk(x)
(3)

To check if data point x is outlier or not, we compare
its local outlier factor LOFk(x) with a given threshold T . If
LOFk(x) ≥ T then the data point x is classified as outlier.
Note that LOF algorithm is used to compute the LOF scores
of all data points only once. Recall LOF algorithm detects
outliers in static datasets

iLOF (incremental LOF) [18] was proposed for stream
datasets but it stores all data points in memory. Thus iLOF
requires a very large memory and is not applicable to stream
datasets whose size sharply increasing. Another algorithm
called MiLOF [19] was proposed to decrease the space com-
plexity. It stores in memory a small number of data points by
using k-means clustering [20] method to summarize old data
points. The accuracy of MILOF is inefficient since it uses k-
means for summarization which does not preserve the dataset
density. To overcome the drawbacks of MILOF, authors of [13]
proposed a new algorithm called DILOF (Density summarizing
Incremental LOF). Since our proposed algorithm is based on
DILOF, we will discuss DILOF algorithm in the next section
in details.

B. DILOF Algorithm

DILOF [13] is well-known algorithm for outlier detection
over data stream. It is density-based algorithm and applies
two steps as follows. The first one is Last Outlier-aware
Detection step, LOD which check if the incoming data point
x is outlier or not. This done by computing LOFk(x) on the
a variable window of data, W . Then the algorithm updates
the information of the old data points (lrdk and LOFk) that
exist in W and affected by inserting the data point x (i.e.
the data points whose neighbor information will be modified
when inserting the data point x). Note that the data point
x is inserted to W no matter whether it is an outlier or
inlier. Also skipping scheme strategy was proposed to detect
a long sequence of outliers. in other words, this scheme was
proposed to distinguish outliers from the data points in newly
emerging classes. This can be done by deleting the new outliers
from the window to preserve the low density region where
outliers are existed. The following formally outlines skipping
scheme strategy in details. First, DILOF computes dist1(p)
for each data point p ∈ M (Note that M is the set of data
points in memory). Then it computes the average of distance
avg dist1 =

∑|M |
j=1 dist1(pj). Let dist(o, pc) be the Euclidean

distance between the last detected outlier o and the current
data point pc. If avg dist1 > dist(o, pc) then set o to pc
and the data point pc is not inserted to W . In this case,
Skipping Schema parameter will be set to true.

The second step is Nonparametric Density Summariza-
tion step, NDS which decrease the memory consumption by
summarizing the old data points with respect to the dataset
density. In NDS, an estimator called nonparametric Renyi
divergence was used to specify the divergence between the
original data points and summary candidate of data points.
When the count of data points is equals to |W | data points,
NDS will summarize the oldest |W/2| data points to |W/4|
representative data points such that the density difference
between them is minimized. See Fig. 2.

Note that the previous two steps are repeated. LOD ex-
ecutes on every insertion of a data point. NDS is executed

www.ijacsa.thesai.org 750 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 11, 2021

Fig. 2. NDS from Time t0 to Time tcurrent for a Two Dimensional Data.

when the number of data points in memory equals to |W |. In
experimental results of DILOF on real-world datasets, DILOF
significantly outperforms MiLOF with respect to accuracy and
execution time.

III. PROPOSED ALGORITHM

Since the summarization method of DILOF algorithm
taking many iterations to find its output. Therefore, the
summarization method of DILOF algorithm takes a lot of
time. Also, by using expensive experiments in many real
datasets, we found that the algorithm accuracy is significant
degradation. To overcome this issue, in this paper, we will
propose a new summarization method called sum m center
which will be injected in DILOF algorithm instead of its
current inefficient summarization method. The proposed
summarization method based on a new clustering technique
called m-center. First, we propose m-center clustering
algorithm then we will discuss the proposed summarization
method. The previous clustering algorithms such as k-means
require a large number of iterations to compute its output.
To address this problem, we propose m-center clustering
algorithm that is the partitioning representative, medoid, is
sampled from the original data. In this method, we efficiently
search for each cluster medoid as follows. In the first iteration
we will search for the medoid of the first cluster and in the
second iteration we will search for the medoid of the second
cluster and so on. So if we set the number of clusters as
k then we have only k iterations. In each iteration I we
will execute the following steps. For each data point p ∈
P (the set of all data points), we calculate its m nearest
neighbors set, mNN(p). Then we compute the distance
between p and each pj belongs to mNN(p) (here we will use
Euclidean Distance, dist(p, pj)) and compute the summation
sum dist(p) =

∑m
j=1 dist(p, pj). After that we select the

point pi ∈ P with minimum sum dist(p) as a medoid of the
cluster being processing CI then add all points in mNN(p)
to CI . Finally we remove each point p ∈ CI from P . Recall
we have k iterations, then we repeat the previous steps k − 1
times after the initial iteration. Now we have k clusters. If
there are remaining data points do not belong to any cluster
(i.e. after k iterations we have |P| ≠ ϕ), then we add each
remaining data point pr to its closest cluster based on the
distance between the medoid of each cluster and pr. Next

algorithm (Lines 1 - 13) outlines the m-center algorithm.

Algorithm: m-center(P, k,m, dt)
Input: P: the set of data points,

k: the number of clusters,
m: the size of the m nearest neighbors set of a specified
data point,
dt: distance threshold.

Output: C: k-clusters set;

1. for l = 1 to k do
2. for each data point pi ∈ P do
3. Compute the m nearest neighbors set of pi, mNN(pi),

such that |mNN(pi)| = m.
4. Compute sum dist(pi) =

∑m
j=1 dist(pi, pj),

where pj ∈ mNN(pi)
5. end for
6. Select px ∈ P where sum dist(px) has the smallest value.
7. Add the point px and the set mNN(pi) to cluster Cl

where px is the cluster medoid.
8. Remove the point px and the set mNN(pi) from P .
9. end for
10. for each remaining data point pr ∈ P do
11. Add pr to its closest cluster.
12. end for
13. Ctemp =

⋃k
l=1 Cl

14. Combine each nearest clusters set in Ctemp into one big
cluster CBh with respect to dt //Optimization

15. C =
⋃

h CBh

16. return C

0

1

2

3

4

5

0 1 2 3 4 5 6 7 8 9 10

data points

C1 C2

m1 m2

Fig. 3. Running Example (m-center Clustering Algorithm).

Example 3.1 Given two dimensional data point set
P = {p1, p2, p3, ....., p18, p19} = {(1, 1), (1, 2), (3, 2), (3, 1),
(2, 2), (7, 2), (6, 4), (8, 2), (8, 3), (2, 1), (7, 1), (6, 3), (9, 2),
(3, 3), (6, 1), (6, 2), (2, 3), (7, 3), (1, 3)}. Let k = 2 and m = 4.
Since k = 2 then we have two iterations. In the first iteration
we found that the point p3 = (2, 2) is the medoid of the first
cluster, C1, since mNN(p3) = {(1, 2), (2, 1), (2, 3), (3, 2)}
has minimum sum dist(p3) that is sum dist(p3) = 4. Then

www.ijacsa.thesai.org 751 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 11, 2021

we remove p3 and mNN(p3) from P . In the second iteration
we found that the point p6 = (7, 2) is the medoid of the second
cluster, C2, since mNN(p6) = {(6, 2), (7, 1), (7, 3), (8, 2)}
has minimum sum dist(p6) that is sum dist(p6) =
4. Then we remove p6 and mNN(p6) from P . After
the two iterations we check if there exist a remaining
data points or not in P . In this example there are a
remaining data points. The count of remaining data points
is nine since we remove five data points in each iteration.
Therefore, we add each remaining data point to its closest
cluster. Now we have two clusters as follows C1 =
{(1, 1), (1, 2), (3, 2), (3, 1), (2, 2), (2, 1), (3, 3), (2, 3), (1, 3)}
and C2 = {(7, 2), (6, 4), (8, 2), (8, 3), (7, 1), (6, 3), (9, 2), (6, 1),
(6, 2), (7, 3)}. See Fig. 3

A. Optimization

In the previous example we set k = 2. If we set k = 3
or 4 then we have three or four clusters respectively. But our
original data has only two clusters. If we set k large than
the number of original clusters in our data then m-center will
cluster the data in inefficient way. Therefore, m-center will be
optimized as follows. In the case above, some clusters should
be merged efficiently. Which clusters will be merged?. The
answer is the nearest clusters will be merged. First we define
the nearest clusters as follows.

Definition 3.1 Given two clusters Ci and Cj with medoids
mi and mj respectively and distance threshold dt. Ci and Cj

are called nearest clusters to each other if dist(mi,mj) ≤ dt.

Definition 3.2 Clusters set, S, are called nearest clusters set
if every pair in S contains two nearest clusters.

Let k = 5 then we have five clusters C1, C2, C3, C4,
and C5. Assume after checking the nearest clusters we found
two sets of nearest clusters as follows the first nearest clusters
set is NC1 = {C1, C2, C3} and the second one is NC2 =
{C4, C5}. We will merge the clusters in the same nearest
cluster set into one big cluster. Therefore, we have two big
clusters CB1 = C1 ∪ C2 ∪ C3 and CB2 = C4 ∪ C5. Lines
14-16 in the m-center algorithm outlines our optimization.
Also next example illustrate this optimization.

Example 3.2 Given two dimensional data point set P with
size 32 data points as in Fig. 4. Let k = 5, m = 4 and
dt = 5. After applying m-center clustering method we have
five clusters, namely C1 with medoid m1 = (3, 4), C2 with
medoid m2 = (7, 5), C3 with medoid m3 = (7, 2), C4 with
medoid m4 = (17, 7), and C5 with medoid m5 = (16, 4). From
above optimization we have two nearest clusters set based on
the distance threshold dt = 5. The first nearest clusters set is
NC1 = {C1, C2, C3} since every pair in NC1 contains two
nearest clusters, for example C1 and C2 are nearest clusters
since dist(m1,m2) = 4.12 < 5 = dt. The second nearest
clusters set is NC2 = {C4, C5} since C4 and C5 are nearest
clusters with dist(m4,m5) = 3.16 < 5 = dt. Based on above
optimization, we will merge clusters in each nearest clusters
set into one big cluster as follows. CB1 =

⋃
C∈NC1 C = {C1,

C2, C3} and CB2 =
⋃

C∈NC2 C = {C4, C5}. Fig. 4 illustrates
our optimization.
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Fig. 4. Running Example (Optimization).

B. Summarization Step

In summarization step, we will delete a half of data points
in the window. Which half of data points will be deleted? we
will delete a half of data points according to two different
deletion methods. In the first deletion method, we keep in
each cluster CI only the half of data points which close to CI

medoid and delete the other half.If we apply the optimization
of merge clusters, the medoid of the big cluster CB will be
the average of the medoids of the small clusters that contained
by CB.

In the second deletion method, the unuseful old data points
that do not effect the data density will be deleted that is we
keep the half of data points in each cluster that preserve the
cluster density and delete the other half. In other words, we
delete a half of data points such that these data points are old
and its LOF score is high. In experimental evaluation section,
we will compare the two deletion methods. Next algorithm
outlines the summarization step, sum m center.

Algorithm: sum m-center(P, k,m, dt)
Input: P: the set of data points,

k: the number of clusters,
m: the size of the m nearest neighbors set of a specified

data point,
dt: distance threshold.

Output: S: summary of k clusters;

1. C = m-center(P, k,m, dt)
2. if Enable first deletion method
3. for each cluster x in C
4. Delete half of data points in x that are far from the

medoid of x
5. S = C
6. if Enable second deletion method
7. for each cluster x in C
8. Delete half of data points in x that are old and its

LOF score is high
9. S = C
10. return S
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C. DILOFC Pseudocode

Recall, the adaptive algorithm is called DILOFC . The next
algorithm outlines DILOFC . For each data point pi coming
from stream we do the following. If we enable the skipping
scheme and the return value is true then we continue to the
next data point (lines 3-5). See section II-B for more details
about skipping scheme strategy. Otherwise, we add pi to the
set of data points in memory, M (line 6) . Then we compute
LOF score of pi according to equations 1, 2, and 3 and add pi
to the set of outliers, O, if LOF score of pi is greater than LOF
threshold, T (lines 7-10). At the same time, we update LOF
score of each data point pj in the reverse neighbour set of pi
and if the data point pj transformed from outlier to inlier, we
remove it from O (lines 11-16). If the size of data points in
memory,|M | reach the window size |W |, we call the function,
sum m center, to summarize the oldest |W |/2 data points in
M . Then we replace the oldest |W |/2 data points in M by the
outputted summary of sum m center function lines (17-22).

Algorithm: DILOFC

Input: Infinite data stream P = {p1, p2, ...., pn, ....},
T : LOF threshold,
|W |: Window size,
k: the number of clusters,
m: the size of the m nearest neighbors set of a specified

data point,
dt: distance threshold.

Output: The set of outliers in P , namely O.

1. M = ϕ //the set of data points in memory
2. O = ϕ
3. while incoming data point pi from stream do
4. if Enable Skipping Schema Strategy and

Skipping Schema = TRUE
5. continue
6. M = M ∪ {pi}
7. Compute the LOF score of pi according to equations

1, 2, and 3
8. if LOF (pi) > T then
9. O = O ∪ {pi}
10. end if
11. for each data point pj in the set of reverse mNN(pi) do
12. Update the LOF score of pj
13. if pj transfered from outlier to inlier then
14. O = O − {pj}
15. end if
16. end for
17. if |M | = |W | then
18. Let M ′ be the oldest |W |/2 data points in M
19. S = sum m center(M ′, k,m, dt)

//Summarization Step, where |S| = |M ′|/2
20. M = M −M ′

21. M = M ∪ S
22. end if
23. end while

D. Time Complexity

Note that the summarization step is one of the main
operations in the outlier detection algorithms over data streams.
Therefore, in this section, we analyze the time complexity
of m-center method for summarization step in the proposed
algorithm, DILOFC . The time complexity of m-center is
O(|W |km), where |W | is the window size, k is the number
of clusters, and m is the size of the nearest neighbors set
of a specified data point. While the time complexity of
summarization step in DILOF algorithm is O((|W |/2)2) [13]
and the time complexity of summarization step in MILOF
algorithm is O(IDk|W |/2) [19], where I is the maximum
count of iterations, D is the dimensionality of dataset, and k
is the number of clusters.

The time complexity of our summarization step, m-center,
is the best one due to O(|W |km) << O((|W |/2)2) <<
O(IDC|W |/2). For instance, if we handle the KDD Cup
99 http dataset where , for DILOFC , k is 11 and m is 5
and for MILOF, I is 100 (defualt value for MILOF), D
is 3, and k is 11 with |W | = 700 for all algorithms, then
we have |W |km = 38500 << 122500 = (|W |/2)2 <<
1155000 = IDk|W |/2.

IV. EXPERIMENTAL EVALUATION

In this section, we evaluate the performance of DILOFC

on four real datasets. we compare the performance of DILOFC

with the DILOF [13]. Here, MiLOF [19] was exculded from
this experiment since the experiment results of DILOF showed
that DILOF has better performance than MILOF. All experi-
ments were performed on a PC with Intel i5-6700 2.4 GHz,
8G memory running Windows 10 64-bit operating system.
DILOFC was implemented in standard C++ with STL library
support. In next section, we discuss the datasets and experi-
ment settings.

TABLE I. PROPERTIES OF THE FOUR REAL-WORLD DATASETS

Dataset # Data Points Dimension # Classes

UCI Vowel 1,456 12 11
UCI Pendigit 3,498 16 10

KDD Cup 99 smtp 95,156 3 Unknown
KDD Cup 99 http 567,479 3 Unknown

A. Dataset and Experiment Settings

DILOFC performance was evaluated by applying it to four
real-world datasets. Table I listed the properties of the four
datasets. For the two datasets, KDD Cup 99 smtp and KDD
Cup 99 http, the number of classes is set to 10 since the number
of classes of theses datasets is unknown. The hyper-parameters
of DILOF, η and λ are set to 0.3 and 0.001 respectively for all
datasets. We set the default values of the parameter t that used
in DILOF (t-nearest neighbors in DILOF) as the following.
we set t to 19 for UCI Vowel and 8 for the three datasets UCI
Pendigit, KDD Cup 99 smtp, and KDD Cup 99 http.

For our algorithm DILOFC , the two parameters m (number
of nearest neighbors) and k (number of cluster) are set to 5 and
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11, respectively, for the three datasets UCI Pendigit, KDD Cup
99 smtp, and KDD Cup 99 http. For the dataset UCI Vowel, k
and m are set to 10 and 11, respectively. For the parameter dt
(distance threshold for merging clusters) is set to 3.3 for the
three datasets UCI Vowel, KDD Cup 99 smtp, and KDD Cup
99 http. For the dataset UCI Pendigit, dt is set to 2.4.

Recall, DILOFC and DILOF apply the summarization
method when the count of data points equal to window
size, |W |. Therefore, the performance of outlier detection
is measured with different values of |W |. Since the two
datasets, UCI Vowel and UCI Pendigit, contain a small number
of data points, we selected a small window size for them
|W | = {100, 120, 140, 160, 180, 200}. Since the two datasets,
KDD Cup 99 smtp and KDD Cup 99 http, contain a large
number of data points, we selected a large window size for
them |W | = {100, 200, 300, 400, 500, 600, 700}. The LOF
Thresholds were set to {0.1, 1.0, 1.1, 1.15, 1.2, 1.3, 1.4, 1.6,
2.0, 3.0} as in DILOF. For each LOF Threshold, we compute
false positive rate and true positive rate then AUC in ROC
space was computed for DILOFC and DILOF.

B. Effects of Optimization and Deletion Methods

In this experiment, we show the effect of optimization
(merge clusters) and the two different deletion methods. For
this purpose, we implemented four versions of DILOFC ,
namely, DILOFC1 that does not use the optimization of merge
clusters and use the first deletion method, DILOFC2 that does
not use the optimization of merge clusters and use the second
deletion method, DILOFC3 that uses the optimization of merge
clusters and use the first deletion method, DILOFC4 that uses
the optimization of merge clusters and use the second deletion
method.
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Fig. 5. Outlier Detection Accuracy with Respect to Window Size (Four
Versions).

1) Outlier Detection Accuracy: Fig. 5 reports the outlier
detection accuracy obtained by running the four versions on
two datasets (UCI Vowel: Fig. 5(a) and KDD Cup 99 smtp:
Fig. 5(b)). In UCI Vowel dataset, we can see that DILOFC4

always has high accuracy compared with the other versions
except for window size 100 and 120, where DILOFC2 shows
the best accuracy. In KDD Cup 99 smtp dataset, we can see
that DILOFC4 always has high or same accuracy compared
with the other versions except for window size 300, where
DILOFC2 shows the best accuracy.

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 2

 2.2

 100  120  140  160  180  200T
o

ta
l 
R

e
s
p

o
n

s
e

 T
im

e
 (

S
e

c
) UCI Vowel

DILOF
C1

DILOF
C2

DILOF
C3

DILOF
C4

(a)

 0

 200

 400

 600

 800

 1000

 1200

 100  200  300  400  500  600  700T
o

ta
l 
R

e
s
p

o
n

s
e

 T
im

e
 (

S
e

c
) KDD Cup 99 smtp

DILOFC1

DILOFC2

DILOFC3

DILOFC4

(b)

Fig. 6. Total Response Time with Respect to Window Size (Four Versions).

2) Total Response Time: Fig. 6 reports the total response
time (sec) obtained by running the four versions on two
datasets (UCI Vowel: Fig. 6(a) and KDD Cup 99 smtp: Fig.
6(b)). In UCI Vowel dataset, we can see that DILOFC4 always
has less time compared with the other versions. In KDD Cup
99 smtp dataset, we can see that DILOFC4 always has less
time compared with the other versions except for window size
100 and 120, where DILOFC2 shows the best execution time.

C. DILOFC against DILOF

From section IV-B, we showed that DILOFC4 has the
best performace among the other versions of the proposed
algorithm with respect to outlier detection accuracy and total
response time. Therefore, in this experiment, we will use
DILOFC4 version and we will call it as DILOFC for abbre-
viation. Here, we compare DILOFC against DILOF on the
four datasets, namely, UCI Vowel, UCI Pendigit, KDD Cup 99
smtp, and KDD Cup 99 http with respect to outlier detection
accuracy and total response time. See next two sections.

1) Outlier Detection Accuracy: Fig. 7 shows the outlier
detection accuracy of DILOFC and DILOF with respect to the
window size using the four datasets (UCI Vowel: Fig. 7(a), UCI
Pendigit: Fig. 7(b), KDD Cup 99 smtp: Fig. 7(c), and KDD
Cup 99 http: Fig. 7(d)). In UCI Vowel dataset, DILOFC shows
higher accuracy than DILOF at all window sizes. For example,
at window size 200, the accuracy of DILOFC is 95% whereas
the accuracy of DILOF is 91%. In UCI Pendigit dataset,
DILOFC and DILOF have approximately the same accuracy.
In KDD Cup 99 smtp dataset, DILOFC shows higher accuracy
than DILOF at most cases (for example, at window size 700,
the accuracy of DILOFC is 86% whereas the accuracy of
DILOF is 73%) except for window size 600, where accuracy
of DILOFC is 86% whereas the accuracy of DILOF is 88%.
In KDD Cup 99 smtp dataset, DILOFC shows higher accuracy
than DILOF at all window sizes (for example, at window size
700, the accuracy of DILOFC is 83% whereas the accuracy of
DILOF is 75%).

2) Total Response Time: Fig. 8 shows the total respose time
(sec) of DILOFC and DILOF with respect to the window size
using the four datasets (UCI Vowel: Fig. 8(a), UCI Pendigit:
Fig. 8(b), KDD Cup 99 smtp: Fig. 8(c), and KDD Cup 99
http: Fig. 8(d)). DILOFC shows the best execution time on all
datasets. On UCI Vowel dataset, UCI Pendigit dataset, KDD
Cup 99 smtp, and KDD Cup 99 http, DILOFC outperforms
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Fig. 7. Outlier Detection Accuracy with Respect to Window Size (DILOF vs. DILOFC ).

 0

 1

 2

 3

 4

 5

 6

 7

 100  120  140  160  180  200T
o
ta

l 
R

e
s
p
o
n
s
e
 T

im
e
 (

S
e
c
) UCI Vowel

DILOF
DILOF

C

(a)

 0

 2

 4

 6

 8

 10

 12

 14

 16

 100  120  140  160  180  200T
o
ta

l 
R

e
s
p
o
n
s
e
 T

im
e
 (

S
e
c
) UCI Pendigit

DILOF
DILOF

C

(b)

 10

 100

 1000

 10000

 100  200  300  400  500  600  700T
o
ta

l 
R

e
s
p
o
n
s
e
 T

im
e
 (

S
e
c
) KDD Cup 99 smtp

DILOF
DILOF

C

(c)

 100

 1000

 10000

 100  200  300  400  500  600  700T
o
ta

l 
R

e
s
p
o
n
s
e
 T

im
e
 (

S
e
c
) KDD Cup 99 http

DILOF
DILOF

C

(d)

Fig. 8. Total Response Time with Respect to Window Size (DILOF vs. DILOFC ).

DILOF by four factors, three factors, more than two factors,
and approximately two factors respectively.

V. CONCLUSION

Outlier detection over data streams is one important task in
data mining. In this paper, we proposed an efficient algorithm
called DILOFC for outlier detection over data streams. Our
algorithm used the density based approach. It based on DILOF
which is the state-of-the-art density-based algorithm for outlier
detection over data streams. Our modification in DILOF as
follows. We replace the inefficient summarization method of
DILOF by a new efficient summarization method that based
on a new clustering technique called m-center. Note that, the
time complexity of our summarization method is very small
compared to the time complexity of DILOF summarization
method. We also optimize m-center clustering technique by
merging the nearest clusters. Via an extensive evaluation on
real datasets, we show that DILOFC outperforms the state-of-
the-art competitor, DILOF by over two factors. Also DILOFC

achieves very high accuracy for detecting outliers. As future
work, we plan to evaluate our method in a real sensor network.
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Abstract—The Intrusion Detection System (IDS) is the main
element to prevent malicious traffic on the network. IDS will
quickly increase the ability to detect network threats with the
help of Deep Learning algorithms. As a result, attackers are
finding new ways to evade identification. Polymorphic attacks,
search for the attackers, as they can bypass the IDS. Generative
Adversarial Networks (GAN) is a method proven in generating
various forms of data. It is becoming popular among security
researchers as it can produce indistinguishable data from the
original data. This work proposed a model to generate DDoS
attacks using a GAN. Several techniques have been used to
regenerate the feature selection to identify the attack and generate
polymorphic data. The data will change feature profile in every
cycle to test if the IDS can detect the new version of attack
data. Simulation results from the proposed model show that with
constant changing attack profiles, defending arrangements that
handle incremental knowledge will yet stay exposed to current
attacks.

Keywords—Generative adversarial networks; network threats;
deep learning; intrusion detection; feature selections

I. INTRODUCTION

The Internet is being used in many fields, like data transfer,
e-learning, and many more, and its growth has impacted
all aspects of life. This increasing usage of the Internet
causes concerns about network security and needs constant
improvements in securing Internet technologies from various
attacks. Examples of these attacks include DDoS attacks, Man-
in-the-middle attacks, Phishing, Password-based attack, SQL
injection, and many more. Network vulnerabilities can cause
damage to small or large organizations. According to one
survey, 98% of businesses in the UK depend on Information
Technology services. Over 43% of small scale and 72% of
large-scale organizations suffered from cyber-attacks in the
past years. There are many tools available to secure or prevent
cyber-security attacks, including but not limited to: Intrusion
Detection Systems (IDS), Intrusion Prevention Systems (IPS),
Anti-malware, Network Access Control, Firewalls. Among
those, one of the most commonly used and effective tool is
the Intrusion Detection System.

IDS analyzes the data traffic is to be distinguished from the
malignant and the normal traffic, and to generate a warning,
so that all the necessary precautions must be taken to avoid
damage [1]. With the development of network attacks and
security, improved detection and prevention systems. Artificial
intelligence (AI) is now widely used for security tools in the
IDS [2],and activists have begun to use artificial intelligence

techniques to malicious attacks [3] [4] . AI and deep learning
algorithms require a large amount of data to train and test
the models. Some of the techniques that can be used for the
production of large data sets to finish the malware detection
[5] [6] and security orchestration, [7].

One of the frameworks to generate adversarial data is
Generative Adversarial Networks (GAN). It is an architecture
of two neural networks: the Generator and the Discriminator.
The Generator uses gradient descent or the response from the
discriminator and generates adversarial data. The discriminator
distinguishes between the original and the adversarial data. The
Generator and the discriminator compete in this way, and, in
the end, the Generator produces synthetic or adversarial data
[8].GAN has been utilized in research to generate various types
of datasets like images [9], sound [10], text [11], and network
attack data [12].

II. RELATED WORKS

The recent development in deep learning, intrusion de-
tection systems are getting advanced with these methods.
However, there is limited research testing the integrity of the
advanced IDS against adversarial data.

According to a study by [13], the authors created a
framework that generates adversarial malware using GAN to
bypass the detection system. The objective of this research
is to use a black-box malware detector because most of the
attackers are unaware of the detection techniques used in the
detection system. Instead of directly attacking the black-box
detector, researchers created a model that can observe the target
system with corresponding data. Then this model calculates
the gradient computation from the GAN to create adversarial
malware data. With this technique, the authors received a
model accuracy of around 98%.

This section covers some previous works on generating ad-
versarial attack data using the Wasserstein GAN. The Wasser-
stein GAN model was introduced in [14], and it improves
upon the traditional GAN. Wasserstein GAN is an extension
of traditional GAN that finds an alternate method of training
the Generator. In WGAN the Discriminator provides a critic
score that depicts how real or fake the data generated.

To generate a malicious file [12] proposed a method that
uses WGAN so that a detection system signifies the adversarial
malicious file as a regular file. They have achieved an accuracy
of around 99%, proving that their method can generate adver-
sarial malicious files that can bypass the detection system.
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A recent study in [15] uses Wasserstein GAN to generate
simulated attack data. According to the authors, many tools can
generate simulated attack data. However, this process could
take a long time and a lot of resources. Using the proposed
technique, they have produced millions of connection records
with just one device and within a short period. They used the
KDD Cup 1999 dataset as the training set. Their experiment
suggests that as compared to GAN, the Wasserstein GAN
learns faster and generates better results. A paper published
by Ring et al. [16] proposed a method that produces flow-
based attack data using Wasserstein GAN. This research uses
the CIDDS dataset to test and train the proposed method.
They have suggested that the flow-based dataset consists of
categorical features like IP address, port numbers, etc. The
GAN is unable to process categorical data. They have also
proposed a method to preprocess the categorical data and
transform them into continuous data. Lastly, they have used
several techniques to evaluate the quality standard of the
adversarial data. Results suggest that it is possible to generate
real network data using this method.

A recently published paper by Lin et al. [17] discussed
the benefits of WGAN. It proposed a technique IDSGAN to
generate adversarial attack data and test the attack against the
Intrusion Detection System. They have utilized the NSL-KDD
as the benchmark dataset to generate an adversarial attack on
an IDS. They have tested this technique with various machine
learning classifiers like Support Vector Machine, Naı̈ve Bayes,
Multilayer Perceptron, Linear Regression, Decision Tree, Ran-
dom Forrest. They have used four types of attacks, Probe, DoS,
User to Root, Root to Local to generate adversarial attack data.

This research aims to create a framework that detect attacks
using GAN, motivated by [17].

• This work begins with the important feature selection
method using SHAP. This work identified the most
critical features from the dataset that contribute to a
DDoS attack.

• The next goal is to Generate adversarial data using
the selected feature set and evaluate the IDS if it can
detect the adversarial attack, followed by preparing the
IDS with the produced adversarial data.

• This work propose a polymorphic engine that updates
the feature profile of the attack by Manual feature
update and Automated feature update.

• The research work have conducted a comprehensive
simulation and analyzed the results to compare the
Reinforcement Learning method against the Manual
Feature profile attacks and presented how many cycles
an attacker can bypass an IDS with polymorphic
adversarial DDoS attacks.

The primary objective of the Generative Model is to
learn the unknown probability distribution of the population
from which the training observations are sampled from. The
most popular GAN architectures are DCGAN[18], Conditional
GAN[19], BiGAN[20], Cycle GAN[21].

III. METHODOLOGIES

A. Datasets and Feature Selection

Datasets: This work uses a dataset published by the Cana-
dian Institute of Cyber Security, CIC-IDS2017, published in
[22] by Lashkari et al., which, according to the authors,
supersedes the datasets generated earlier by the institute. CI-
CIDS2017 consists of eight different files that contain regular
traffic and attack traffic data. Moreover, this dataset consists of
various types of attacks along with the normal network flow.
This dataset also covers all the available standard protocols like
HTTP, HTTPS, FTP, SSH, and email protocols. The dataset
consists of more than 70 features that are important as per the
latest network standards, and most of them were not available
in the previously known datasets.

Feature Selection: Feature selection is an essential aspect
of the Deep Learning technique. SHAP (Shapley Additive ex-
Planations) [23] is one of the new feature selection techniques.
The goal of the proposed method is to signify the contribution
of each feature to the predicted value. Two critical measures
to define feature importance are Consistency and Accuracy.
The authors of the paper discuss that SHAP is the method
that satisfies these qualities. The SHAP values explained by
the authors are based on Shapley values that are a concept
from game theory. The idea behind Shapely values is that the
outcome of each possible combination (or coalition) of each
feature needs to be examined to determine the importance of
a single feature. The mathematical explanation of this is as
follows in Equation 1:

g(z′) = ϕ0 +

M∑
J=1

ϕjZj
′ (1)

Here, g represents the overall result of the Shapely values,
z′ϵ{0, 1}M is a coalition vector, M is the max coalition size,
and ϕ represents the presence of feature j that contributes
towards the final output. The authors have described a coalition
vector as simplified features in the paper. In coalition vector,
0 means the corresponding value is not present” and 1 means
it is “present.” Equation 1 can be called a power set and can
be explained as a tree as follows.

Equation 1 can be called a power set and can be explained
as a tree shown in Figure. 1 as follows

Fig. 1. Power Set of Features.
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Each node here represents a coalition of features. Edges
represent the inclusion of a feature that was not present in
the previous coalition. Equation 1 trains each coalition in the
power set of the features to find the most critical feature from
the dataset.

The following results were obtained as shown in Fig. 2 by
running the SHAP explainability model on the CICIDS2017
data file that shows the list of essential features responsible for
the DDoS attack in the most important to least important order.
Furthermore, the dark red color represents a higher impact of
a feature, and the blue color represents a lower impact of a
feature on the output value.

Fig. 2. Summary Plot with Feature Impact using SHAP.

So, from the results obtained in the Fig. 2, This work used
these features like functional features that contribute to the
DDoS attacks.

B. Adversarial Attack Generation using Wasserstein GAN

The methodologies used in this research involves the Gen-
erative Adversarial model that produces adversarial attacks,
training IDS by earlier generated polymorphic datasets, poly-
morphic engine to generate polymorphic DDoS attacks, and
use the polymorphic data to attack the IDS. DDoS attack data
from the CICIDS2017 [22] used to Generate the adversarial
attack by combining a random noise vector of the same size
as the selected features from the dataset to train the model.
The framework is a feed-forward neural network that consists
of 5 linear layers. The input layer consists of neurons as per
the selected number of features, and the output layer consists
of 1 neuron as shown in Fig. 3.

Fig. 3. Neural Network of the Generator.

Fig. 4. Training the Black-box IDS.

The input layer receives several numbers of features ac-
cording to the experiment, and the output layer generates the
desired data. The Generator consists of 3 hidden layers that
are optimal for this scenario; the results showed fewer layers
would underfit the training data. Anything more than that
overfits the training data.

In the next step, the generated adversarial attack combined
with the benign or normal network flow data will be fed to
the Intrusion Detection System.

The IDS will detect the attack and sends predicted labels to
the Discriminator as shown in Fig. 4, the detection success rate,
and the Discriminator will send the critique to the Generator
using the backpropagation so that in the next cycle, the
Generator can improve the production of adversarial DDoS
attack. The IDS consists of 4 layers, from which the input and
output layer consists of 2 neurons each. The IDS consists of 2
hidden layers that are ideal because it only detects if the test
data consists of an attack or benign.

The signature-based black-box intrusion detection system
used to test the detection rate of the adversarial DDoS attacks.
The reason for using this is that most of the time, the type of
attack detection system is unknown to the attackers. Attackers
rely on the responses received from the detection system, and
black-box IDS is the right choice for this model as shown in
Fig. 5. The input layer accepts two types of data from the
black-box IDS. The output layer provides two critics, one for
the Generator and one for itself.

www.ijacsa.thesai.org 759 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 11, 2021

Fig. 5. Neural Network of the IDS and the Discriminator.

Fig. 6. Generating Adversarial DDoS Attack.

Loss functions used to calculate the Loss[17] for the Gen-
erator and the discriminator, shown in the Equation Equation
2 as follows.

PG = EMϵSattack,N
−D(G(M,N)) (2)

Figure 6 depicts that the generated adversarial data is
DDoS attack or abnormal or normal. Here, PG represents the
Penalty to the Generator in attack vector, and in noise vector.
E is calculated random inputs value to the model. Sattack

represents. If the penalty is less to the model means the model
is performing well and produces attack datasets that can bypass
IDS shown in Equation 3.

PD = ASϵBbengine
D(S) +ASϵBattack

−BSϵBattack
D(S) (3)

Here,PD represents the Penalty to the discriminator. “E” is
overall calculated feature values of the models attack datasets.
“A” is the actual feature value of benign and the attack
data. The lesser the penalty to the discriminator means the
discriminator performs well. It calculates if the generated data
is closer to the DDoS attack or benign or regular data.

Algorithm – 1 shows the process that was represented in
figure 5.

Algorithm 1 Adversarial Attack Generator

Require: Input:
Initiator-noisy vector N, DDoS Attack Datasets
Critic / Discriminator - Sattack, and Sbenign
Output: Trained Critic / Discriminator and Generator
1: for epochs = 1, . . . , Maximum EPOCHS do
2: for N-iterations, do
3: Initiator create adversarial intrrrusion attack using Sat-
tack, and
Revise the penalty by PG once it receives the critique.
4: end loop
5: While generating adversarial DDoS data and feed the data
to IDS to test if it
detects the attack.
6: for D-iterations, do
7: receive detected labels from the IDS and sends a critic
to the Generator.
Update the penalty using PD function.
8: end loop
9: end loop

C. How the Generator Fabricate an Adversarial Attack

This section specifies the details about the learning process
of the Generator and how it produces adversarial data. If the
generator continuously generates random data, the data will
be unmeaningful, which can change the entire network flow
data. So, the Generator needs to produce the data to maintain
the intensity of an attack. To ensure that, the work need to
maintain the feature values constant that have higher SHAP
values as shown in Fig. 2.

Here is a sample of how the Generator produces an
adversarial attack by the proposed technique. In this diagram,
the darker shade explains the feature values of the features that
are contributing to the attack. Whereas non highlighted values
depict the feature value of a regular or non-attack feature.

Fig. 7. The Process to Generate Adversarial DDoS Attack.

This Fig. 7 explains that to maintain the attack’s intensity,
the study need to keep that functional attack features static and
only change the feature values that are not contributing to the
attack

D. Training an IDS with the Earlier Created Adversarial Data

Fig. 8 depicts IDS training process to evaluate IDS perfor-
mance with the adversarial data. In this section, the study I will
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discuss the training of the IDS to evaluate the performance of
IDS. Following diagram that depicts the training process.

Fig. 8. Training the Black-Box IDS.

This research work considered three inputs to train the IDS:
normal or benign data, new adversarial data, and previously
generated adversarial data. The IDS learns about the adversar-
ial data and tries to detect the DDoS attack data. Algorithm 2
suggests the overall process for the same.

Algorithm 2 Training IDS by Adversarial DDoS datasets

Require: Generator – N noisy error data + Initial Attack Data
IDS – Benign or Normal Data, Adversarial Datassets, and
Earlier Generated Attack Data
Critic / Discriminator – Sattack and Sbenign
Output:
Critic / Discriminator, Generator, and trained IDS
1: for each epochs = 1 , . . . , MAX EPOCHS do
2: for G-repetitions, do
3: The generator generates attacks from datasets using
Sattack and Renew loss applying PG function
4: end of the loop
5: for D-repetitions, do
6: Critic / Discriminator distinguishes this data to Bbenign
and Battack
7: Renew loss applying PD function
8: Feed Battack (attack data) and Earlier Generated attack
Data
9: end loop

E. Polymorphic Engine to Generate Polymorphic Attack

Three different methods used for the Polymorphic engine
to generate Polymorphic Attack are as follows.

1. Update new features in the attack profile after the IDS
detects previous adversarial attacks. Algorithm 3 will discuss
the process.

Algorithm 3
Require: Input – Use five functional attack features with a

high impact score from the
Ensure: shortlisted features and five normal features.

1: Generate adversarial DDoS data and attack the IDS.
2: Train the IDS so that it can detect previously generated
adversarial DDoS data.
3: Use the same set of features to generate an adversarial
DDoS attack. Again, go to step – 2.
If the Generator fails to evade the IDS, choose one func-
tional feature with a high
feature score, one normal or benign feature from the prede-
fined set of features, and swap
them with the used features.
4: Go to step – 1.
5: In the end, the IDS will detect all the Polymorphic
adversarial DDoS attacks;
the program will stop.

2. Add new features from the predefined list of features
in the current attack profile after the IDS detects previous
adversarial attacks, and the following algorithm 4 will discuss
the process.

Algorithm 4
Require: Input – Use five functional attack features with a

high impact score from
the shortlisted features and five normal features.

Ensure: shortlisted features and five normal features.
1: Generate adversarial DDoS data and attack the IDS.
2: Train the IDS so that it can detect previously generated
adversarial DDoS data.
3: Use the same set of features to generate an adversarial
DDoS attack. Again, go to step – 2.
If the Generator cannot deceive the IDS with the same set
of features, choose one new
functional feature with a high impact score, one feature that
represents benign
data, and add them to the previous attack profile.
4: Go to step – 1.
5: At the end, the IDS will detect all the Polymorphic
adversarial DDoS attacks. The program will stop.

Fig. 9. Manual Process to Generate Polymorphic Adversarial Attack.

In the above methods shown in Fig. 9, the research work
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assumed that an attacker would manually modify the feature
profile and train the model with the new feature profile
every time the ISD detects a polymorphic attack. This study
considered using only a total of 20 features that were provided
by the SHAP method.

3. It will be challenging to keep manually changing the
feature profile if the study will use more than 20 features. So
as an alternative a Reinforcement Learning method has been
used to automate the feature profile selection for generating a
polymorphic attack as shown in Fig. 10.

Fig. 10. Function of RL in this Framework.

Fig. 11. Automated RL that Generates Polymorphic Adversarial Attack.

The Reinforcement Learning method is an ML-based tech-
nique that focuses on retraining the algorithm following a trial-
and-error approach. The agent in this architecture evaluates
the current IDS attack detection score. Then the agent takes
action and receives feedback from IDS. Positive feedback is
a reward, and negative feedback is a penalty to the agent.
The following algorithm will explain the process. The overall
process of generating a polymorphic attack is explained in the
following algorithm 5 and Fig. 11.

Algorithm 5
Require: Input – Use any five features with a high impact

score and any 5 with the lowest score from the shortlisted
features.

Ensure: shortlisted features and five normal features.
1: Generate adversarial DDoS data and attack the IDS.
2: Train the IDS and check if the adversarial attack evades
the IDS. Continue using the current feature set to generate
an attack.
3: Get the attack success rate; if the attack FAILS to evade,
The RL algorithm adds new features in the existing feature
set to
generate a polymorphic attack.
4: If the new polymorphic attack fails to evade the IDS, the
RL algorithm will get a penalty. The RL will ignore these
features, and
if the new polymorphic attack evades the IDS, the RL will
get a reward.
5: The RL agent will learn combinations of the attack feature
profile and generate a new polymorphic adversarial DDoS
attack.
6: The algorithm stops when the Generator can no longer
generate a polymorphic adversarial attack.

F. Performance Evaluation

To evaluate the performance and the results of this work,
the research work used the following parameters.

Accuracy - Represents the fraction of precisely classified
data in comparison to the total processed data. The formula to
calculate accuracy is as follows

Accuracy =
TP + TN

TP + TN + FN + FP
(4)

Precision – a ratio between True Positive values and all the
positive values received from the Deep Learning model.

Precision =
TP

TP + FP
(5)

Recall – a ratio between correctly detected samples over
total sample data. It is also known as a ratio between True
Positives and the sum of True Positives and False Negatives.

Recall =
TP

TP + FN
(6)

F1-Score – a calculation of a mean of precision and recall.

F1− Score = 2X
PrecisionXRecall

Precision+Recall
(7)

IV. RESULTS AND DISCUSSION

The experimental setup has done by using libraries like
PyTorch, Scikit-learn, Pandas, Numpy, Matplotlib. Hyper-
parameters are essential properties that define the character-
istics of the training process of the Deep Learning model.
The hyper-parameters used in this research are BatchSize,
learningrate, CriticIters, Optimizer, Epochs to the optimization
and training process of the model.

This section describes the results of various experiments
for different scenarios and analyses of findings.
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A. Attack Generation

The first step of the research is to generate an adversarial
DDoS attack to evade this Black-box IDS. As seen in Fig.
12 graph initially, Generator produces data that is unable to
bypass the IDS. However, after training the Generator for 100
epochs, it discovers to create adversarial data to deceive IDS.

Fig. 12. Adversarial DDoS Attack Generation.

B. Training IDS by Adversarial DDoS Information

This section describe the result of the discovery time of
IDS after training. As shown in Fig. 13, in initial cycles, IDS
struggles to detect the attacks. However, after training it for
100 epochs, it detects almost all the attacks.

Fig. 13. Detection Rate after Training the IDS.

C. Polymorphic Adversarial DDoS Attack Generation

This section illustrates the detection rate of the Black Box
IDS under the generation of polymorphic adversarial attacks.

In the first experiment, new features have been selected
manually to produce polymorphic attacks. For this test, limited
features from the datasets have been used. The following is the
initial result using algorithm 3.

Fig. 14. Polymorphic Adversarial DDoS Attack using Algorithm 3.

Fig. 15. IDS Detection Rate for Each Attack Cycle (using algorithm 3).

In the Fig. 14, above result, a red-colored graph suggests a
polymorphic attack being generated and proceed towards the
BlackBox IDS. As seen, the polymorphic attack can deceive
the IDS. The green-coloured graph depicts the training of IDS
by earlier generated polymorphic adversarial DDoS datasets.
After 100 epochs, IDS detects the polymorphic adversarial
DDoS attack. The following result indicates all the cycles of
polymorphic attacks on the IDS. The Generator utilizes the
same combination of the features to generate attacks until an
IDS detects all the previous attacks.

Each data point in Fig. 15 depicts the IDS detection
rate. Once the IDS detects all the previous versions of the
polymorphic DDoS attack that uses the same feature set (as
seen in Fig. 15), the generator manually selects new predefined
features and generates a new polymorphic adversarial DDoS
attack. For this test, only a group of 10 features have been
used.

In the next test, the research work used a technique
that follows algorithm 4 to revise the attack to generate a
polymorphic adversarial DDoS attack. For this experiment, the
work has been began with ten features to generate polymorphic
attack data. To generate a new polymorphic attack, two new
features have been added in the existing attack data and used a
total of 20 features. The Fig. 16 is the first result of the initial
polymorphic attack.
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Fig. 16. Polymorphic Adversarial DDoS Attack using Algorithm 4.

Each data point in Fig. 17 depicts the IDS detection
rate. Once the IDS detects all the previous versions of the
polymorphic DDoS attack that uses the same feature set,
the generator manually selects new predefined features and
generates a new polymorphic adversarial DDoS attack. For
this test, a group of 20 features have been used. In this test,
the Generator can deceive the IDS for a total of 18 cycles
using this technique.

Fig. 17. IDS Detection Rate for Each Attack Cycle (using algorithm 4).

The first two experiments focus on testing if the Generator
can produce polymorphic adversarial DDoS attack data by
updating the feature profile manually. After confirming the
possibility of doing so, the next step is to automatically select
features and manipulate the attack feature profile to generate
polymorphic adversarial attack data. To automate this task,
the Reinforcement Learning technique has been applied. It
receives an IDS detection rate and learns to select new features,
add them to the old feature set, and create a new feature set.
This experiment also indicates the number of times a generator
can produce polymorphic adversarial DDoS data. To examine
this,four sets of feature combinations have been used for each
test to generate the automated Polymorphic adversarial DDoS
attack.

• The first test includes a total of 40 features from the
dataset

• The second test includes a total of 50 features from
the dataset

• The third test includes a total of 60 features from the
dataset

• The fourth test includes a total of 76 features from the
dataset...

The above experiments begin with ten features, from which
5 are a functional feature with a high impact score, and 5 are
usual or benign.

D. Test Evaluation

The Table I describes the overall values for the Precision,
Recall, and F1-score for each test.

TABLE I. NONLINEAR MODEL RESULTS

Sl.
No.

TEST ACCURACY PRECISION RECALL F1-
SCORE

1 Manual Test – 1 (using Al-
gorithm 2)

98.58 96.24 92.91 0.953

2 Automated Test using 40
features (using Algorithm
4)

98.27 94.41 92.44 0.935

3 Automated Test using 50
features (using Algorithm
4)

96.97 93.58 91.69 0.928

4 Automated Test using 60
features (using Algorithm
4)

96.34 93.22 91.43 0.921

5 Automated Test using 76
features (using Algorithm
4)

94.42 91.79 91.58 0.916

E. Analysis

This research work ran 5 test scenarios with different fea-
ture combinations. 2 experiments consist of a manual feature
selection technique to generate polymorphic adversarial DDoS
attack data and four tests with an Automated feature selection
technique. A manual feature selection technique utilized as
a benchmark and compared this technique to the automated
feature selection technique to analyze for how many cycles
the polymorphic attack evades the Black-Box IDS.

The following Fig. 18 graphs will be useful to compare
these five different scenarios.

Fig. 18. Test - 1 Polymorphic Adversarial Attacks using Manual Feature
Selection.
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Fig. 19. Test - 2 Polymorphic Adversarial Attacks using Automated Feature
Selection.

Fig. 20. Test - 3 Polymorphic Adversarial Attacks using Automated Feature
Selection.

Fig. 21. Test - 4 Polymorphic Adversarial Attacks using Automated Feature
Selection.

Fig. 22. Test - 5 Polymorphic Adversarial Attacks using Automated Feature
Selection.

In all the above results shown in Fig. 18, 19, 20, 21, 22,
the Polymorphic DDoS adversarial attack successfully evading
the IDS; the orange bar suggests the polymorphic attack is
becoming weak once the IDS detects them. By counting the red
bar, It has been observed that how many times the Generator
produced a polymorphic attack in each cycle. Fig. 19 suggest
that when the Generator uses a small number of features,
more than 90% of the polymorphic attack evades the IDS.
By noticing these figures, it is clear that using fewer features
to generate a polymorphic attack has a higher evasion rate but
fewer chances of generating more polymorphic attacks.

Fig. 20, 21, 22 suggest that initially, more than 90% of
the polymorphic attacks can evade the IDS. However, results
propose that if the Generator utilizes more features to generate
a polymorphic DDoS attack, the success rate gets lower each
time. Comparing all the results confirms that while using a
fewer number of features to generate polymorphic adversarial
DDoS attacks, the attack success rate stays up to the acceptable
amount. However, when more features have been used, the
attack success rate depletes after certain cycles.

Now the Table II describes the total runtime for each
experiment.

TABLE II. MODEL EVALUATION

Sl. No. TEST TOTAL
RUNTIME

1 Test – 1 Manual Feature profile update (with
a total of 10 features)

30.43 minutes

2 Test – 3 Automated Feature profile update
(with a total of 40 features)

75.31 minutes

3 Test – 5 Automated Feature profile update
(with a total of 50 features)

90.45 minutes

4 Test – 6 Automated Feature profile update
(with a total of 60 features)

145.37 minutes

5 Test – 5 Automated Feature profile update
(with a total of 76 features)

173.55 minutes

As observed from the above table, if the test uses a small
number of features, it takes less time to run the simulation.
The run time rises upon increasing features to generate a
polymorphic DDoS attack.
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V. CONCLUSIONS AND FUTURE WORK

The work proposed a framework to create polymorphic
adversarial DDoS attacks using a CICIDS2017 dataset using
a Wasserstein GAN. To generate polymorphic attacks, three
different techniques have been proposed that change the feature
profile of the attack. New features have been selected manually
each time to generate polymorphic adversarial attacks in the
first two techniques. Furthermore, to automate the feature
selection to generate polymorphic attacks, a Reinforcement
Learning technique has been applied in each technique; the
Generator creates a polymorphic attack until no more new
features are remaining to choose from the feature set.

From the results, it has been observed that the Generator
can produce polymorphic adversarial DDoS. Results also de-
pict that while using a small number of features to create a
polymorphic attack, the attacks were successfully deceiving the
IDS with more than a 90% success rate while using a manual
selection of features.

In the future, it could be interesting to consider using other
variants of GAN like DCGAN, Conditional GAN, BiGAN,
Cycle GAN to generate adversarial network attack data and
evaluate the detection systems. Another limitation of this
research is that it focused on generating only one type of
attack, as every attack has different functional features. It
would be difficult to use one Generator to create other types
of attacks with the same generator. So it would be interesting
to use multiple generators for each type of attack and evaluate
the performance of the IDS against all types of polymorphic
adversarial network attacks.
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Abstract—This research work presents the details of a near-
ground received power measurement and modeling based on it,
inside the archaeological park of Pisac in the city of Cusco.
The measurements were performed at a working frequency of
920 MHz in the industrial, scientific, and medical (ISM) band,
using transceiver devices with LoRa technology. The power of
the received signal is obtained while the transmitter moves at
a constant speed of 0.4 m/s, to characterize the fading that
occurred within this archaeological park, making appropriate
use of the moving average filter separates the fading to large
and small scale, then on the filtered signal is used the algorithm
of linear regression, to obtain a model that characterizes the
exponent of propagation loss and the shading factor. In addition,
the small-scale fading is characterized according to its proba-
bility distribution, the statistical parameters of the distributions
are obtained based on the small-scale measurements. We also
measured variations of receiving antenna height, ranging from
20cm, 50cm, 80cm, and 120cm above the ground, finding that the
height has a strong influence on the propagation loss exponent,
while the shadow variation shows a smaller variation. The model
obtained is validated by the coefficient of determination and the
root mean square error (RMSE) value.

Keywords—Archaeological park; LoRa; propagation model;
statistics; near-ground

I. INTRODUCTION

Wireless Sensor network (WSN) applications are con-
stantly increasing, some of them for smart cities, smart build-
ings, smart parks, smart farms, and recently some application
in smart tourism, this is principally for the care of archaeo-
logical attractions and monitoring of tourist behavior. Cusco
city has different archaeological places. Where it is important
to use the technological tools to monitor the archaeological
sites to conservation purposes. Internet of things applications
are based in 5 layers [1]; perception, transport, processing,
applications and business layer. Where perception layer is also
known as data acquisition, and transport layer is based in the
transfers of sensor data from perception layer to processing
layer, in this layer different wireless technologies are used
such as; WiFi, Bluetooth, Sigfox, LoRa and Cellular technol-
ogy. In transport layer, Wireless technology choice is impor-
tant,because it is necessary to consider; data transmission rate,
bandwidth, frequency band (commercial or ISM (Industrial,
Scientific or medical)), energy consumption and propagation
channel. Therefore, propagation model is an essential tool
for WSN planning and deployment [2]. Because, propagation
model describes the radio channel characteristics for different
environment such as forest, urban and indoor locations. This

model will allow the use of location algorithms based on RSS
within an archaeological park environment in the city of Cusco
or other parks with similar morphology environments. As in
[3], where they work in the UHF band at 433 MHZ using
LoRa technology, within forestry scenarios described as a clear
forest and a rubber plantation. Observing the attenuation of
these forest scenarios versus a LOS scenario by obtaining the
RSS value, also the variation of SF (Spreading Factor) and
BW (BandWidth), to observe its impact on the LoRa signal,
concluding that the propagation loss in a forest environment
varies according to the configuration of the parameters of
the LoRa signal. The vast majority of WSN studies near the
ground show results in scenarios somewhat different from
those found inside an archaeological park. [4] Therefore, a
model suitable for this environment will be of great importance
to ensure the deployment and operation of a communication
system, as developed in [5] , the localization by obtaining
RSSI data from a network of sensors close to the ground
over an area of an agricultural farm at the frequency of 868
MHz, with antenna heights of 40cm above the ground, and in
[6]develops localization using RSSI with applications of LoRa
technology at 868 MHz frequency through three localization
algorithms, based on the simplified equation of the log distance
model, but this time distance is the unknown variable, 100
RSSI samples are obtained throughout the indoor and outdoor
scenarios, obtaining the a and n that characterize the canal of
propagation of the LoRa signal. The research is organized as
follows. Section II describes the archaeological park scenarios
in more detail. Section III describes the equipment used and the
methodology for obtaining the experimental data. Section IV
presents the results obtained and the analysis of these results
for each scenario, obtaining a model for each one of them.
Finally, section V contains the conclusions.

II. NEAR GROUND SCENARIOS

Most studies were conducted for WSN applications with
antenna height just above ground level, although a few consider
the variation of this, but not uncommon scenarios such as
archaeological parks. These scenarios close to the ground are
usually very complex because they experience the reflection,
obstruction, and absorption of the signal, produced in the soil,
vegetation, and other scatterers present in the environment.
As is the case in [7], measurements are performed in three
different outdoor environments, at 2.4 GHz frequency, varying
the antenna height, as well as the separation distance between
them up to 100m, along a straight line. On the other hand, in
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(a) Line of Sight (b) Inca Wall (c) Platforms

Fig. 1. Measurements Sites.

[8] an attempt is made to observe the influence of the antenna
height against the important parameters within the modeling
of the wireless propagation channel, obtaining values for each
antenna height of the propagation loss exponent, shadowing
factor, fading and propagation delay. For [9], measurements
were made in the botanical park of the Florida institute of
technology, at 1925 MHz with antenna height 20cm above the
ground, obtaining the RSS value at variable distances of 5m
meters difference, in turn at radial angles separated by 22.5
degrees along 128 measurement points with 300 samples for
each one. [10] describes the NWB measurements in an agri-
cultural field with 3 different types of terrain with directional
antennas and identical omnidirectional antennas, with working
frequencies of 868, 2400, and 5800 MHz, the measurements
are developed at 20 and 40 cm above the ground, the received
power data is obtained for each antenna and in turn for each
antenna height, thus developing a model of 3 slopes, with
3 different values of propagation loss exponent. Similarly,
for [11], measurements are made in an indoor scenario with
antenna heights close to the ground at the 2.45 GHz frequency,
showing how the propagation exponent varies with respect to
the scatterers present in this indoor scenario.

Therefore, the correct modeling of the wireless propagation
channel will be of utmost importance for the design and
correct deployment of a wireless sensor network inside the
archaeological park of Pisac, a clear example being [12], where
the RSSI of a LoRa system is used to estimate the position in
an indoor environment. In this work three different scenarios
were selected, they are a large plain with a wide line of
sight, the Inca walls, and the famous platform systems. The
archeological park of Pisac is located in the district of the same
name in the province of Calca in the department of Cusco, 32
km northwest of Cusco. It has an area of 9,063 hectares and
a perimeter of 43,340 meters. The first scenario is located in

the qosqa sector where there is a flat area with a wide line
of sight, with a width of 15 m and a length of 153 m, the
ground is covered with grass 4 cm high, and the morphology
is slightly undulating. Fig. 1a. The second scenario is the Inca
walls, Fig. 1b, which are constructions made for containment
purposes built with pebble stones. It has a cellular rig and
convex profiles, masoned with clay mortar or mud, so they
offer sufficient strength to remain largely intact until today.
It has a variable height of 3 to 7 meters, with lengths of
approximately 150m [13].

And finally, the terrace scenario found between the q’alla
q’asa and q’antus raq’ay sector, like most of the terraces within
this archaeological park, has a circular shape, as shown in Fig.
1c, have sizes from 3 to 8 meters, with lengths of approxi-
mately 190 meters. Within this scenario, the transmitting and
receiving antennas were obstructed by some platforms, so it
should be noted that some experimental data are given without
line of sight.

III. MATERIAL AND METHODS

A. Hardware Setup

The experimental data collection was based on two TTGO
T-Beam wireless nodes, one configured as a transmitter and
the other as a receiver, the latter connected to a laptop to
store the raw data (the value of the RSS (Received Signal
Strength) variation is stored). The communication between the
receiver node and the laptop is made use of the Arduino IDE
development environment, and also makes use of Teraterm
software for the conversion of data to an Excel workbook in
.xlsx format for processing in Matlab. Some characteristics of
the TTGO equipment are mentioned in Table I.

TTGO T-Beam nodes work in the unlicensed bands’ ISM
(Industrial, Scientific, and Medical), for this work we used the
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band of 920 MHz since the 915 MHz band is licensed to the
telecommunications company Viettel Peru S. A.C. in the 902-
915 MHz frequencies, and according to the MTC [14] also
the radio-communications services that operate in these bands
must accept the harmful interference resulting from these
applications and in no case will cause interference in the ISM
applications. A pair of vertically polarized omnidirectional
antennas with a gain of 3dBi is used, both antennas are
connected to the transmitter and receiver via their SMA port,
the transmitter emits a signal of +20 dBm. More information
on TTGO T-Beam can be found at [15].

TABLE I. LORA SIGNAL PARAMETERS [15]

PARAMETERS SETTINGS
Transceiver Chip Semtech LoRa SX1276

Bandwidth 500 KHz
Center Frequency 920 MHz

Power Transmission +20 dBm
Transmission Speed 5470 bps

Spreading Factor 8

B. Measurement Methodology

The same methodology was used for the LOS and Inca
walls scenarios. The receiver was fixed at variable heights of
20, 50, 80, and 120 cm, and the transmitter at 150 cm, the
height of the receiving antenna was fixed at these heights, since
we did not want to disharmonize the archaeological park, in
addition to the existence of location signals with these sizes.

For the LOS scenario, the transmitter made a round trip
in a straight line, with a total distance of 150m at a constant
speed of 0.4 m / s, this to characterize the fading experienced
by the propagation signal within this environment, about 4050
data were obtained per trip, it should be noted that within this
first scenario no people were found so the variations are due
to the movement of the transmitter and the geomorphology of
the terrain. The measurements were made in a cold-dry climate
with light wind currents.

For the scenario of Inca walls, the same methodology was
used to obtain the experimental data, the receiving antenna
was placed at a distance of 1m from the wall and then make
straight stretches with the transmitter back and forth at the
same constant speed of 0.4 m / s, the same variations in
height of the receiver, until reaching the end of the wall, with
a distance of 128m. A total of 2550 data were obtained. The
measurements were performed with the same weather and light
wind currents.

For our last scenario of Inca terraces, the methodology was
changed since it is not possible to perform mobile measure-
ments since these can reach heights of up to 8 m. Therefore,
it was decided to take experimental data for each platform,
obtaining 500 samples for each one of them, for a total of
13 platforms. The measurements were carried out in the same
climate and with light wind currents.

IV. MEASUREMENT RESULTS AND ANALYSIS

For this research, the following distribution of tasks is taken
into account for the correct analysis of measurement data. See
Fig. 2.

Tx Rx

Filtering

Wireless Channel 
Propagation

AnalysisInterpolation
Raw
Data

Results
n

Xσ
R

Fig. 2. Block Diagram of Measurements and Analysis of Data.

A. Extraction of Loss Propagation Exponent and Shadowing
Fading

Once the experimental data were obtained, signal filtering
was performed. The RSS data is passed through the moving
average filter with a window length of 40λ [16] to separate
the small-scale fading, see Fig. 3a-3b thus obtaining the large-
scale fading, where the linear regression algorithm is applied
in Matlab using the method of least squares and app curve
Fitting, to obtain the signal parameters such as the exponent
of the propagation loss, the reference power, and the standard
deviation or shadowing.

With the data obtained after filtering, they resemble the
logarithmic distance propagation loss model, where the prop-
agation loss exponent indicates the change in propagation loss
as a function of distance. The values of the exponent and
shadow fading are extracted from the following equation 1
[17]:

Pr(d) = Pro + 10nlog10(d) +Xσ[dB] (1)

Where d is the variation distance between Tx and Rx in
meters, Pr(d) is the received power in dBm, and Xσ is a zero-
mean log-normal random variable with standard deviation σ in
dB, which expresses the shadow fading. Linear regression is
used to obtain the propagation loss exponent n. The two-slope
model is adopted to fit the experimental data on the Inca walls,
using the equation 2 [18].

Pr(d) =

{
Pr(d0) + 10n1log10(

d
d0
) +Xσ1

(d ≤ db)

Pr(db) + 10n2log10(
d
db
) +Xσ2

(d > db)
(2)

Small-scale signal variation is characterized by the Rician,
Nakagami-m and Rayleigh distribution equations, these equa-
tions of these distributions are found in [19].

B. Modeling and Analysis

The variation of the measurements with respect to the
height of the Rx antenna, after filtering as observed in Fig. 3c.
Once the large-scale fading signal is obtained, the linear regres-
sion algorithm is used to obtain the values of the propagation
loss exponent and the shading factor of this archaeological
park. Using MATLAB software, the resulting equation was
obtained, based on the equation 1, this model will be validated
using two parameters, the residual standard deviation (σ) and
the coefficient of determination (R2). These parameters are
shown in the Table II and Table III, for the one slope model and
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Fig. 3. Signal Filtering, (a) Measurements vs Moving Average Filter, (b) Small-Scale Signal, (c)Large-Scale Signal.

two slope model, respectively. The residual standard deviation
measures the average deviation of the measured propagation
losses from the values predicted by the fit model. If the value
of σ is close to 0, it indicates a better fit. The coefficient of
determination expresses the degree of success of the fit. If
R2 is close to 1 it means that the fit is optimal, the least-
squares line fits the obtained data [20]. See Fig. 4a, 4b, 4c.
It should be noted that our results are comparable to existing
values in litetarua [8], [21], however, new values and aspects of
antenna height and particular archaeological park scenarios are
provided that are in accordance with intuition. The dependence
on the height of the receiving antenna as well as the nature of
the scenario is demonstrated since its value decreases as the
height increases, the exponent values range between 1.9-2.4
for the LOS scenario, 2.1-2.7 for the wall scenario, and finally
1.3-1.4 on the platforms, the latter since the resulting height
is the sum of the platform height and the antenna height. The
shadowing variation is not strongly impacted by the height of
the receiving antenna, the statistical distribution of shadowing
is confirmed to have a normal distribution, with deviations
ranging from 1.7-2 for the LOS scenario, 1.7-2.3 for walls,
and 7.7-8.4 for platforms.

For the analysis of the fading, the Normal distribution
models were used for shadowing fading, and for small-scale
fading, Rice, Nakagami-m, and Rayleigh, each of which was
simulated and contrasted with the measurements. As can be
seen in the Fig. 5a, 5b. For the Shadowing data, it is again
shown to have a normal distribution with mean zero and

standard deviation calculated according to the scenario. For the
small-scale data, both the Rice and Nakagami-m distributions
are appropriate for this archaeological park scenario.

V. CONCLUSION

In order to characterize the archaeological park of Pisac,
we performed measurements at 920 MHz, obtaining the RSS
value at different heights of Rx antenna, close to the ground
so as not to affect the structural harmony of the same. The
moving average filter is used to mitigate the small-scale fading,
with a window of 40, obtaining the large-scale fading where
we establish statistical models of propagation loss and also
analyze the influence of the height of the receiving antenna
and the geomorphology of the terrain. The linear regression
for the experimental data indicates that the model based on the
logarithmic distance performs an adequate characterization for
scenarios close to the ground within this archaeological park
since the values found are close to 2, the value of propagation
loss exponent in free space, in addition to having adequate
values for the determination coefficient R2 and RMSE or
Xσ , on the other hand, it is observed that the dual-slope
model shows greater accuracy in these scenarios, obtaining
values of R2 higher than the single-slope model. The small-
scale signal fading statistics can be modeled as a nakagami-m
distribution and a rice distribution, which show a considerable
approximation with our samples. Additionally, the obtained
model was compared with experimental data from another
archaeological park, Chinchero, see Fig. 6, obtaining a value
of R2 equal to 0.9291, which indicates that the model fits the
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Fig. 4. Large-Scale Signal Modeling,
(a) Models for 20cm Rx Height in a Flat Environment, (b) Models for 50 cm Rx Height in an Environment of Inca Walls, (c) Models for 50cm Rx Height in a

Platform Environment

TABLE II. LARGE SCALE FADING CHARACTERISTICS FOR LOS, INCA WALLS AND PLATFORMS- ONE SLOPE MODEL

One Slope Model
Line of Sight Inca Walls Platforms

Height
(cm)

n
Xσ

(dB)
R2

(%)
n

Xσ

(dB)
R2

(%)
n

Xσ

(dB)
R2

(%)
20 2.408 1.196 0.9825 2.774 2.113 0.9610 1.285 8.342 0.3135
50 2.249 2.082 0.9419 2.514 2.0 0.9575 1.444 7.732 0.4017
80 2.142 1.958 0.9433 2.407 2.343 0.9377 1.362 8.401 0.3359
120 1.949 1.754 0.9449 2.102 1.719 0.9553 1.366 8.065 0.3556

experimental data optimally, validating our model in another
archaeological park scenario with similar morphology of the
environment. A report on the measurement campaign of the
propagation channel by means of mobile measurements with
variable antenna height is provided, proving once again the
dependence of the propagation signal with the separation
distance between Tx and Rx, so that new values of propagation
exponent, shadowing factor and small-scale signal distributions
were also provided, for archaeological park scenarios, which
vary in morphology to those developed in other investigations.
Finally, it is concluded that, for the correct study and analysis
of the deployment and operation of a sensor network, an
adequate propagation model with parameters adjusted to the
different scenarios within the archaeological parks must be
taken into account. These models could be used as tools for the

implementation of object localization based on the trilateration
algorithm using RSSI. In addition to obtaining the path loss
equation that will provide the coverage area.
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Abstract—The SARS-COV-2 virus of the coronavirus family
was identified in 2019. This is a type of virus that infects
humans and some animals, in Peru it has seriously affected
everyone, causing so many deaths, which has resulted in that
people be tested to rule out contagion, using laboratory methods
recommended by the government of the country. Therefore, the
data science methodology was used with this research, where its
objective is to predict what types of people are contaminated
during SARS-COV-2 by the regions of Peru, identified through
laboratory methods, therefore, the ”data bank” was taken by
PNDA, the CSV file was used for that study, apart from the
fact that it comes from the INS and the CDC of the MINSA.
In which, machine learning was developed with the decision
tree algorithm and then began coding, in such a way that
the distribution called Anaconda was used where it is encoded
in Python language, together with that distribution, Jupyter
Notebook was used which is a client-server application. The
results generated by this research prove that it was possible to
identify the types of individuals by SARS-COV-2. These results
can help prevention entities against SARS-COV-2 to apply the
corresponding preventive measures in a more focused way.

Keywords—Forecast; laboratory methods; machine learning;
Python; SARS-COV-2

I. INTRODUCTION

Since SARS-COV-2 affected all the countries of the world
it has led to several deaths, for which the impact that laboratory
methods have come to have been beneficial since they are used
for the detection of the virus avoiding this way its spread, also
the use that is given to these methods are diverse, which can
be used for people who have had contact with the virus, [1]
people with symptoms of SARS-COV-2 and people who want
to know if they have had the virus. However, this is not far from
economic reactivation since to travel or for people who have
been infected and want to return to work, they are asked to
do laboratory methods and consequently to show their medical
certificate that proves the negative result by SARS-COV-2 [2].

In Peru, the detection by SARS-COV-2 for laboratory
methods has been difficult for the population, because some
people do not have enough money to be tested, since the costs
of these laboratory methods are high and range between 700,
400, 230, and 190 soles; therefore, the insufficiency of this
spending has led to more citizens becoming infected with this
virus, [3] however, it can be mentioned that in other countries
such as Austria and Germany the laboratory methods are free
since they are provided by the government.

The importance of this study is ”rooted” in reaching the
greatest intellect concerning laboratory methods, this is done

to know which laboratory methods are most used in each
region of Peru since this gives us indications of that ”type
of individuals” (Individuals who have been in possible contact
with the virus, with symptoms of SARS-COV-2 and who want
to know if they have had the virus) live in the majority in each
region and thus be able to apply the corresponding preventive
measures.

The present study will focus on knowing what ”type of
individuals” exist in the regions of Peru since due to the
infection for SARS-COV-2, different laboratory methods have
been generated focused on different individuals. Precisely, this
study will provide an enormous advantage because thanks to
it, prevention entities against SARS-COV-2 will be able to
apply the corresponding preventive measures in a more focused
way; in addition to deepening the knowledge about machine
learning, with which the work of these entities will be more
productive and in this way they will acquire adaptation to the
novelty of the environment in which they live.

How will implementing machine learning in positive cases
of SARS-COV-2 by laboratory methods stop the pandemic in
Peru?

The objective of this analysis is to ”unwind” predictions
through machine learning in order to optimally forecast SARS-
COV-2 in Peru and thus ensure that prevention entities against
SARS-COV-2 can apply the corresponding preventive mea-
sures in a more effective way focused.

Section II explains the literature review, Section III ex-
plains the methodology, Section IV explains the results and
discussions, and finally Section V discusses the conclusions
and future work.

II. LITERATURE REVIEW

The study carried out allowed to determine the progress of
the set of knowledge applied in the articles concerning machine
learning since they show its benefits from allowing computers
to learn by themselves to perform tasks independently, as well
as its progress with the applied methodologies, which showed
correct employability.

These methodologies are used by data scientists since they
convert massive information into “useful answers”, this is done
through a variety of knowledge that they use to analyze the
information and thus collect useful data that comes from all
kinds of sources.

Regarding the methodology that was carried out in the
studies concerning machine learning, the articles report its
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relationship with data science, these methodologies reflected in
the articles are adaptations of more complete methodologies,
which means that these methodologies themselves, although
they are varied, from a conglomerate that reinforces the
machine learning used for their respective results.

Thus [4], it exposes a problem on how to stop the spread
of SARS-COV-2, in it, it refers to the asymptomatic since they
do not present symptoms generate a problem at the moment
of fixing individuals with this virus of those who do not,
therefore, he proposes to carry out tests to identify the virus.

Also [5], mention of the tests is mentioned as a prelude to
the outbreak of SARS-COV-2 infections, focusing on providing
prediction systems to diagnose individuals with this virus, this
made it possible through data mining and machine learning
algorithms.

In the same way [6], he maintains that the tests have been
beneficial when detecting the invasion and multiplication of
pathogens in the tissue of an organism for SARS-COV-2 at the
time of commenting as a principle his article that paramedical
companies are affirming the development of a vaccine.

Something similar occurs with [7], whose purpose is to
evaluate the identification of SARS-COV-2 with diagnostic
tools such as pathogenic tests by name at the beginning of
the ”battle” against the transmission of said virus, emphasizing
the mandatory detection of contaminated patients. On the other
hand [8], it communicates in its problem the lack of access to
test kits by pointing out the scope of SARS-COV-2 as openness
and concerns about the accuracy of the counts of cases of this
virus, focusing on the early stages of the pandemic concerning
its scope, characteristics and its impact on health and society.

Something similar occurs [9], which indicates that the
availability of diagnostic tests being limited leads health
officials to suggest that only a ”group” of people need to
look for the ”fact” or ”evidence” that confirms the invasion.
and multiplication of pathogens in the tissue of an organism
for SARS-COV-2 by determining in the beginning that many
of those who were infected were asymptomatic or showed
symptoms, also emphasizing that the virus became a global
crisis around health.

With the same approach [10], they aim to carry out a
predictive model for the evaluation of disease using statistical
analysis and a data mining solution known as SAP Predictive
Analytics.

In a different context [11], with the studies shown above,
it stands out that x-rays and computed tomography scans are
exceptional complements to RT-PCR tests, which are a variant
of PCR tests by establishing at first that CT scans alone can
generate negative predictive value.

In a different environment [12], with the analyzes indicated
above, it stands out that the automated bilateral trading model
uses a metaheuristic algorithm called OSA and chaos theory,
which are used to adapt trading strategies.

In summary, with what has been examined in the various
studies that used different methods to solve their respective
problems according to their studies that are taken here as a
reference, it can be said that the authors worked to solve the
SARS-COV- 2, that is why they correctly raised their studies,

applying their methodologies and determining the approach
to this virus. Using clinical information to obtain essential
characteristics, valuable data was extracted that was used in
machine learning algorithms (Decision tree, regression, neural
networks, among others) to classify these data and yield high
levels of precision, which resulted in a score successful to
solve their corresponding problems.

Another important factor that these studies show is the
efficiency of their models since they improve the behavior of
the data in addition to showing a conglomeration of types of
machine learning to solve their problems by performing tests
that confirm their efficiency; based on this, the evaluation of the
applied algorithms is also carried out to define the best result
that conforms to reality. It is worth mentioning that this was
a challenge for these authors since this infers the ”creation”
of a predictive model in an environment of affection towards
SARS-COV-2 where they had to perform deep analysis to
find information that supports their prediction algorithm which
will help doctors in making decisions. However, the authors
emphasized investigating more about the fusion of machine
learning with other disruptive technologies that have been
projected for the year 50, such as the Internet of Everything
(IoE) and the blockchain, which is why it is here that the lack
of research on the fusion of the methodology, as well as with
other relevant topics, to achieve a greater contribution in the
line of forecasting with machine learning.

III. METHODOLOGY

From here, the methodology is explained which belongs
to the development by predictions through machine learning,
towards the forecast from positive events, obtaining as such the
objectives presented based on this methodology that belongs
to the sample in Fig. 1.

Fig. 1. Data Science.

A. Stages of the Methodology

1) Analytic Approach: This first path [13], which is ”cov-
ered” in the methodology, will occur thanks to the stability and
constancy of carrying out a meaningful and detailed analysis,
facilitating and making development possible to locate the
stability and constancy expected in support of the problem
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proposed, and thus obtain an expected result, benefiting that
analytical approach is where the analytical idea that is pre-
sented for acceptance and conformity ”starts” from.

2) Data Requirements: This second path [14], which is
“covered” in the methodology, immediately fixes questions to
obtain information: What data will be essential? Where will
we get these data from? Once the answer has been obtained
from these doubts, it is necessary to ”draw” the course towards
answering the doubts from the subsequent journeys: From what
way will these data be ”harvested”? Understand this data? How
will these data be used to provide realization to the analytic
idea? It is in this ”place” where it is necessary to have an
understanding and mastery of the problem since this ”element”
is decisive to achieve a specific definition of the data that will
be required.

3) Data Collection: This third path [15], which is “cov-
ered” in the methodology, tells us that after finding the
essential data and the source from which these data will be
obtained, we have to “collect” the data from these various
origins located in the study, in this “place” is where you will
get a definition of the beginning of the data as well as the
criterion ”spent” in order to collect them.

4) Data Understanding: This path [16], which is “covered”
in the methodology, verbalizes us which, after having found
the set of information that will be essential with the object
from the solution of the problem, belongs to having to “insist”
on the examination of that information, managing to capture
its unusual variables as well as formats, this helps us to have
a clear idea of the data available and thus occupy optimal
solutions based on its condition.

5) Data Preparation: This fifth path [17], which is ”cov-
ered” in the methodology, is very ”hard” since in this ”place”
is where the data has to be ”washed”, refining and ”pushing”
them, in that washing, refining, and impulse identifies missing
data problems, unauthorized elements, double elements, which
are to be solved, since in this ”place” is where a group of
”washed” data will be collected and prepared to be used in
the model.

6) Modeling: This sixth path [18], which is ”covered” in
the methodology, verbalizes us which then has the group of
information ”washed” as well as prepared with the matter of
being used in the model, it is located as the model is erected,
how it is ready to resolve the problem in dispute, also of
adapting with the elements in a very ”pleasant” and optimal
way; in this path, the model is set with the “materialization”
of machine learning from the elements, as well as adapting the
model based on objective and characteristics.

7) Evaluation: This seventh [19], as well as the last path,
that is ”traveled” in the methodology is very significant since
it tells us that it is necessary to assess the model by checking
it with other data and to contemplate what happens, this tries
to say that this path establishes that ”true” or it is not the
model-based accordingly to the ”revision”.

B. Development of the Methodology

1) Analytic Approach: This trajectory of the data science
methodology, after fixing the problem, the question was re-
solved. What analytical approach is great in order to fix the

problem? In order to replicate that question, a “tracking”
identifying the ideal analytical approach and thus hitting the
problem, in such event it is arranged to forecast the number
of types of individuals infected by SARS-COV-2 identified
through laboratory tests, which makes us deduce that they
are preparing to carry out a predictive model, in order to
”speak” it in some ”short” way, a predictive model is a
group of procedures ”worked” through specialized computer
knowledge which provides help in order to specify the prob-
ability that specific preconditions occur or precursors to its
consequence. After that short, although considerable allusion.
What is a predictive model? This study tells the object of
solving where it was preferred to choose the decision tree
model, what is a group from “components” of the potential
repercussions from a collection of linked resolutions in support
of comparing possible ”behaviors” with each other, aimed at
foreseeing the ”ideal” alternative. This decision tree begins
with a node and then diversifies into potential consequences,
all these consequences ”found” nodes, which are diversified
into more options, that decision tree is ”calculated” with three
classes of nodes, firstly the so-called node of decision what
demonstrates a resolution that will ”occupy”, secondly the
so-called probability node that demonstrates the possibilities
of some consequences, as well as, finally, although equally
significant, the terminal node that demonstrates the conclusive
consequence from a ”means” of resolution. Those elements of
the decision tree constituted can be observed in Fig. 2.

Fig. 2. Decision Tree.

2) Data Requirements: In the first place, in the devel-
opment of this path, it goes on to refer that the progress
that comes from there is considerable since the ”answer”
of the problem is based on that, that path tells us that it
is necessary to locate the data to that in ”reason” to that
the following trajectories of collecting, understanding and
preparing the data are to be executed as well as to be able
to be solved the respective problem. In this course of the
data science methodology, the “material”, the “forms” and the
sources of the essential data were specified; for this reason, the
National Open Data Portal (PNDA) dealt with how in ”easy”
expressions a web for collecting information is, that web is
made up of three drop-down lists, firstly the named categories,
which declares us a classification grouping of conformity with
the dear criterion, that of the second place named labels which
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helps to provide order and a purpose that the category drop-
down list does not provide, that is to say, that the labels show
the most “attractive” “material”, and finally although equally
considerable the named format the one that helps with the
purpose of knowing the modality by how the data is ordered
as well as it is encrypted in a computerization filing cabinet.
The PNDA, thanks to its technical and normative tools of
the public function and to establish itself as the computer
focus of the government of Peru, was chosen since due to
its ”ordering” mode, it is great with the data requirements of
this study, since with the In order to give a ”remedy” to this
study, the Comma Separated Values (CSV) file was used, apart
from the fact that it was ”born” from the National Institute of
Health (INS) as well as from the Peru’s National Center for
Epidemiology, Prevention and Disease Control (CDC) of the
Ministry of Health (MINSA). That is why ”now” you have the
”material”, text file, as well as the origin of the information.

3) Data Collection: After having the data collection, the
availability of the total of the essentials was established to
provide a ”remedy” to the problem, with which it lends
itself to analyze the data requirements to find out if a little
data was not required. of the data already obtained. Already
mentioned the means of the data to give a ”remedy” to
that study, which is a PNDA CSV file, it should be noted
that this file consists of data that can be easily ordered and
processed. Coding began, for this purpose, the distribution
called Anaconda was used, which is coded in Python language,
together with that distribution, Jupyter Notebook was used,
which is a client-server application. First, the ”pandas” module
was downloaded and it was given the nickname ”pd”, this
was used to ”go” to the data of a data structure with two
dimensions, later the path of the file belonged to a variable a
a more ”personable” entrance; later it was consulted as well as
I save the information in a data structure with two dimensions
with title of covid positive methods data, apart from dividing
the values with the argument ”sep”; in addition, the print()
function was handled in order to ”publish” a text. That can be
checked in Fig. 3, Fig. 4, Fig. 5 and Fig. 6.

Fig. 3. Imports for the Data Frame.

Fig. 4. File Path.

Later it belonged to use ”pandas.DataFrame.columns” in
order to demonstrate the flags of the ”pillars” from a data
structure with two dimensions ”covid positive methods data”.
This can be verified in Fig. 7.

Soon the head() function was handled in order to demon-
strate the primary 5 ”ringlas” from a data structure with

Fig. 5. Import Pandas Library to Read Data Frame.

Fig. 6. Data Reading.

Fig. 7. Data Frame Labels.

two dimensions ”covide positivee methodse data”. This is
checked in Fig. 8.

Fig. 8. First Rows of the Data Frame.

Finally, the shape() function was used to demonstrate
the size of a two-dimensional data structure, which is
intended to indicate that the chosen data group named
“covid positive methods data” is consigned with 2 164 380
rows with 10 columns. This can be checked in Fig. 9.

Fig. 9. Information Frame Size.

4) Data Understanding: In this path, the methodology
expects to have an obvious view of the data, observed in the
data collection. There you want to learn from the data to locate
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problems and have knowledge regarding the “material”, in that
case, they identified problems, even so, the experience was
gained regarding the data. In the coding, it is reflected that
”re” was used which is a module with regular expressions that
can be seen in Fig. 10, then the nested loop ”for” was used this
is a loop that is located inside another loop as for the primary
cycle, a variable named ”label” was used with the iterable
named ”labels” this is a ”repertoire” of the headers that is
arranged in a data structure with two dimensions and with the
second cycle a variable was used named ”coincidence” for the
iterable [(re.compile(”.*A.*”)).search(label)] where ”search()”
finds patterns in the text that have the character ”A”, and the
body of the loop has a conditional expression ”if” for the con-
dition of ”coincidence” and with the ”command” of ”print()”
that shows the information on the screen of ”party.group(0)”
that ”publishes” the variable ”coincidence” finding the ”word”
of agreement with ”group(0)”. This can be demonstrated in
Fig. 11, Fig. 12 and Fig. 13 in long and short coding each.

Fig. 10. Importing Re for Matches.

Fig. 11. Pattern to Find the Match.

Fig. 12. Nested Data Frame Loop (Long).

Fig. 13. Nested Data Frame Cycle (Brief).

5) Data Preparation: From this path of the data science
methodology, unwanted “components” were eliminated, it
should be noted that this path together with the path of data
collection and understanding of data are the paths of long
duration in research. That journey began the transition of
the elements, this was carried out to use the elements in
a very significant way, with which in this ”place” is where

how the data was elaborated concerning missing elements, not
applicable elements, and double elements to secure the data
to stay “finished” for the model. Likewise, in this path the
characteristics will be fixed since this is significant because
it is used in the model, this is the ”contraption” to give the
solution to the problem posed, and to finish that path, it is the
one that fixes the totality of what is essential for the model
preparation path since that ensures the elements which were
used in the machine learning algorithm, which is decision tree.
First of all, i verify elements to determine if it is essential
to ”wash” them, for which ”pandas.Series.value counts” was
used, which shows a series that stores counts in descending
order of unique elements, it should be noted that ”pandas
.Series.value counts() ”does not count NA elements. When
contemplating the frequency board, it can be seen that the
heading is specified in another language for which it is
incorrect, it is also considered that the way the elements are
“printed” is a lack of respect since the totality is in capital
letters, it is also contemplated that double elements subsist,
and to conclude, very few people are considered per district,
which has the possibility of leading to an erroneous forecast.
This can be foreseen in Fig. 14.

Fig. 14. Table of Frequency.

Here we will begin to demonstrate the way where the
problems “formulated” in Fig. 14 were solved, to begin with,
the “designation” of the headers was repaired, for that reason
“pandas.Dataframe.columns” and “pandas.Dataframe.values”
were used what in group shows the array of elements that
appear in the upper margin of columns of the data frame
”covid positive methods data”, that preserved an element
”column names” which later he used to get his data, that
was ”applied” through correlative numbers, now the correlative
numbers have been located, he repaired appointments that
appear in the upper margin, that can be seen in Fig. 15.

After the elements of the rows were repaired, this was
“materialized” through “pandas.DataFrame.loc” which enters
a grouping of rows from the label, those rows from the
label was fixed through the bracket of “pandas.DataFrame.loc”
”[covid positive methods data[’SEX’] == ’MALE’, ’SEX’]
”which indicates this grouping of rows where you entered
is “SEX” from the tag “[covid positive methods data[’SEX’]
== ’ MALE’]”, subsequently began to “amend” the elements
of the rows, this allows it to be “examined” in Fig. 16.

Afterward, how there are ”printed” elements were repaired
so that they are ”printed” with consideration, in which case
it was chosen to leave the first letter of any of the printings
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Fig. 15. Column Name Correction.

Fig. 16. Repair of ”Pillar” Elements.

in capital letters with which ”pandas.Series.str.title” was used.
This can be foreseen in Fig. 17.

Fig. 17. Correction of Items with Consideration.

Later the elements of the columns ”CUT DATE” and
”RESULT DATE” were converted into string data since the
function that was used to convert the elements of these
columns into date works with string data, that is why it
was necessary to apply a function that converts a string
for which the function called ”pandas.DataFrame.apply” was

used with lambda which what it does is give the power
to ”found” almost all reasoning and only worry about the
custom function. In the coding with the support of ”pan-
das.DataFrame.info”, it is contemplated in short that the data
frame named ”covid positive methods data” shows its data
types where it is observed two columns that have to have date
type elements but these will have another type for which it
was essential to use ”pandas.DataFrame.apply” as lambda that
is seen in Fig. 18.

Fig. 18. Data Frame Element Types.

After consulting the types of elements in the data frame,
“pandas.DataFrame.apply” was used as well as lambda and
“to datetime” to impose the transformation of the typed string
to date. To use “pandas.DataFrame.apply” like lambda and
“to datetime” to begin with, the data types were transformed
into string types in addition to removing the decimal part. This
transformation can be seen in Fig. 19.

Fig. 19. Converting Items to Data Frame String.

After the transformation of the elements to string type,
it was allowed to use ”pandas.DataFrame.apply” like lambda
which generated a transformation of type string to date, and
”to datetime” that does the same thing only that it uses
”errors = ’coerce’” so that the “nan” is set to NaT since
that element can be stored in the date and time array to
specify the unknown or missing date and time elements. The
application of ”pandas.DataFrame.apply” as well as lambda
and ”to datetime” can be seen in Fig. 20.

In the coding, it is reflected that the NumPy library was
imported and it was given the name np. This is a library that
contributed to the procedure of producing a recent “catalog” of
districts for infected people over 50 that can be seen in Fig. 3,
after importing NumPy, how many people exist per district
was preserved in the “covid positive methods data counts”
element, then in the “district indices” element the districts
with people over 50 were set with ’True’ and the districts
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Fig. 20. Transforming Items to Data Frame Date.

with “False” that have people under 50, then in the element
”district to keep” a ”catalog” of districts was preserved to
maintain. The procedure for the establishment of this recent
list can be visualized in Fig. 21. This same figure “exposes”
the number of rows of the data frame from, the number of
rows of the processed Frame (recent), and the number of rows
that were pulled out.

Fig. 21. Another List of Districts for the Elevated Infection.

Later it was reflected that the data of those infected with
SARS-COV-2 has missing elements, with which in this ”place”
it is shown how it was used with those missing elements.
What was carried out was to delete missing elements, since
those not being accessible prevent the encoding operation. This
”eradication” of missing elements can be visualized in Fig. 22.

After converting the elements of the columns into number-
ing elements, this machine learning algorithm that was used
works with numbering elements, therefore it was required to
produce numbering representativeness according to the model
for this purpose the named coding approach was used “Label
encoding” this replaces the column element with a numbering
element between0 and the top numbering of unique elements
in the column reduced by 1 in alphabetical order. In the coding,
its data types are shown where it is consulted that a ”pair” of
columns have non-numeric elements, which is why they use
of ”Label encoding” was essential.

Fig. 22. Deleting Missing Items.

After demonstrating the data types of the data frame, the
”Category codes” way was used to enforce ”Label encoding”.
To use the “Category codes” way in the first place, the
element types were transformed into category types. This
transformation is achieved by ”display” in Fig. 23.

Fig. 23. Transform Elements to Data Frame Category.

Following the transformation of the elements to category
type, the way “Category codes” was used, which produced a
representative numbering according to the model. The “Label
encoding” appliqué in the way of “Category codes” can be
seen in Fig. 24.

Finally, the forecast objective was saved in the element
“y” that can be seen in Fig. 25, after setting the objective, a
“catalog” of columns that “entered” the model was chosen to
be used. To forecast, that is identified by “features” the one
that is saved in the “X” element that can be “noticed” in Fig.
26.

6) Modeling: This path of the data science methodology
used the “scikit-learn” library to found the model, it should be
noted that this library is “pointed” as “sklearn”, after setting
the “scikit-learn” library, the decision tree model for regression
and an integer numbering were specified to ”random state”
which ensures the same results throughout the execution during
the setting of an integer numbering and finally the decision tree
model for regression based on the characteristics and objective

www.ijacsa.thesai.org 780 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol.12, No. 11, 2021

Fig. 24. Adaptation of the Category Codes Way.

Fig. 25. Forecast Goal.

Fig. 26. Forecast Characteristics.

was adapted. Fig. 27 ”exposes” the determined model, as well
as the appropriate one.

Fig. 27. Decision Tree Model.

Fig. 28 manages to observe that it preceded to forecast with
the next seven positive cases by method (0 - 6) in addition
to contemplating the forecasts of those seven positive cases
by method, there the function ”pandas.DataFrame.round” was
used which returns the integer numbering closer, that was used
to demonstrate which laboratory method the entire forecast is
affiliated with. So it is possible to know that if the result is
”0” the laboratory method is Antigen Test (AG) if the result
is ”1” the laboratory method is Molecular Test (PCR) and if

the result is ”2” the laboratory method is Rapid Test (RP).

Fig. 28. Training Data Forecast.

To know the text elements that are equivalent to those
numbering elements, the Microsoft Excel spreadsheet was
used, with that, the CSV that helped with the forecast was
copied and copies of the columns were deleted, listing the
rows by individual element. This was done due to the data
tool to make copies and the function ROW minus 2 was used
to give numbering. A sample of the consequence of this can
be found in Table I.

TABLE I. DEPARTMENT LIST SAMPLE

N° Name
0 LIMA
1 ICA
2 HUANUCO
3 ANCASH
4 APURIMAC
5 JUNIN
6 PIURA
7 MADRE DE DIOS
8 LAMBAYEQUE
9 CALLAO

IV. RESULTS AND DISCUSSIONS

A. Evaluation

This last journey of the data science methodology assessed
the model with other elements, in the first place that was
carried out before proceeding, the assessment was to check
the forecast that was carried out in the preparation journey of
the model where the prognosis is based on the elements of the
index from 0 - 6, with which the value has to vary from that
scale of indexes, for that reason in that route the elements of
the index 101 were used to specify the efficiency of the model
based on the outcome of the valued. In Fig. 29 the evaluation
of the model is tested.

Fig. 29. Other Items to Compare.
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To evaluate the results, an element called
“dataframe to evaluate” had to be founded, which can
be seen in Fig. 30 that contributed as a “pillar” as the purpose
of comparing the completion of the forecast reached in the
data of the index of the 101 for the data in the data frame
named “dataframe to evaluate”.

Fig. 30. Data Frame for Evaluating the Result.

Since the element “dataframe to evaluate” was indicated
which helped as a rationale to check the completion of the
reached forecast of the element of index 101 among the
elements of the data frame named “dataframe to evaluate”,
and specifically because due to this element, the coding seen
and performed in Fig. 31 could be carried out, which shows the
number of AG laboratory method people located on department
14, on province 112 and on district 468. which has membership
in index 101 of the forecast. The same was done for the PCR
and PR laboratory methods.

Fig. 31. Data Framework for Evaluation Based on AG.

The completion of this evaluation was beneficial since
when comparing the forecast reached from the data of index
101, which indicates that the laboratory method is PCR, with
the data from the data frame named “dataframe to evaluate”

that indicates that there are 2042 people of laboratory method
AG, 7053 people from the PCR laboratory method and 3109
people from the PR laboratory method in this department 14
in this province 112 and in this district 468 a product was
obtained that says that the efficiency of the model is ideal.

To finish, the ”sklearn.metrics” mod-
ule was used, after it was created,
”covid positive methods data model.predict(X)” was
saved in the ”predicted covid positive methods”
element until after applying the regression metric
”metrics.mean absolute error(y predict, y true, y true,
*)” which, due to its name, is precisely the regression loss of
the mean absolute error (MAE), it is in the present regression
metric where the objective of the forecast was left as the
initial argument as well as the second argument the forecast
of positive cases with laboratory method, this function was
used to value the qualification of the forecast of the model
and in this way to have the power which very approximately
is the forecast of the model in terms of what happens. This
MAE can be seen in Fig. 32.

Fig. 32. MAE of the Model.

B. Comparison with other Prediction Algorithms

If we compare the decision tree predictive algorithm, with
other prediction algorithms (Random forests and gradient
boosting), we can say that the random forests prediction
algorithm takes the average of many decision trees that are
weaker than one tree of complete decisions which are carried
out with a sample of the data but when combining them a
better general performance is obtained, in addition to giving
as a result very high-quality models and being quick to train,
while the gradient boosting uses decision trees still weaker that
focus on hard examples, plus it is high-performance, while the
decision tree, is a kind of ”branched graph” that matches all
the possible results of a decision, plus it is easy to understand
and implement. This comparison can be seen in Table II.

TABLE II. PREDICTION ALGORITHMS

Name Advantages Disadvantages

The Decision Tree Easy to understand and
implement

Often too simple and
not powerful enough
for complex data

Random Forests
Results in very high-
quality models and is
quick to train

It is slow to produce
predictions relative to
other algorithms

Gradient Boosting High performance

A small change in the
set of functions or the
training set can create
radical changes in the
model
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V. CONCLUSIONS AND FUTURE WORK

The results of this forecast to know the types of individuals
infected by SARS-COV-2 in the regions of Peru, was success-
fully achieved, which can be seen in the course of the research
that was developed with the data science methodology, which
by applying Python it was possible to notice the number of
people who have performed the laboratory methods (AG, PCR,
and PR), in this, it is observed that department 14, province
112 and district 468 yielded a forecast of ”1”, which means
that it is a type of individual who has been in possible contact
with the virus, on the other hand, if it had returned ”0” it
would be an individual with symptoms of SARS-COV-2 and
in case it would have returned ”2” is an individual who wants
to know if he has had the virus, in the development it is also
appreciated that it was predicted based on the construction
of the model, therefore, in the methodology of the evaluation
of the model it showed a minimum error of 0.6. In addition,
the machine learning decision tree algorithm was used for the
detailed process, successfully achieving the objective of the
research.

For future research, it is recommended to apply different
methodologies for prediction, so that good procedures arise
from this agglomeration of methodologies and thus achieve a
new and optimal result when applying to forecast.

REFERENCES

[1] A. Scohy, A. Anantharajah, M. Bodéus, B. Kabamba-
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Abstract—Currently, the world is going through an era of
changes in the education sector, but most Latin American
countries are lagging, especially Peru, which does not have the
technological tools that allow it to advance to an adequate
level of inclusion of disabled students, especially blind students
who are 60% of students who drop out of school for lack of
education that have be suitable for their need. Consequently,
the present research work is originated which aims to develop a
mobile application oriented to the benefit of inclusive education
of blind students. Therefore, the agile scrum methodology was
used for the development of this project, executed in 5 phases,
the requirements identified for the development of the mobile
application were obtained through a questionnaire to 25 parents
of visually impaired students, allowing the development of a
mobile application that meets quality of inclusive education that
can be applied in the education sector. Finally, as a result of the
research work, another satisfaction survey was conducted with
50 parents where the application was evaluated, obtaining 90%
of acceptance and satisfaction.

Keywords—Blind; disability; educational inclusion; mobile ap-
plication; scrum methodology

I. INTRODUCTION

Over the last 20 years, the community’s thinking and
prioritization of the integration of the blind into the educational
environment has undergone an incremental change that trans-
formed the school environment and the pedagogical regime.
For this reason, it has become one of the most important issues
in the world, both in its educational organization and in the way
of learning in the classroom [1]. Although two decades have
passed since the revolutionary educational principle on the
incorporation of blind students, not all countries have adapted
to this, especially a large part of all Latin American countries.

Currently, Peru has great lack of technology oriented to
blind students, being one of the main countries with a low
percentage of educational inclusion. Likewise, the support and
help provided by public services are really excessive. For this
reason, 66% of students drop out of their academic studies [2].
The main reason is due to the scarcity of educational tools
and the training that teachers receive, oriented to blind people.
In such a way that the National Institute of Statistics and
Informatics revealed the existence of more than 500 thousand
students with visual impairment in Peru. However, although
they are a large community, the public entity does not establish
technology capable of meeting the primary needs of blind
students. In the same way, with the training that should be
provided to teachers for a better learning environment and

development for blind students in order to provide integrated
and inclusive education.

The existence of Law No. 29973 in Peru protects the
community of people with disabilities. This article establishes
that all people with disabilities have the right to obtain an
adequate and quality educational development. However, al-
though this law exists, it is not fully complied with, causing
a corresponding educational deviation towards blind students.
As a result, students are forced to accept precarious education
without vision, being at a disadvantage by not receiving an
adequate and favorable level of education for their professional
growth [3].

Blind students who do not get appropriate educational
support, delay the course of classes for other students. At
other times, these blind students have little educational growth
as they receive lesser assignments compared to their sighted
peers, which is an obstruction to their learning. For this reason,
these students fail the course or have low grades so that
they remain at a lower level compared to other students [4].
Likewise, even if they are studying in the same grade, in the
same cycle or in higher levels, it is evident the exclusion
towards them within the activities developed in a classroom.
This causes them to suffer and suffer within the educational
environment [5]. It is therefore necessary that this issue empha-
sizes how important it is to establish a comprehensive system
that supports blind students and guides teachers on proper
training in the relationship with students. Above all because
teachers are an essential part of educational development and
advancement. In the same way, they have the function of
carrying out an adequate search for measures that establish an
inclusive environment using didactic strategies in the course
of the development of their class [6], with the objective of
promoting inclusion among sighted and blind students in order
to reduce the educational limitations for students with visual
impairment by including them.

Therefore, it is essential to establish viable planning for
the educational growth of students with blindness, to provide
a better inclusive education along with the development of
technologies that support adequate professional growth. That
is why this research work focuses on the implementation of
a mobile application that benefits and promotes educational
inclusion for blind students, to improve and promote the
educational social environment.

The present research work is established by different
sections. Section II shows the literature review. Likewise, as
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Section III, the methodological phase oriented to the develop-
ment of the project is determined. On the other hand, Section
IV shows the results of the research work oriented to the
established methodology, in Section V the discussion. Finally,
the last part is Section VI, which is defined by the conclusion
and future work.

II. REVIEW OF THE LITERATURE

This study is based on the creation of a mobile application
to promote educational inclusion for students with visual im-
pairment, with the purpose of improving the quality of teach-
ing. In this way, a feedback study was carried out, referring
to the projects that provide benefits with better perspective.
The author [7], affirms that one of the most valuable senses is
sight since it allows the development of teaching towards the
student. Also, the school is a general environment of visual
stimuli, so that impedes the development of learning for blind
people. Because it produces a demand for the requirement of
technological tools to meet the needs of students.

For this reason, the author covered his research with
the intention of developing a suitable mobile application to
organize and recognize Cartesian coordinates by means of the
convolutional neural system, supported by the advancement of
the technological crack with validation and modeling of a set of
neural networks. In order to develop this study, it was possible
to use our own methodology which is divided into 4 phases,
application, data development, choice of the appropriate neural
architecture and, as the last phase, we have the training.

The results showed that, in order to achieve the general
objective of the research work, it is essential to include a
portion of data which compresses the images in order to be
able to run a group of images originated from the information
sector generated. Then, it was analyzed and the selection of the
best pattern to put into operation of software was carried out.
Thus, it was possible to determine that the circle of visually
impaired people has rights determined by law. But for many
of the media, it is difficult to have an interaction with blind
people and the environment around them.

On the other hand, the author [8], mentions the various
applications of Artificial Intelligence (AI) managed to obtain
a great effect in a positive way in the various areas within an
educational institution such as instruction and learning. For
this study, a qualitative research analysis methodology was
used. Thus, the results showed that this technology was able
to improve the efficiency and effectiveness in the training of
students. As conclusions, it was demonstrated that with the
help of this technology it was possible to contribute to the
development of student learning in their educational centers.

Also, the author [9], mentions that mobile applications
provide many advantages in learning, which have been one
of the most valuable tools for the performance of students
and teachers in an academic way. The study is oriented in the
design of an application, which will be used to improve the
learning acquired after the development of classes through an
intuitive interface. In this way, it supports the development of
learning. As a result, a technological tool was developed, capa-
ble of contributing to the use of technology in a way that helps
in its educational development. From another perspective, the
author [10], points out that the contributions of technological

tools, have not been oriented entirely to the improvement of the
educational sector, but more in a method of survival of people
who have a disability, The study was carried out to design
a mobile game, oriented to people with visual impairment,
using haptic signals and vibrations, obtaining as results that
this game showed that the game is very useful for people with
visual impairment and that it has been designed for people
with visual impairment. Obtaining as results that this game
showed to be suitable to improve confidence, satisfaction and
happiness of life.

During the last few years, issues related to visual impair-
ment have been one of the most researched topics worldwide.
According to the author [11], this has led to an increase in
studies on the development of tools that provide improvements
for the visually impaired community. This work focuses on
creating a mobile application for children between 6 and 14
years old who suffer from visual impairment, with the aim of
helping in the development of learning. The results generated
by this study are that it is possible to determine which models
are ideal through object recognition.

In conclusion, the various authors were able to contribute
on how the implementation of technological tools has im-
proved and can improve the effectiveness and efficiency in
educational centers. However, a good inclusion of students
with disabilities has not been achieved; therefore, it can be
mentioned that apps with various categories would play a very
important role in the lifestyle of these people; improving the
emotional and educational state. This reason is that it generates
the beginning of our research.

III. METHODOLOGY

A. Scrum Methodology

For the development and implementation of this research
work, the Scrum methodology was selected, this methodology
is positioned among the best methodologies known worldwide,
it is focused on software development, this methodology
offers a suitable way to comply with good practices, before
collaborative work giving the possibility of giving the best
results in the projects, providing security and viability towards
its final goal. On the other hand, the main characteristics of this
methodology are based on its speed, adaptability, efficiency
and flexibility [12]. It also has the guarantee of obtaining
an environment, with security and transparency, having an
environment of continuous progress, without loss of resources
as it is a methodology prepared to change regardless of its
difficulty [13].

The Scrum methodology consists of 5 production stages,
as shown in Fig.1. The initiation stage focuses on examining,
determining and investigating the requirements of the project.
These requirements can be obtained through user surveys or
meetings with the customer. The second stage is the imple-
mentation stage, which focuses on creating, estimating and
identifying the user stories (HU) that were previously collected
as requirements. Also, after that, the Sprint is determined,
which is the time in which the project deliverables will be
developed and, finally, the product backlog is created [12].

After performing the first two stages of the Scrum method-
ology, phase 3 follows, which is the implementation. The
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Fig. 1. Scrum Methodology Stages.

purpose of this stage is to develop the project deliverables at
the Sprint level, complying with the corresponding user stories.
Then follows the phase of review and retrospective of the entire
project. This retrospective stage aims to perform inspections
and verification that qualify the course of the project, proposing
new commitments, solutions and constructive conclusions. On
the other hand, the purpose of the review is to validate the
development of the project, complying with the needs and
user stories. Finally, the last stage of this methodology is the
launching of the final delivery of the project [13].

1) Scrum Roles: This method contains 7 roles as shown
in Table I, 3 of them are known as core Scrum roles, and the
other 4 are known as non-core roles. On the one hand, the
core roles are responsible for achieving the goals established
for the project, thus being fundamental and mandatory for
the performance of the execution, according to the Scrum
methodology. While on the other hand, the non-core roles
are not so necessary and important within the development
of the project because the project can continue without their
participation.

TABLE I. SCRUM ROLES

Central Roles Non-Central Roles
Scrum Team Users
Scrum Master Sponsor
Product Owner Stakeholder

Customer

The Scrum core team is composed of the central roles as
shown in Table I, [14]. The first central role is the Scrum
Master, who has the purpose of guiding, facilitating and pro-
viding good practices to the development team and verifying
that everything goes according to plan. The second role is
the Product Owner, who has the functionality of maximizing
the project deliverables as well as receiving and transmitting
the needs or requirements from the customer. Finally, the third
role is the Scrum Team, which has the functionality to generate
the project deliverables referring to the requirements specified
at the level of the business method transmitted through the
Product Owner [15].

B. Methodology Development

1) Home: The first phase of the scrum methodology in
this research work was established in the realization of a

questionnaire directed to 25 parents of blind students from dif-
ferent educational centres in Peru to collect requirements that
allow to know the main requirements that need to be satisfied
for viable education oriented to blind students. After having
carried out the questionnaire through the results obtained, the
user stories were established, which are shown in Table II.
On some occasions within this research, HU-”number” will be
placed referring to the user stories and the number to which
they belong or simply HU referring to the user stories.

TABLE II. USER STORIES

N° Definition
HU-01 As the administrator, I want the application to have a voice guide so

that the blind student can interact with the functions of the mobile
application.

HU-02 I as an administrator want the mobile application to have the option to
provide voice assistant gender selection for the student to get a better
convenience and experience within their learning.

HU-03 As an administrator, I want the mobile application to have the function
of being able to select different subjects for the student to choose
according to his or her predilection.

HU-04 As a student, I want the mobile application to have the division of the
courses by subject so that I can choose according to what I want to
study.

HU-05 As the administrator, I want the mobile application to be divided
according to the educational level so that the subjects are directed
to the student according to his rank and he can select according to his
preference.

HU-06 As the administrator, I want the application to provide a report on
the student’s progress within the application so that the supervisor or
the student knows about his or her progress with respect to the topics
within each course.

HU-07 As the administrator, I want the mobile application to have motiva-
tional alerts so that when the student finishes each exercise, he/she
feels encouraged to continue learning.

HU-08 As the administrator, I want the mobile application to have two ways
of taking the exams, a graded exam so that the student can know the
level of his knowledge and another exam without grading so that the
student can practice.

HU-09 As the administrator, I want the mobile application to have evaluations
that are divided by levels so that the student can select according to
his or her preference.

HU-10 As the administrator, I want the mobile application to have audio
interaction functions within all the questions in the exam, both
questions and answers, so that the blind student has the possibility
to develop and interact with the application satisfactorily.

2) Planning and Estimating: After identifying the user
stories through the requirements, the next process was to
analyze each of the user stories in the planning and estimation
stage. In this phase the product backlog was developed in
which the user stories were estimated and prioritized and the
type of origin and sprint they belong to were defined. For the
estimation process, the planning poker mechanism was used.
This is a strategy that allows a vote by the scrum team, they
give a number to each user story, according to how much they
believe that the development of the user story will require time
and resources, testing the experience of each of the members
of the scrum team.

The next process in this stage was the prioritization, where
the importance of the development of a user story within
the project is rated according to its importance, following
an ascending order for its creation. After having both data,
prioritization and estimation, the backlog is created, which
contains both data, plus three aggregate columns. The first
aggregate column is the status of the user story, the status can
be pending (PE), in process (PR) and finished (FI). As the
second column added, the type of origin of the user story is
placed, qualifying according to what it generates. Finally, there
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is a column of the sprint number corresponding to each user
story, all of this can be visualized in Table III.

TABLE III. PRODUCT BACKLOG

N° HU Estimate Prioritization Status Origin Sprint
HU-01 8 1 PE Service 3
HU-02 5 2 PE Service 3
HU-03 3 3 PE Service 2
HU-04 3 4 PE Service 2
HU-05 5 5 PE Service 3
HU-06 5 6 PE Report 2
HU-07 1 10 PE Service 1
HU-08 8 7 PE Service 1
HU-09 5 8 PE Service 2
HU-010 8 9 PE Service 1

After having performed the product backlog, the speed
of each sprint is analyzed and defined; this depends on the
experience of the scrum team. Likewise, for this process,
the number of user stories to be performed in each sprint is
selected according to the story points accumulated between
them, which makes the story points equal to the speed per
sprint. In addition, the most important thing for this process is
that the prioritization is selected as a guide as shown in Fig.
2.

Fig. 2. Speed of Development.

3) Implementation: Through this stage of the Scrum
method, the development of the requirements will be presented
as user stories divided into three sprint, the user stories will
be shown according to their corresponding sprint in order of
execution.

• First Sprint: For this first stage of deliverables, the first
sprint was given 17 user story points, which are equiv-
alent to the speed this sprint will take. This iteration
was divided between three user stories. As the first
development of user stories for the first Sprint, user
story number 8 was executed, as shown in Fig. 3(a),
which has the purpose of providing the student with
a choice between two ways to perform an exam. On
the one hand, one will have the functionality of being
able to develop it without having any qualification,
thus giving an advantage to the student to be able to
practise the topics he/she believes convenient. On the
other hand, a test was created to evaluate the student’s
level in different topics, to evaluate how much the
student has learned up to that moment. On the other
hand, Fig.3 (b) shows the user story number 10 as the
second deliverable of the first sprint, which has the
purpose of implementing tests with a voice assistant
to facilitate its development. This voice assistant will

ask the questions, each of these questions contains
four options set in buttons that contain audios with
the answers, providing a simple use of the mobile
application. Finally, as the last deliverable of the first
sprint, the user story number 7, shown in Fig. 4(a),
was defined. The purpose of this story is to generate
motivational messages spoken by the voice assistant
every time the student successfully completes each
question in the exam.

(a) HU-08 (b) HU-10

Fig. 3. First and Second Prototype.

(a) HU-07 (b) HU-03

Fig. 4. Third and Fourth Prototypes.
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• Second Sprint: In the second deliverable stage, 18
story points equivalent to the speed of the current
Sprint, which contains 4 user stories, were established
and the first deliverable was based on user story
number 3. Therefore, it is reflected in the requirement
that requests the submission of several courses for the
educational growth of the student. Also, this varies
according to the educational level of the student,
which provides different courses according to their
rank, an example of this is shown in Fig. 4(b). As
a second deliverable within the second Sprint, was
developed the user story number 4 as shown in Fig.
5(a), which has the functionality to separate the course
into several topics establishing a greater order for their
interaction, where the relationship between the student
and the voice assistant is implied.

(a) HU-04 (b) HU-06

Fig. 5. Fifth and Sixth Prototypes.

On the other hand, the third deliverable of the second
Sprint was developed based on the user story number
6, which has the purpose of generating a report regard-
ing the student’s development in the application, with
the objective of being able to know according to statis-
tics their progressive progress in different courses, as
shown in Fig. 5(b). As the last deliverable of the
second Sprint, user story number 9 was developed.
The purpose of which was to establish an environment
that divides the exams according to levels of difficulty,
levels such as easy, moderate, normal, and difficult,
giving the student the freedom to select according to
their preference, as can be seen in Fig. 6(a).

• Third Sprint: In the third stage of the deliverables,
16 users story points were established, which are
equivalent to the speed of the present sprint made
up of 3 user stories. The first deliverable of the third
Sprint was based on the development of the user story

number 1, which aims to generate the connection
between the system and the student. Therefore, a voice
assistant was developed to perform and interact with
the student in different functions, part of this can be
seen in Fig. 6(b), where it is visualized that since the
application is opened, the voice assistant is turned on.

(a) HU-09 (b) HU-01

Fig. 6. Seventh and Eighth Prototypes.

(a) HU-02 (b) HU-05

Fig. 7. Ninth and Tenth Prototypes.

As the second deliverable for this Sprint, user story
number 2 was developed as shown in Fig. 7(a), this

www.ijacsa.thesai.org 789 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol.12, No. 11, 2021

has the purpose of establishing comfort for the student
through their auditory interaction with the voice assis-
tant by being able to decide the gender of the assistant
in order to improve their experience. Finally, as the last
deliverable for the third Sprint, the user story number
5 was developed as shown in Fig. 7(b), this has the
purpose of granting and generating ranks referring
to the educational level of the student, levels such
as kindergarten, elementary, high school and college
level.

4) Review and Retrospective: On the review and retro-
spective process of the research work, oriented to the scrum
methodology, an analysis divided into two parts was estab-
lished both at the project execution level and at the level of
requirements fulfillment converted into user stories. On the
other hand, for this stage, an analysis has been made using
three of the main scrum graphs, with the objective of knowing
the feasibility of the development of this project. The first
graph established was the speed diagram. This diagram checks
the development at acceleration level on the execution and
the course of each Sprint, as you can see in Fig. 8 where it
was determined as axis (X) the accumulation of points of user
stories, also as axis (Y) was determined the number of sprints.
On the other hand, through this diagram it was observed that
the points established for each sprint according to the user
stories were developed according to what was established.

Fig. 8. Velocity Tracking Diagram.

The second graph shows the downward burned diagram,
directed to the structural model on the story points and the
ideal progress, where it was determined as axis (X) the weeks
of project development and as axis (Y) the story points, in
the case of the story points it is started by the total of all the
Sprint and subtracted by week according to the developed story
points. The purpose of this diagram is to provide an analysis
that relates the difference between an ideal time established
and the real time obtained during the course of the project,
as can be seen in Fig. 9. As a result of this, it was obtained
that an adequate execution was not followed between week 1
and 3 due to the coupling of the team in different activities
within the user stories deviating an ideal follow-up, after that
the deviation was restored in week 4 allowing to conclude in
the exact time that was predetermined in week 6.

Finally, the downward burned diagram was developed,

Fig. 9. Burn Down Scheme PI Method.

but unlike the previous one, the diagram is shown in Fig.
10 was oriented to the structural model on the remaining
estimated effort. For this purpose, the weeks covered by the
project development were determined as axis (X) and the hours
of project development in each Sprint were determined as
axis (Y). In the case of hours, the first data was the total
accumulation of hours covered by all the Sprint, then the hours
that have been completed are subtracted per week. By means
of this diagram, it was analyzed, and it was possible to deduce
that the execution of the project was totally in accordance with
the established by the fact that it agrees to the number of weeks
with respect to the previous table and to what was analyzed
in the second part of the methodology.

Fig. 10. Downward Burning Scheme EER Method.

C. Development Tools

1) Android Studio: This is a tool aimed at an embedded de-
velopment environment for mobile application programming.
In addition, it offers features that increase the production qual-
ity of mobile application development by providing a unified
environment [16]. In addition, this development environment
has the facility to generate suitable distribution, as well as to
reuse code and resources for more agile development [17].

2) Java Programming Language: This programming lan-
guage is one of the most recognized, provides the development
and execution of various types of applications, highlighted
by its structure and composition for programming, especially
for mobile applications containing high adaptability, aimed at
different mobile devices [18]. The main advantages are that it
is a simple to understand language, object-oriented language,
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distributed applications, and, finally, the security it provides
[19] [20].

3) Marvel App: This tool facilitates the production of
prototypes for mobile applications and web pages. It also
provides better usability compared to other prototyping tools as
it has greater definition with a better navigation structure [21].
In addition, its main advantages are based on collaborative
work and its adaptability to the prototyping of different types
of devices, as well as to the variation of operating systems
[22].

4) SQLite: It is one of the databases with open source
code with greater recognition at the level of related data,
which contains functionality oriented to the practical and
accessible use. On the other hand, this database, compared
to the others, performs functions efficiently with greater speed
[23]. In addition, its main features are based on reliability,
better performance, better accessibility and stability by being
consistent [24].

D. Software Architecture

For the implementation of the mobile application, the
software architecture was determined on the pattern of layers.
These layers have a horizontal structure. In this case, it is
composed of 4 layers, each of them has a specific function
with responsibility for the operation of the application. For
this application it was oriented to closed layers, so each one
works individually but intertwined to meet the needs of the
application at a general level. The first layer is the presentation
layer, whose primary function is to display the information
through a particular format. Likewise, layer two is the business
layer, which has the functionality to perform logical functions
on the business and send the information to the presentation
layer. On the other hand, layer three is the persistence layer or
components for data access, this layer has the functionality of
being the intermediary that allows access to the information
in the database and directs it to the business layer. Finally,
the database layer was placed, which does not generate any
movement, only to generate the requested query. In addition to
the layers mentioned above, the security layer and the service
agents were implemented as shown in Fig. 11.

Fig. 11. Software Architecture.

E. Flow Diagram

In order to present the operation of the system on the
mobile application, a flowchart is shown in Fig. 12, which

details the activities step by step that can be developed within
all the implemented prototypes, such as the selection of the
gender of the voice assistant, the selection of the type of exam
together with its level of difficulty and the course in which the
exam will be taken, among other functions.

IV. RESULTS

A. About the Methodology

We implemented the scrum methodology for this research
work, and there were found different results about it. Both
good characteristics and those that could harm the development
of the project. That is why it was determined to separate these
characteristics for the reason that the impact they can cause
depends on their knowledge and management. Therefore, they
were separated into advantages and disadvantages as shown
in the Table IV. In spite of this, the Scrum methodology was
continued for the reason that it is adequate for this research
project, reducing risks, as well as avoiding loss of resources
due to the fact that it is a methodology prepared to change
and to maximize the results in the face of the requirements or
needs of the project.

TABLE IV. SCRUM FEATURES

Advantages Disadvantages
It provides quantifiable objectives,
which generates anticipated results.

When one task is not completed, an-
other task cannot be started, which
causes the other tasks to be post-
poned.

The outcome and effort of the
project are measured in the form of
objectives and requirements.

It is required that the processes and
their tasks go through an exhaustive
definition.

Since it is divided into short periods,
its verification tests are quick, which
means that the detailed progress per
sprint is known.

It is required that the team be made
up of highly qualified and trained
people.

Risks can be mitigated in advance
without generating delays or loss of
resources.

the team must have knowledge of
the scrum process structure in detail.

Being a collaborative work and
with a growth it is possible to in-
crease the level of satisfaction of the
project in terms of productivity and
quality.

Constant meetings can generate
stress to the development team, so it
is necessary to prepare in advance.

• Methodological Comparison
Before the end of the results and discussions stage, a
comparison of the methodology implemented in this
research work with the RUP methodology, which was
one of the possible options to implement, but the
selected methodology was Scrum, and what are the
differences between them, which can be seen in Table
V.

B. Sprint Analysis

On the other hand, we analyzed the course of the three
sprints developed during the project with respect to an ideal
fulfillment of the points of the users stories, which in total
were 51 points between the three sprints. These sprints were
analyzed using the Burn Down Chart diagram, each of these
sprints had a duration of 2 weeks, giving a final time of
one month and two weeks of development on the mobile
application, without counting Sundays and using only 8 hours
per day. The execution of the sprint began on August 30, 2021
and ended on September 11 of the same year.
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Fig. 12. Mobile System Flow Diagram.

TABLE V. DIFFERENCE BETWEEN METHODOLOGIES

Criteria Scrum RUP
Framework Analyze, design, imple-

ment and document ob-
ject oriented systems.

Manage and Develop
incremental and iter-
ative process oriented
software.

Review In each stage of the
methodology, one or
more iterations are
developed, with the
purpose of perfecting
the objectives, it
contains dependent
phases, if one is not
finished, no progress
can be made.

Work carried out
on daily reviews
and risk prevention,
with three essential
questions: What did I
do today? What will
I do tomorrow? What
impediments did I
find?.

Objectives aims are oriented to
establish templates and
examples on the fea-
tures and stages of soft-
ware development.

oriented to obtain an-
ticipated results, chang-
ing requirements, com-
petitiveness and funda-
mental innovation.

Development Iterative incremental
processes divided by
stages (Initiation,
elaboration,
construction and
transition).

Oriented a simple elab-
oration that needs con-
stant work controlling
the project in an adap-
tive and empirical way
on the evolution of the
development.

Project Managed for large
or long-term projects
aimed at organizations
with medium to highly
complex projects.

Managed for companies
that are not dependent
on deadlines and are
looking for constant im-
provements.

• First Sprint: For the development of the first sprint,
17 story points were covered. In the diagram in Fig.
13, the user story points were established as axis

(X) and as axis (Y) and the days in which the user
stories were developed were placed, in this case from
August 2 to August 14, 2021. And as a consequence it
could be determined the difference between the ideal
and what actually developed per day, we conclude
that it didn’t’ t very much, allowing the established
time to be met, because when the development was
delayed after meeting the planned points the Scrum
team complemented each other better and recovered
the scope over what was planned as the ideal course.

• Second Sprint: For this Sprint, 16 user story points
were formed, unlike the first Sprint, in this one there
were days where the real time was ahead of the ideal
time, but as in the previous Sprint, there were days
where the development team could not cover what was
established, which meant that the Sprint execution was
completed according to the planned time, as shown in
Fig. 14.

• Third Sprint: In the third Sprint, 16 users story points
were defined. In the diagram in Fig. 15, the user story
points can be visualized as axis (X) and as axis (Y),
the days in which they were developed were placed,
where they started on August 30 until September 11,
2021. Thanks to this analysis, it was observed that at
this point the development team did manage to cover
what was established. Likewise, there were days where
the actual time was ahead of the ideal time.
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Fig. 13. Burn Down Chart - First Sprint.

Fig. 14. Burn Down Chart - Second Sprint.

C. About Mobile Application Satisfaction

At this stage, a survey of 50 parents was conducted to
evaluate the degree of satisfaction with the development of
this mobile application for the benefit of inclusive education
of blind students. Likewise, the objective of this evaluation
is to know if the mobile application meets the requirements
previously identified. Fig. 16 was structured by 5 options of the
level of satisfaction that can be visualized in the axis (X) and
as axis (Y) the number in which the result of the percentage
obtained by the survey is located was determined. Using this
diagram, it was possible to determine that the objectives of
this research project had a good percentage of satisfaction on
the part of the users and achieved the objectives set by the
authors.

V. DISCUSSION

In comparison with other research works, related to the
development of mobile applications and with the objective of

Fig. 15. Burn Down Chart - Third Sprint.

Fig. 16. Satisfaction Results.

promoting the inclusion of students who suffer from some
disability that prevents them from learning development. In
the article [25], it is visualized that they provide interfaces
for taking evaluations, using technological methods that allow
easy use. However, in this system there are interfaces that
have not been designed for blind people such as login and
registration, because they use text boxes where students have to
fill, and not with the use of technological tools such as a virtual
assistant that will guide the user to enter the application during
their stay within the application, being one of the features that
differentiates the application that is developed in this research
work and other similar applications, as can be seen in Fig. 7(a),
where there is a virtual assistant that can guide the student to
enter the app and be able to develop the different activities
within it. Continuing with the comparison of works, oriented
in the development of educational learning mobile applications
for the inclusion of students who have some impediment to
be able to perform activities that usually other students can
perform normally. In the article [26], it shows the design of an
app aimed at children with Down syndrome disability in which,
it offers writing and reading environments, where the child can
learn interactively, however, this application is only aimed at
a small group of students according to an age range and not
with levels that the user can select and increase the level of
learning, being one of the characteristics that differentiates this
research work and in other similar application, as shown in Fig.
6(a), in which you can choose the level according to the user’s
decision. On the other hand, it does not have evaluation types
such as practical evaluation and graded evaluation, being one
of the features that stands out in this research work since it
can benefit in academic development.

VI. CONCLUSION AND FUTURE WORK

Finally, a mobile application was developed to meet the
objectives required by the users, such as benefiting and pro-
moting the educational inclusion of blind students to improve
the social environment of these people. It is also concluded
that the use of the Scrum methodology is one of the most
appropriate ways to carry out the management of software
development since the purpose of this methodology is to work
together and adapt to the changes that occur within the project.
The application developed within the framework of this study
will bring several benefits for students with visual impairment,
which can improve the quality of teaching teachers to students
since it is a tool capable of eliminating the standards of society,
where blind people can’t grow educationally due to their dis-
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ability. Therefore, this objective was achieved. Also, as future
work of this research should be taken as the beginning for a
better inclusive education in Peru and in other Latin American
countries, due to the fact that this type of tools can be improved
by adopting new technologies for future updates as would be
the case of the implementation of this mobile application with
artificial intelligence and instruments for the comfort of the
blind student. Finally, it is necessary to mention that with
the development of this research work we want to motivate
educational institutions and teachers recommending them to
implement new teaching methods through these technologies
so that students who have some kind of disability can reinforce
their academic level inside and outside the classroom.
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Abstract—In today’s modern world, we’re experiencing a
substantial increase in the use of data in various fields, and
this has necessitated the use of distributed systems to consume
and process Big Data. Machine learning tends to benefit from
the usage of Big Data, and the models generated from such
techniques tend to be more effective. However, there is a steep
learning curve to getting used to handling Big Data, as traditional
data management tools fail to perform well. Distributed systems
have become popular, where the task of data processing is split
amongst various nodes in clusters. SQL, is a popular database
management language popular to data scientists. It is often given
second class support, where SQL can be embedded into a primary
language of use (e.g. SQL in Scala for Spark), which allows for
using SQL but one still needs to know the primary language
of the platform (Scala, as per the example, or ECL in HPCC
Systems). It may also be present as a supported language. In
either case, using useful tooling such as Visualizing data and
creating and using machine learning models become difficult, as
the user needs to fall back to the primary language of the system.
In the proposed work, a new SQL-like language, HSQL, an open
source distributed systems solution, was developed for allowing
new users to get used to its distributed architecture and the
ECL language, with which it primarily operates with (which was
chosen as a target). Additionally, a program that could translate
HSQL-based programs to ECL for use was made. HSQL was
made to be completely inter-compatible with ECL programs,
and it was able to provide a compact and easy to comprehend
SQL-like syntax for performing general data analysis, creation
of Machine learning models and visualizations while allowing a
modular structure to such programs.

Keywords—ANTLR4; big data; context free grammar; dis-
tributed systems; HPCC; Javascript; language; machine learning;
Parser; SQL; transpiler

I. INTRODUCTION

Data has become an essential resource in this age of
computing, where a lot of the advancements and innovations
we see right now, are based upon models which require
huge amounts of data to be built. There has been widespread
adoption of Machine Learning, and Data Analysis tools have
become ever more important, especially with Big Data being
increasingly common. SQL has been a widespread language
that has been primarily used and well known to data analysts,

for data analysis; especially due to the time its been around
and its prevalence in relational databases.

Big data, has made it somewhat difficult to continue using
traditional tools for data analysis, where standard databases
would take too long to process the data. This, has led to a boom
in the usage of Distributed Systems, where data is processed
with the use of multiple different computing systems (often
referred to as nodes) in a cluster. If done effectively, distributed
computing is a vastly better option as it is not possible to
vertical scaling (using more powerful hardware) cannot keep
up with the scale and volume of data that is being generated
nowadays. [?]

Distributed Systems have become popular, with Hadoop
being a well-known option. Hadoop’s core technologies are
based on a storage section, and a processing part; it offers
a huge library of plugins and integrations which allow it to
be easily used for a variety of use-cases. Spark, is one such
plugin that is known as a unified analytics engine, used as part
of Hadoop. The primary languages used here are a mixture
of SQL acting as a second-class language and Scala as the
primary language of use. [?]

This is commonplace, as pure SQL often makes data
analysis difficult (Eg. Visualizations and Machine Learning
aren’t a part of SQL). Here, SQL takes a second-class language
approach where it is embedded in a primary language (e.g. in
Scala for Spark [?], in ECL for HPCC Systems®). There are
also places where SQL have first-class support, but here access
to valuable tools such as visualizations and working with
Machine Learning Models as well as commonplace language
features get restricted, which have become commonplace and
important since the time SQL was developed.

As such technologies are being applied everywhere, having
a steep learning curve for such tools would be rather inconve-
nient. Hence, as data analysis grows more important, there is a
good need for an SQL-like analytics language that has support
for querying, visualization and machine learning.

Hence, HPCC Structured Query Language – HSQL was de-
veloped, a language that is SQL-like, for focusing on easy-to-
learn and simple data analytics. HPCC Systems was chosen as
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the target architecture; an open source platform developed by
LexisNexis® Risk Solutions, which uses commodity hardware
for data-intensive parallel computing. The platform presents an
all-in-one integrated data lake solution that is extremely versa-
tile and removed from the MapReduce Architecture of Hadoop
that allows for much more versatile programming. HSQL is
open-source, easy to write, comprehend and transpiles to ECL
for use in HPCC Systems. Many of the typical preprocessing
for ECL is abstracted away in HSQL, and the simple SQL-
like syntax eases the learning curve related to getting started
with HPCC Systems. Additionally, targeted to work with ECL,
HSQL compliments ECL very well by providing an abstraction
that is easy to use by data scientists who are already familiar
with SQL; where data scientists can still take their time to
learn the more complex and powerful ECL language for any
complex solution they may require. This helps quickly bridg
the skill gap to use the same Data Lake to both shape the
data (ECL) and perform analytics (HSQL). Here, some key
concepts of HPCC Systems will be introduced in order to
explain the architecture that HSQL targets, and the features to
bee used. Following this, a design for HSQL is shown which
presents a concrete syntax and then, an implementation for a
compiler that translates the specification to ECL, the language
used in HPCC Systems.

II. HPCC SYSTEMS AND ECL

HPCC Systems (High Performance Computing Clusters),
an open source platform developed by LexisNexis® Risk
Solutions, has been used to set up a cluster, distribute the
data and perform all the operations parallelly for a faster and
a more effective computation. HPCC Systems provide high
performance, parallel processing and delivery for applications
using big data. It is open source, and presented as an all-in-
one solution as a data lake and big data processing system that
makes it easy and fuss-free to work with [?].

The entire platform (Fig. ??) is divided into separate
platforms, each optimized for a specific workload. The first
of these platforms is called Thor, a data refinery whose
overall purpose is the general processing of massive volumes
of raw data of any type. A Thor cluster is similar in its
function, execution environment, filesystem, and capabilities
to the Google and Hadoop MapReduce platforms [?]. The
second platform, named as Roxie, functions as a rapid data
delivery engine. A Roxie cluster is similar in its function and
capabilities to ElasticSearch and Hadoop with HBase and Hive
capabilities added.

HPCC Systems, including both Thor and Roxie clusters
utilize the ECL programming language for implementing ap-
plications, a data-centric declarative language designed specif-
ically for huge data projects using the HPCC Systems platform
[?] [?]. Each of the platforms use the declarations in a way that
best aligns with its goals for performance and latency. ECL as
a language allows for power ETL operations to be carried out.

Its extreme scalability comes from a design that allows you
to leverage every query you create for re-use in subsequent
queries as needed [?]. ECL, is a powerful language, and due
to its expansive and declarative nature, it is well suited for per-
forming data extraction, cleaning, normalizing and aggregating
[?].

Fig. 1. HPCC Systems Structure - CC/SA.

As HSQL is intended to be for data analysts, ECL was
chosen as a target due to its highly optimizing compiler and
that machine learning performs exceptionally fast in HPCC
Systems, even outperforming similarly configured Hadoop
for the first iteration of many configured Machine Learning
Algorithms.

HSQL is intended to be used in HPCC Systems, where the
primary intention is to complement ECL. The primary purpose
is to provide simpler syntax for common data operations, with-
out needing to know ECL but also introducing key concepts
of ECL and HPCC Systems along the way.

III. DESIGN AND IMPLEMENTATION: HSQL

Building a language such as HSQL, that can be used, would
atleast require a basic grammar specification and some way
of executing it on a machine. Languages either translate to
another language of lesser or similar levels of abstraction. This
operation of translation, is done by compilers [?]. Software that
translate programs to similar levels of abstraction, are specifi-
cally termed as Transpilers (e.g. Babel, which is a Javascript to
Javascript transpiler). Below sections will first define a syntax
then describe the various steps used to translate HSQL to the
target language ECL (Fig. ??). In the following subsections,
the HSQL language will be discussed as a language, followed
by a brief description of the implementation process.

A. Defining the HSQL Syntax

The first step towards making HSQL, was to define the
syntax and a barebones featureset. HSQL is a language de-
signed to be SQL-like, and yet, expose many features of ECL
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Fig. 2. General Conversion Workflow.

such as modules, layouts (analogous to SQL’s CREATE TABLE)
and actions. The general syntax of statements can be seen as:

<identifier_name> = <statement>;

Actions have been defined with the following syntax:

<action> <identifier> [options];

A <statement> would be an SQL select statement which
uses existing definitions or loads up a dataset from a table.

Listing 1: Simple statement and an action
p = SELECT * FROM table1;
OUTPUT p;

This syntax was made to keep a lot of similarity to SQL,
but to slowly introduce concepts of ECL to a user, such as
imports and modules. Actions written above are always run
in sequential order. Like SQL, HSQL is also intended to be
case-insensitive, including its variables (additionally as ECL
is also case-insensitive).

Definitions in HSQL, can be exported, by writing an
optional export statement at the end, listing all the identifiers,
which shall be exported. HSQL, unlike ECL, presents only
two visibility modes, for ease of use and understanding. HSQL
definitions convert to SHARED or EXPORT in ECL.

The language was designed to be completely compatible
with ECL, and the transpiler developed, provides optional type
checks. (Imports from ECL files do not support type checking,
except a type definition file can be added in.) The language
also allows an optional export statement at the end, to allow
for specific definitions to be exported and available for use as
a module.

The general syntax of a program is intended to be ( <,>
implying mandatory features, [, ] implying optional):

Listing 2: General Syntax
import <identifier> [as <alias>];
<identifier> = <definition>;
<action> <identifier> <options>;
...
[export <identifier1>[,<identifier2>[,<identifier3

>,...]];

1) Layouts: Layouts can be considered as a structure for a
dataset (analogous to a structure definition in C). The syntax
for them is similarly designed as:

Listing 3: Creating a sample layout with two columns
sampleLayout = CREATE LAYOUT(

c1 integer,
c2 string

);

sampleLayout internally in the target language will be repre-
sented by a record, a case of one-to-one translation.

2) Plotting: Plotting is another important part of HSQL, as
a way of visualizing data to understand it better. This is done
with the use of the plot statement.

Listing 4: Plotting a table
plot from table1 title ’Optional_title’ type Column;

On the target language, visualizations are made by a named
output, followed by calling the respective call to an appropriate
Visualizer bundle function. These two statements are wrapped
into a singular statement in HSQL.

3) Machine Learning: The idea behind using Machine
Learning in HSQL is to be able to easily create and use
Machine Learning models. This is done by using the train

and predict statements.

Listing 5: Making a model
model = train from ind,dep method LinearRegression;

The making of model requires anywhere from 3-6 state-
ments in ECL, which involves adding a sequential ID, con-
verting from the standard row-based form to the ML bundle
compatible cell-based form and then calling the model creation
statement on the result (Which is based on the method re-
quired). This is represented in one singular statement in HSQL.

Similarly, the predict statement can be used to make
predictions from models. This similarly requires some table
conversions, and is represented via a singular statement in
HSQL.

model1_predict = predict model1 from test_ind method
RegressionForest;

B. Language Recognition

As the language and its primary featureset been established,
the target implementation was carried out; The general syntax
of the language, was written in CFGs (Most languages are
expressed as a context free grammar at the syntactic analysis
phase [?]), so that it can be passed to ANTLR4. ANTLR4 is
able to accept a CFG (Context Free Grammar) which does
not contain left recursive derivations [?] to create lexers,
and parsers which use the ALL(*) parsing methodology for
generating a parse tree for the given CFG. The lexers and
parsers created support a variety of targets languages, including
C++, JavaScript, C# and so on. For this work, JavaScript was
chosen as it would allow fast development and allow for further
integration in web services. The lexer and the parsers created,
are able to take in a stream of text, and break them up into
tokens, and then construct a parse tree (Fig. ??) according to
the grammar made for the language. ANTLR4 sets up the class
structure for each node in the parse tree, which is useful while
processing the parse tree [?].
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Fig. 3. Parse Tree for a Simple Statement.

The core of the conversion is through ANTLR4 and using
String Templates to template generated code. The translation
of HSQL to ECL happens in two phases - both in the parsing
stage and while processing the parse tree nodes.

Fig. 4. Basic Architecture for the Program.

The process of walking the parse tree was split into various
visitors as per the architecture Fig. ??, which allows for better
code readability and better structure. The visitors (Objects
written under the well-known visitor pattern [?]), traverse the
parse tree, calling other visitors as required, and return the
specific translations. The visitors also perform other important
functions, and some of the other functions are enumerated as
we go along.

1) Symbol Table Management: HSQL uses a flat table of
identifiers; it does not have scoping; Identifiers and their types
are tracked by the transpiler where available via an object
oriented symbol Table [?]. ECL, which is the language HSQL
converts to, does have the concept of types, and hence this
applies to HSQL too. However, this cannot be read easily.
This has been couteracted by making type checking optional
- HSQL will attempt to obtain and infer types when possible
and show issues with it if present, but otherwise will allow
the users to continue. As it needs to be compatible with ECL,
such type checking is kept optional.

Listing 6: Selecting from a module
import module1;
a = select col1 from module1.table1;

In the above example ??, if there exists a module1.hsql,
then that file is parsed. Similarly, if there exists a module1.

dhsql file, that is also referred to for understanding what types
are exported. In these cases, the compiler can check if table1
exists, and can raise an error if table1 or col1 does not exist.
However, if no files are found, then a compiler error is raised.
Additionally, if there is only a module1.ecl, in that case no
checking is done, and all columns are allowed; ie. the types
are not known, and can be as per the user’s discretion.

Listing 7: dummy.ecl - ECL File
export dummy := module

export Layout1 := RECORD
INTEGER col;
STRING25 col2;

END;
export Layout2 := RECORD

INTEGER col3;
STRING col4;

END;
export someTable := TABLE(DATASET([{1,’foo’}],

Layout1));
export someTable2 := TABLE(DATASET([{2,’bar’}],

Layout2));
end;

Listing 8: dummy.d.hsql - ECL File’s Type Definition
map export a INTEGER;
map export someTable TABLE ( col INTEGER,col2 STRING

);
map export someTable2 TABLE (col3 INTEGER,col4

STRING);

In HSQL, ECL files can be imported without any issues,
but do not have any form of type checking, but this can be
worked around, by adding a type definition file (File that
mentions the export types, with extension .d.hsql). Imported
HSQL files, are parsed in a recursive manner, and their
exported types are extracted and used.

2) Dependency Tracking: The primary visitor in the tran-
spiler implemented, tracks all the dependencies and allows for
recursively parsing dependent HSQL modules too. Addition-
ally, for every ECL file imported, it looks for a corresponding
type definitions file (File with same name but .d.hsql exten-
sion) to provide the types exported by it. Cyclic imports are
prevented by the use of an import list which keeps track of all
the imports that have occurred for a given module to require
transpilation.

3) Actions Collecting: Collecting actions - All the actions
that are mentioned in HSQL, are tracked, as they are translated
to definitions for the action. To ensure modules can be exe-
cuted, the target ECL code contains a main function export,
that calls on all the actions sequentially. This, allows modules
to keep actions that can be executed. This is not usually used
in ECL, but is retained in HSQL for maintaining ease of use.
An example for this is shown later on.

4) Module Support: Module field visibility is done by an
export statement, present at the end of the program. Here,
specific identifiers can be marked for being exported.

Listing 9: Source HSQL
import source;

-- lets see the marks for each column
markslist = select marks from source.marks ;
-- or even better
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output markslist title ’marksList’;

-- lets get all the average marks of each subject
counting = select subid,AVG(marks) from source.

marks group by subid order by subid ;
// join this to get the subject names
marksJoined = select * from counting join source.

subs on counting.subid=source.subs.subid;

output marksJoined title ’avgmarks’;

Listing 10: Target ECL - Wrapped in a Module
IMPORT source ;
export hsqlc:= MODULE
SHARED markslist := TABLE(source.marks,{marks});
SHARED _reservedaction0 := OUTPUT(markslist,,NAMED(’

marksList’));
SHARED counting := SORT(TABLE(source.marks,{subid,

REAL marks := ave(GROUP,marks)},subid),subid);
SHARED marksJoined := TABLE(JOIN(counting,source.

subs,LEFT.subid = RIGHT.subid,INNER));
SHARED _reservedaction1 := OUTPUT(marksJoined,,NAMED

(’avgmarks’));
EXPORT main := FUNCTION return PARALLEL(

_reservedaction0,_reservedaction1); END;
END;

After translating the statements, two tasks need to be
executed:

• Arranging the tasks to be executed into a main field
that will be exported to be executed

• Wrapping the translated statement into an ECL mod-
ule.

The main visitor then returns the resultant statements as an
array to the rest of the program (which handles the arguments,
errors and output). The rest of the module wraps the output of
the visitors, and allows access to the types as understood by
HSQLC, and warnings and errors that may have been raised
by it.

C. Transpiler

The lexer, parser and the visitor are only part of the whole
program, which makes up the transpiler HSQLC which is used
to translate HSQL to ECL. The whole program wraps up the
above components, in a command line UI, and provides:

• Wrappers to read and write files for the visitors as
required.

• A general command line user interface for accepting
files, arguments, and for presenting errors and warn-
ings neatly.

• Endpoints for interfacing with the transpiler. Various
functions for providing a string or a file is provided.
These function calls also have Typescript definitions,
to allow use inside a TypeScript environment as well.

The transpiler can hence run as a command line tool for
transpiling HSQL files to ECL files, or function as a module
that can be called on to provide translation, syntax highlighting
and other such language features.

IV. FEATURES OF THE PROPOSED LANGUAGE

The HSQL language and the transpiler hence built, had a
set of notable features which should prove it easy to use and
integrate into existing workflows.

Intercompatibility

HSQL was designed to be fully compatible with the
existing structure of HPCC Systems, and is completely inter-
usable with ECL. HSQL modules can be imported from within
ECL after translation, and HSQL can make use of existing
ECL modules to provide extended functionality or use data
from other sources.

Fig. 5. ECL Cloud IDE, using HSQL.

Integration

As the transpiler(HSQLC) was made using Javascript, it
is rather easy to integrate into web solutions, and use for
supporting HSQL in a web environment. Using this, it was
also integrated into the ECL Cloud IDE Fig. ??, a web-based
solution for running ECL on a HPCC Systems cluster.

HSQLC was also used to create a language server to
provide language support for HSQL in popular IDEs. The
initial target was VSCode, but as the Language Server Protocol
Fig. ?? is well established, it can be easily ported over to other
IDEs which support using the LSP [?] [?].

V. CONCLUSIONS

The language HSQL was defined, which lets users write
SQL-like queries without worrying about most of the prepro-
cessing required in HPCC Systems while using ECL, and a ba-
sic syntax set was produced, for performing filters, joins, sorts,
and so on. This, allows for HPCC Systems as a Distributed
Systems to be accessed and used easily by a person who is
familiar with SQL. The transpiler HSQLC was created to be
able to use this language, was able to successfully translate
HSQL to ECL, and was able to correctly report syntax and
semantic errors, while also allowing HSQL and ECL modules
to be used interchangeably. The compiler can also report the
data types for the variables used in its program to help with
integration into IDEs.
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Fig. 6. Language Server - Providing Syntax Highlighting, Completion and
Error Highlighting.

Using this, HSQLC was also integrated into a language
server, creating a VSCode Extension, which could be used to
provide language support in development environments, and
also in ECL Cloud IDE, to easily allow writing HSQL in a
web-based editor.

Testing was set up for testing the validity of the machine
learning models created and basic syntax, which reported
predictions within good intervals. Various examples have also
been shown to showcase the syntax in HSQL ?? ?? ?? ??,
comparing it to the translated code in ECL. These program
snippets compare the languages and show how some of the
boilerplate code in ECL is automatically generated by the
HSQL compiler. A complete file transpilation is also shown, ??
where a simple Random Forest Regression model is created.

Limitations and Future Work

The current solution focuses on extensibility, usability and
simplicity heavily.

HSQL, contains only some basic operations in the current
revision, and can be extensively improved by adding in syntax
for other ECL features which can still use a SQL-like syntax,
which should improve its usability and allow for greater and
more extensive usecases.

HSQLC, has been made as a simple command line, and
hence, is an additional step require to run a program on HPCC
Systems. This can be worked around by automating the process
(e.g. by using a task automation toolkit/make utility), or by
integrating it with existing systems. The compiler can also be
better maintained with the help of static typing [?], although
this is slightly impeded by ANTLR4 Typescript support still
being in the works at the time of writing.

The language server developed for HSQL uses HSQLC
to provide language support in IDEs, and performs syntax
checking, but cannot perform syntax highlighting [?] as of

the current specification, and requires the use of IDE-specific
extensions (e.g. VSCode requires providing a Textmate Gram-
mar) for syntax highlighting.
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APPENDIX - TRANSLATED EXAMPLES

TABLE I. SELECT STATEMENTS

HSQL ECL

weatherSnowy = s e l e c t Date , SnowDepth from
w e a t h e r where SnowDepth>0; weatherSnowy := TABLE( w e a t h e r ( SnowDepth > 0) ,{ Date , SnowDepth } ) ;

w e a t h e r = s e l e c t * from ’ ˜ h s q l : : t e s t f i l e s
: : w e a t h e r d a t a . csv ’ l a y o u t common .
Wea therDataLayou t ;

w e a t h e r := TABLE(DATASET( ’ ˜ h s q l : : t e s t f i l e s : : w e a t h e r d a t a . csv ’ ,
common . WeatherDataLayout , CSV(HEADING( 1 ) ) ) ) ;

weatherSnowyNum = s e l e c t COUNT( SnowDepth )
from w e a t h e r where SnowDepth>0;

weatherSnowyNum := COUNT(TABLE( w e a t h e r ( SnowDepth > 0) ,{ SnowDepth
} ) ) ;

wea the rSnowyTota l = s e l e c t Sum( SnowDepth )
from w e a t h e r where SnowDepth>0;

weatherSnowy := TABLE( w e a t h e r ( SnowDepth > 0 and NewSnow > 0) ,{
Date , SnowDepth , NewSnow} ) ;

wea the rGrp = s e l e c t Date , SnowDepth from
w e a t h e r group by SnowDepth ; wea therGrp := TABLE( wea ther ,{ Date , SnowDepth } , SnowDepth ) ;

w e a t h e r j o i n = s e l e c t * from
weatherSnowDepth where newSnow>0 j o i n

weatherNewSnow on weatherSnowDepth .
Date = weatherNewSnow . Date ;

w e a t h e r j o i n := TABLE( JOIN ( weatherSnowDepth , weatherNewSnow , LEFT .
Date=RIGHT . Date , INNER) ( newSnow > 0) ) ;

TABLE II. PLOTTING

HSQL ECL

p l o t from wea the rSnowyTota l t i t l e ’
SnowyDays ’ t y p e b a r ;

r e s e r v e d a c t i o n 4 := OUTPUT( weatherSnowyTota l ,NAMED( ’ SnowyDays ’ ) ) ;
r e s e r v e d a c t i o n 5 := V i s u a l i z e r . MultiD . Bar ( ’ SnowyDays ’ ) ;

TABLE III. TRAINING A ML MODEL

HSQL ECL

model1 = t r a i n from ind , dep method
R e g r e s s i o n F o r e s t ;

ML Core . T o F i e l d ( ind , r e s e r v e d i n d 0 ) ;
SHARED r e s e r v e d i n d 1 := r e s e r v e d i n d 0 ;
ML Core . T o F i e l d ( dep , r e s e r v e d d e p 0 ) ;
SHARED r e s e r v e d d e p 1 := r e s e r v e d d e p 0 ;
SHARED r e s e r v e d i n d 1 0 := PROJECT ( r e s e r v e d i n d 1 ,TRANSFORM(

RECORDOF( LEFT ) , SELF . i d :=COUNTER, SELF :=LEFT ) ) ;
SHARED r e s e r v e d d e p 1 0 := PROJECT ( r e s e r v e d d e p 1 ,TRANSFORM(

RECORDOF( LEFT ) , SELF . i d :=COUNTER, SELF :=LEFT ) ) ;
SHARED model1 := L e a r n i n g T r e e s . R e g r e s s i o n F o r e s t ( ) . ge tModel (

r e s e r v e d i n d 1 0 , r e s e r v e d d e p 1 0 ) ;
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TABLE IV. PREDICTING RESULTS FROM A MODEL

HSQL ECL

m o d e l 1 p r e d i c t = p r e d i c t model1 from
t e s t i n d method R e g r e s s i o n F o r e s t ;

ML Core . T o F i e l d ( t e s t i n d , r e s e r v e d t e s t i n d 0 ) ;
SHARED r e s e r v e d t e s t i n d 1 := r e s e r v e d t e s t i n d 0 ;
SHARED r e s e r v e d t e s t i n d 0 0 := PROJECT ( r e s e r v e d t e s t i n d 1 ,

TRANSFORM(RECORDOF( LEFT ) , SELF . i d :=COUNTER, SELF := LEFT ) ) ;
SHARED m o d e l 1 p r e d i c t := L e a r n i n g T r e e s . R e g r e s s i o n F o r e s t ( ) . P r e d i c t

( model1 , r e s e r v e d t e s t i n d 0 0 ) ;

TABLE V. CREATING A MODEL AND USING IT

HSQL (ols.hsql) ECL (ols.ecl)

i m p o r t commonsimple ;

i n d = s e l e c t PersonID , age from
commonsimple . s i m p l e T a b l e where
PersonID <5;

dep = s e l e c t PersonID , wage from
commonsimple . s i m p l e T a b l e where
PersonID <5;

o u t p u t i n d ;
o u t p u t dep ;

t e s t = s e l e c t PersonID , age from
commonsimple . s i m p l e T a b l e where
PersonID >4;

model = t r a i n from ind , dep method
L i n e a r R e g r e s s i o n ;

r e s u l t = p r e d i c t model from t e s t ;

o u t p u t r e s u l t ;

IMPORT ML Core ;
IMPORT ML Core . Types AS Types ;
IMPORT commonsimple ;
IMPORT L i n e a r R e g r e s s i o n ;
e x p o r t o l s := MODULE

SHARED i n d := TABLE( commonsimple . s i m p l e T a b l e ( PersonID < 5) ,{
PersonID , age } ) ;

SHARED dep := TABLE( commonsimple . s i m p l e T a b l e ( PersonID < 5) ,{
PersonID , wage } ) ;

SHARED r e s e r v e d a c t i o n 0 := OUTPUT( i n d ) ;
SHARED r e s e r v e d a c t i o n 1 := OUTPUT( dep ) ;
SHARED t e s t := TABLE( commonsimple . s i m p l e T a b l e ( PersonID > 4) ,{

PersonID , age } ) ;
ML Core . T o F i e l d ( ind , r e s e r v e d i n d 0 ) ;
SHARED r e s e r v e d i n d 1 := r e s e r v e d i n d 0 ;
ML Core . T o F i e l d ( dep , r e s e r v e d d e p 0 ) ;
SHARED r e s e r v e d d e p 1 := r e s e r v e d d e p 0 ;
SHARED r e s e r v e d i n d 1 0 := PROJECT ( r e s e r v e d i n d 1 ,TRANSFORM(

RECORDOF( LEFT ) , SELF . i d : = (COUNTER−1) /MAX( r e s e r v e d i n d 1 ,
r e s e r v e d i n d 1 . number ) +1 ,SELF :=LEFT ) ) ;

SHARED r e s e r v e d d e p 1 0 := PROJECT ( r e s e r v e d d e p 1 ,TRANSFORM(
RECORDOF( LEFT ) , SELF . i d : = (COUNTER−1) /MAX( r e s e r v e d d e p 1 ,

r e s e r v e d d e p 1 . number ) +1 ,SELF :=LEFT ) ) ;
SHARED model := L i n e a r R e g r e s s i o n . OLS( r e s e r v e d i n d 1 0 ,

r e s e r v e d d e p 1 0 ) . GetModel ;
ML Core . T o F i e l d ( t e s t , r e s e r v e d t e s t 0 ) ;
SHARED r e s e r v e d t e s t 1 := r e s e r v e d t e s t 0 ;
SHARED r e s e r v e d t e s t 0 0 := PROJECT ( r e s e r v e d t e s t 1 ,TRANSFORM(

RECORDOF( LEFT ) , SELF . i d : = (COUNTER−1) /MAX( r e s e r v e d t e s t 1 ,
r e s e r v e d t e s t 1 . number ) +1 ,SELF :=LEFT ) ) ;

SHARED r e s u l t := L i n e a r R e g r e s s i o n . OLS ( ) . P r e d i c t (
r e s e r v e d t e s t 0 0 , model ) ;

SHARED r e s e r v e d a c t i o n 2 := OUTPUT( r e s u l t ) ;
EXPORT main := FUNCTION r e t u r n SEQUENTIAL( r e s e r v e d a c t i o n 0 ,

r e s e r v e d a c t i o n 1 , r e s e r v e d a c t i o n 2 ) ; END;
END;
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Abstract—Employee’s failure to adhere to their 

organization’s cyber security policies contributes most of the 

cyber incidents. To secure information security systems, 

companies need to communicate behavioral and technical 

solutions to their employees, due to the fragility of the human 

factor since it plays a critically significant role in securing cyber 

systems. The necessity to safeguard information systems have 

speed up the evolution of the present method of cyber security, 

which should be based on adequately adopting cyber security 

standards to secure business enterprise’s assets and users in 

cyberspace. This paper studies factors influencing the adoption 

of cyber security standards among public listed companies in 

Malaysia. Through online survey that was distributed among 275 

Public listed companies. The findings indicated that expected 

related benefits and perceived ease of use had significant impact 

on the adoption of cyber security standards. On the other hand, 

perceived security had played important moderating influence on 

the relationship between organizational factors and the adoption 

of cyber security standards. 

Keywords—Cyber security; human factor; cyberspace; cyber 

security standards 

I. INTRODUCTION 

Cyber security standards are defined broadly to include 
principles, guidelines, codes of practice and technical 
specifications that are developed by public, private and not-for-
profit entities, including government departments and agencies, 
national standardization bodies, industry alliances and 
associations [1]. 

Malaysian enterprise’s concern regarding cyber security 
issues is at the peak for the last decade. Business industries 
striving to securer their critical infrastructures as the core value 
are the significance of cyber protection, which is connected to 
the developing knowledge of information security. According 
to [2] Malaysian Airlines has reported critical data breach that 
comprised confidential data belongs to the companies’ clients. 
As a survey conducted by PricewaterhouseCoopers Malaysia, 
42 percent of Malaysian organizations see an increased risk of 
cyber threats. In Malaysia, cybercriminals had hit losses 
equivalent to RM 1 billion, qualifying the nation to be the fifth 
riskiest country to cyber threats in 2019 [2]. 

Cyber Security, like any other application of technologies, 
requires standardization. As a result, a number of Cyber 
Security standards have been developed to govern the use of 
Cyber Security technologies in many fields. Specific standards, 
for example, exist to compel businesses to maintain safe 
infrastructures that limit the danger of cyber-attacks. 
Nowadays, Cyber Security is seen as a critical issue [3][30]. In 
order to secure cyber assets, organizations need to 
communicate technical and behavioral solutions to their 
employees, since the human factor has been considered the 
weakest line in the defense system, or at least it plays a 
critically significant role in securing cyber systems [4][30]. By 
assisting in the establishment of common security requirements 
and capabilities required for secure solutions, Cyber Security 
standards improve security and contribute to risk management. 
While it is impossible to remove all risks, Cyber Security 
standards make it more difficult for attacks to occur, or at the 
very least lessen the impact of those that do. The purpose of 
Cyber Security standards is to make information technology 
systems, networks, and critical infrastructures more secure [5]. 
If employees are not willing to accept cyber security standards, 
IS will not bring the full benefits of the technology to the 
Malaysian public listed companies [6]. Hence, the need has 
scaled exponentially for enterprises to adopt a new guideline of 
cyber security standards that could assist them mitigate data 
breaches, better comply with regulations and enhance 
cyberspace [7]. Policy makers, regulatory agencies and the 
industry are also increasingly agreeing that the adoption cyber 
security standards are required to ensure data protection, 
service continuity and public safety. The following are the 
contributions of the study: 

 Perceived ease of use (PEU) is the most influential 
factor in the adoption of in the technological context. 

 An expected related benefit is the most influential 
factor in the adoption of cyber security standards in the 
organizational context. 

 Employee’s innovativeness is the most influential 
factor in the adoption of cyber security standards in the 
individual context. 
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 Individual factors are the most influential factor in the 
adoption of cyber security standards in MPLC. 

 Perceived security is moderated significantly by the 
organizational factors towards the adoption of cyber 
security standards. 

The reminder of this paper has been organized as follows: 
Section 2 discusses the related works. The back ground of the 
study is described in Section 3. Section 4 described the 
theoretical framework. Methodology was discussed in 
Section 5 and finally, the conclusion and future words are 
described in Section 6. 

II. RELATED WORK 

Cyber Security standards can be traced back as the set of 
practices and guidelines to protect organization’s cyber 
infrastructure [8]. These standards are usually useful for all 
business enterprises, irrespective of their size, segment or 
industry [9]. Prior studies have examined which cyber security 
standards are available internationally and nationally and how 
could these standards be located being relative to each other 
and it figured out that as shown the table below [10].  Cyber 
security standards’ compliance application in Malaysia is 
braced by the (NCSP). The Malaysian National Cyber Security 
agency keens to consolidate the critical cyber assets and 
promote the country’s determination towards safer cyberspace 
besides coping with any potential cyber security crises [11]. To 
obtain clear picture on the most relevant international and 
nationals standards for cyber security, an inventory was drafted 
from the past studies. Approximately 180 standards were 
composed. Table I described the top ten most used cyber 
security standards in recent times [12]. 

Cyber security standards demonstrate a major step in 
information system governance. By monitoring and managing 
a containing risk to acceptable levels, the standards have to be 
entirely consistent with information system governance 
mechanisms and closely aligned with, and driven by the 
organization’s cyber security guidelines [13]. The standards 
provide sets of benefits for the information security systems 
within the organizations through constant application activities, 
such as the security of technical and functional requirements, 
design and architecture, operating procedures and operational 
guidelines [14]. 

TABLE I.  CYBER SECURITY STANDARDS INVENTORY (SOURCE: PRESSEY 

ET AL., 2015) 

Title Source Origin 

ISO/IEC 27002 ISO/IEC International 

ISO/IEC 27001 ISO/IEC International  

NERC CIP 002-009 NERC International  

NIST SP-800 series  NIST USA 

ISA/IEC 62443 ISA USA 

AGA No.12 AGA USA 

COBIT5 ISACA International 

ISO/IEC 15408 ISO/IEC International  

API 1164 API USA 

PCI-DSS PCI International 

III. BACKGROUND OF THE STUDY 

In order to increase the degree of cyber security standard’s 
adoption and compliance to its practices, finding effective 
ways to adjust user’s intention and decisions is essential. 
Despite the sophistication of the systems and how well be 
aligned, security methods rely on the individuals who use 
them. Furthermore, the users can be the major vulnerability to 
information systems [15]. 

TABLE II.  SUMMARY OF FACTORS INFLUENCING CYBER SECURITY 

ADOPTION 

No Year Author Issue Method Findings 

1 

2
0
1
9
 

Addae et 
al 

  
Empirical 
study 

User 
behavioral 

data for 

adaptive Cyber 
Security 

2 

2
0
1
9
 

Bhuiyan 

et al 

The 

influential 

factors of 
cloud 

adoption 

Security 
Objectives 

Online 

survey 

Relative 

advantages, 

top 

management 
support, 

organizational 

readiness and 
are the most 

influential 

factors in the 
adoption of 

cloud security  

3 

2
0
1
9
 

Ahmad et 

al. 

Cloud 
service 

provider 
security 

readiness 

model: the 
Malaysian 

perspective. 

Systematic 

literature  

The standards 

specified under 
ISO 27000 are 

better suitable for 

compliance, 
according to the 

study, because 

they comprise 

standards that 

complement one 
another and 

provide 

internationally 
recognised 

frameworks in 

information 
security 

management best 

practices 

4 

2
0
1
8
 

Rafał 

Leszczyna 

Standards 
on cyber 

security 

assessment 
of smart 

grid 

Systematic 
Littauer 

review 

The standards are 
more generic in 

nature and do not 

include technical 
specifics. They 

can be used as a 

starting point for 
higher-level tasks 

including 

formulating 
security 

assessment 

policies, 
allocating duties, 

and scheduling 
security 

assessment 

actions 
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Merely by opening infected e-mail is enough to allow 
criminals to place damage to the system and successfully 
breach organization’s cyber assets [16]. According to Table II 
Addae et al. [17] studied user behavioral data for adaptive 
Cyber Security; the empirical study's findings revealed that 
Technology Acceptance Model (TAM) variables including 
perceived usefulness and perceived ease of use have significant 
effect on behavioral intentions and usage of Cyber Security, 
where Self-efficacy has also been shown to influence adoption 
and usage of IS. While Bhuiyan et al. [18] investigated the 
influential factors of cloud adoption Security Objectives. By 
using questionnaires to gather information from a selected IT 
firm that specializes in SaaS and public cloud. The results 
indicated that TOE model factors including, relative 
advantages, top management support, organizational readiness 
and are the most influential factors in the adoption of cloud 
security. In contrary, negative impacting elements include 
technology readiness, cloud trust, and a lack of cloud security 
standards was reported. Moreover, Ahmad et al. [19] studied 
cloud service provider security readiness model: the Malaysian 
perspective. The goal of the study was to provide a conceptual 
model that can be used to assess a CSP's readiness to comply 
with cloud-specific standards such as ISO/IEC 27017. The 
standards specified under ISO 27000 are better suitable for 
compliance, according to the study, because they comprise 
standards that complement one another and provide 
internationally recognized frameworks in information security 
management best practices. Moreover, Rafał Leszczyna [20] 
studied Standards on cyber security assessment of smart grid, 
through systematic literature review; study found that Cyber 
security related standards for smart grid address the issue to 
various extents and in different ways. The standards are more 
generic in nature and do not include technical specifics. They 
can be used as a starting point for higher-level tasks including 
formulating security assessment policies, allocating duties, and 
scheduling security assessment actions. 

IV. THEORETICAL FRAMEWORK OF THE STUDY 

By integrating two theoretical replicas of information 
systems adoption, this study developed the theoretical model 
for cyber security standards adoption. A combination of 
Technology acceptance model TAM and diffusion of 
innovation theory DOI, models were synthesized. TAM model 
focuses on the adoption decision that sometimes is based solely 
on voluntary situations, neglecting that users' judgments is 
often influenced by their peers or in response to social pressure 
[21]. This study seeks to synthesize theoretical frame work by 
joining particular number of factors originated from past 
models to investigate a wider standpoint which contributes in 
considering the adoption of cyber security standards. 

A. Perceived Security (PS) 

Perceived security is defined as the degree to which users 
perceive that using the technology will be free from any 
danger. Several Studies have indicated that the users’ sense of 
control in any system is largely determined by their feeling of 
security [22]. Further researches that linked to perceived 
security are rooted in Technology acceptance model. 
Researches have proven the effect of perceived security on 

innovation adoption, including information security systems 
adoption [23]. 

Kalakota and Whinston [24] defined PS as the degree in 
which one feels that engaging in certain activity is free from 
any potential threat that creates an event or situation, in which 
appears to be vulnerable or unsecure. The user’s decision to 
adopt and engage with any IS depends on their degree of 
security since lesser perceived security could cause a rejection 
of cyber security standards, adoption. Similarly, high perceived 
security could lead into the acceptance of information security 
practices [25]. In this study perceived security considers 
moderating variable. Fig. 1 demonstrates the theoretical 
framework of the study. 

 

Fig. 1. Theoretical Framework. 

V. METHODOLOGY 

Convenience sample was used in order to collect the data 
for this study. Convenience sampling can be traced back as the 
collection of data from the targeted population members that 
are available and willing to provide it [26]. Therefore, this 
method is suitable whenever the population is broadly 
dispersed and the framework is unavailable in which the cluster 
sampling would not be sufficient [27]. Previous studies have 
found that this technique is commonly used in researches in the 
field of social science and regularly used in the organizational 
area studies. Yet, this study applied non-probability sampling 
where the researcher monitored through online each response. 
Hence, the responses for every characteristic were diligently 
observed. Consequently, the most appropriate way was to visit 
Bursa Malaysia Directory website to find the sampling unit and 
to acquire the data comprising the type of the industry or 
sector, the person in charge and their contacts. 

A. Operational Constructs 

Practically, since the study using quantitative method, it 
utilized specifically designed questionnaire and shaped to 
measure the proposed model’s variables. Self-administrated 
questionnaire or survey was constructed by the researcher 
which was done by the respondents through a link (web 
questionnaire) that was sent by the researcher to respondents. 
Close-ended questions were utilized since the close-ended 
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questions are commonly easier and quicker to be answered by 
the respondents. As illustrated in Table III, the questionnaire 
comprised two (2) sections which were section A and section 
B. Section A considered of questions regarding demographic 
information as the measurement for section A was multiple 
choice questions. In Section A, the questions focused on 
demographic profile of the company and respondents. The 
questionnaire contained thirty-seven (37) in two sections. On 
the other hand, section B contained questions regarding the 
factors influencing cyber security standard’s adoption among 
Malaysian Public listed Companies, comprising: technological 
factors, organizational factors and individual factors. The 
measurement scale in section B was five-point Likert scale 
rating with the questions that related to the study, where the 
answers ranged between 1 represented strongly disagree and 5 
represented strongly disagree. 

TABLE III.  STRUCTURE OF THE QUESTIONNAIRE 

Question Measurement  
Location in 

questionnaire 

Total 

items 

Respondents’ profile 
Multiple choice 

questions 
Section A: Q1-4 4 

IS Compatibility  
Five-point Likert 

scale rating 
Section B: Q5-7 3 

Relative Advantage  
Five-point Likert 

scale rating 
Section B: Q8-10 3 

Perceived Usefulness  
Five-point Likert 

scale rating 

Section B: Q11-

13 
3 

Perceived Ease of Use 
Five-point Likert 

scale rating 

Section B: Q14-

16 
3 

Top Management 
Support 

Five-point Likert 
scale rating 

Section B: Q17-
19 

3 

Organizational 
Readiness  

Five-point Likert 
scale rating 

Section B: Q20-
22 

3 

Understanding Practices 
Five-point Likert 

scale rating 

Section B: Q23-

25 
3 

Expected Benefits  
Five-point Likert 

scale rating 

Section B: Q26-

28 
3 

Employee’s Experience  
Five-point Likert 
scale rating 

Section B: Q29-
31 

3 

Employee’s Self-
efficacy 

Five-point Likert 
scale rating 

Section B: Q32-
34 

3 

Employees’ 

Innovativeness  

Five-point Likert 

scale rating 

Section B: Q35-

37 
3 

1) Data analysis procedure: To analysis the data and 

reveal the findings accurately, two forms of most used 

statistical tools discoverer the relationships and compare 

between groups must be presented. Data were prepared for 

analysis, prior to the analysis. Editing the data and coding it 

along with the data entry were achieved. Editing the data 

comprises of inspecting the instrument of the filed-up survey 

to define and reduce errors to the minimum, misclassification, 

incompleteness, and gaps in the information attained from the 

respondents [28]. 

VI. ANALYSIS AND FINDINGS 

A. Demographic Profile Analysis 

According to Table IV, the number of males were the 
majority with one 130 employees while the number of females 
was 44 employees. The Technological sector were from 
Telecommunication, ICT and Technology manufacturing, 
financial services, media and digital followed by the food, 
beverage and tobacco manufacturing and also palm oil mining 
and real estate services. The majority number of the 
respondents where from digital, media and financial services 
with (46%), (27%) of the respondents where from the ICT, 
telecommunication and technology Manufacturing sectors 
whereas and food, beverage and tobacco manufacturing with 
24.1 percent while the number of respondents from real estate 
services were 1.7%. 0.6% from palm oil mining which was the 
lowest. 

Refereeing to the results, the year of the creation of the 
companies shows that 40.8% of the companies were 
established prior to 2000 where 38.5% were founded between 
2000 and 2005. 14.5% was created at the period between 2005 
to 2010, while 6.3% was established after 2010. 79.3% which 
is overwhelming majority of the public listed companies in 
Malaysia have applied cyber security policies where the rest 
20.7% have not implemented any cyber security policies. 

1) Reliability test: According to Table V, reliability can be 

traced back as the replication, accuracy and consistency of a 

measurement procedure [27]. Cronbach’s alpha considers 

among of the most commonly used reliability ranging between 

0 and 1 value. For exploratory research, a Cronbach’s alpha 

that is bigger than six (6) is usually accepted to indicate 

reliability for the measurement though it is more preferable if 

the value greater than 0.70. 

TABLE IV.  RESPONDENT’S PROFILE 

Characteristics  Items  
Number  

(N=174) 

Percentage 

 

gender 
Male  

Female  

130 

44 

74 

25.3 

Sector of 

Technology 

Telecommunication, ICT 

and technology 
manufacturing  

media, digital, and 

financial services 
Beverage, food and 

Tobacco manufacturing 

Real estate  
Palm oil and mining 

48 
 

80 

42 
 

3 

1 

27.6 
 

46 

 
27.6 

1.7 

0.6 

Year of company 
established 

Prior to 2000 

between 2000 to 2005 
between 2005 to 2010 

After 2010 

71 

67 
25 

11 

40.8 

38.5 
14.4 

6.3 

Has your company 
implemented any 

cyber security 

polices  

Yes 

No 

138 

36 

79.3 

20.7 
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TABLE V.  CRONBACH’S ALPHA TEST RESULT 

Construct variables 

Number of 

items in 

scales  

Places in the 

questionnaire  

Cronbach’s 

alpha 

Technology factors  

IS compatibility 
(ISC) 

Relative Advantage 

(RA) 
Perceived Usefulness 

(PU) 

Perceived Ease of 
Use (PEU) 

3 

3 
3 

3 

Q5 

Q6 
Q7 

Q8 

0.876 

0.678 
0.908 

0.90 

Organization factors 

Top management 

Support (TMS) 
Organizational 

Readiness (OR) 

Expected Benefits 
(EB) 

Understanding 

Practices (UP) 

3 

3 

3 
3 

Q9 

Q10 

Q11 
Q12 

0.834 

0.686 

0.897 
0.907 

Individual factors 

Employee’s 

Experience (EE) 

Employee’s Self-
efficacy (ES) 

Employee’s 

Innovativeness (EI) 

3 

3 

3 

Q13 

Q14 

Q15 

0.854 

0.723 

0.728 

B. Multi Linear Regressions 

In order to analyze the effect of technological, organization 
and individual factors of cyber security standards adoption, 
regression analysis was utilized as shown in Table VI. The R-
square (R2) for technological factors indicated 0.332, which 
indicates that 33.2 percent of the variance in the adoption of 
cyber security standards. Technological factors contribute to 
enhance information security ((β= 0.082, p= 0.000). Thus, H1 
is supported where the technological factors contribute to the 
adoption of cyber security standards. Technology factors 
played significant role in cyber security standards adoption 
according to the regression analysis in the study. 

Moreover, R2 for organizational factors showed 0.361, 
which indicated 36.1% of the variance in the adoption of cyber 
security standards could be forecasted from the relationship of 
all independent variables in organizational predictors. For 
individual factors R2 is calculated as 0.301 which means that 
30.1% of the variance in cyber security standards adoption 
might be projected from relationship of all independent 
variables in individual predictors. The findings indicated that 
these predictors played significant roles of cyber security 
standards adoption. Therefore, H3 is supported by the analysis 
where individual factors had significant positive relationship 
with the adoption of cyber security standards. 

Table VII, Illustrated the R-square (R2) showed 0.332 for 
technological factors (TF), which means that 33.2% percent of 
the variance in the adoption of cyber security standards can be 
predicated from the relationship of all independent variables in 

technological factors. Regression analysis results have proven 
that perceived ease of use (B= 0.220, p= 0.000) had significant 
influence on the adoption of cyber security standards. 
However, Information system compatibility, relative advantage 
and perceived usefulness have not had significant influence on 
the adoption of cyber security standards. Moreover, R2 for 
organizational factors showed 0.361 which mean that 36.1% of 
the variance can be predicted from association off all 
independent variables in organizational factors (OF). 
According to the results expected benefits (B= 0.630), p= 
0.000) played important roles in influencing the adoption of 
cyber security standards. On the other hand, Top managements 
support, organizational readiness and understating practices 
had no significant influence on Cyber Security standards 
adoption. R2 for individual factors was 0.301, which represents 
that 30.1% of the variance in the adoption of cyber security 
standards could be predicted from the association of all 
independent variables in individual factors (IF). Three 
significant variables that explained cyber security standards 
adoption in individual factors, including employee’s 
experience (B=0.210, p= 0.037), employee’s self-efficacy 
(B=0.084, p= 0.0341), as well as employee’s innovativeness 
(B=0.432, p= 0.000). 

TABLE VI.  RESULT OF MULTIPLE REGRESSION ANALYSIS (N=174) 

Variables  
Constan

t 

Unstandardize

d 

coefficient (B) 

Standardize
d 

coefficient 

(b) 

p-

valu
e 

R-
squar

e 

(R2) 

Technologica
l factors  

1.550 0.037 0.082 
0.00
0 

0.332 

Organizationa

l factors  
-320 0.142 0.287 

0.00

0 
0.361 

Individual 

factors 
3.809 0.183 0.395 

0.00

0 
0.301 

TABLE VII.  ANALYSIS OF CONSTRUCTS 

Construct  
  

Model 

Unstandardized 

coefficient (B) 

Standardized 

coefficient 
(b) 

p-value 

R-

square 
(R2) 

TF 1     

ISC  0.014 0.12 0.503 0.332 

RA  0.143 0.085 0.867  

PU  0.220 0.129 0.090  

PEU  0.586 0.080 0.000  

OF 2     

TMS  -0.191 -0.116 0.288 0.361 

OR  0.284 0.188 0.072  

UP  0.339 0.223 0.012  

EB   0.630 0.509 0.000  

IF 3     

EE   0.210 0.154 0.037 0.301 

ES  0.084 0.180 0.0341  

EI  0.432 0.406 0.000  
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VII. DISCUSSION AND IMPLICATIONS 

Malaysia has progressed toward being an advanced digital 
economy where cyberspace increases in volume and 
complexity. Consequently, cyber-threats are increasing rapidly; 
as a result, businesses are facing high possibility security risks 
in cyberspace lately [29]. Findings have indicated perceived 
ease of use played significant part in the adoption of cyber 
security standards in the technology context. The conflicting 
findings could be explained by adopters' perceptions that cyber 
security standards are easy to adopt since it will help to protect 
and secure their systems and because the adoption procedure 
doesn’t require any mental or physical effort. Furthermore, 
expected related benefits and is significant predictor to adopt 
cyber security standards in Public listed companies in 
Malaysia, to enhance their information security systems in 
organizational context [30]. Organizational factors can be 
traced back as the techniques that the company approaches to 
solve the problem in the networks. Though, the magnitude of 
security risks and proposed practices make it gradually 
challenging for users to decide which standards should be 
applied [31]. Employee’s experience, employee’s self-efficacy 
and employee’s innovativeness, are the most influential factors 
determining the adoption of cyber security standards in 
individual context, which can be interpreted that the adopter’s 
perception of their employee’s experience knowledge and 
skills enable them to adapt cyber security standards more 
quickly. Moreover, the adopters perceive that their employee’s 
self-efficacy, and their ability to handle the challenges 
contribute to the adoption of cyber security standards. 
Meanwhile, the role of the innovativeness and creativeness in 
the adoption of cyber security standards in public listed 
companies in Malaysia is crucial, in specific, there was 
extensive investigations by scientists in this area about of 
innovativeness that has essentially been defined as the degree 
to which person adopts innovations sooner than other members 
of their same social context [32]. 

VIII. CONCLUSION 

This paper studied factor influencing the adoption of cyber 
security standards due to the need for enterprises to adopt cyber 
security standards in order to mitigate data breaches internally 
or external. While it is impossible to remove all risks, cyber 
security standards make it more difficult for attacks to occur, or 
at the very least lessen the impact of those that do. The purpose 
of cyber security standards is to make information systems 
more secure. The study focuses on specific factors including 
technological, organizational, and individual factors. other 
factors may lead into the adoption of cyber security standards 
including environmental, social, and motivation factors. 
Investigating these factors may bring more insights and clearer 
image from future research. 
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Abstract—Computerized lip reading is the science of 

translating visemes and oral lip reading into written text, where 

visemes are lip movement without sound. Video processing is 

applied for the recognition of those visemes. Previous research 

developed automated systems to for computerized lip reading 

recognition to be hearing-impaired aid. Many challenges face 

such an automation process, including insufficient training 

datasets. Also, speaker-dependency is one of the challenges that 

are faced. Real-time applications which respond within a specific 

time period are also widely required. Real-time human computer 

interaction are systems which require real time response. 

Response time for human computer interaction is measured by 

number of elapsed video frames. Video processing of lip reading 

necessitates real-time implementation. There are applications for 

viseme recognition, as an aid for deaf people, video games with 

human computer interaction, and surveillance systems. In this 

paper, a real-time viseme recognition system is introduced. In 

order to enhance existing methods to overcome these pitfalls, this 

paper proposed a computerized lip reading technique based on 

feature extraction. We utilized blocks arrangement techniques to 

reach a near-optimal appearance feature extraction technique. A 

Deep Neural Network is utilized to enhance recognition. The 

benchmark dataset SAVE, for Arabic visemes, is employed in 

this research, and high viseme recognition accuracies are 

achieved. The described computerized lip reading recognition 

technique is advantageous for the hearing impaired and for other 

speakers in noisy environments. 

Keywords—Lip reading; deep CNN; deep learning; 

recognition; viseme 

I. INTRODUCTION 

Computerized lip reading is the viseme understanding of 
lips movements and convert it to written text for both the 
hearing impaired and for other speakers in noisy environment 
[1]. Image and video processing techniques have been 
employed in such applications. For example, computerized 
video systems were built for automated lip reading systems. In 
this research, an approach is presented which examines feature 
extraction of the computerized lip reading models. 
Classification is also investigated. Features extraction 
techniques are applied to lip reading images and discriminative 
ones are chosen. In the classification phase, a Deep Neural 
Network is utilized. Deep learning (DNN) usually utilize raw 
features for their input stage, our work is engineered on 
extracted features as the DNN input to yield a discriminative 
DNN. 

Real-time viseme recognition systems are very crucial in 
different paradigms such as surveillance, as a hearing aid 

utilized in video conferencing also for video games with lip 
reading interfaces especially in noisy environments. Most of 
these applications anticipate a specific response time, usually 
real time. Real-time viseme recognition systems is driven by 
the lip reading movement recognition using video processing 
techniques. 

Real time viseme recognition could help as a 
communication linguistic for people with disabilities. It should 
be noted that different languages have different visemes for 
their alphabet. Also, viseme recognition can be utilized as an 
interface for playing a video game effectively. 

Viseme recognition uses computer vision methodologies. 
Where a video sequence, is obtained as an input and the 
corresponding alphabet or word are produced as output. 
Statistical modelling, pattern recognition, machine learning 
techniques are also widely utilized. In this paper, we study the 
performance of employing spatial and temporal video sequence 
segmentation for feature extraction. 

A viseme can be defined as a sequence of lip reading video 
frames. In order to identify a viseme, the lip area from the main 
frame is segmented, then work on the segmented portion of the 
whole viseme video sequence. Real-time requirements make it 
difficult since response time must fall in a strict time interval 
for the procedure to be satisfactory. On the other lip, to identify 
lip area, we might need skin color information. Skin color 
information enables the identification process. It can help in 
determining the lip regions in a satisfactory amount of time. 
Skin color segmentation can differentiate between lip area and 
other areas in the video frames. We can apply it to determine 
lip-like pixels in an image which can be a binary classification 
problem. 

This paper is divided as follows: Related work is discussed 
in Section 2. Section 3 presents the dataset and the 
methodology. Experimental results are depicted in Section 4. 
Conclusions are discussed in Section 5. 

II. BACKGROUND 

Lip movement Shape and viseme features extraction are 
two groups of challenges facing computerized lip reading 
recognition. In [2], feature enhancement processes of each 
speaker with normalization, and hierarchical feature 
arrangement are used to decrease the effects of speaker 
differences. In [3], a CNN architecture is proposed, using the 
audio decoding process and isolated viseme pronunciation of 
audio commands. Accuracy results are computed as visemes of 
Russian vowels are recognized. They noted that the 

https://link.springer.com/article/10.1007/s10489-015-0680-z#Sec2
https://link.springer.com/article/10.1007/s10489-015-0680-z#Sec3
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dependence of the recognition accuracy uses photo features, 
and the used camera is investigated. The accuracy of specific 
speaker recognition is computed as 83% for a specific camera, 
where first and second moments are applied using a support 
vector machine. Research in [4], investigated the utilization of 
deep neural network classifiers in visual feature extraction. The 
authors in [5] coupled a discrete likelihood transform followed 
by adaptive pre-training in the visual feature extraction. 
Validation is performed utilizing the Gaussian probabilistic 
model recognizers, and word repetition rates for twenty 
different speakers. The recognition accuracy is 55.5% on 
average. 

The computerized lip reading recognition system in [6], 
uses a CNN with feature extraction process. The network is 
pre-trained with the lip area videos coupled along with its text 
labels. Seven speakers are utilized in the validation process, 
with seven independent CNN architectures. Their system 
achieved an average viseme recognition of 59%. 

The authors in [7], proposed lip viseme modalities through 
multimodal learning methods. In [8], two deep CNNs are 
trained using text labels and video frames and their final layers 
are fused to extract mutual features to be classified by a deep 
network. Accuracy of 65% is achieved through this bi-model. 
In [9], the computerized lip reading is performed using a 
processing pipeline of neural networks. In [10], Short Memory 
is coupled with long memory to form a uni-model. They 
utilized raw lip images as the CNN inputs, the performance of 
this uni-modal is validated against Support Vector Machine 
with accuracy averaging over different speakers to be 69%. 

Geometric features are extracted from the lip regions like 
lip width, height and orientation [11]. The authors in [12] 
proposed a skin color segmentation process to differentiate 
between mouth and non-mouth areas utilizing convex hull 
algorithm. Lip features including ratio between height and 
width and color properties were extracted utilizing multi-
dimension time warping technique [13]. Several geometric 
properties are defined to analyze the lip shape in the research 
performed by the authors in [14]. These properties are depicted 
as follows: lip height, lip width, lip area, long diagonal height, 
short diagonal width, nose to lip distance, lip to chin distance. 
The active contour method was utilized to find the lip contour 
to extract the geometric properties. These properties can extract 
the mouth height and width that encompass the information 
needed for lip reading [15]. In supervised lip reading video 
analysis, the coordinates are defined on different face points in 
each video frame of the video taken for each individual in the 
training set. Useful Geometric features for lip reading were 
defined by these coordinates. The height of the lips curvature 
posed a challenge for recognition due to the low similarity of 
symmetric sides [16]. Lip tracking models faces several 
challenge such as the robustness of the model in terms of 
testing with a small sample of individuals [17]. Authors in [18] 
utilized two public audio-visual databases to increase 
robustness and accuracy of their method. The databases are 
listed in [19-20] as AV-CM [19] and AVLetters [20]. 

The method in [21] performed better than the Hidden 
Markov classifier when utilizing the CMU dataset to compute 
statistical mouth contour algorithm. Spatiotemporal features 

such as viseme visual features, the AVLetters dataset will 
perform up to better accuracy as compared with other models. 
UNR dataset was collected by authors in [22] and compiled lip 
shape features and is recognized with better accuracy than 
achieved by the HMM classifier. The results of the research 
found in [23-24] using deep learning method is depicted to be 
better across all three databases. 

The authors in [25-26] proposed an image dataset with two 
partitions, a training partition of eight subjects with 5000 
viseme images. The other partition contains 2000 images from 
five subjects. The images are of resolution is 256×256 pixels. 
The experiments were performed to compute the accuracy of 
the lip reading model to utilize the Arabic language as a test 
language. 

The current research exhibits that the extracted lip visemes 
are mostly speaker-dependent when executing lip reading 
recognition with the lip movement style of an a specific utterer 
is different from the utterers in the training set. This drawback 
can lead to recognition accuracy to drop greatly. Hence, in this 
research the training using deep learning will extract 
independent features that are relevant to the viseme features 
that are independent to the variations of the speakers. Materials 
and Methods. 

The proposed computerized lip reading model is depicted 
in this section. The model has two major phases of viseme 
feature extraction and CNN training and classification. The 
first phase utilizes video frames to extract visual features. The 
second phase utilizes a deep CNN network with the parameters 
tuned and examined. 

A. Viseme Feature Extraction 

Viseme features are mainly appearance features [27-28]. 
Past research investigated those features and pruned their 
dimensionally through a reduction procedure and can be 
employed as the inputs to the deep CNN to enhance 
classification. In this research shape and appearance features 
were extracted and were precisely examined. The introduced 
lip-reading method, has the principle phase of viseme feature 
extraction (FE) and viseme recognition (VR). Video frames are 
extracted from the viseme video sequence and the viseme 
features are extracted from them. The second phase which is 
the VR utilize an optimized CNN architecture with tuned 
parameters. 

The process of our viseme appearance feature extraction 
model deploys each video as a set of frames, the pre-processing 
phase is done to extract the mouth area in the video frames. We 
utilized the Viola-jones technique depicted in [29-30] The 
Viola-jones is utilized to detect the face and the lips region, 
which is defined as the region of interest (ROI). 

The SAVE dataset includes recorded videos of Arabic 
visemes using the NTST standard of 30 frames per seconds 
[30-31]. The Audio files are also included for validation of the 
output of the lip reading recognition system. The extracted 
features will be stored in the appearance vectors. Video frames 
are extracted from the viseme video sequence and the viseme 
features are extracted from them. The second phase which is 
the VR utilize an optimized CNN architecture with tuned 
parameters. 
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Viseme features are categorized as appearance features. 
Other researchers utilized feature dimensions pruning process 
and are utilized as the inputs to CNN [9]. In this paper, feature 
reducing process were extracted and applied to appearance 
features. 

The proposed process of our viseme feature extraction 
model is depicted in Fig. 1. Each video is transformed to a set 
of frames, and a pre-processing phase is performed to extract 
region of interest of the lip area. The lip area is up-scaled to 
size of 30×40 pixel-image, and represented with a 1200-
element vectors. Component analysis (CA) will reduce the 
vector dimensionality reduction to 64 dimensions with the 
highest probability feature elements. According to the 
experimental results we found that 64 element dimensions will 
achieve better performance than reducing dimensions to 32, 96, 
and 128 features using the CA algorithm. The whole scheme is 
depicted in Fig. 1. 

In the SAVE dataset [19-20], the videos are recorded with 
the Pal standard of 30 frames per seconds. Audio files are 
converted and labelled as text of the visemes for the supervised 
learning process. The mapping of the labelled text and the 
viseme are saved. We performed up-sampling of the feature 
vectors using both the first and second derivatives. 
Normalization is the carried using the z-score process 
presented in [22-24]. Then we combined 13 successive Z-
normalized feature vectors to produce an 832 single hyper-
feature-vector. These successive frames are defined as six 
frames before and six frames after the central frame. The 
combined hyper-feature-vector, is defined as the appearance 
feature vector. 

There are two main norms of classifying visemes: 
according to the face appearance, the form and shape of the 
lips, teeth clarification during the pronunciation of particular 
phonological units, and according to the sounds with a 
matching visual illustration. 

The second description is particularly popular since it 
expedites the learning phase of training and testing data. 

B. Deep CNN Network Classifier 

The deep CNN is a neural network, where units are 
connected through weighted connections using Gaussian 
distributions [12]. Pre-training layers are utilized to compute 
the initial weights [12], and a fine-tuning methodology is 
added to compute the supervised cross-entropy. Deep CNNs 
are usually utilized as a generative process but with some 
modifications, it can be utilized in classification [13]. 

After extracting the video frames from the input video we 
start the feature extraction phase, a matrix, with samples and 
features are represented in the rows and columns respectively. 
A vector representing a video file with label of classes is made, 
where classes are numbered 0 to 18, and a fine-tuning 
methodology is added to compute the supervised cross-
entropy. Deep CNNs are usually utilized as a generative 
process but with some modifications, it can be utilized in 
classification. The classes are labeled by those Arabic 
phonemes {„يا„ ,‟اوه„ ,‟تا„ ,‟نا„ ,‟اي„ ,‟وا„ ,‟اوه„ ,‟را„ ,‟تا„ ,‟با„ ,‟اه‟, 
 Those vectors create a .{‟كا„ ,‟سو„ ,'سا„ ,‟في„ ,‟فا„ ,‟مي„ ,‟ما„ ,‟ووه„
super-vector. 

 

Fig. 1. The Appearance Features Extraction Process. 

That is utilized in the training stage. Both the matrix and 
the super-vector are utilized in the input phase and the output 
phase of the deep CNN. The deep CNN is depicted in Fig. 2. 

To extract the viseme features, a Shape Model is utilized 
and eighty landmarks are marked to represent the coordinates 
of different face points. Twenty of those coordinates define the 
lips contour region, and are utilized to define a 42 feature 
vector. 

 

Fig. 2. The CNN Architecture of the Lip-reading Model. 
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To employ the deep CNNs, we create a window of twelve 
successive frames that are represented by feature vectors. The 
CNN output layer has n Softmax classifiers. The deep CNNs 
are trained using a stochastic gradient method with a batch of 
size 64 cases with fifty epochs with rate of 0.1. Momentums of 
values 0.6 down to 0.1 and are utilized in various settings. The 
momentum has a maximum value of 0.6 decreasing to 0.1 after 
six epochs of the training stage. Errors are computed for each 
frame as a probability over different possible labels for each 
video frame. The accuracies are computed on the viseme-level. 

The CNN architecture of the lip-reading model has the first 
block describes the features extraction phase and the second 
block represents the deep CNN. The final block is the decoder. 
The viseme high feature extraction model and the deep CNN 
classifier validations are performed on an 8 Core CPU and 64 
Gigabyte RAM, and a single GTX X graphic unit with 16 
Gigabyte Graphics memory. 

III. EXPERIMENTAL RESULT 

The used dataset over the base method, and the sets of the 
extracted features for the computerized lip reading are 
discussed. To validate the strength of our method we included 
the proposed viseme features in the base model. 

A. Dataset 

The experiments are performed using the SAVE dataset 
[20]. SAVE is a corpus of thirty speakers pronouncing 8000 
connected visemes. In this research, the experiments are 
performed using the speakers uttering of the corpus excluding 
the profile of the speakers. This is performed with only the 
front view of the lips area.  

B. Base Lip Reading Recognition Model 

Hidden Markov Models (HMM) are studied for the base lip 
reading recognition phase. In this research, the HTK software 
toolkit is utilized on the frames of the lip movements. It is the 
base model that applies several context-independent HMMs. 
For each viseme model, a 3-state HMM with covariance GMM 
over five units is utilized. The introduced viseme features 
extraction model coupled with the discrete cosine transform 
and shape model are employed in the base model. 

To extract the viseme features, a Shape Model is utilized 
and eighty landmarks are marked to represent the coordinates 
of different face points. Twenty of those coordinates define the 
lips contour region, and are utilized to define a 42 feature 
vector. 

To compute the Geometric viseme features, high level 
features, including lip contour region height, width, and area 
are computed. The DCT coefficients of the lip area are 
computed. The lip area is down-sampled into a 16×16 intensity 
blocks, and is sampled into one vector using zigzag reading 
style. The up-triangle six coefficients per each frame are 
attained. 

The appearance viseme feature extracted set is also applied 
to the base HMM model to validate their strength. These 
extracted features are used before applying of the context video 
frames. The removal block is employed to be consistent with 
the size of the HMM frames. Results show that a viseme 

recognition accuracy of 76.4% is attained while utilizing the 
proposed viseme features. This accuracy validates the strength 
of the utilized features, in spite of the usage of a shallow HMM 
classifier. 

C. Deep CNN Network using Appearance Viseme Features 

Deep CNNs with various layers are examined and the 
experiments were deployed with all speakers in the SAVE 
dataset. An 8-fold validation model is utilized. The database 
includes two different videos for each speaker. We divided the 
database into three folds of 24 speakers for training, 6 speakers 
for testing and 6 speakers as the development set. The 
proposed viseme features are used as an input to the CNN, and 
various CNN models and layers are inspected. We develop the 
deep CNN is as 1056 input layers, 1024 intermediate hidden 
layers, 2000 last hidden layers, and 20 are the output layers. 
This network is altered and structured parametrically in two 
tasks. The whole classification method is depicted in Fig. 3. 

The effect of the network width is investigated in the first 
task, where 512, 1024 and 2048 layers are considered for the 
intermediate deep CNN, and 1052, 2000 and 3000 hidden units 
are considered for the upper CNN. The second task, we 
investigated the effect of the CNN depth is examined, where 
different layers are established from 4 to 7. The accuracies are 
depicted in Table I and Table II. 

We should understand that the results accuracies are 
attained after the pre-training process through fine tuning of the 
deep CNN, where it is unrolled to its DNN architecture, and 
the decoder is used to convert the outputs to the appropriate 
classes. We utilized a corpus of thirty speakers pronouncing 
8000 connected visemes. In this research, the experiments are 
performed using the speakers uttering of the corpus excluding 
the profile of the speakers. 

 

Fig. 3. The Classification Process. 
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TABLE I. CLASSIFICATION ACCURACY BASED ON FEATURE SELECTION 

POLICY 

Classification Viseme Feature Type 
Classification 

Accuracy 

Appearance features 
Our proposed technique 93.3% 

DCT 79.5% 

Shape and color 
features 

Geometric 82.5% 

Both geometric and color 86.2% 

TABLE II. CLASSIFICATION ACCURACY OF DIFFERENT CNN 

ARCHITECTURES 

CNN 

Architecture 

Input to the 

CNN 
Layers Accuracy 

CNN 
Appearance 

features 

1056 - 512 (4 

layers)- 1052-20 
87.3% 

1056- 1024 (4 

layers)- 2000 -20 
90.5% 

1056- 2048 (4 
layers)- 3000-20 

95.3% 

Looking at the results depicted in Table I and Table II, we 
found that deep CNN with the following layers (1056 - 2048 (4 
layers) – 3000 - 20) is the best in accuracy results with average 
accuracy of 95.3%. The confusion matrix of the accuracies of 
the Arabic visemes dataset is depicted in Fig. 4. 

اه با في  فا  مي  ما  ووه  يا  تا  نا  اي  اوه  را  تا سا سي كا

اه 0.8 0 0 0.1 0 0 0 0 0 0 0 0 0 0 0 0 0

با 0.8 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0  تا 0 0.8 0 0 0 0 0.1 0 0 0 0 0 0 0 0 0

0  را 0 0 0.8 0 0 0 0 0 0 0 0 0 0 0 0 0

0  اوه 0 0 0 0.8 0 0 0 0 0 0 0 0 0 0 0 0

0  اي 0 0 0 0 0.9 0 0 0 0 0 0 0 0 0 0 0

0  نا 0.1 0 0 0 0 0.8 0 0 0 0 0.1 0 0 0 0 0.1

0  تا 0 0 0 0 0 0 0.8 0 0 0 0 0 0 0 0 0.1

0  يا 0.1 0 0 0 0 0 0 0.8 0 0 0 0.1 0 0 0 0

0  ووه 0 0 0 0 0 0 0 0 0.8 0 0 0.1 0 0 0 0

0  ما 0.1 0 0 0 0 0 0 0.8 0 0 0 0 0 0.1

0  مي 0 0 0 0 0 0 0 0 0 0 0.8 0 0 0 0

0  فا 0 0 0 0 0 0 0 0 0 0 0 0.8 0 0 0 0

في 0 0 0 0 0 0 0 0 0 0 0 0 0 0.8 0 0 0

سا 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.8 0 0.3

سي 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.9 0

كا 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.8  

Fig. 4. The Confusion Matrix for the Arabic Viseme Test Data. 

We developed two experiments: 

Experiment 1: The Deep-learning CNN is verified with the 
datasets DS1 and DS2. The accuracy of the classifier is 
confirmed through runs of convolution layers, max-pooling 
and classification layers. 

Experiment 2: The Deep learning CNN is verified with the 
same datasets. The CNN is united with transfer learning. The 
proposed CNN is trained with the DS1 and DS2 with transfer 
learning from AlexNet. The flow diagram of Experiment 2 is 
illustrated in Fig. 5. 

 

Fig. 5. Block Diagram of Experiment 2. 

We performed our experiments applying our proposed 
model and performed comparison with recent models for lip 
reading in literature. The experimental results and the 
comparison are depicted in Table III and Table IV. 

TABLE III. EXPERIMENTAL RESULTS OF OUR PROPOSED MODEL 

COMPARED TO OTHER LIP READING MODELS 

Model Methodology Accuracy 

Experiment 1: Our proposed 

model without transfer learning 
Deep learning CNN 90.3% 

Experiment 2: Our proposed 

model with transfer learning 
CNN with transfer learning 96.7% 

Model in [2] Geometry based and CNN 90.06% 

Model [14] Contour extraction 93.56% 

Model in [15] Optical flow estimation 92.11% 

Model in [13] Deep learning 87.78% 

Model in [11] Active shape models 83.6% 

TABLE IV. EXPERIMENTAL RESULTS OF OUR PROPOSED TECHNIQUE 

COMPARED TO OTHER MODELS 

Model Precision Recall F-Measure 

Experiment 1: Our proposed model 

without transfer learning 
0.95 0.945 0.94 

Experiment 2: Our proposed model 

with transfer learning 
0.98 0.975 0.97 

Model in [2] 0.825 0.90 0.89 

Model [14] 0.92 0.93 0.935 

Model in [15] 0.89 0.90 0.896 

Model in [13] 0.90 0.91 0.90 

Model in [11] 0.91 0.92 0.915 

IV. DISCUSSION 

We devised two experiments, where the training and 
validation in the first experiment were done using the datasets 
DS1 and DS2. The accuracy was 95% on average using two 
hundred different runs with recall of 94.5% and with 25 
different speakers. This exhibit the great independence of our 
model on the speaker features. In the second experiment 2, the 
Deep learning CNN is validated with the same datasets coupled 
with transfer learning using AlexNet. The accuracy was 
enhanced to 98% due to transfer learning, the experiments still 
was done for 200 runs with 25 different speakers. 

V. CONCLUSION 

This research proposed an approach with two phases of 
viseme feature extraction and deep CNN classification. In the 
viseme feature extraction phase, we utilize the appearance 
features and for the deep CNN classifier is proposed. 
Experiment results are achieved using the SAVE dataset. Our 
investigated method is validated by comparing to the HMM 
classifier and outperformed it in the accuracy. viseme 
appearance features, were utilized in our system, resulting in 
the base algorithm of accuracy 69.8%. It should be noted that 
our deep CNN classifier outperforms the CNN model 
presented in [7], where accuracy of 76.6% is attained in [7], in 
spite of using large viseme dataset. In our work, the accuracy is 
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increased by about 21%. Our deep CNN is pre-trained and 
tested using 700 visemes. The results accuracies are attained 
after the pre-training process through fine tuning of the deep 
CNN, where it is unrolled to its DNN architecture, and the 
decoder is used to convert the outputs to the appropriate 
classes. We found that deep CNN with the following layers 
(1056 - 2048 (4 layers) – 3000 - 20) is the best in accuracy 
results with average accuracy of 95.3%. 
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