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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—In software development, requirements traceability 
is often mandated. It is important to apply to support various 
software development activities like result evaluation, regression 
testing and coverage analysis. Model-Driven Testing is one 
approach to provide a way to verify and validate requirements. 
However, it has many challenges in test generation in addition to 
the creation and maintenance of traceability information across 
test-related artifacts. This paper presents a model-based 
methodology for requirements traceability that relies on 
leveraging model transformation traceability techniques to 
achieve compliance with DO-178C standard as defined in the 
software verification process. This paper also demonstrates and 
evaluates the proposed methodology using avionics case studies 
focusing on the functional aspects of the requirements specified 
with the UCM (Use Case Maps) modeling language. 

Keywords—Requirements; traceability; model transformation; 
do-178c; model-driven testing; traceability scheme 

I. INTRODUCTION 
The largest part of traceability research so far has been 

done in the last two decades by the requirements engineering 
community [1]. Traceability, known as the ability to describe 
and follow the life of software artifacts [2], has become more 
important and traceability topics are being researched in many 
other areas of software development. One example is model-
driven development where some components of the software 
development process are executed automatically using model 
transformations   [3]. Model-driven development provides the 
foundation for the use of models as primary artefacts 
throughout the software development phases [4]. The variety 
of different models produced in the model-driven process pose 
challenges to requirements traceability and assessment. This 
diversity of artifacts results in an intricate relationship 
between requirements and the various models. The model-
based testing (MBT) is a technique where test cases are 
generated from models [5]. MBT needs the ability to relate the 
“abstract values of the specification to the concrete values of 
the implementation”   [6]. The relationships between artifacts 
play an important role to support automation of testing 
activities and it has been recognized for some time  [7]. 
Relationships between behavioral models and test cases and 
between test cases and test results support better capabilities to 
measure coverage, evaluate results and perform selective 
regression testing. As a result, creating and maintaining 
explicit relationships among test-related artifacts is a main 
challenge to the automated support of these activities. 

In this paper, model transformation techniques are used to 
create traceability links among MBT artifacts during the test 
generation process. The approach extends previous testing 
methodology presented in [8] that generates tests based on 
behavioral models. This paper’s contribution is building a 
traceability model to support the creation and persistence of 
such relationships among heterogeneous models representing 
various testing artifacts. Moreover, this work enables the 
support for traceability visualization, model-based coverage 
analysis and result evaluation. The case study used in this 
work is an industrial product, flight management system 
(FMS), to evaluate the correctness of the approach that 
ensures all the generated test cases determine correctly the 
behavior of the FMS and are traceable to requirements. 

The rest of this paper is organized as follows. Section  2 
offers background information on traceability and model-
based approaches in requirements and testing. A discussion of 
some related work about model transformation, model-based 
test generation, and traceability applied to automated testing 
approaches is presented in Section 3. Section  4 presents and 
describes the proposed approach, which is followed by 
Section  5 where two case studies are used to demonstrate the 
applicability and the evaluation of the approach. Section 6 
offers a discussion of relevant approaches and draws future 
work guidelines, while Section 7 concludes the paper. 

II. BACKGROUND 
In the domain of requirements engineering, the term 

traceability is usually defined as the ability to follow the traces 
(or, in short, to trace) to and from requirements. Two common 
definitions of requirements traceability are given by Pinheiro 
[9] as the ability to define, capture, and follow the traces left 
by requirements on other elements of the software 
development environment and the traces left by those 
elements on requirements; and by Gotel and Finkelstein as the 
ability to describe and follow the life of a requirement in 
forward and backward directions (i.e., from inception, through 
specification and development, to subsequent deployment, in 
addition to on-going refinement and iterations in any of the 
phases). 

The Radio Technical Commission for Aeronautics updated 
the guidance document DO-178C  [10] “Software 
Considerations in Airborne Systems and Equipment 
Certification” to address the safety concerns in new 
technologies such as model-based and object-oriented 
technologies. The document defines objectives and design 
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assurance levels for assuring the quality of the software and 
for an airborne system to perform its intended function with a 
level of confidence in safety that complies with airworthiness 
requirements. 

The software verification process in DO-178C defines an 
activity to verify that the system requirements assigned to 
software have been developed into high-level requirements 
that meet those system requirements. In order to support this 
verification, trace data should be generated that show a link 
between each single system-level requirement and its 
propagation to test cases. The relationship between a high-
level requirement and a test case is bidirectional allowing to 
trace in forward and backward directions. 

Model-driven testing approach, based on transformation 
rules, uses a model-transformation technique to map a source 
model to a target one  [11]. Model composition approaches 
automate the composition of heterogeneous models by relying 
on matching/merging operators [12]. Model-driven 
approaches move the focus in development from the third-
generation programming language coding to more abstract 
models. This aims to increase productivity and reduce time to 
market by enabling the use of development concepts closer to 
the problem domain than those programming languages offer. 
The main challenge of model-driven development is 
transforming the high-level models to platform-specific 
models such that tools can use them for code generation  [13]. 
It is possible to use models horizontally to describe different 
system aspects; however, they are useful for vertical 
representation to refine abstractions from the higher to the 
lower levels, where at the lowest level models use 
mechanisms based on implementation technology. Significant 
efforts are needed to work with multiple interrelated models to 
ensure their overall consistency. Furthermore, using these 
models can significantly reduce the burden of several other 
activities like reverse engineering, view generation, 
application of patterns, and refactoring through automation 
that is facilitated by the models. Such activities are usually 
performed as automated processes using one or more source 
models as input and producing one or more target models, 
while following a well-defined set of transformation rules. 
This process is referred to as model transformation. 

The guidance document DO-178A [14] introduced at the 
beginning of 1985 a new technique that supports test coverage 
and traceability between requirements and tests. This 
technique, known as requirements-based testing, has been 
applied in the testing of complex software systems and 
demonstrated that the systems meet the requirements. 

There are several modeling languages to express system 
requirements as scenarios and numerous languages that can be 
used to write test scripts. This paper refers to three different 
notations to capture functional requirements, describes the 
software description as test specification, and implements and 
executes scripts against the system under test (SUT). The key 
points are: (1) system behavioral requirements are formalized 
and modeled into scenarios representing the same 
requirements in an alternate Use Case Map (UCM) 
representation [15], [16], [17], and [18]; the UCM scenarios 
can be grouped by functionality into sets, for ease of 

comprehension and maintenance; (2) those UCM models are 
transformed to abstract test cases using the Test Description 
Language (TDL) [19], [20] , this process can be viewed as 
stepwise refinement and model transformation; (3) the 
obtained TDL abstract scenarios are used as the basis to 
generate executable test cases in Testing and Test Control 
Notation (TTCN-3) language. TTCN-3 [21] is a standard 
language for test specification that is widespread and well-
established. 

III. RELATED WORK 
It is important to establish and maintain relationships 

among software artifacts because these relationships are useful 
for many different software engineering activities like 
software change impact analysis and software validation, 
verification and testing processes. For instance, the traces can 
be used to keep models consistent and to identify pairs of 
related artifacts. These pairs can then be verified and validated 
against each other. A commonality between MBT and 
traceability is essential to manage the relationships among 
different artifacts. Relationship management should assist 
conception, persistence, and preservation of meaningful 
relationships across software artifacts in addition to assisting 
in the destruction of relationships. 

Automated MBT approaches exploit two types of 
relationships: (1) implicit relationships embedded in the tool’s 
algorithms and models, and (2) explicit relationships created 
and made explicit either automatically by the tool, or manually 
by the users. 

Some approaches as in [22], [23] and  [24] use implicit 
relationships to support test generation, execution and 
evaluation; while others like in [25] use implicit relationships 
to support regression testing. Further approaches use explicit 
relationships to support test generation [26], test execution and 
evaluation [27], or coverage analysis. 

Naslavsky et al. [28] use one kind of behavioral UML 
model for test generation. A control-flow representation is 
used along with domain analysis of the parameters of the 
sequence diagram. 

Basanieri et al. [29] use a tool (COW_SUITE) that loads 
UML models to create explicit relationships as edges in 
hierarchical trees among them. 

Anquetil et al. [30] addressed some of the challenges in 
developing software product lines in two steps; (1) develop a 
model-driven framework to identify traceability of variability 
and (2) specify a metamodel for recording the traceability 
links. 

In [31], the authors integrated a model-driven approach 
that exploits traceability relationships between monitoring 
data and architectural model to derive recommended 
refactoring solutions for the system performance 
improvement. 

Bünder et al. introduce a domain-specific language called 
Traceability Analysis Language [32] to create and maintain 
relations of all artifacts that specify, implement, test, or 
document a software system. The relations are recorded in a 
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traceability information model and later aggregated to support 
software development and project management activities with 
a real-time overview of the state of development. 

In  [33], the authors adopt the tool (AGEDIS) that uses 
user-created explicit relationships to execute and evaluate the 
test scripts. The created relationships map abstract stimuli to 
method invocations and abstract observations to value 
checking. In addition, this tool expresses relationships 
between abstract test suites and test trace results during test 
execution. Manual coverage analysis is supported via the 
visualization of the test traces and the abstract test suite that 
generated them. 

In [34], the (AsmL) tool uses user-generated explicit 
relationships to execute and evaluate abstract test scripts. The 
use of relationships in the AsmL tool supports the parallel 
execution of the model and its implementation by relating 
them and comparing their states. 

An approach presented by Abbors et al.  [35] provides 
requirements traceability across an MBT process and the tools 
used. Additional earlier research addressed using requirement-
based testing to support traceability between the requirements 
and the related testing cases. 

Arnold et al. propose a scenario-driven approach [36] 
(supporting both functional requirements and non-functional 
requirements) that helps create the traceability between 
generated and executed test cases, and the executions of an 
implementation under test. 

Furthermore, a model-driven approach combining the 
strengths of both scenario-based and state-based modeling 
styles is described in  [37]. The tool proposed enables tracing 
from requirements to testing and from testing to requirements 
in a round-trip engineering approach. 

Pfaller et al. suggest   [38] using varying levels of 
abstraction in development to derive test cases and link them 
to the corresponding user requirements. 

Another approach suggested by Boulanger and Dao  [39], 
where requirement engineering is performed in different 
phases of the V-model to enable requirements validation and 
traceability. 

Felderer et al., however, focus on model–driven testing of 
service-oriented systems in a test–driven way [40]. They 
suggest that the Telling TestStories tool can support 
traceability among all types of modeling and system artifacts. 
Marelly et al. discuss linking requirements and testing through 
the extension of sequence charts with symbolic instances and 
symbolic variables  [41]. 

IV. TRACEABILITY APPROACH 
This work builds on some of the techniques described 

earlier to create the traceability approach of MBT artifacts. 

The Ecore trace model is integrated into Eclipse Modeling 
Framework (EMF) and it is independent of the models it 
connects. The traceability approach in Fig. 1 [42] shows how 
system requirements, represented in an abstract model, are 
propagated through model transformation to more refined 
models. Furthermore, the traceability approach shows how the 
relationships among the generated models are created and 
recorded in a trace model. The first step in the approach is to 
represent the functional requirements of a system. The use of 
the modeling tool jUCMNav [43] help describe the system 
requirements as scenario models in UCM notation. In step 2, 
the behavioral models, described in step 1, are flattened to 
scenario definitions using the path traversal algorithm in the 
jUCMNav tool. Each flattened scenario is transformed, based 
on transformation rules, to test description in TDL. During the 
transformation process, the traceability information between 
the two models (UCM and TDL) are explicitly defined as a 
trace model. Lastly, test cases generation starts in step 3; it 
uses the transformed TDL test description models and data 
model (additional information) to generate the TTCN-3 test 
cases. Once more, during the process of generating test cases, 
the traceability information between TDL and TTCN-3 
artifacts are explicitly defined and made persistent based on 
and guided by a traceability scheme. 

The key points of the traceability approach are: (1) natural 
language requirements are described as scenario models in 
UCM; (2) the UCM models are transformed to test scenario in 
TDL; and (3) the resulting TDL test scenarios are used along 
with data model, detailing test data, to generate test cases in 
TTCN-3. Since the UCM models emphasize behavior and 
abstract from concrete data, this work focuses on developing a 
metamodel to support the test data. The developed data model 
is based on test requirements consisting of three metamodel 
elements: (1) the UCM responsibilities for message exchange, 
(2) A set of typed TDL data, and (3) a detailed TTCN-3 data 
with concrete value. During model transformation, traceability 
information is defined explicitly into a trace model 
(tracemodel.ecore). In the following subsections, an example 
is used to show how relationships among the testing artifacts 
are created and captured in the trace model during model 
transformation. The applicability and the evaluation of the 
approach is demonstrated via case studies in Section 5. 

A. Scenarios in UCM Metamodel 
The user requirement notation standard suggested UCM 

notation to capture the functional requirements of a system in 
terms of visual use case. This latter represents the behavior of 
a system as a casual scenario composed of responsibilities that 
can be attached to abstract components. The scenario models, 
as shown in Fig. 1 (step 1), represent the functional 
requirements of a system. The UCM models help design and 
understand systems. The UCM models could be used as a base 
to derive the test specification cases which in their turn used to 
develop the test cases. 
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 Scenario 1
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Fig. 1. Traceability Approach Overview. 

B. Test Scenarios in TDL Metamodel 
The European Telecommunications Standards Institute 

proposed TDL [44] as a standardized scenario-based approach 
to specify software test cases as scenarios. TDL is a new 
standard developed for specifying “formally defined Test 
Descriptions used for test automation. It offers a high level of 
abstraction for specifying scenarios beyond programming or 
scripting languages. TDL can also be used to represent tests 
generated from other sources like simulators, test case 
generators, or earlier runs’ logs”. As described in [45], TDL is 
a general formal language for representing Test Descriptions 
which are used mainly for communication between 
stakeholders as the basis for implementing concrete tests. The 
TDL design is centered on three separate concepts: (1) the 
metamodel principle that expresses its abstract syntax; (2) 
concrete syntax, which is user defined for different application 
domains; and (3) the TDL semantics that can be found in 
metamodel elements. 

Our approach’s main goal is to discover relationships 
between testing artifacts to support requirement coverage and 
test evaluation. The model-based test scenario method will 
support scenario derivation from the UCM behavioral models, 
and link the relationships from the behavioral model to the test 
cases. TDL metamodel is used to support the description of 
scenarios. An instance of TDL metamodel can describe the 
essential elements of a test scenario such as messages, 
behavior, actions, interacting components, etc. The TDL test 
description metamodel, shown in Fig. 2, describes test 
description based on the exchanged communications between 
an SUT and a tester. 

 
Fig. 2. TDL Test Description Metamodel. 

C. Linking UCM Scenarios to TDL Specification 
The UCM scenario model shown in Fig. 3 describes the 

Internet’s Domain Name System (DNS) example that verifies 
whether a DNS server can correctly map a host name to its 
equivalent IP address. 

ReceiveIP

X X

XX

SendIP

ReceivehostNameSendhostName

Web Browser DNS Server

ResolvehostName

Start

End

[DNS]

 
Fig. 3. DNS Scenario Model. 
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The DNS scenario model has one map contains: a Causal 
path represented by a wiggly line, two rectangular boxes that 
represent components Web Browser (Tester) and DNS Server 
(SUT) and four responsibilities bound to components along 
the path, and one scenario. The responsibilities elements in 
UCM are abstract and can represent actions or tasks to be 
performed by the components. The components themselves 
are also abstract and can represent software entities (objects, 
processes, network entities, etc.) as well as non-software 
entities (e.g. users, actors, processors). 

As depicted in Fig. 4, a process (ATC Builder) has been 
developed to transform the UCM scenario model and data 
model (additional information) into an abstract test case 
expressed as a valid TDL. 

The outcome of this process is a TDL specification 
composed of four elements; (1) Data Set, (2) Test Objective, 
(3) Test Configuration, and (4) Test Description. The DNS 
scenario model shown in Fig. 3 is transformed into a TDL 
specification as depicted in Fig. 5. 

 
Fig. 4. The Process to Build a TDL Test Specification. 

The Component objects, Web browser and DNS server 
objects, in DNS are transformed into Test configuration items 
including for example Component Instances, Gate Instance, 
and Connection. Component Instances can be a part of a 
Tester or a part of an SUT. Component Instances are 
connected via the Gate Instance for the exchange of 
information. The responsibility objects in the DNS scenario 
model are transformed to Test Description elements such as 
Action Reference and Interaction. The action to be performed 
on the Component Instance has an attribute to identify the 
latter. The gates are used to exchange abstract information 
which is referenced by the Interaction elements in TDL. This 
Interaction element could be seen as an exchanged message 
between source and target. 

D. Linking TDL Scenarios to TTCN-3 Test Cases 
The UCM scenarios are used as a base to derive the TDL 

elements. However, the transformed TDL test specification is 
an abstraction that cannot be executed on SUT. The TDL 
elements such as Data Instances and Interactions lack concrete 
details about how to communicate with the SUT. In order for a 
test case to be executable, it should contain detailed test data 
and interface specifications. The test inputs for the test cases 
were developed in a data model during the test analysis and 
design process. In a UCM scenario, the responsibility object 
represents an interaction or an action to perform. Therefore, 
the interaction messages are developed from those 
responsibilities of nature stimulus/response, mapped into TDL 
Data Instances, and in turn are developed into a TTCN-3 
Template as shown in Table I. 

<< Test Description >>

DNS Description

<< Atomic Behavior >>

DNS behavior

<< Interaction >> [2]
Argument = IP
Source = SUT

Target = Tester

<< ActionBehavior >>

Target = SUT

<< ActionBehavior >>

Target = Tester

<< Test Configuration >>

DNS Configuration

<< Action Reference >> [1]

action = Receive hostName
actualParameter = “”

<< Action Reference >> [3] 

Action = Receive IP
actualParameter = “”

<< Interaction >> [1]
Argument = hostName

Source = Tester
Target = SUT

<< Action Reference >> [2]

action = Resolve hostName
actualParameter = “”

<< ComponentInstance >>

role = Tester

<< ComponentInstance >>

role = SUT

<< GateInstance >>

TesterGate

<< GateType >>

GType

<< GateInstance >>

SUTGate

<< Connection >>

<< ComponentType >>

CType

<< ComponentType >>

CType

 
Fig. 5. TDL Metamodel for Test Specification Model. 
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TABLE I. REFINEMENT OF TEST DATA FROM ABSTRACTION TO 
CONCRETE [42] 

Test Data  
Input/ Output 

Abstract Data 
in UCM 

Data Instance 
in TDL 

Data template 
In TTCN-3 

Stimulus SendhostName instance 
SendhostName 

Template String 
SendhostName 
:="myHostName" 

Response ReceiveIP instance 
ReceiveIP 

Template String 
Receiveip:= 
"192.124.35.5"  

Stimulus SendhostName instance 
SendhostName 

Template String 
SendhostName 
:="myHostName"   

Response ReceiveIP instance 
ReceiveIP 

Template String 
Receiveip:= 
"192.124.35.5"  

Based on data specifications, this work included 
developing a data model composed of different test data 
abstraction: 

• Stimulus/response: a subset of abstract test data 
requirements characterized as input and output 
messages expressed as responsibility objects in UCM. 

• Test data instances: the abstract subset of test data 
requirements is developed to Data Instances and Data 
Sets in TDL. 

• Test data template: using the TTCN-3 templates that 
define the concrete data, the Data Sets are finally 
developed and detailed. 

The generation of TTCN-3 test cases from the TDL test 
specification and the data model becomes feasible after 
applying the transformation rules between the two languages. 
Transformation rules are defined between TDL and TTCN-3 
metamodels resulting in four TTCN-3 modules that together 
constitute an executable test case: (1) the Configuration 
module which usually contains several linked test components 
with unique communication ports, (2) the Description module 
that consists of behavioral program statements specifying the 
dynamic behavior of the test components, (3) the Oracle 
module that contains the expected responses, and (4) the Input 
module that contains test input data to be transmitted over the 
communication port. The modules (3) & (4) are derived from 
the Data Sets and data model. Each requirement to be tested in 
the data model has an input domain that is subdivided into a 
set of templates (partitions) and used as a concrete test data. 
This type of structure will create dependency relationships 
between a requirement and the relevant test case data. This 
will help improve regression testing as mentioned in  [46]. 
Since the model transformation starts with flattening the 
scenario model into scenario definitions, a scenario coverage 
strategy is applied. Each flattened scenario is transformed to a 
test scenario and enriched with test data to derive the test 
cases. This way, straightforward relationships are established 
between the scenario and the test cases. 

E. Traceability Metamodel 
In the context of model-driven development, traceability 

schemes are usually explicitly expressed in metamodels, 
which are also usually linked to models specifying model 
transformations. Currently there is no single standardized 

traceability metamodel. The traces among testing artifacts can 
be produced on-line, where case traces are stored 
automatically by a tool as a by-product of the development 
activity. It can also be done off-line, where traces are recorded 
(automatically or manually) after the actual development 
activity has ended. The approach proposed earlier uses a trace 
metamodel inspired from Jouault et al.  [47] that supports 
traceability. This work’s contribution is externalizing and 
maintaining the relationships between the test-artifact models 
(i.e. the UCM scenario models, Test scenario models and Test 
cases models) and recording them in the new trace model. The 
relationships are recorded semi automatically in the trace 
model to support various activities like results evaluation, 
regression testing and coverage analysis. The traceability 
metamodel to hold the relationships among testing artifacts is 
defined in UML class relationship diagram as shown in Fig. 6. 
A class relationship diagram describes the types of objects in 
the model and selected relationship among them. The 
relationships can be of type (1) 'Generalization' that relates a 
specific classifier to a more general classifier. Generalization 
is denoted by an arrow with an unfilled, triangle head. 
(2) 'Association' that denotes responsibilities and are shown as 
lines connecting classes. (3) 'Dependency' where a class A 
depends on another class B. Dependency is indicated by a 
dashed line ending at a navigability arrow head. 
(4) 'Aggregation' can be read as “is part of” or, in the opposite 
direction as “has a”. Aggregation is denoted by an arrowhead 
drawn as an unfilled diamond. (5) “Composition” implies that 
the “lifetime” of the parts is bound to the lifetime of the 
whole. Composition is denoted by an arrowhead drawn as a 
filled-in diamond. 

F. Traceability Scheme 
The first step of model creation constructs the UCM model 

with integrated features (path traversal algorithm) capable of 
exporting scenario models that conform to the EMF 
metamodel, Ecore, and implementation of the UCM notations. 
The implementation of the second step, model transformation, 
is based on the “UCM scenario to test scenario” model 
transformation. To support traceability, the transformation tool 
is extended in this work to create traces that relate the model 
elements between UCM scenarios and TDL specification. 
Guided by the traceability scheme defined in Table II, the 
produced traces in the traceability model called 
“tracemodel.ecore” were recorded. Implementation of the 
third step, test case generation and traceability information, 
takes place when the transformed TDL specifications and the 
data model developed earlier are ready. These traces were 
again recorded as a product of the transformation, with the 
guidance of the traceability scheme. 

aTraceModel

aModelRef bModelRef

aSourceModel bTargetModel

aSourceElement bTargetElement

ref ref

abTraceLink

aTraceLinkEnd bTraceLinkEnd

SourceElements

aElementRef bElementRef
ref ref

TargetElements

 
Fig. 6. Traceability Model (Kesserwan Dissertation [42]). 
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TABLE II. TRACEABILITY SCHEME 

Testing artifacts/ 
Traces 

What information 
to record Constraints Source 

UCM Scenario 
Component,  
Interaction, 
Action Reference 

 Scenario 
Definition 

TDL Test 
Specification 

Test Configuration, 
Test Description, 
Gate, 
Interaction,  
Action Reference, 
Data Instance, and 
Data Set 

No 
duplication  
in Gate  

Connected 
components 
Set of  
Interaction 

No 
duplication 
in Data Set 

Action reference 
Component 
Interaction 
Data model  

TTCN-3 
Testcase 

Port, Record,  
Record field, 
Send, Receive 
Template, and 
Function 

No 
duplication 
in Port 

Gate  
Interaction 
Data Set 
Data Instance 
Action reference 

V. APPROACH APPLICABILITY AND EVALUATION 
The application and the evaluation of the traceability 

framework have been demonstrated by conducting two case 
studies from the avionics industry. The first case study is 
called the landing gear system [48], used to demonstrate the 
applicability of the approach, where the second one is the 
FMS used for the evaluation. 

A. Test Cases and Trace Model Generation 
The description of the landing gear behaviour is captured 

in UCM scenarios and explained in the following. The goal of 
the landing gear in an aircraft is to provide support during taxi, 
take-off and landing. Before landing, the landing order of an 
airplane is: unlock the landing gear doors, extend the gears 
and lock the landing gear doors. Fig. 7 depicts a successful 
deployment of extending sequence scenario 
[DeploymentSucceeded], and two unsuccessful deployment 
scenarios; [DeploymentFailed] and [NormalModeFailed]. 

Pilot LGCU

X

X X

X
X

X
X

X

X

X

XX
StartExtending Handle_Down

Timer_0 Timer_1

EndExtending

RedON

Timer_6
Timer_5

Timer_4

Timer_3

Timer_2

OpenDoors

LockDoorsIn
OpenedPos

ReleaseUp_
Lock

AmberON

Lock_Down
Gears

GreenON_
AmberOFF

CloseDoors

LockDoorsIn
ClosedPos

ConfirmGearsDown

EndNormalMode

EndFailure

[Alt<2500ft & Speed <200 kt]

DeploymentFailed

NormalModeFailed
NormalModeFailed

DeploymentSucceeded

[timeout]
[timeout]

[timeout]

[timeout]

[timeout]

[timeout]

[timeout]

 
Fig. 7. Visual UCM Scenario Describing the Extending Sequence Case. 

The creation of the UCM model was described as step 1 of 
the approach (Fig. 1). The next step is to transform the UCM 
model into a TDL test specification, and create the traceability 
information. The test data for the successful scenario 
[DeploymentSucceeded] is shown in Table III. 

The graphical representation of the transformed model, 
composed of test description and test configuration elements, 
is depicted in Fig. 8. Traceability information for the test 
configuration is depicted in Fig. 9, while part of the 
traceability information for the test description is depicted in 
Fig. 10. 

In Fig. 9, the traceability model is named 
TraceUCMModel2TDLModel. It relates models 
UCMScenarioModel and TDLTestScenarios. It has one trace 
link named DSScenarioTraceLink that relates the 
UCMDSScenario in the UCMScenarioModel to the 
TDLDSTTestSpecification in the TDLTestScenarios. 
DSSScenarioTraceLink has many children; the figure shows 
the link DSTestConfigurationTraceLink, which relates the 
component Instances (Pilot and LGCU) in the 
UCMDSScenario to the gate instances (Tester and SUT) in the 
TDLDSTestSpecification. 

In Fig. 10, the trace link DSSScenarioTraceLink has 
another child DSTestDescriptionTraceLink, which relates the 
interactions and action references in the UCMDSScenario to 
the interactions and action references in the 
TDLDSTestSpecification. The figure shows one “Interaction” 
and one “Action Reference”. 

The last step in the approach is the generation of test cases 
and the creation of the traceability information in the TDL test 
model and the generated test cases. Information from the data 
model in Table II, from the trace model in Fig. 10 and from 
the test specification model in Fig. 8 is used to complete the 
step. The data model is developed from the testing 
requirement and represents the input space for the scenario 
model [DeploymentSucceeded] under transformation. The 
instances in the data model are grouped into two sets; stimulus 
(Tester) and response (SUT) to build the TDL Data Sets 
elements. Each Data Set is mapped to records and variables 
elements in TTCN-3 using the transformation rules between 
the two languages. In Fig. 11, the trace link 
DSSScenarioTraceLink has a child 
DSTestDataModuleTraceLink, which relates the Data Set, 
Data Instance and Interaction in the TDLDSTestSpecification 
to the Record, Record field and Send in the TC_DS_[seq]. The 
figure shows one “Data Set”, one “Instance” and one 
Interaction. The TDL test scenario [DeploymentSucceeded] is 
transformed into a test case in TTCN-3. The approach defined 
in [8] applies structural transformation where each TDL 
element is transformed into a number of TTCN-3 modules. 
Based on transformation rules, the resulting test case is 
composed of three types of modules: (1) a Test Configuration 
module, (2) a Test Description module, (3) and a Data 
module. The TTCN-3 data module is refined with test input 
and expected output when this data becomes available. A new 
test case is added “TC_DS_01” to the test suite “TTCN-
3_DC_TestSuite” for each new pair of test input and expected 
output found in the Data model in Table II. 
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TABLE III. THE DEVELOPMENT OF TEST DATA FOR [DEPLOYMENTSUCCEEDED] SCENARIO [42] 

Test Data  Requirement UCM responsibility Stimulus/Response TDL Data Instance TTCN-3 Template 
Send stimulus when handle is 
pushed down Handle_Down instance Handle_Down Template String Handle_Down_Type 

Receive a response when locking 
doors in opened position LockDoorsInOpenedPos instance 

LockDoorsInOpenedPos 
Template String 
LockDoorsInOpenedPos_Type 

Receive a response when Gear is 
in transition AmberON instance AmberON Template String AmberON_Type 

Receive a response when locking 
Gears in down position GreenON_AmberOFF instance GreenON_AmberOFF Template String 

GreenON_AmberOFF_Type 
Receive a response when locking 
doors in closed position LockDoorsInClosedPos instance 

LockDoorsInClosedPos 
Template String 
LockDoorsInClosedPos_Type  

<< Test Description >>

DeploymentSucceeded

<< Atomic Behavior >>

SD_Behaviour

<< ActionBehavior >>

Target = SUT

<< ActionBehavior >>

Target = Tester

<< Interaction >> [1]
Argument = Handle_Down

Source = Tester
Target = SUT

<< Interaction >> [3]

Argument = AmberON
Source = SUT

Target = Tester

<< Interaction >> [4]

Argument = 
GreenON_AmberOFF

Source = SUT
Target = Tester

<< Action Reference >> [2]

action = Lock_DownGear
actualParameter = “”

<< Action Reference >> [1]

action = ReleaseUp_Lock
actualParameter = “”

<< Interaction >> [2]

Argument = LockDoorsInOpenPos
Source = SUT

Target = Tester

<< Interaction >> [5]

Argument = 
LockDoorsInClosedPos

Source = SUT
Target = Tester

<< Test Configuration >>

DeploymentSucceeded

<< ComponentInstance 
>>

role = Tester

<< ComponentInstance 
>>

role = SUT

<< GateInstance >>

TesterGate

<< GateType >>

GType

<< GateInstance >>

SUTGate

<< Connection >>

<< ComponentType 
>>CType

<< ComponentType 
>>CType

 
Fig. 8. Test Specification Model for [DeploymentSucceeded] Scenario (Kesserwan Dissertation [42]). 

TraceUCMModel2TDLModel

aModelRef bModelRef

UCMScenarioModel TDLTestScenarios

UCMDSScenario TDLDSTestSpecification

ref ref

DSScenarioTraceLink

TraceModel

aTraceLinkEnd bTraceLinkEnd

SourceElements

ComponentInstance
Pilot

GateInstance
Tester

ref ref

TargetElements

ComponentInstance
LGCU
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SUT

aElementRef bElementRef

DSTestConfigurationTrace
Link

Child

a1TraceLinkEnd

a1ElementRef

b1TraceLinkEnd

b1ElementRef

SourceElements TargetElements

ref

ref

a2TraceLinkEnd

a2ElementRef

b2TraceLinkEnd

b2ElementRef

SourceElements

TargetElements
ref ref

 
Fig. 9. Traceability Model shows Traceability Links between the UCM and TDL Models for [DeploymentSucceeded] Scenario (Kesserwan Dissertation [42]). 
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TraceUCMModel2TDLModel

aModelRef bModelRef

UCMScenarioModel TDLTestScenarios

UCMDSScenario TDLDSTestSpecification

ref ref
DSScenarioTraceLink

TraceModel

aTraceLinkEnd bTraceLinkEnd

SourceElements

Interaction
Handle_Down

Interaction
Handle_Down

ref ref

TargetElements

ActionReference
ReleaseUp_Lock

Action Reference
ReleaseUp_Lock

aElementRef bElementRef

DSTestDescrptionTraceLink

child

a3TraceLinkEnd

a3ElementRef

b3TraceLinkEnd

b3ElementRef

SourceElements TargetElements

ref ref

a4TraceLinkEnd

a4ElementRef

b4TraceLinkEnd

b4ElementRef

sourceElements TargetElements

ref ref

 
Fig. 10. A Small Part of Traceability Links between the Two Models for [DeploymentSucceeded] Scenario (Kesserwan Dissertation [42]). 
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aModelRef
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TDLTestScenarios
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ref

ref
DSScenarioTraceLink

TraceModel

aTraceLinkEnd bTraceLinkEnd

SourceElements

Instance
AmberON

Record Field
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ref

ref

TargetElements

Data Set
SUT

Record
SUT

aElementRef

bElementRef

DSTestDataModuleTraceLink

child

a1TraceLinkEnd

a1ElementRef

b1TraceLinkEnd

b1ElementRef

SourceElements

TargetElements

ref

ref

a2TraceLinkEnd

a2ElementRef

b2TraceLinkEnd

b2ElementRef

sourceElements TargetElements
ref ref

a3TraceLinkEnd

a3ElementRef
sourceElements

b3TraceLinkEnd

b3ElementRef

targetElements

Interaction
Handle_Down

ref

Send
Handle_Down

ref

 
Fig. 11. Traceability Information between TDL and TTCN-3 (Kesserwan Dissertation [42]). 
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B. Traceability Links and Alignment with Test Result 
To evaluate the extended testing methodology in this 

work, the experiment method described in [8] is reused to 
generate the test case. The new obtained result is a trace model 
(tracemodel.ecore) which relates UCM scenario models to 
TTCN-3 test cases grouped in test suites. Each test case, 
generated with a unique identifier, is a sequence of actions and 
interactions with defined input parameter values and output 
parameter values. The execution of the test case results in the 
assignment of a test verdict; pass or fail. In the trace model, 
the links between requirements and test cases may have 
several possible cardinalities: 

• One-to-one: one requirement is tested exactly by one 
test case and this test case tests only this requirement. 

• One-to-many: one requirement is tested by several test 
cases and these test cases participate to test only this 
requirement. 

• Many-to-many: one requirement is tested by several 
test cases, which are used to test several requirements. 

Fig. 12 shows the relationships between the testing 
artifacts for the [DeploymentSucceeded] scenario. The 
traceability link DSScenarioTraceLink  [1] relates the model 
UCMDSScenario to the model TDLDSTestSpecification 
which is related to several test cases via the traceability link 
DSScenarioTraceLink [2]. The generated test cases are 
children of the test suite TTCN-3_DS_TestSuite. 

The trace model takes a significant importance in the test 
generation process. On one hand, it provides a clear meaning 

for each generated test case: the tested requirement(s) gives 
the purpose of the associated test case(s). It is a kind of 
rationale for the generated test suite. On the other hand, the 
trace model exhibits clearly which requirements are actually 
tested (and how), and which requirements are not tested. For 
the not tested requirements, this suggests completing the test 
suite to obtain full functional coverage. During test execution 
of the test case, the traceability links in the trace model help to 
identify the related requirements when it fails. Similarly, when 
the test case passes, they certify that the related requirements 
were implemented and tested. 

C. Requirement Coverage and Compliance with DO-178C 
The trace model helped analyze the generated TDL test 

description from UCM models to check if the test cases cover 
the requirements. The trace model showed full coverage 
between UCM scenarios and their developed TDL 
specifications. The trace model realized complete requirement 
and scenario coverage. For each path in the UCM model, there 
is a TDL test scenario linked to it and the number of links in 
the trace model equals the number of scenarios found in the 
UCM model. 

Furthermore, the trace model helped analyze the generated 
TDL test description to check if they are actually traceable to 
the original software requirements (UCM elements). The trace 
model meets the traceability objective as defined by DO-178C 
standard where an association between a requirement and its 
related items is necessary. The trace model contains links 
between the UCM models and the TDL test scenarios which in 
turn are traced to the generated test cases in TTCN-3. 
Therefore, compliance with DO-178C is achieved. 

Source Target

UCMDSScenario TDLDSTestSpecification

DSScenarioTraceLink  [1] DSScenarioTraceLink [2]
Source Target

TC_DS_01

TC_DS_n

…………..

TTCN-3_DS_TestSuite

Req.1

Req.2

Req.n

Dev. Req.1

Dev. Req.2

Dev. Req.n

 
Fig. 12. Traceability Links among Testing Models for [DeploymentSucceeded] Scenario. 
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VI. DISCUSSION AND FUTURE WORK 
Similar to the approaches discussed in the related work 

section (Section 3), this paper proposes to create traceability 
links among testing artifacts. However, this work differs from 
them as the proposed method extends the model-driven testing 
methodology to create explicit relationships in a trace model 
among testing artifacts. The approach creates UCM behavioral 
models and relates them to test cases via abstract test models 
during model transformation where n-ary links among models 
could be visualized. This is an important factor in visualizing 
relationships among models because it is almost impossible to 
represent more than one link in a two-dimensional traceability 
matrix in an understandable way. Moreover, the number of 
relationships in traceability matrices is high and fixed. The 
trace model records a small number of relationships from 
model to a testcase to enable the support for model-based 
coverage analysis, visualizing traceability and result 
evaluation. 

Another important difference is creating a semiautomatic 
process for trace recording. This reduces some of the 
repetitive and time consuming tasks testers need to do to 
generate these traceability connections. Most models 
discussed require manual recording. This also distinguishes 
this work from the earlier research in this specific topic as it 
extends the scope and capabilities of the model developed and 
improves its processes. 

This work is the start of research efforts to offer more 
effective ways to ensure traceability and create better 
pathways for validation. Following this contribution, future 
work will focus on enhancing the model to provide additional 
traceability aspects and addressing some of the current 
limitations. More research into enhancing the traceability 
process such that it could use additional sources (other than 
UCM) to provide access to non-functional requirements. This 
will further improve the traceability model and provide a more 
robust coverage of requirements. In addition, methods to 
automate the steps in this process will be investigated and a 
fully automated process of recording traces in the trace model 
will be explored. This will create a faster and more effective 
process for test traceability. 

As a result, non-functional requirements, generally not 
captured by UCM, cannot be used. In addition, the semi-
automatic recording improved the process, yet it still requires 
manual work to complete the process. 

VII. CONCLUSION 
Our main contribution in this paper is the proposal and 

presentation of a model-based approach that leverages 
available methods to generate test artefacts based on model 
transformations. This approach enables creating traceability 
links among testing artifacts. It also extends the 
transformation methodology to create and document 
relationships as a set of metadata in a trace model through 
consecutive transformation steps. A traceability scheme with 
constraints that determines which testing artifacts and at which 
level of detail the traces can be recorded was defined. The 
proposed traceability scheme guides the recording of traces 
(manual) and makes them persistent. Relationships are created 

and made explicit among scenario definitions in UCM models, 
their test specifications in TDL notation, and the 
corresponding test suite scenario in TTCN-3 language. The 
documented relationships in a trace model enable the support 
for visualizing traceability, coverage analysis and test result 
evaluation. This paper shows the developed infrastructure and 
workflow for MBT that applies model transformation and test 
generation techniques to create test scenarios, test cases, and 
traceability models. 
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Abstract—The 2017 National Aeronautics & Space Admin-
istration (NASA) Robotic Mining Competition (RMC) is an
outstanding opportunity for engineering students to implement
all the knowledge and experience that they gained in the
undergraduate years, in building a robot that will provide
an intellectual insight to NASA, to develop innovative robotic
excavation concepts. For this competition, multiple universities
from all over the U.S. will create teams of students and faculty
members to design and build a mining robot that can traverse,
mine, excavate at least 10 kg of regolith, then deposit it in a bin
in the challenging simulated Martian terrain. Our team’s goal
is to improve on our current design and overcome DustyTRON
2.0’s limitations by analyzing them and implementing new en-
gineering solutions. The process to improve this system will
enable our team members to learn mechanical, electrical, and
software engineering. DustyTRON 3.0 is divided into three sub-
teams, namely, Mechanical, Circuitry, Software sub-teams. The
mechanical team focused on solving the mechanical structure,
robot mobility, stability, and weight distribution. The circuitry
team focused on the electrical components such as batteries,
wiring, and motors. The Software team focused on programming
the NVidia TK1, Arduino controller, and camera integration. This
paper will outline the detailed work following systems engineering
principles to complete this project, from research, to design
process and robot building compete at the Kennedy Space Center.
Only 54 teams were invited to participate from all over the US
and DustyTRON team represented the state of Texas and placed
the 29th and awarded the “Innovative Design” award.

Keywords—NASA robotic mining competition; mining robot; ice
regolith; autonomous; NASA; space exploration; systems life-cycle,
mechanical structure design, control system, systems engineering;
software development

I. INTRODUCTION

As a leader in space exploration, the National Aeronau-
tics and Space Administration (NASA) developed several
unmanned robots, which were sent to the Moon and Mar
in exploration missions to navigate the highly hazardous
planets ecosystem and mine the available resources that will
be converted to the needed energy (Oxygen and Hydrogen)
before sending any human astronauts [1–12]. This technology
provided the highest level of human safety and lowered space
transportation costs.

The NASA Robotic Mining Competition (RMC) was
started to engage university-level engineering students to de-

sign, build, operate and compete with a robot that can be sent to
space for a Martian chaotic terrain exploration. The off-world
mining mission will be simulated where the robot will traverse
and excavate simulated resources called regolith (Black Point-1
or BP-1) and ice (gravel), then return and deposit the excavated
mass into a collector bin.

The eighth annual NASA Robotic Mining Competition
(RMC) took place on May 22-26, 2017 at the Kennedy Space
Center. This engineering challenge brought fifty-four U.S.
university teams came to compete and show their unique and
creative robotics design. DustyTRON Robotic team from Texas
A&M International University (TAMIU), fulfilled the compe-
tition goals based on NASA guidelines and RMC requirements
[13–16]. This work marked our third participation in the RMC
competition.

Each robot will have two ten-minutes trials to complete the
mission. The field will be a 3.78m x 7.38m arena which will
be separated into three sections: starting area, obstacle area
with rocks and craters, and a mining area. At the beginning
of each trial, the robots were placed in the starting area at
random positions and orientations. Then robots must traverse
through the obstacle area which will contain two craters and
three randomly placed rocks to reach the mining area. Once in
the mining area, the robot needs to excavate then return to the
starting area where a collection bin will be located to deposit
the collected regolith. If time permits the robot will return to
collect more regolith from the mining area.

The paper is organized as follows: Section II covers the
available literature and NASA explore the space activities,
Section III is a system requirements summary, Section IV
illustrates all preliminary designs, Section V describes concept
operation, Section VI shows the different systems’ hierarchy,
Section VII details the robot interface, Section VIII is risk
management analysis, Section IX is the trade-off analysis,
verification of System Meeting Requirements in Section X,
Section XI reliability, Section XII summarizes the competition
results, and Section XII is the paper conclusion and the future
plan.

II. LITERATURE REVIEW

NASA’s efforts and Robot exploration have always been
around for many years where robots are used to collect data
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and to see how their actions and experiences can help us figure
out ways to reach and live in space to enhance the future
of mankind. Going back to the moon and exploring Mars
have always been a goal for the U.S in the past centuries.
Lunar mission and deep-space exploration can comply with
the Global Exploration Road-map and the National Research
Council. This mission name is called ALCIDES. ALCIDES
will use some of the previous systems that were used in
the HERCALES exploration, such as the Orion module, the
Boeing Reusable Lander, the Ariane 6, the Falcon Heavy, the
Space Exploration Vehicle, the Space Launch System, and
the Evolvable Deep-Space Habitat placed in EML2. Robots
and humans will need to work together to meet their goals,
autonomously, and cooperate utilizing all the available tech-
nologies nowadays.

NASA Robotic Mining Competition (RMC) was stated due
to recent NASA missions to Mars’ discoveries, robots such as
“Curiosity” and orbiting satellites taking pictures and videos
showed a large amount of water in form of water ice and
hydrated minerals on Mars [13–21]. Water sources formed
millions of years ago were determined to be a result of clay
and clay-like minerals on the surface or underground of Mars
and Moon. Collecting these resources especially water will
allow the humans’ dream of living off the mainland. These
resources can be utilized to provide humans with the required
energy for rocket propellants, growing plants and sustaining
astronauts, and protecting them in such a harsh environment.
These minerals sources must be mined from the surface or
buried deep in the ground.

NASA Robotic Mining Competition is a challenge for
university-level undergraduate students from all over the
United States (US). Students are tasked to design and construct
a space-capable robot to traverse simulated Martian terrain and
conduct a complete mining mission for the water and minerals.
The mining robot must excavate the regolith simulant and/or
the ice simulant that is located 30 − 50 cm deep then travel
back to the simulated space station collection bin to deposit
the collected resources. In addition to the fact that the robot
must be space-focused, NASA added few complexities to the
challenge such as the robot has to be limited in size and weight,
can tolerate the abrasive characteristics of the regolith, can be
teleoperated or completely autonomous, and power/bandwidth-
efficient.

Students participating in this competition can develop in-
novative robotic excavation concepts that allow NASA can use
such excavation devices for future missions to advance human
spaceflight and NASA space exploration operations. More info
about this competition can be at https://www.nasa.gov/offices
/education/centers/Kennedy/technology/nasarmc.html.

The NASA RMC started in its original format in 2010
as NASA Lunabotics Competition [14]. In 2011, it was
open to undergraduate and graduate student teams enrolled
in colleges or universities worldwide. But in 2014, due to
NASA budgetary constraints, the competition was limited to
teams from United States colleges or universities. In 2020,
NASA transited to a Lunar-focused competition, and Table
I represents the competition year, name, and the allowed
countries to participate [6].

TABLE I. NASA ROBOTIC MINING COMPETITION HISTORY [6]

Competition Year and Name Competition Participants
(2010) Lunabotics USA
(2011) Lunabotics USA, Bangladesh, Canada, Colombia,

India, Spain
(2012) Lunabotics USA, Bangladesh, Canada, Colombia,

India, Mexico, Romania, South Korea
(2013) Lunabotics USA, Australia, Bangladesh, Canada,

Colombia, India, Mexico, Poland
(2014-2019) RMC USA
(2020-present) RMC: Lunabotics USA

Many previously participating teams in NASA RMC presented
their robots’ design and operation following NASA require-
ments [16, 22–28].

DustyTRON team utilizes this paper to present the imple-
mentation of system engineering concepts and processes in
real-life problems and innovative solutions of space mining
robots. The team participated previously in NASA RMC where
they built mining robots DustyTRON 1.0 (2015) and 2.0
(2016), as shown in Fig. 1 and 2, respectively.

Fig. 1. DustyTRON 1.0 Robot - RMC 2015 [6].

Fig. 2. DustyTRON 2.0 Robot - RMC 2016 [6].

The DustyTRON 3.0 is the improved design of
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DustyTRON 2.0, and the team consists of students that have
participated before, seniors taking the class, and underclassmen
interested in constructing a mining robot. DustyTRON 3.0
has a similar overall mechanical structure as DustyTRON
2.0, but with several improvements. Additionally, this paper
includes a detailed analysis of the fully functional mining robot
DustyTRON 3.0 to meet certain specifications including size
dimension (1.5mX0.75mX0.75m), weight (80Kg max), and
mechanism (traverse, excavate, and deposit). The team’s design
theory and Quality Function Deployment (QFD) analysis will
be the core of this project. Several designs were developed
and evaluated based on multiple criteria such as design to
build, mobility, weight, and budget, then followed by decision-
making to select one optimum design.

DustyTRON 3.0 was split into three sub-teams: 1) mechan-
ical design and construction, 2) electrical circuitry design, and
3) software development.

• Mechanical design and construction team focused
on a robot structure development where the robot
must have a strong structure that moves easily while
keeping lightweight, an excavation mechanism, and
a regolith collection and deposit mechanism. They
will improve the rigidity of the middle structure of
the robot, where the excavation mechanism will be
mounted and enhance the steering system.

• Circuitry team will link the mechanical and software
components together to achieve a fully functional
robot. They will improve on the electrical components
and storage for easy accessibility and monitor-ability,
and safe from any external influence. Cables will be
routed in different layouts so that troubleshooting and
repairs will be easier and faster in case of a problem,
which will reduce the risk of an electrical short, elec-
trical interference, or electrical failure significantly.

• Software development team worked on developing
the autonomous functionality by moving to System-
On-Chip (SoC) and microprocessor system. Inter-
communication between the SoC and Microprocessor
will be conducted through a serial interface while a
secure connection between the robot and the control
station will be used. The autonomous mode will utilize
OpenCV (Computer Vision) library for image and
object detection for Xbox One Kinect and IP cameras.

DustyTRON 3.0 team planned to build a robot based on
DustyTRON 2.0 in order to reduce the total budget, by provid-
ing improvements and solutions to last year’s design problem.
The mechanical team’s improvements will include motors and
steering systems modifications, which was estimated to be
$2000. For both circuitry and software teams, the budget
estimation was $1000 because last year components will be
recycled and used for this year’s robot. Table II shows the
estimated budget and the actual cost.

The actual budget of DustyTRON 3.0 had been changed
along the building process due to sudden failure of electrical
components such as motor drives and voltage regulators,
hardware parts, such as t-slotted beams deformation, and wheel
design changes. With extensive research and some educational
discounts and donations, the total cost was lowered. One

TABLE II. DUSTYTRON 3.0 ESTIMATED AND ACTUAL BUDGET

Team Estimated Budget Actual Budget
Mechanical $2000 $640.67
Circuitry $500 $1100.72
Software $500 $0.00
Total $3000 $1741.39

important note is that the software team did not have to make
any significant purchases to prepare for the 2017 NASA RMC
competition, as previous years of competing had provided the
team with all the physical components to build the software
needs. The digital aspect of needed materials required no
purchasing since programs like TurboVNC, PuTTY, Arduino
IDE, and Ubuntu were all free.

III. SYSTEM REQUIREMENTS

The Project aimed to develop an inexpensive multi-purpose
space exploration rover system that is capable of image cap-
turing, rock mining, and data collection. Many researchers
and engineering teams [29–41] worked on developed new
exploration technologies for Moon and Mars applications.

This design effort started by gathering and deriving the
requirements from NASA RMC competition rules and reg-
ulations as a benchmark. These requirements were followed
and frequently checked to meet the competition regulations
and goals. As system engineers, the team split the project into
functional subsystems and identify their interaction as they
are the base of the generated concepts and allowed to create a
scoring rubric with respect to meeting the requirements. The
main requirements are listed in Table III.

TABLE III. SYSTEM REQUIREMENTS EXTRACTED FROM [23-25]

Requirement
Type

Action Specifications

Performance
Requirements

Excavate
Regolith

Excavate an adequate depth to reach the ice
simulant

Collect
Regolith

Storage to collect the excavated regolith

Deposit
Regolith

Deposit the collected regolith onto a bin
located at end of the simulated terrain

Design
Requirements

Dimensions Maximum measurements of 1.5 m in length,
and 0.75m in both height and width

Weight Maximum weigh of 80 Kg

IV. DUSTYTRON 3.0 PRELIMINARY DESIGNS AND
IMPROVEMENTS

The main goals of any systems engineer are continuous im-
provement and performance enhancement; therefore, the team
started by analyzing DustyTRON 2.0 robot and evaluating its
performance. DustyTRON 2.0 had some challenges in the area
of electrical motors used for wheel and mobility and steering
limitations. Hence, DustyTRON 3.0 mechanical team invested
significant time to redesign the wheels and steering system
to develop various alternatives such as changing the wheel
design, acquiring stronger motors with high torque to handle
the robot weight, and implementing a new steering mechanism.
Additionally, the software team tackled the current code by
providing a cleaner and more functional code for both Arduino
and controllers, while the circuitry team focused on enhancing
the electrical circuit, motor drivers, cable management, wiring
harnesses, layout, and power management.
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A. Design Development

1) Design 1: This design utilizes an auger to excavate the
simulated Martian regolith and a Plexiglas box as storage, as
shown in Fig. 3. The frame will be built using T-slotted beams,
and PVC pipe, within the following dimensions 1.4 m (length)
and 0.75 m (width and height).

The auger system has an auger (0.513 m length, and 0.152
m diameter) and will be enclosed using a PVC pipe (0.152
mm ID). The auger will be attached to a fabricated V-shaped
bracket that will be rotated on a pivot point, using two 24-volt
heavy-duty servo motors. The home position of the auger is
laying inside the collection box. Plexiglas box is sized and
positioned to allow the auger to dump and store the regolith.
This box will be dumped using 12” linear actuators. Plexiglas
was used for the collection box because of its durability
and lightweight and has been proven to be able to contain
the regolith and protect other components quite efficiently.
Electrical boxes will be mounted to the side of the collection
box. All four wheels will be 16-inch diameter and 4-inch-wide
powered with high torque motors.

Fig. 3. DustyTRON 3 Mechanical Structure Design 1.

2) Design 2: The structure design 2 close to the
DustyTRON 2.0 with few necessary changes as shown in
Fig. 4. The team decided to locate the electrical boxes to the
sides of the structure while keeping the auger angle fixed and
increasing the collection box by modifying the conveyor belt
system. The conveyor belt system changed to follow an L-
shape, which increases the collection box size while being
able to move the regolith from the bottom to the dumping
point behind the robot.

3) Design 3: As shown in Fig. 5, the robot design had
been developed to include significant modifications such as the
dumping system which consists of a single inclined conveyor
belt but longer so it can go beyond the rear wheels. Each
set of two wheels (front and back wheels) will be attached
to a perforated steel tube to create the steering system, this
will be attached to the middle frame using two linear bearings
and two linear actuators allowing to adjust the height of the
robot when needed. In addition, the previous bulky wheels had
been eliminated in favor of lighter thinner wheels that would
perform the same job.

4) Final design: Various major changes had been con-
ducted to improve the team’s design as can be noticed in

Fig. 4. DustyTRON 3 Mechanical Structure Design 2.

Fig. 5. DustyTRON 3 Mechanical Structure Design 3.

Fig. 6. The first and most important change is the auger
system, which became independent of the middle structure
as its tilting angle can be changed using two linear actuators
while it can slide down using another linear actuator. Also,
wheel-motor attachment has been designed and 3D printed
in TAMIU facilities. The team began to build this robot for
many reasons; the most important one is the weight, and
structural rigidity, and stability which was achieved by using
the lightweight T-slotted 80/20 bars. Additionally, the sliding
mechanism allowed the auger and wheels to move easily
without affecting the frame integrity.

DustyTRON 3.0 requires four (4) independent wheels, ten
(10) linear actuators, and one (1) 6-inch inner-diameter exca-
vating auger, which was the foundation of the circuit design.
To be able to power all these components with sufficient power
distribution and move the 80Kg robot, the team decided to use
the following: four 24-Volt motors for the wheels, two 24-Volt
motors for the auger, which was confirmed at the testing stage,
where power was enough to rotate the auger at the desired
speed and using LiPo battery was the best power source for
the system.

With the new DustyTRON 3.0 design, a new software
configuration and code had been developed to allow simpler
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Fig. 6. DustyTRON 3 Mechanical Structure Final Design.

operation and control of the robot. The software team started
by reforming the Arduino codes to be easier to read and user-
friendly, which allowed easy and precise executable commands
utilizing Arduino open-source libraries for the robot individual
components, such as the servo library to control Axis 206
Network Camera. While the Pololu motor driver will be using
the previously developed library to control all motors and
linear actuators.

The changes in the design of DustyTRON 3.0 are now
profoundly different, ranging from the wheels to the angle of
the auger. The team pushed that boundary of what can be
done and showed how much System Engineers can improve
on already proven designs.

B. DustyTRON 3.0 Improvements

1) Mechanical team improvements: The main focus for
the mechanical team is to fix the steering system of the
DustyTRON 2.0 robot, which consists of the wheels, wheel
attachment, and motors. While aiming to solve that issue, the
team wanted to keep the four-wheel drive (4WD) options as
it helps the robot to overcome any obstacle such as a rock
or a crater. After extensive research, the team had to find a
solution or a method to attach the motor to the middle bar
which will act as the rack/structure of the steering system. This
bar is a hollowed steel bar that will allow the team to have a
strong structure while keeping it lightweight. The original idea
required the use of two-wheel casters per side to make a pivotal
point and the motor will be mounted in between both wheel
casters. The four rods attached to the wheel caster shown in
Fig. 7 will be used to securely attach the motor in place.

After detailed analysis, this idea had been developed to
include a square perforated steel tube, this new design will
use two-wheel casters only and the tube will be used to mount
the linear actuator brackets. Fig. 8 shows the steering system
with the perforated steel tube and linear actuators. With one
caster at each end, the motor can be attached directly to the
inner vertical wall of the caster, which means less mechanical
interference and easier rotational motion for steering. The shaft

Fig. 7. DustyTRON 3 Proposed Steering System.

would be the only thing coming out of the caster which
connects both wheels and will be connected to the robot
structure.

Fig. 8. DustyTRON 3 Final Steering System.

After finalizing the motor attachment, the team found a
solution to attach the motor shaft to the wheel by building a
two-parts wheel hub. This new hub consisted of an Alumni
8mm screw hub which will be attached directly to the motor
shaft. While the second part will be a special part that will
match with the grooves of the wheel and both parts will be
attached together using bolts and locknuts. Unfortunately, the
team did not have access to the Computer Numerical Control
(CNC) machines to manufacture the complete wheel hubs;
therefore, the team decided to utilize the 3D printer to create
the hub-wheel attachments. These hubs went through various
phases until a perfect fit was found, Fig. 9 shows the different
phases/designs of the wheel hubs.

Fig. 9. DustyTRON 3 Wheel Hubs.

DustyTRON 3.0 steering system will be very efficient and
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have easier maneuverability compared to the previous robot
steering, which will reduce the time required for steering in
the competition runs. In addition, springs and wheel bearing
had been added to the caster in order to add more flexibility
and enhance the rotation movement of the caster as shown in
Fig. 10.

Fig. 10. DustyTRON 3 Caster Design.

The selected wheels for the final design, were 14inches
in diameter and 1.75inches in width. This will help the team
to have a smaller footprint while steering and will allow the
team to decrease the robot turning angle.

Another significant improvement is that DustyTRON 3.0
will contain a suspension system that will control the height
of the robot using linear actuators, which will change the
clearance between the auger tip and the ground from 4inches
to 10inches. This height difference would allow the robot to
go over small to medium-sized obstacles. Several designs were
taken into consideration before selecting the final design. One
more improvement to the mechanical structure is providing
more rigidity to the auger structure; this was achieved by
adding two t-slotted bars to join the front and back ends of the
robot. Two linear actuators had been added in order to change
the auger tilting angle and reduce the vibration transmission
to the robot structure.

2) Circuitry team improvements: The circuitry team fo-
cused on solving the electrical components layout and wiring
issues. The team decided to purchase higher quality electrical
boxes, design a better component layout within the component
boxes, better component box placement onto the robot and
decided to install fans within the motor control box. Having
that in mind, the team started working on designing the layout
within the component boxes to organize the cables to harness
the wires in a way to reduce the cable length. This reduces
the risk of having an excess of loose cables and reduces the
electrical noise that might affect the microcontroller and motor
driver’s performance. These component boxes will house and
protect all the electrical components that are required for the
robot operation, which resulted in two-component boxes that
will be explained below.

Electrical Box 1: Main Brain Box The first electrical box is
labeled Main Brainbox since is considered the main computer
of the robot. It consists of a 14.8V Lithium Polymer RC

Battery, power on/off switch, power analyzer, fuse, 1 E-Stop
button, voltage step down, NVidia TK1 will be connected to
LAN line, USB HUB, and display with HDMI cable. The
NVidia TK1 will be powered through a step-down voltage
regulator as it requires 12 volts. The USB HUB will be plugged
in the NVidia USB 3.0 port to power the Arduino, a rearview
camera, keyboard and mouse, and a data terminal for the Xbox
Kinect camera. Fig. 11 shows the battery, power switch, power
analyzer, E-Stop, fuse, step down, and NVidia connection in
this box.

Fig. 11. DustyTRON 3 Robot - Main Brain Box: Component Circuit
Diagram.

Electrical Box 2: Motor Control Box Electrical box
number 2, labeled as Motor Control Box, is where all the other
electrical components are connected to all hardware compo-
nents that are vital for the robot’s physical movement. This
box contains 1 power switch, 1 power analyzer, 1 emergency
stop button, 1 battery, 1 eight fused-output power distributor
board, 3 fans, USB HUB, 1 operation flashing light, 1 Arduino,
and 6 motor drivers. The 22.2 V battery is connected in series
to the emergency stop button, which is then connected to the
power analyzer that is connected to the power switch. The
emergency stop button and the fuses in the power distributor
work as a method of safety to protect the circuit from any
malfunctions. The operation flashing light is connected directly
to the power distributor and it will be used as an indication
of robot reediness. The power distributor contains an on and
off switch and eight fused power outlets. The terminals to
the motor drives are connected to six of the power distributor
outlets. One of these fused power outlets will be connected to
a step-down voltage regulator that had been adjusted to output
12 volts only to power the cooling fans, and a second step-
down voltage regulator will be also adjusted to 12-volt output
to power the Kinect.

The purpose of the fans and the heat sinks attached to the motor
drivers is to extract the heat created within the motor control
component box. Two of the six motor drivers will be connected
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to each motor on the wheels, one motor driver for the front
wheels and one motor driver for the back wheels. These motor
drivers have dual channel connections. The other motor drivers
will be used for the steering and suspension actuators, and the
slider actuators and conveyor belt. These Pololu motor drivers
are dual channels that are capable of delivering up to 12A each.
Therefore, by combining both channels into a single, that will
have provided the motor attached with current up to 24A. The
auger and horizontal auger actuators are connected to be in
single-channel mode. Fig. 12 illustrates the components and
the connection in the motor control box.

Fig. 12. DustyTRON 3 Robot - Motor Control Box: Component Circuit
Diagram.

These electrical boxes are made of thick plastic in compar-
ison to the previous robot’s boxes that were made out of plexi-
glass. These boxes provided the team with a better structure to
mount the E-stop and power switches without influencing the
integrity and weather resistance of the boxes. These boxes will
be mounted in the available space between the wheels and on
the sides of the robot, with removable mounting brackets. This
location will provide better weight distribution and having the
electrical boxed in an elevated position, which will keep the
components safe far from highly active moving components
and allow easier access for maintenance, troubleshooting, and
even parts replacement when needed.

Another improvement was the addition of a fused power
distributor board that can handle the supplied voltage and
current; since this will regulate the voltage into the motor
drives, operation flashing light, E-stop, power switch, and
voltage step down. Lastly, the circuitry and software team
decided to install a 10-inch display monitor, that can be
attached to the main electrical box that houses the NVidia,
which will make troubleshooting easier.

3) Software team improvements: The software team fo-
cused their effort on creating an optimized code that will be
used to control all the linear actuators and motors within the
robot. In addition, the software team worked on enhancing
the code for the manual control mode and provided a cleaner,
simplified, and user-friendly code that will be used to interface
the Xbox controller to the NVidia microprocessor. Optical
sensors within Xbox Kinect and a servo camera were added to
the robot for autonomous operation and obstacle detection and
avoidance. The Kinect camera was placed at the font to frontal
environment scan, while the servo camera is was mounted

in the back of the robot to monitor and regulate the deposit
mechanism. DustyTRON 3.0 used the Jetson TK1 Graphics
Processing Unit (GPU) to facilitate autonomous operation by
implementing wireless communication and computer vision.

V. CONCEPT OPERATIONS

DustyTRON 3.0 will have a better steering system, new
wheels, and a new overall structure design. The weight will
decrease due to battery change and the frame will still be
constructed by 80/20 T-Slotted bars because of the lightweight
and easy manipulation. To excavate the simulated Martian
terrain, DustyTRON 3.0 will use a double helix auger that
is powered with dual motors with a gearbox of 47 : 1 ratio
and two linear actuators to move the auger into the ground.
DustyTRON 3.0 has 14inchesX1.75inch wheels in order to
have better steering and powered with 24 V high torque motors
with a 295 : 1 great box ratio. The suspension mounted on
the structure of the robot is meant to lift the robot, in order
to go over the larger rocks on top of the first layer of BP-
1 and to lower the robot once the digging process starts.
DustyTRON 3.0 was redesigned to operate autonomously with
the use of two cameras, a microprocessor, and a graphical
processing unit. The designed autonomous mode utilizes a
Microsoft Xbox 360 Kinect camera with an IR sensor that
provides video data to the CPU, and the NVidia TK1, for
object detection. The second rear servo IP camera provides
the team video data that regards to regolith deposit.

In case of autonomous mode failure, DustyTRON 3.0 can
be controlled over WiFi by two Xbox 360 controllers from a
max distance of about 50 feet. This manual control of the robot
is established by sending simple 8-bit commands that resemble
keyboard strokes, to an Arduino Mega 2560 unit that is directly
connected to an NVidia TK1. Whether the robot is in manual
or autonomous mode, NVidia TK1 will pass the commands to
the Arduino that directly controls all motor drivers and operate
the wheel motors and actuators.

VI. SYSTEM HIERARCHY

The relationship within the main components of each sub-
team can be illustrated using a system hierarchy diagram.
For the mechanical team, the moving, excavating, and de-
posit system relationship is shown in Fig. 13. Circuitry and
software sub-teams share several common components such
as controller, NVIDIA GPU, Arduino, and motors. Both sub-
teams will be working to assure both manual and autonomous
operation of the robot. Manual control will be based on the
pictures and live feeds provided by Xbox Kinect, the human
operator will use an Xbox 360 controller to send the command
through the controller computer to the robot’s NVIDIA TK1
processor, which are interconnected through wireless WiFi and
use SSH (Secure shell). This SSH was selected as it is an
encrypted network protocol, and will prevent any unauthorized
access to the robot’s TK1.

In the autonomous mode, the Xbox One Kinect feed will
be processed directly within the TK1 for object detection
purposes, while the rear camera feed will be used for the
regolith collection and deposit process. In both scenarios;
manual or autonomous mode, TK1 will command the Arduino
Mega, which is directly controlling the motor drivers and
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mechanical components. Fig. 14 shows the circuit hierarchy
and Fig. 15 shows the software system hierarchy.

Additionally, the software team implemented a VNC com-
munication to reduce the used bandwidth by compressing the
video feed before broadcasting to the main control station.
Within the robot system, serial communication and powering
the Arduino was done using the USB port, which simplified
the Arduino power circuit.

Fig. 13. Mechanical System Hierarchy for DustyTRON 3.0.

Fig. 14. Circuitry System Hierarchy for DustyTRON 3.0.

VII. ROBOT INTERFACE

One of the main objectives of the DustyTRON 3.0 en-
gineering design process was to create a reliable and main-
tainable interface between our subsystems. Fig. 16 shows a
level diagram for components’ interface for the mechanical,
electrical, and software systems.

The robot interface was built using Ubuntu 14.04 as the
NVidia TK1 operating system (OS) with different software
such as Arduino Software IDE to communicate the Arduino
Mega, Microsoft XNA to program the Wired Xbox 360 con-
trollers that will be used for the robot manual control mode by
developing a Visual Basic (VB) Code, while PuTTY was used
for serial port communication between the NVidia TK1 and the
Arduino to emulate Arduino’s serial console to receive input
data, and TurboVNC were used to establish two-way secure
remote communication [42].

Fig. 15. Software System Hierarchy for DustyTRON 3.0.

Fig. 16. Systems Interface for DustyTRON 3.0.

VIII. RISK MANAGEMENT

As a Systems Engineer, prediction and planning for the
future is an essential task in any project. This step can be
achieved by analyzing the system of interest for any possible
failures and developing a ranking system for failure conse-
quences on the overall performance of the robot and likelihood
of happening, which will allow the team to adapt and prepare
with a solution if issues arise. Each sub-team developed their
risk matrices and they are as follow:

A. Mechanical Team

The Mechanical Team analyzed the mechanical structure
and components and found the following risks that might occur
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during or before the competition:

• Failure to move: if the steering system cannot func-
tion, or fails to traverse to excavate. Major Conse-
quences and Unlikelihood of Occurrence

• Failure to excavate: if the excavation (Auger) system
is not working as expected due to a failed mo-
tor or chain or obstacles exist within the system.
Catastrophic Consequences and Rare Likelihood
of occurrence

• Failure to collect regolith: in the event where the
collecting mechanism fails to hold regolith or the ex-
cavation mechanism is not providing enough regolith.
Major Consequences and Moderate Likelihood of
Occurrence

B. Electrical Circuitry Team

The risks that might occur during or before the competition
were found to be:

• Failure of Circuitry: if the circuitry/cables fail and
burn due to an unexpected overheat, which might lead
to the entire component box failing. Major Conse-
quences and Rare Likelihood of Occurrence

• Failure of Battery: if batteries failed to hold an
electrical charge or not able to provide the required
electrical power. Moderate Consequences and Mod-
erate Likelihood of Occurrence

• Failure of Motor Drivers: if motor drive overheats
or stops responding to the Pulse Width Modulation
(PWM) signal. Major Consequences and Unlikeli-
hood of Occurrence

• Failure of Motors: if the motor malfunctions and
not able to rotate the attached mechanical component.
Catastrophic Consequences and Unlikelihood of
Occurrence

In the building phase, the circuit team was actively testing
and verifying the proper operation of every single component
to prevent any future issues. They simplified the circuit design
to allow fast and easy components’ diagnostic and replace-
ment.

C. Software Team

For the software architecture design, some failures can be
due to connection with a mechanical-related failure. The major
risks that had been considered are as follows:

• Failure of feedback: if the connection fails to send
feedback on possible problems or updates, or if the
Kinect camera or IP camera loses signal, the team
will be prevented from viewing the terrain. Minor
Consequences and Unlikelihood of Occurrence

• Failure of NVIDIA TK1 power regulator: if the
power circuit fails to provide the TK1 with the re-
quired 11.6-12.6 Volt, then the GPU will fail and
go into limp mode. Moderate Consequences and
Unlikelihood of Occurrence

• Failure of VNC connection: If the remote access
connection fails to be established, then the robot won’t
be controlled manually or it might not be able to
receive the autonomous start signal. Catastrophic
Consequences and Moderate Unlikelihood of Oc-
currence

• Failure of programming OpenCV: if the vision and
image analysis system fails to start then the robot
won’t run autonomously. Major Consequences and
Rare Likelihood of Occurrence

• Failure to send a command to Arduino: if serial
communication fails between the TK1 and Arduino,
then the robot will fail to do the required mission as
no movement will be executed. Catastrophic Conse-
quences and Rare Likelihood of Occurrence

IX. TRADE-OFF ASSESSMENTS

Using Quality Functional Deployment (QFD) method, the
team was able to find their design’s strength and worked on
enhancing them using a trade-off assessment for every sub-
team.

A. Mechanical Team Trade-off Assessment

The robot’s mechanical structure strength was found to be
the independent controlled suspension, which will allow the
robot to adjust its height to go over obstacles and rough terrain
while adding extra components and weight to the robot.

B. Circuitry Team Trade-off Assessment

The previous design of the robot was based on utilizing
six (6) 12V 7Ah sealed batteries, which were 4.5lb each, the
team decided to switch to two LiPo batteries (14.8V and 24V)
which are lighter (2.6 lbs in total) but extremely powerful
and careful circuit design is required to prevent any damage
to electrical components such as TK1 or motor drivers. The
circuit was improved by changing wires to thicker gauge
(12 AWG), adding heavy-duty power distribution with fused
ports, including fans to extract the heat within the electrical
boxes, and batteries were protected using Fireproof Safe Bag.
In addition, the VNH5019 Pololu motor drives were used
although they require soldering and extra configuration for
mono or dual channel. They provided superior performance
and accuracy to a single motor or double motors control.

C. Software Team Trade-off Assessment

For manual control implementation, two wired Xbox 360
controllers were used to eliminate the wireless connection
lag and it will allow the simplification and splitting of robot
controlling tasks by having one person control the excavation
system and another operate the robot mobility. The team chose
to implement autonomy by using an Xbox Kinect Camera.
If autonomy fails, the team will change to manual control to
regain control of the robot. The Xbox Kinect camera was used
instead of the PS3 Move camera. Although the PS3 Move
camera used less power consumption and had a better resolu-
tion, the Xbox Kinect had integrated sensors that will allow
the 3D mapping feature needed for the autonomous mode
[43]. These integrated sensors balanced the power consumption
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consequence since having to get extra individual components
would result in a similar outcome. Arduino Mega 2560 [44]
was selected to control and command the motor drive utilizing
its superior and stable PWM compared to the Jetson TK1. Axis
206 Camera was used for excavation and collection operation
monitoring as it has two servo motors to control its aim in X
and Y directions.

X. REQUIREMENTS VERIFICATION

To assure that the robot was designed and built to meet
NASA regulations, the following requirements were checked
frequently:

A. Functional Requirements

• Robot must traverse the simulated Martian terrain and
excavate the needed regolith from the mining area.

• Tele- or autonomous operation of the robot.

• Sufficient size collection system to stored Regolith
until the deposition.

• Obstacle avoidance in the arena.

• The robot’s suspension shall be able to lift the rear or
front end as desired.

• Robot code must be simple and easy to execute.

B. Performance Requirements

• The robot shall be able to start the mission from any
assigned location or orientation.

• Collect and deposit 10kg of BP-1 within the allowed
10-minute mission.

• Excavate BP-1 from the designated area only.

• Dust prevention and electrical components protection.

• Limited bandwidth and power consumption.

C. Physical Requirements

• Maximum weigh of 80kg.

• Self-sustained power with consumption monitoring
and recording system.

• Initial dimensions of 1.5m Length, 0.75m width, and
0.75m height.

D. Safety Requirements

• An emergency stop red button with a diameter of
40mm in an easy and safe accessible position.

• All wire harnesses are securely attached and protected.

• Easy and secure connection to the robot control sys-
tems.

To assure that the robot is meeting all NASA RMC’s
requirements, the team verified their design in the testing phase
by inspecting the Commercial off-the-shelf (COTS) parts used
to perform as intended. Some of the inspected items are shown
below:

• The extruded T-slot bars’ integrity was inspected un-
der loading and vibration conditions.

• Operate the twin spiral auger in a simulated sand field
to assist its performance and measure the collected
sand weight.

• Linear actuators and motors were tested before and
after fitting it to the frame to make sure of their ability
to move the robot.

• The conveyor belt system was tested to check its
operation and ability to move the regolith from the
collection box to the dumping location.

• Batteries were charged and monitored to guarantee
they can last for the 15-20 minutes mission.

• Emergency-stop buttons were tested where the power
to the whole robot was shut down safely.

• Axis 206 and Xbox Kinect camera functionally were
tested.

XI. RELIABILITY

To ensure the robot’s maximum reliability of the robot, a
few actions had been taken:

• Hardware team strengthening the structure and re-
duced the weight, improved the wheels, steering, and
suspension systems to overcome the harsh terrain.

• Circuitry team arranged the electrical components to
reduce and manage the cables and connections effec-
tively, and by using LiPo batteries their contributed to
reducing the robot’s total weight.

• Software team utilized the serial communication
and VNC connection secure the interface between
NVIDIA, Arduino, and main control computer. Ad-
ditionally, codes were updated and improved and Fig.
17 shows the updated pseudocode for the Arduino.

XII. COMPETITION RESULTS SUMMARY

The DustyTRON robot shown in Fig. 18 was delivered to
Kennedy Space Center in Florida to participate and compete
against 53 robots from all over United State. The robot passed
all the inspection procedures and after the competition runs, it
placed the 29th and was awarded the “Innovative Design” for
its unique steering and suspension systems. This experience
was exceptional, which allowed the team members to show
their engineering skills and participate in the race of space
exploration.

XIII. CONCLUSION

DustyTRON team members represented in Fig. 19 showed
their skills an interesting real-life challenge. Placing the 29th
out of 54 invited universities and getting the “Innovative
Design” Award, were a great conclusion for the third-year team
performance. The team designed and build a unique robot that
represents the mechanical, electrical, and software constraints,
by being resourceful and implementing systems engineering
principles to solve world-level problems.
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Fig. 17. DustyTRON 3 Robot - Arduino Code Flow Chart.

Fig. 18. DustyTRON 3 Robot - Final RMC 2017.

The team strives to improve on team management, time
management, and leadership skills. The team will continue
seeking new mechanical, circuitry, and software-related con-
cepts to be implemented on future robot designs. Throughout
the project, the team has been able to implement engineer-
ing skills acquired as Systems Engineering students but also
learned how to work as a cohesive team while adding new
skills.

For future competitions, the team will practice the contin-
uous improvement principles to learn from their mistakes and
develop a better robot:

• Enhance the autonomous operation by utilizing new
computer vision algorithms.

• Improve the excavations system to include auger and
conveyor system.

• Enhance the adaptive suspension and steering systems
to be more compatible with harsher terrain.

The team was inspired to share this experience with
local students and the community, hosting STEM days at

Fig. 19. DustyTRON 3 Team Members.

local schools promoting the interest in the robotics field and
NASA’s programs and projects. Additionally, the team took
advantage of all the venues to support and mentor local FIRST
Lego/Tech/Robotics teams and host their local competitions.
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Abstract—This study developed a model for predicting 

healthy hearing people’s speech acceptability for children with 

cochlear implants using multiple regression analysis, support 

vector regression, and random forest and evaluated the 

prediction performance of the model by comparing mean 

absolute errors and root mean squared errors. This study 

targeted 91 hearing-impaired children between four and eight 

years old who had worn cochlear implants at least one year and 

less than five years. Speech data of children wearing cochlear 

implants (CI) were collected through two tasks: speaking and 

reading. The outcome variable, healthy hearing people’s speech 

acceptability for children wearing CI was evaluated by 80 college 

students (freshman and sophomore) who did not have prior 

knowledge of children with a cochlear implant. The results of this 

study showed that the random forest algorithm (mean absolute 

errors=0.81and root mean squared error=0.108) was the best 

model for predicting the speech acceptability of children wearing 

CI. The results of this study imply that the predictive 

performance of random forest will be the best among ensemble 

models when developing a machine learning model using speech 

data of children wearing CI. 

Keywords—Cochlear implants; speech acceptability; support 

vector regression; random forest; mean absolute errors 

I. INTRODUCTION 

Since the National Health Service of South Korea began to 
cover cochlear implants in 2005, cochlear implants have 
become more common for the hearing impaired in South 
Korea. The ear consists of the external ear, the middle ear, and 
the internal ear, and the cochlear implantation refers to an 
operation of implanting an artificial cochlea device in the ear of 
the patient who cannot hear voice due to the damage of the 
cochlea to help the patient hear speech [1]. Cochlear implants 
provide useful hearing for children with severe hearing 
difficulties or deaf children who cannot hear speech even with 
hearing aids [2, 3]. Many children with hearing impairments 
have benefited greatly from cochlear implants (CI) for 
enhancing their hearing ability and developing language ability 
[4]. Particularly, the ultimate goal to obtain through cochlear 
implants is to improve communication skills through vocal 
language [5]. Consequently, many studies [6, 7] have shown 
interest in the ability of children to produce spoken language 
(speech) after cochlear implants, and they have sought ways 
for children with cochlear implants to produce better speech 
than before operation based on the improved hearing ability. 

Speech intelligibility and speech acceptability have been 
used widely in the speech-language pathology field to compare 
speech characteristics and severity for diverse communicative 
disorders such as articulation and phonological disorders, 
dysarthria, and apraxia of speech [8, 9]. Among them, speech 
acceptability refers to how well the content that the speaker is 
trying to convey is delivered to the listener (how well the 
listener understands it”, and it is mainly used as an index 
reflecting the success of expressive speech [8]. Since the 
listener listens to the speaker, various variables (e.g., vocal 
intensity, pitch, and speech rate) comprehensively influencing 
the listening. It is necessary to have an index for evaluating the 
overall speech production ability of the speaker from the 
listener's point of view [5]. Speech acceptability is used as an 
index to evaluate the overall speech production ability. Speech 
acceptability measures how naturally the speaker's intention is 
understood by the listener, and is a representative index 
showing the expressive ability of the hearing impaired. 

Nevertheless, previous studies measured speech 
acceptability to mainly evaluate the speech characteristics of 
patients with dysarthria or the hearing-impaired due to 
neurological damage such as stroke and to identify the speech 
characteristics of cleft palate patients [8, 9, 10]. These studies 
compared the results with the speech acceptability of the 
healthy control group based on traditional statistical analyses 
such as t-test and ANOVA [8, 9, 10]. Only a few studies 
examined the predictors of speech acceptability using machine 
learning. 

The general public has become more interested and gained 
a better understanding in machine learning in various fields 
(e.g., finance, medicine, and engineering) [11, 12]. The South 
Korean government also pays a lot more policy interest in the 
artificial intelligence (AI) and health care industries. AI refers 
to a technology for analyzing data and identifying better 
answers through the visualization of big data, machine 
learning, and deep learning of big data. Among them, machine 
learning indicates a prediction technique to predict changes by 
reading numerous data and discovering hidden algorithms. In 
the healthcare industry, there have been many cases of 
applying and utilizing AI technologies including machine 
learning [13], such as cancer diagnosis and treatment 
recommendations using AI-based IBM Watson, diagnostic 
medicine using machine learning analysis techniques, and new 
drug development systems. Studies have continuously reported 
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that models relying on machine learning had better prediction 
power than traditional statistical techniques based on general 
linear model (GLM) [14, 15, 16, 17]. It is still necessary to 
develop machine learning-based prediction models and 
compare their prediction power with the prediction power of 
GLM-based regression models for proving the usefulness of 
machine learning in the medical field. This study developed a 
model for predicting healthy hearing people’s speech 
acceptability for children with cochlear implants using multiple 
regression analysis, support vector regression, and random 
forest and evaluated the prediction performance of the model 
by comparing mean absolute errors and root mean squared 
errors. 

II. RESEARCH METHODS 

A. Study Subjects 

It is a descriptive study that identified the factors associated 
with the speech acceptability for children with cochlear 
implants perceived by people with healthy hearing and this 
study targeted 91 hearing-impaired children between four and 
eight years old who resided in Seoul, Incheon, and Suwon and 
had worn cochlear implants at least one year and less than five 
years. The subjects of this study were the same as Byeon [5]. 
The study subjects were (1) the hearing-impaired who had 
worn cochlear implants at least one year, (2) those who 
received hearing rehabilitation regularly after surgery, and (3) 
those who were using oral speech during a conversation. This 
study excluded children with a cognitive disorder, an affection 
disorder, visual impairment, Autism spectrum, and 
development disabilities in addition to hearing impairment. 
The power was tested using G-Power version 3.1.9.7 
(Universität Mannheim, Mannheim, Germany) (Fig. 1), and the 
minimum sample size was derived as 80 samples when the 
number of predictors was seven, the significance level was 
a=0.05, power (1-B) was 0.8, and the effect size (f2) was 0.2. 
This study’s sample size satisfied the appropriate sample size 
for testing the statistical significance (Fig. 2). 

 

Fig. 1. Result of Power Analysis. 

 

Fig. 2. Results of Sample Size Calculation. 

B. Measurement 

Speech data of children wearing cochlear implants (CI) 
were collected through two tasks, speaking and reading. The 
reading sentence was “Once upon a time, there was a young 
tiger living in a village. The young tiger was very curious” 
referring to Yoon [18]. The speaking task was to introduce 
oneself in the form of “Nice to meet you. My name is OOO.” It 
was recorded using the Multi-Dimensional Voice Program 
(MDVP, Key Pentax, USA) installed on the computer in a 
quiet room without noise, and the microphone (Shure 
BETA58A) used for recording was located 10cm below the 
child's mouth. 

The outcome variable, healthy hearing people’s speech 
acceptability for children wearing CI, was evaluated by 80 
college students (freshman and sophomore) who did not have 
prior knowledge of children with a cochlear implant. Each 
evaluator evaluated the speech acceptability of each child after 
listening to the speech data of the child once, which was played 
on a computer through a speaker in a noise-free place, and 
there was a 5-second interval between speech data. Speech 
acceptability was measured using a visual analog scale. The 
evaluators indicated the degree of speech acceptability 
perceived by them on a 100mm straight line where 0 was 
marked as “impossible to understand” and 100 was marked as 
“fully understandable” [19]. After the first evaluation was 
completed, the second evaluation was performed by changing 
the presentation order of the speech data. The mean values of 
the first and second evaluations were defined as the final scores 
of speech acceptability for the subjects’ reading and speaking. 

Explanatory variables included gender, age, household 
income, the period of wearing cochlear implants, corrected 
hearing, auditory-language rehabilitation period, pitch, 
loudness, and quality. Corrected hearing was defined as the 
mean threshold decibels (dB) of hearing tests measured in the 
ranges of 250, 500, 1k, 2k, and 4kHz after wearing a cochlear 
implant. Where the subject wore cochlear implants for both 
ears, the mean threshold value was used. When a cochlear 
implant was used for one ear and a hearing aid was used for the 
other ear, only the hearing of the cochlear implant side was 
used. Pitch, loudness, and quality were defined by analyzing 
the speech data recorded in MDVP. 

C. Analysis Methods 

This study developed a model for predicting the speech 
acceptability of children wearing CI using multiple regression 
analysis, support vector regression analysis, and random forest 
algorithm. This study also evaluated and validated the model to 
test the prediction performance of the developed model. This 
study randomly divided the data into a training dataset (70%) 
and a test dataset (30%) for validating the prediction 
performance; the training dataset was used to develop a 
prediction model and the test dataset was used to evaluate the 
prediction performance (mean absolute error and root mean 
squared error) by using the test dataset. All analyses were 
performed using R version 4.0.2 (Foundation for Statistical 
Computing, Vienna, Austria) and Python version 3.8.0 
(https://www.python.org). The schematic diagram of the study 
is presented in Fig. 3. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

27 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 3. The Schematic Diagram of the Study. 

D. Multiple Regression Analysis 

Multiple regression analysis is an analysis that models the 
relationship between data while reiterating the process to 
minimize the error between the given data and the values 
obtained by the selected learning model. Linear regression is a 
method of analyzing the linear relationship between a 
dependent variable and at least one independent variable. 
When the dependent variable is a continuous variable, it can be 
analyzed using linear regression. When using the multiple 
linear regression analysis, it is possible to identify the influence 
(weight) of each independent variable on the dependent 
variable by estimating the regression coefficient. The least 
squares method or the maximum likelihood estimation method 
is used to estimate regression coefficients when modeling 
using the multiple linear regression method to predict results. 
Generally, the least squares method is used to make a 
regression model and analysis prediction results. The least 
squares method uses a method that minimizes the error of the 
model (the difference between estimated values of a model and 
actual observations) for estimate regression coefficients. 
Therefore, it searches for a model that can estimate values that 
are close to the actual results. This study also constructed a 
multiple linear regression model by applying the least squares 
method. An example of the least squares method is presented 
in Fig. 4. 

 

Fig. 4. Examples of Regression Analysis by Least Squares Method with 

different Model Formulations [20]. 

E. Random Forest 

Random forest is composed of multiple decision trees. The 
goal of random forest is to make more accurate predictions by 
making multiple decision tree models. Random forest is a 
decision tree-based ensemble method, which generates 
numerous random samples through a bootstrap method that 
randomly extracts samples with replacement of the same 
sample size from the training dataset, learns an independent 
decision tree for each sample dataset, and determines the final 
model by summarizing the results. The ensemble method is to 
create a final prediction model by generating multiple 
prediction models from a given data and then combining them. 
Many previous studies have shown that the ensemble method 
can improve the predictive power of the model [21,22]. 
Moreover, random forest has smaller prediction errors with 
more decision trees and it does not overfit even if there are 
many decisions, which are advantages of random forest. The 
concept of random forest is presented in Fig. 5. 

 

Fig. 5. The Concept of Random Forest [23]. 

F. Support Vector Regression Analysis 

Support vector regression is a regression model based on a 
support vector machine (SVM). SVM finds the optimal 
hyperplane that classifies the data into the most suitable classes 
by maximizing the margin for classifying input data by 
expressing the data in a high-dimensional vector space using a 
kernel function. Support vector regression is an extension of 
this SVM so that SMV can be applied to regression analysis. It 
is used to predict a random error tolerance value by introducing 
an e-insensitive loss function [24]. Support vector regression, 
like SVM, uses a kernel function to converting training data 
into points in feature space and then performs learning in 
feature likelihood. However, SVM and support vector 
regression are different in the aspect that SVM is a machine 
learning to classify “+1 class” and “-1 class”, while support 
vector regression is a method to generalize class for predicting 
random error tolerance values using a regression function [25]. 
Support vector regression has the advantage of having high 
explanatory power even for data showing nonlinearity or 
complex patterns. However, it takes a long time to learn 
because computational complexity is high and it is not easy to 
interpret the model because it is not possible to analyze the 
direct relationship between independent and dependent 
variables, which are disadvantages. Moreover, support vector 
regression converts a nonlinear feature dimension, which 
cannot be linearly separated linearly, into a high-dimensional 
linear regression problem using a kernel function for nonlinear 
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expansion. The kernel function generally used in this process is 
a linear, polynomial, or radial basis function. The concept of 
support vector regression is presented in Fig. 6. 

 

Fig. 6. The Concept of Support Vector Regression [26]. 

G. Evaluating the Prediction Performance of the Model 

A multiple linear regression model was built by using a 
regression coefficient estimation method based on the least 
squares method. While conducting random forest analysis, the 
limit of decision tree development was set to 100. Support 
vector regression was analyzed using a linear kernel function, 
the most basic kernel function, c (the parameter determining 
the generalization of a regression model) was 15.0, and the e-
insensitive loss function (a precision parameter) was set as 
0.001. This study compared mean absolute errors and root 
mean squared errors to evaluate the prediction performance of 
the developed models. Since random forest includes 
randomness, the model was developed while fixing the seed 
(#123456) during repeated measurements. 

III. RESULTS 

A. Comparing the Performance of Models for Predicting 

Healthy hearing People’s Speech Acceptability for 

Children Wearing CI 

Table I shows the mean absolute errors and root mean 
squared errors of the speech acceptability prediction model for 
children wearing CI using multiple regression analysis, support 
vector regression analysis, and random forest. This study 
defined that a model with the smallest mean absolute error and 
root mean squared error was the best model with the best 
prediction performance. The results of this study showed that 
the random forest algorithm (mean absolute errors=0.81and 
root mean squared error=0.108) was the best model for 
predicting the speech acceptability of children wearing CI. 

B. The Importance of Variables in the Final Model (Random 

Forest) for Predicting the Speech Acceptability for 

Children with CI Wearers 

The normalized importance of random forest variables (the 
final model) is presented in Fig. 7. It was found that pitch, 
loudness, quality, the duration of wearing cochlear implants, 
the duration of aural rehabilitation, corrected hearing, and age 
were major variables with high weight in predicting the speech 
acceptability of children wearing CI. Among these variables, 
pitch was the most important factor in the final model. 

TABLE I. MEAN ABSOLUTE ERRORS AND ROOT MEAN SQUARED 

ERRORS OF MODELS FOR PREDICTING THE SPEECH ACCEPTABILITY FOR 

CHILDREN WEARING CI USING MULTIPLE REGRESSION ANALYSIS, SUPPORT 

VECTOR REGRESSION, AND RANDOM FOREST 

Type of model Mean absolute error Root mean squared error 

Multiple regression  0.084 0.113 

Support vector 

regression 
0.081 0.109 

Random forest 0.081 0.108 

 

Fig. 7. The Normalized Importance of Variables in the Model for Predicting 

Healthy Hearing People’s Speech Acceptability for Children Wearing CI 
based on Random Forest (Only the Results of the Top 6 Variables are 

Presented). 

IV. CONCLUSION 

This study developed a model for predicting healthy 
hearing people’s speech acceptability for children wearing CI 
and found that pitch, loudness, and quality were main variables 
with higher weight for predicting the speech acceptability of 
children wearing CI. Among them, pitch was the most 
important factor in the final model. Factors affecting speech 
acceptability can be divided into segmental factors such as the 
errors in individual consonants and vowels and supra-
segmental factors such as stress, speaking rate, voice quality, 
and intensity. Dagenais et al. [27] evaluated dysarthria and 
showed that speech acceptability was significantly correlated 
with speaking rate. Moreover, Lee et al. [19] analyzed the 
speech acceptability of hearing-impaired adults and reported 
that the speech acceptability of them was more strongly 
correlated with supra-segmental factors than segmental factors, 
and consonant accuracy, intonation, resonance, and speech rate 
were major variables influencing speech acceptability. 
Previous studies [28, 29] that analyzed the acoustic and 
phonetic characteristics of speech made by hearing impaired 
children with wearing CI showed that the pitch and quality 
related indices of children wearing CI were different from 
those of healthy hearing children. Hsu et al. [30], who 
evaluated auditory senses, also showed that the speech 
characteristics of children wearing CI were different from those 
of healthy hearing children in terms of pitch, quality, and 
resonance. In summary, the results of this study suggested that 
the speech characteristics of hearing impaired children with 
wearing CI, which the listener felt unnatural, were mostly due 
to acoustic-phonetic characteristics such as pitch and loudness 
among various speech-related factors such as age and gender. 

Another finding of this study was random forest had the 
best prediction performance among multiple regression 
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analysis, support vector regression analysis, and random forest 
after comparing the accuracy of the models for predicting the 
healthy hearing people’s speech acceptability for children 
wearing CI. This study developed prediction models using 
random forest (a machine learning technique), support vector 
regression analysis (a machine learning technique), and 
multiple regression analysis (a GLM analysis technique) and 
evaluated prediction performance by calculating mean absolute 
errors and root mean squared errors. The results of this study 
showed that random forest-based speech acceptability 
prediction model for children wearing CI showed the smallest 
mean absolute error and root mean squared error among the 
three models. This result agreed with the results of previous 
studies [14, 15, 16, 17] indicating that random forest-based 
models performed better than regression models in predicting 
diseases. The results of this study support the possibility that 
the accuracy of the ensemble model may be better than that of 
GLM. Furthermore, they imply that the predictive performance 
of random forest will be the best among ensemble models 
when developing a machine learning model using speech data 
of children wearing CI. Further studies are needed to prove the 
prediction performance of random forest by comparing 
accuracy using data from various fields. 
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Abstract—This article describes improved version of our 

source-level debugger for Arduino. The debugger can be used to 

debug Arduino programs using GNU debugger GDB with 

Eclipse or Visual Studio Code as the visual front-end. It supports 

all the functionally expected from a debugger such as stepping 

through the code, setting breakpoints, or viewing and modifying 

variables. These features are otherwise not available for the 

popular AVR-based Arduino boards without an external debug 

probe and modification of the board. With the presented 

debugger it is only needed to add a program library to the user 

program and optionally replace the bootloader. The debugger 

can speed up program development and make the Arduino 

platform even more usable as a tool for controlling various 

experimental apparatus or teaching computer programming. 

The article focuses on the new features and improvements we 

made in the debugger since its introduction in 2016. The most 

important improvement over the old version is the support for 

inserting breakpoints into program memory which allows 

debugging without affecting the speed of the debugged program 

and inserting breakpoints into interrupt service routines. Further 

enhancements include loading the program via the debugger and 

newly added support for Arduino Mega boards. 

Keywords—Arduino; debugger; microcontroller; software 

debugging 

I. INTRODUCTION 

Arduino is a very popular prototyping platform with a 
microcontroller (MCU). It started as an educational tool in 
2003 and evolved into a widespread platform for prototyping, 
controlling various devices and for teaching computer 
programming. It is now frequently used in courses focused on 
embedded systems, robotics, and the like. For example, [1] 
describes successful use of the platform in computer science 
capstone course, [2] used Arduino-based custom board to 
increase student’s interest in programming courses and [3] 
utilized Arduino as the base for their educational mobile robot. 
A comprehensive review on this topic was presented e.g., by 
[4]. Arduino is also used in scientific laboratories as a low-cost 
multipurpose device for controlling various experimental 
apparatus in a wide range of areas. For example, [5] concludes 
that Arduino boards may be inexpensive tool for many 
psychological and neurophysiological labs, [6] based their 
device to abate tremors for patients with Parkinson’s disease on 
this platform, [7] uses Arduino to generate pulsatile flow rate 
for biofluid dynamics research, [8] uses distributed network of 
Arduino boards acting as remote servers in a system 
controlling capacitive energy storage and [9] used Arduino for 
real-time monitoring of air quality in urban area. Yet another 

area of its use is the emerging technology of Internet of Things 
(IoT), as described by [10, 11] and others. 

The Arduino hardware is a printed circuit board with a 
microcontroller. A program must be written, built, and 
uploaded to the MCU for the Arduino to be able to perform 
requested tasks. There is a software tool, integrated 
development environment (IDE), provided with the platform to 
accomplish this. It is also possible to use other tools to create 
the programs for Arduino, for example, Eclipse or Visual 
Studio Code. These tools offer more functionality than the 
simplistic Arduino IDE and are therefore preferred by many 
advanced users. 

One feature which is commonly missed by advanced users 
is a source-level debugger. The Arduino IDE does not provide 
any interface for source-level debugging. The alternative IDEs 
do provide such interface, but the most popular Arduino boards 
based on AVR microcontrollers, such as Uno, Mega or Nano, 
cannot be debugged without an external debug probe and 
alteration of the board. Thus, most users debug their programs 
by printing textual messages to serial interface, which is 
usable, but not very effective or comfortable. 

A debugger that lets the user stop the program, view, and 
modify variables or execute the program step by step can save 
significant amount of time in localizing problems, especially in 
more complex projects. It can also greatly improve the 
usability of the Arduino platform for teaching computer 
programming. For the novice programmers it is easier to create 
the mental model of the programming constructs they are 
learning if they can use a debugger to single step through lines 
of code, set breakpoints, and watch the internal state of the 
program as well as the outside effects, such as an LED turning 
on. Debugger is also an essential tool for teaching debugging 
skills, which is recognized as an important part of computing 
curricula [12, 13]. 

As follows from the above a source level debugger is a 
highly desirable feature, which can make the Arduino platform 
more usable both for teaching programming and for 
implementing various devices. We developed first version of 
such a debugger in 2016 [14]. This debugger had several 
limitations which affected the performance of the debugged 
program and thus the usability of the tool. In this article, we 
present a significantly improved version of the debugger, 
which overcomes limitations of the first version and offers 
features and comfort of use at the level expected from fully-
fledged, hardware-based debugger. 

This work was supported by the Ministry of Education, Youth and Sports 

of the Czech Republic within the National Sustainability Programme project 
No. LO1303 (MSMT-7778/2014) and also by the European Regional 

Development Fund under the project CEBIA-Tech No. CZ.1.05/2.1.00/03 

xxx. 
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II. DEBUGGER PERFORMANCE IMPROVEMENTS 

As already mentioned, in 2016 we developed a source-level 
debugger for the AVR-based Arduino boards. The unique 
feature of this debugger is that it makes it possible to debug 
programs at source level without any external tools. This can 
be particularly useful for educational purposes – there is no 
extra cost of buying a hardware debug probe for each 
workplace in the lab and no extra work with modifying the 
Arduino boards to be able to communicate with the probe. 

However, the first version of the debugger had several 
limitations - it was implemented for Arduino Uno only, the 
program execution was significantly slower when any 
breakpoints were set, and it was not possible to set breakpoints 
into interrupt service routines (ISR). After receiving positive 
feedback from the users, we decided to improve the debugger 
to overcome these limitations. 

A. Debugging Options for Arduino 

There are three options for debugging the AVR-based 
Arduinos besides printing messages to serial line. First option 
is to use a hardware debugger – a debug probe, which connects 
to the debug pin of the MCU. Unfortunately, there is a 
capacitor attached to this pin on the Arduino boards which 
must be disconnected for the communication with the debug 
probe to work. Newer revisions of the board are equipped with 
a solder bridge which can be cut to enable this feature, making 
the modification relatively easy. Nevertheless, it is a 
modification which needs to be reverted if the normal program 
uploading via bootloader is needed. Another problem is that 
the debug protocol is proprietary and therefore a commercial 
debug probe must be obtained. The prices of such probes start 
at around $50 for the most affordable Atmel-ICE-PCBA tool. 

The second option is to use VisualMicro Arduino IDE for 
Visual Studio, which contains a tool called Serial debugger. 
This debugger is based on inserting code into the user program 
to communicate with the IDE. This added code is not visible to 
the user and the user experience is quite satisfactory, but there 
are major limitations to this approach - it is not possible to 
insert breakpoints during debugging; a rebuild and re-upload is 
required. Also, stepping through the code is not possible - the 
program can only be run from one breakpoint to the next one. 
Moreover, the VisualMicro is a paid software; the prices start 
at $12 for a one-year student license or $49 for a permanent 
license. All this, together with the fact that it is only available 
as an extension for Visual Studio, a complex and hardware 
intensive IDE, probably makes it less than ideal solution for 
many users. 

The third option is a debugger based on GDB stub 
mechanism, which is described in the next section. The 
advantage of this approach is that the features of such a 
debugger are very similar to a hardware debugger, including 
stepping through the code, inserting breakpoints in runtime, 
and viewing and modifying the variables. Also, the stub is not 
limited to certain IDE; it can be used with GDB in command 
line as well as with various IDEs. We verified the solution with 
Eclipse IDE, Visual Studio Code and PlatformIO which are all 
free, multiplatform, and relatively light-weight environments. 
As far as we know, our GDB stub presented here is the only 
such stub for the AVR based Arduinos available. 

To summarize, to be able to debug Arduino programs at 
source level, the other options besides our solution are either 
modifying the board and buying a debug probe for approx. $50 
or buying the Visual Micro software solution which has limited 
features. We believe that our solution is an attractive option 
especially for educators, as it is completely free, can be used in 
Windows, Linux or Mac and works with the Arduino board as-
is, without any hardware modification. 

B. Principle of Operation 

The debugger is based on so-called debugger stub for the 
GNU debugger GDB. Debugger stub is a small program that 
runs on the debugged computer and communicates with the 
debugger running on development (host) computer [15]. 

To enable debugging, users must insert a program library 
(the stub) into their code and then they are able to connect to 
the running program and debug it with the GDB. We first 
presented this solution with Eclipse IDE, but it can also be used 
from command line or with any IDE that can integrate with 
GDB, notably the popular open-source editor Visual Studio 
Code. The principle of communication is shown in Fig. 1. Our 
software component, GDB stub, is part of the user program 
running on the Arduino board (target system). The stub handles 
serial communication with the GDB debugger running on the 
host system (desktop computer). This way the GBD can 
control the program, view the memory, etc. 

C. New Breakpoints Implementation 

The key new feature described in this paper is the ability to 
set breakpoints into program memory. In general, breakpoints 
are implemented by modifying the program code at the 
position where the execution should be suspended. The original 
instruction is replaced by another instruction that redirects the 
execution to the debugger. This is easily achieved on desktop 
computers, as the program is located in RAM memory, which 
it is easy to modify. The problem with using this technique in 
microcontrollers is that the program memory is typically based 
on flash technology and cannot be easily rewritten in runtime. 

MCUs are commonly equipped with a debug module which 
takes care of inserting the breakpoints, single stepping etc. 
However, to access this module a special hardware - a debug 
probe is required. Moreover, the AVR-based Arduino boards 
can only be used with such a probe after modification of the 
printed circuit board, as mentioned in Section A. 

 

Fig. 1. Principle of Debugging with our GDB Stub. 
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We aimed to provide accessible debugging option without 
the relatively expensive hardware probe and modification of 
the board. That is why we implemented the debugger using the 
debugger stub technique mentioned above, without using the 
debug module of the MCU. The first version of our debugger 
introduced in [14] did not insert breakpoints into the program 
memory because it seemed too complicated at that time. 
Instead, breakpoints were implemented by comparing the 
current position in the program with a list of desired breakpoint 
addresses after executing every instruction of the CPU. 
Obviously, this considerably decreases the execution speed of 
the debugged program, but in many situations, it is not a 
problem and the debugger can be successfully used. The 
advantage of this approach is that the users simply add a library 
to their program; no other action is required. 

However, setting breakpoint directly to the program 
memory promises significant benefits and we decided to 
implement this feature in the new version. In the following text 
we refer to these new breakpoints as “flash breakpoints” and to 
the older breakpoints as “RAM breakpoints”. The advantage of 
the flash breakpoints is that the program can run at full speed, 
with virtually no intrusion, until a breakpoint is hit. Moreover, 
flash breakpoints can be set into interrupt service routines 
(ISR), which is not possible with the RAM breakpoints. This 
follows from the principle of operation of the RAM 
breakpoints – after each instruction of the main program an 
ISR must be executed to examine current position of the 
program - and the AVR CPU can only execute one ISR (which 
is used by the debugger) and the main program in this mode. 
On the other hand, flash breakpoints are implemented by 
replacing the original instruction at the position where the 
program should stop with another instruction that redirects 
execution back to the debugger. Thus, they do not require any 
use of an interrupt for monitoring current position of the 
program which would grade the execution speed. The details of 
the implementation are provided in the following section. 

III. RESULTS AND DISCUSSION 

In this section we describe the implementation of the new 
version of the debugger stub which can be useful for better 
understanding of the features and limitations of this solution. 
We also present sample cases of running the debugger. 

A. New Breakpoints and Program Load Implementation 

To implement the flash breakpoints, we needed to solve 
two problems. First problem is that on the ATmega328 MCU it 
is only possible to rewrite the flash memory from code running 
in special memory section called the bootloader section. This 
section already contains the Arduino bootloader which handles 
loading user programs from the IDE. In normal course of 
operation, user programs (including our debugger stub) cannot 
be loaded into this section. 

To solve this problem, we developed custom version of the 
bootloader which works in the same way as the standard 
bootloader - it allows uploading the user program without 
debugging, but additionally it provides service to the debugger 
stub to write to program memory. The principle is depicted in 
Fig. 2. When the stub needs to set a breakpoint in the program 
memory it calls a routine in the custom bootloader to modify 

the flash memory. The bootloader also provides a routine for 
loading new application program as described later. 

The second problem was how to replace the original 
instruction in the memory when setting a breakpoint. To stop 
the program, we need to execute some code that will pass the 
control from the debugged program to the debugger. Often, 
there is a special instruction in the instruction set of the target 
CPU to break the execution and jump to the debugger, or an 
instruction for software interrupt which can be used to pass the 
control to an appropriate ISR handled by the debugger. 
However, in the AVR architecture neither of these are 
available. 

The simple solution would seem to be to replace the 
original instruction with a jump to the debugger, but such a 
jump would require overwriting several bytes of the memory – 
the jump instruction together with its target address. Yet we 
can only replace single instruction by the breakpoint; we 
cannot overwrite the following instruction. Consider the case 
of setting a breakpoint one instruction before the location 
which is the target of a jump or a subroutine call. If the 
breakpoint replaces not only the intended instruction but also 
the following one, the program will crash when it jumps to the 
now-damaged location after the breakpoint. From this it 
follows that the instruction to be used as a breakpoint must not 
be longer than the shortest instruction of the CPU – which is 
just one word. This significantly limits the available options. 

Our first solution was to use an external interrupt which 
would be asserted all the time but disabled in the peripheral, 
and to replace the original instruction with an instruction to 
enable the interrupt. Such an instruction fits into single word 
but as we found out the execution of the program does not stop 
immediately at the instruction which enables the interrupt; the 
program only stops at the next instruction. This would be 
unacceptable and thus this solution had to be abandoned. 

The working solution proved to be using a relative jump 
instruction (RJMP) with -1 as the target address, which is a 
jump to itself (an endless loop). Thus, the program stops in an 
infinite loop at the position of the breakpoint. To pass the 
control to the debugger we use periodic interrupt that checks 
whether the program is currently at the address of a breakpoint 
and if so, it calls the debugger code. The watchdog peripheral 
is utilized to generate the periodic interrupt leaving all the 
timers free for use by the Arduino software. 

 

Fig. 2. Interaction of the GDB Stub with the Bootloader. 
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As follows from the above, to use the flash breakpoints the 
users need to replace the default bootloader in their Arduino 
board with our bootloader. Replacing the bootloader is 
relatively easy and the procedure is well documented by the 
Arduino community. However, should it be a problem, the 
debugger can still be used without replacing the bootloader, 
with RAM breakpoints only. This mode is supported as a 
compile-time option in the code. It has two advantages – it is 
readily available for Arduino boards without any modification, 
and it does not cause wear of the flash memory, as discussed in 
the next section. In some use-cases, such as school lab for a 
basic programing course, the RAM-breakpoints mode may be 
sufficient and preferred. 

On the other hand, if the bootloader is replaced and thus 
writing to flash memory from the user program is enabled, the 
users can take advantage of another new feature we 
implemented – the support for loading the program via the 
debugger. Without this feature the typical workflow for 
debugging a program is as follows: 

 Build the program. 

 Upload the program (through the Arduino bootloader). 

 Attach the debugger and debug. 

With the load support it is possible to upload the program 
and start debugging with a single click in the IDE. Our 
debugger stub takes care of receiving the new program and 
writing it to the program memory of the MCU. 

B. Flash Memory Wear Considerations 

As already mentioned, the flash breakpoints are 
implemented by replacing one instruction in the program by a 
code which transfers the control to the debugger stub. Thus, 
setting a breakpoint requires overwriting part of the program 
memory of the MCU. This memory is based on flash 
technology, which can only endure certain number of write 
cycles. For the ATmega328 MCU the manufacturer guarantees 
flash endurance of ten thousand cycles. Although the number is 
high, memory wear should be considered when using the 
debugger. Let us briefly discuss this topic. 

From user’s perspective there are two debugger commands 
to control execution of the program – a Step command which 
moves the program to the next line and Continue (Run) 
command which lets the program run until a breakpoint is hit. 

To perform the Step command, the debugger must execute 
one or more CPU instructions – consider that one line of code 
in C language may correspond to several CPU instructions. We 
implement the Step command in the same way as RAM 
breakpoints – one instruction is executed and then an interrupt 
is triggered to check whether desired position in the program 
has been reached. Consequently, the flash memory is not 
rewritten during step commands. 

The Continue command requires writing a breakpoint to 
program memory - the program should run until a breakpoint is 
hit. Besides user-defined breakpoints there are also some 
breakpoints inserted automatically by the debugger. For 
example, when stepping over a function the GDB places 
temporary breakpoint at the next instruction after the function 

call. GDB also removes all breakpoints when the program 
stops on a breakpoint so that the user can see the stopped 
program with the original instructions in place and so that the 
original instruction can be executed when continuing from a 
breakpoint. When the user resumes the program, all active 
breakpoints must be written back to memory because the 
debugger does not know which one will be hit next. 

To reduce the memory wear, we implemented a simple 
optimization so that the breakpoints are written and removed 
only if it is necessary. When our stub receives command from 
GDB to remove a breakpoint it notes this request but does not 
remove the breakpoint (rewrites the flash memory) until the 
continue command is received. In many cases the breakpoint is 
removed and then replaced by GDB, but the stub leaves the 
breakpoint in place thus saving two flash write cycles. Even 
with this optimization one should keep in mind that the flash 
memory is overwritten often. It is possible to analyze the 
number of writes if a compile-time option is enabled in the 
code of the stub; then there is a global variable which tracks the 
number of writes to flash memory. 

C. Running the Debugger 

In the following sections we show the usage of the 
debugger with focus on the new features. For detailed 
explanation of the basic setup and usage please refer to our 
earlier article [14]. The results presented here were obtained on 
a Window 10 desktop computer with Eclipse Oxygen IDE, 64-
bit, version 4.7.3a. 

We assume an Arduino Uno board in the original state as it 
left the factory. First step is to replace the bootloader. For this 
an in-circuit AVR programmer (ISP programmer) is required. 
Such programmers are available in many variants for low 
prices. It is also possible to use another Arduino board as a 
programmer. The modified bootloader can be found in the 
source package as a .hex file. This file needs to be loaded into 
the MCU memory instead of the original bootloader and so-
called fuses need to be changed to take into account different 
size of the new bootloader – the fuse BOOTSZ (size of the 
bootloader region of the MCU) needs to be set to 1024 words, 
which means the bootloader occupies 2 kB of memory. After 
replacing the bootloader, we are ready to use the new features. 

D. Building the Program 

We will use the typical introductory program which blinks 
the on-board LED on Arduino pin 13. The user first needs to 
set up the Eclipse IDE to be able to develop programs for 
Arduino. The procedure is described in the documentation 
provided with the source code. 

Once the Eclipse project is set up to build the blink 
program, we can add the code of our debugger stub. This code 
is located in four files in the avr8-stub folder: avr8-stub.c, avr8-
stub.h, app_api.c and app_api.h. The two app_api files provide 
communication with the bootloader and are only needed if the 
flash breakpoints or load-via-debugger options are enabled. 

As the next step we configure the debugger stub. The 
constant AVR8_BREAKPOINT_MODE determines whether 
the flash breakpoints should be used. Default value 1 results in 
using RAM breakpoints only. Changing it to 0 enables the 
flash breakpoints. 
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The constant AVR8_LOAD_SUPPORT determines 
whether it should be possible to load the program via the 
debugger. We set the value to 1 to enable this feature. Now we 
can build the program. 

E. Debugging the Program 

Once the program is built and an Eclipse debug 
configuration is created the program can be debugged. Even 
with the load-via-debugger option enabled we still need to 
upload the program to the MCU in the standard way (using 
avrdude tool and bootloader) for the first time because the code 
of the GDB stub is not yet present in the MCU to be able to 
receive new programs directly. 

After uploading the program to the MCU, we are ready to 
start debugging. In our earlier article we described using a 
TCP-to-serial converter on Windows 7 to connect the GDB 
and the debugger stub because direct serial connection was 
unstable. With Windows 10 or Linux systems direct serial 
connection can be used. 

Once the code is uploaded to the MCU we can connect to 
the running program using the Debug button in the IDE. When 
the connection is established, we should see the program 
stopped in the debugger – as shown in Fig. 3. The Debug 
window at the top shows the call stack. The program is stopped 
in the loop function. Below, in the source window, the line to 
be executed next is highlighted – it is a call to the delay 
function. It is now possible to either step into the function and 
debug the code inside, or step over and execute the function at 
once. 

There is also a variable “counter” which we can examine or 
modify. Fig. 4 shows the value of the variable as displayed in 
the IDE when hoovering cursor over the variable name. 

To illustrate the benefit of the flash breakpoints - that they 
do not slow down the execution of the debugged program, we 
compare the speed of the program when running with flash 
breakpoints and with RAM breakpoints. First, we insert a 
breakpoint into the setup function. It will never be hit because 
the setup function is only executed once when the program 
starts. However, as described earlier, the presence of the 
breakpoint should nevertheless slow down the program when 
using the RAM breakpoint mode. 

With the breakpoint set, we resume the program so that it 
runs at full speed and measure the period of the blinking of the 
LED. Using the configuration described above we obtain 
approximately 2 seconds period, as expected given the two 
1000 milliseconds delays in the code. This shows that the 
program speed is not affected by the presence of the 
breakpoint. 

Now we switch the configuration to RAM breakpoints by 
setting AVR8_BREAKPOINT_MODE to 1 in avr8-stub.h file. 
After loading the program and running it without a breakpoint 
we obtain 2 seconds period as in the previous case. However, 
after setting the breakpoint into the setup function as in the 
previous case, we obtain period of 7.2 seconds. This means that 
the program is slowed down by a factor of nearly 4. If a busy 
loop is used instead of the timer-based Arduino delay function 
the program is slowed down even more by a factor of 350. 

 

Fig. 3. Sample Program Stopped in the Debugger. 

 

Fig. 4. Viewing Value of a Variable. 

F. Loading New Program via the Debugger 

With the new feature of loading the program via debugger 
it is possible to modify and reload the program faster while 
debugging; just edit the code, click the Debug button and the 
IDE will save changes, build the program, load it to the MCU 
and start it in the debugger. 

For this to work our debugger stub must be able to receive 
the program from the IDE and write it to the flash memory of 
the MCU. To be more precise the GDB debugger issues a load 
command which our stub supports to load the executable into 
the target MCU. To enable this feature, the constant 
AVR8_LOAD_SUPPORT must be defined with value of 1 as 
described in section D above. Then we need to edit the debug 
configuration in Eclipse IDE to enable loading the program. 
This is done by checking the “Load image” box in the Startup 
tab of the debug configuration. There is detailed description of 
the procedure in the documentation provided with the source 
code. 
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After this we can start the program by clicking the Debug 
button in the IDE and selecting the debug configuration with 
load program enabled. To modify the code, we can just stop the 
program, edit the code, and click the debug button again to 
upload and debug the modified program. 

G. Space Requirements 

Table I shows the size of the debugger stub for various 
configurations of the breakpoints and load support. The exact 
values will depend on compiler version and configuration, but 
the presented numbers can be used as estimates of how much 
space is required to add the debugger support to the program. 
As can be seen the full-featured version with both breakpoints 
in flash and load-via-debugger enabled uses about 5.5 kB of 
program memory. Together with the increased size of the 
modified bootloader which is required for this configuration (2 
kB) adding debugger support to a program requires 7.5 kB out 
of the total 32 kB of program memory available in the MCU. 

H. Use of the Debugger 

As already mentioned, presented debugger can be 
employed without any additional hardware and is free of cost 
which makes it suitable for use in programming courses which 
already have the necessary hardware - an Arduino board, and 
wish to extend the course with introduction to debugging. The 
improved version of the debugger described here provides 
better user experience than the old version and allows 
debugging even time-sensitive code. Besides the educational 
courses the debugger can also be useful to anyone developing 
Arduino programs who wants to use a debugger yet is not 
ready to invest the time and money to switching to a 
professional development environment. 

The current version of the debugger can be used with 
Arduino boards with the ATmega328 microcontrollers, which 
includes Uno, Nano and Micro and for the Arduino Mega 
boards with ATmega2560 and ATmega1280 MCUs. 

We are still seeking the ideal development environment to 
be used with the debugger. The environment based on Eclipse 
IDE shown above provides complete control of the processes 
but is quite complicated to set up. A promising alternative 
seems to be Visual Studio Code editor with Arduino extension 
which is considerably easier to set up and use for beginner 
programmers. 

TABLE I. CODE AND DATA SIZE FOR DEBUGGER CONFIGURATIONS 

Configuration 
Program size in 

bytes 

Data size in 

bytes 

Flash breakpoints with load enabled 5446 347 

Flash breakpoints with load disabled 5374 307 

RAM breakpoints with load enabled 4904 342 

RAM breakpoints with load disabled 4658 277 

IV. CONCLUSION 

In this article we presented new version of the source-level 
debugger for Arduino. The most important of the new features 
is the support for writing breakpoints to program memory and 
loading the program via the debugger. To implement these 
features a custom version of the Arduino bootloader was 

created which makes it possible for our debugger stub to write 
to the program memory. We also had to develop a way to 
replace the original instruction of the program with a 
breakpoint to transfer the control to the debugger with the 
constraint of not overwriting more than one instruction of the 
original program. Furthermore, to reduce the wear of the flash 
memory from unnecessary insertion and removal of 
breakpoints by the GDB debugger, we implemented an 
algorithm in the code which only rewrites the memory if 
necessary. Yet another new feature is that the debugger now 
works also with Arduino Mega boards, which extends its range 
of use into the area of larger program with many inputs and 
outputs. 

We believe that with these new features the debugger offers 
user experience similar to a fully-fledged hardware debugger. 
The advantage of this solution is that, unlike the hardware 
debug probe, it is free and requires no changes in the Arduino 
board. It can be helpful in embedded programming courses, 
student’s projects, for controlling lab experiments or in any 
other project based on the Arduino platform. In future we 
would like to add support for more Arduino boards and 
simplify the process of setting up the development 
environment for debugging. The source code of the debugger 
stub and detailed instructions for use can be found at 
https://github.com/jdolinay/avr_debug. 
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Abstract—Nôm scripts were used as the Vietnamese writing
system from the 10th century to the early 20th century. During
this period, Nôm scripts were the means to record a broad range
of historical events, literary works, medical knowledge, as well as
wisdom of many other domains. Unfortunately, since hardly any
native Vietnamese speaker can read Nôm scripts nowadays, these
valuable documents have not been fully harnessed. To address this
gap, it is necessary to build an automatic transliteration system
that can support us in decoding the ancient scripts and gaining
knowledge of our Vietnamese ancestors. This study focuses on
categorizing and reviewing the current progress on the Statistical
Machine Translation (SMT) approaches to transliterate Nôm
scripts into Vietnamese national scripts. In this paper, we discuss
the differences between Nôm scripts and Vietnamese national
scripts, systematically compare SMT models in transliterating
Nôm scripts into Vietnamese national scripts, as well as having
a thorough outlook on several promising research directions.

Keywords—Statistical machine translation; automatic translit-
eration; Nôm Script (chữ Nôm); vietnamese national script (chữ
Quốc ngữ)

I. INTRODUCTION

Transliteration is a type of conversion of a text from
one script to another, in the same language. For instance,
the Cyrillic scripts of the Russian language, “Ïóòèí”, is
transliterated into the Latin scripts as “Putin”. This translit-
eration is relatively straightforward, because there is only one
correspondence in the Latin scripts for most of the letters in the
Cyrillic scripts. Since both scripts are based on alphabets that
contain a limited number of graphemes (strokes) to represent
speech, transliteration can be done by looking up the mapping
table. Table I is a portion of the mapping table from Cyrillic
scripts to Latin scripts.

TABLE I. A PORTION OF THE MAPPING TABLE FROM CYRILLIC SCRIPTS
TO LATIN SCRIPTS

Cyrillic letter Latin letter

À à A a
Á á B b
È è I i
Í í N n
Ï ï P p
Ò ò T t
Ó ó U u

On the contrary, transliteration from Nôm scripts to Viet-
namese national scripts is challenging because they do not
belong to the same writing system. While Nôm scripts belong
to the logographic writing system, Vietnamese national scripts
belong to the alphabetic writing system. In other words, Nôm
- Vietnamese national scripts is the one-to-many relationship.

For instance, the Nôm character can be transliterated into
nghĩ or nghỉ. Due to differences between the two writing
systems, the mapping table method presented in the afore-
mentioned Russian language example is not applicable when
transliterating from Nôm scripts into Vietnamese national
scripts.

The one-to-many mapping from Nôm scripts to the Viet-
namese national scripts causes difficulties in transliterating pro-
cess because people have to simultaneously read Nôm text and
guess the appropriate meaning. Successful Nôm-transliteration
also requires extra-linguistic knowledge about the culture, his-
tory, geography, dialects, specialized terminologies of ancient
Vietnam. In recent years, rich-resource languages have gained
success in applying machine translation. Chinese [1] and many
European languages, including German [2], Greek [3], English
[4], Spanish [5], French [6], Finnish [7], Italian [8], Dutch [9],
and Portuguese [10] are some of those rich-resource languages.
Besides, research in low-resource Southeast Asian languages
such as Indonesian [11], Khmer [12], Lao [13], Malay [14],
Myanmar [15], Philippines [16], and Thai [17], also yields
significant results, which motivates us to apply machine trans-
lation in transliterating Nôm scripts into Vietnamese national
scripts. Two state-of-the-art approaches in machine translation
are Statistical Machine Translation (SMT) and Neural Machine
Translation (NMT). However, NMT requires a large amount of
data [18], which is impractical for the low-resource language
pair Nôm - Vietnamese national scripts. Therefore, we apply
SMT for the transliterating task in this study.

Given the mechanism, the larger the manually transliterated
training data are given to the computer, the more accurate
the transliteration the computers generate. Besides, the ma-
chine can also improve the transliteration accuracy if humans
supervise and manually revise the incorrect results that the
computers previously produce. The more times we repeat the
supervising and revising loop, the better the transliteration
results become.

In this paper, we present the automatic transliteration from
Nôm scripts to Vietnamese national scripts using Statistical
Machine Translation. Our research steps are as the following:
(1) collect and clean (i) the Nôm-Vietnamese national parallel
corpus as the training data for the translation model and (ii)
the monolingual Vietnamese national scripts as the training
data for the language model, (2) classify corpora according to
literary forms and domains, (3) experiment, and (4) analyze
the experimental results.

Our main contributions are:

• Providing detail background about Nôm scripts
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• Systematically comparing Nôm scripts with Chinese
scripts

• Experimenting to show significance of the translation
models in transliterating Nôm scripts into Vietnamese
national scripts

The remaining of the paper is organized as follows: in
Sections II and III, we provide an overview of Nôm scripts and
of related studies, respectively. Then, we present our proposed
model in Section IV and discuss the experimental results in
Section V. Section VI concludes the study.

II. OVERVIEW OF NÔM SCRIPTS

Nôm scripts were created based on Chinese characters,
which results in various similarities between Nôm scripts and
Chinese scripts. Different from all phonological recording sys-
tems, Chinese scripts are the only logographical writing system
currently used in the world [19]. Regarding the phonological
writing system, there are symbols that record phonemes of
a language. Meanwhile, Chinese characters are used to mark
morphemes, ideas, basic concepts such as the sun ( ), moon
( ), tree ( ), human ( ), water ( ), and heart ( ). These basic
elements are called radicals ( ). Radicals are the building
blocks from which Chinese characters (Hanzi - ) are built.
According to the Han dictionary Shuowen ( ), there are six
methods ( ) of constructing Chinese characters, including:

• Pictograms ( ): (sun), (moon), (tree), etc.

• Ideogram ( ): (above), (one), (root), etc.

• Combined ideogram ( ): (trust), (woods),
(forest), etc.

• Ideogram plus phonetic ( ): (mother) with (/mǎ/)
as phonetic element and ( ) as ideographic ele-
ment, etc.

• Derivative cognates ( ): (a few - thiểu/to lack -
thiếu), etc.

• Rebus ( ): (oneself) which loans from the char-
acter (nose), etc.

Among these six types of characters, 90 percent belong to
the ideogram-plus-phonetic category [19], i.e., each character
is a morpheme-syllable compound. Meanwhile, Vietnamese
language is constituted by morpho-syllables, which means
units that constitute the two writing systems are equivalent.
In the Chinese language, morphemes are radicals because a
radical is the smallest meaningful unit of the Chinese writing
system. Radicals are also the basis to arrange entries in Chinese
dictionaries. For instance, to look up for the Chinese character

(mother), we first search for the radical (woman), since
the character contains the radical . Then, we look up the
remaining component, , by the number of strokes, which is
three.

According to [20], while there are about 10,000 distinct
pure morpho-syllables (not including transliterated morpho-
syllables of loan words or scripts of ethnic languages) in
Vietnamese, there are approximately 13,000 distinct Chinese
characters (not including ancient characters, characters used
for translitering loan words) in Chinese. Also from [20], each

Chinese character has its own Unicode; the Chinese Unicode
Charset is constructed based on various Chinese encoding
charsets such as Big5 and GB; these encoding systems are
gathered and aggregated into Unicode CJK charset; the first
version of CJK was released in 1980 with roughly 13,000
Chinese characters; the number of encoded Chinese characters
has grown over the years and reached 80,000 in 2018.

Most of the Nôm scripts were also created in the form of
semantic (meaning)-phonetic (sound) compounds. The ancient
Vietnamese usually borrowed two elements - one element for
meaning and the other for the sound - from Chinese character
collection to construct a Nôm character. For instance, the Nôm
character means number three. In the Nôm character , the
Chinese character , which has pinyin /bā/, denotes the sound,
while the Chinese character indicates the meaning. Similarly,
in the Nôm character , which means father, the Chinese
character signifies the sound, while the Chinese character

expresses the meaning. Apart from the aforementioned
semantic-phonetic compounds, there are a number of Nôm
characters created by other methods, such as rebus, repetition,
transfer, and diacritics adding. These methods signify the
phonological difference between Nôm and Chinese characters
[21].

Because Nôm scripts are mainly built on the semantic-
phonetic compound method, there are cases in which one
Nôm character is mapped to two or more Vietnamese national
scripts. This typically happens when the national scripts have
similar pronunciation and indicate synonymous meanings. This
phenomenon can be explained by linguistic characteristics.
While Vietnamese and Chinese languages are both tonal lan-
guages, they do not have the same number of tones. In partic-
ular, while there are six tones corresponding to six diacritics
in Vietnamese, there are only four tones in Chinese. Moreover,
different script creation methods, regional dialects, and Sino-
Vietnamese variants due to different times of adoption also
account for the one-to-many mapping between Nôm scripts
and Vietnamese national scripts. For instance, the Nôm char-
acter has two corresponding national scripts. The first one
corresponds to mùi (smell), as it was adopted before the Tang
Dynasty. Meanwhile, the second one corresponds to vị (flavor)
as it was adopted from the Tang Dynasty onwards [22]. In the
Nôm-Vietnamese national scripts dictionary1, a considerable
number of Nôm characters are polyphonic (a polyphonic
Nôm character has more than one corresponding Vietnamese
national script). For example, character (Unicode code
6298h) has 19 corresponding national scripts (chệch, chét, chết,
chẹt, chiết, chít, chịt, díp, gãy, gẩy, giẹp, giết, giỡn, nhét, nhít,
siết, trét, triếp, xiết). This is also the one with the highest
number of meanings in the Nôm-Vietnamese national scripts
dictionary. In contrast, each monophonic Nôm character has
only one corresponding Vietnamese national script. Table II
are examples of polyphonic Nôm characters.

From the Nôm-Vietnamese national scripts dictionary,
which includes 22,264 entries, we can classify Nôm characters
according to the number of Vietnamese national scripts of
each Nôm character, details are in Table III. According to the
first row of the Table III, monophonic Nôm characters account
for 76.654 percent of all dictionary entries. So, the remaining

1Hanosoft3. [Online]. Available: https://hanosoft-3-0-hanokey-
2010.soft112.com. Accessed Jan 2019.
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TABLE II. EXAMPLES OF POLYPHONIC NÔM CHARACTERS

Nôm
script Vietnamese national scripts

Quantity of
Vietnamese

national
scripts

nhất, nhứt 2

đinh, đĩnh 2

cái, gái 2

muôn, vàn, vạn 3

dữ, dự, đử 3

sấu, xấu, sửu 3

thả, vã, vả 3

thá, thé, thế, thể 4

đúng, trong, trung, trúng, truồng 5

bậy, chăng, chẳng, phi, phỉ, vầy, vậy 7

23.346 percent are polyphonic Nôm characters. The proportion
of polyphonic Nôm characters in comparison with monophonic
Nôm characters is presented in Fig. 1.

TABLE III. FREQUENCY OF NÔM CHARACTERS ACCORDING TO THE
NUMBER OF THEIR CORRESPONDING VIETNAMESE NATIONAL SCRIPTS

Quantity of
correspond-
ing national

scripts

Quantity of
Nôm

character
(Frequency)

Proportion

1 11,610 76.654%
2 1,907 12.591%
3 787 5.196%
4 384 2.535%
5 209 1.380%
6 94 0.621%
7 66 0.436%
8 30 0.198%
9 20 0.132%
10 16 0.106%
11 11 0.073%
12 3 0.020%
13 3 0.020%
14 2 0.013%
15 1 0.007%
16 1 0.007%
18 1 0.007%
19 1 0.007%

Total 15146 100%

Choosing the suitable Vietnamese national script for a
given Nôm character is a difficult problem not only for the
machine but also for the transliterators. Consider the Nôm
character (Unicode code 2025Dh), which appears in the 12th
sentence of Tale of Kieu in Fig. 2. might be transliterated
into two national scripts as nghĩ (to think) or nghỉ (a pronoun
used to indicate an old man in ancient Vietnamese) [23]. Schol-
ars have been debating for over 50 years on which national
script is correct in the given situation. Both sides provide

Polyphonic Nôm characters

23.346%

Monophonic Nôm characters

76.654%

Figure 1. Proportion Polyphonic Nôm Characters versus Monophonic Nôm
Characters (based on Table III).

various arguments, historical evidence, and literary evidence,
etc. to demonstrate why one out of the two national scripts
would be more suitable than the other. Therefore, requiring
a computer to generate a 100-percent accurate transliteration
output is impracticable, at least at present time and in near
future.

Figure 2. The 12th Sentence in Tale of Kieu by Nguyen Du.

III. RELATED WORKS

The digitization of Nôm scripts has been proposed and
implemented since the 1990s by Ngo Thanh Nhan, Nguyen
Quang Hong, among other scholars2. Thanks to these contrib-
utors, most of the common Nôm characters have become a
part of the Unicode encoding system. This significant work is
a solid foundation for lateral digitizing steps, such as storage,
lookup, processing, automatic transliteration, etc.

Moreover, Việt Hán Nôm 2002, a software developed by
Phan Anh Dung3, allows us to type and look up both Chinese
and Nôm characters. Another software, Hanosoft, developed
by Tong Phuoc Khai4, also includes several utilities for look-
ing up and transliterating from Chinese characters into Nôm
characters. In the aforementioned software, the authors have
developed a tool to automatically transcribe Chinese characters
into Sino-Vietnamese, Chinese characters into pinyin, and
Nôm characters into national scripts. However, the central
issue of the problem, which is choosing the proper National
script for a given polyphonic Nôm character, has not yet
been addressed. The software just randomly selects a Sino-
Vietnamese phonetic transcript or a phonetic transcript among
all possibilities. Besides, the website of the Vietnamese Nôm
Preservation Foundation5 includes a Chinese character-Nôm
lookup tool and a digital library of Nôm documents, most of

2http://dir.vietnam.online.fr/home/vnChuNom.htm. Accessed May 2014.
3http://www.hannom.org.vn/detail.asp?param=507&Catid=363. Accessed

Jun 2006.
4https://hanosoft-3-0-hanokey-2010.soft112.com. Accessed Jan 2019.
5http://www.nomfoundation.org. Accessed Oct 2019.
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which are images of hand-written Nôm. Some literary works
have also been digitized.

The work that is most closely related to our study is
the Nôm converter6, which is a toolkit used to automatically
transliterate Nôm scripts to national scripts and vice versa.
The system applies Statistical Machine Translation (SMT)
approach and is based on Moses [24]. The data sets used
to train Moses are parallel corpora. These corpora are 22
manually transliterated texts corresponding to 3,234 lines in
total. The tool works fine, except for some cases in which
input contains strange untrained Nôm scripts. For those cases,
Nôm converter just ignores the strange untrained scripts and
transliterates the rest of the input scripts as normal. Nôm
converter has a rather high rate of choosing the correct na-
tional script when compared with the referenced transliteration
version carried out by humans. To the best of our knowledge,
it may be considered as the first automatic Nôm-Vietnamese
national script transliteration tool that utilizes machine learning
technology. Our approach is similar to Nôm converter, but with
new modifications and improvements to address the limitations
of the existing system.

IV. PROPOSED MODEL

In our proposed model, we customized a Statistical Ma-
chine Translation model (SMT) and improved the translitera-
tion accuracy based on our work in automatic translation from
English into Vietnamese [25]. Instead of following the Nôm
converter system’s approach in transliterating both directions
(from Nôm scripts into Vietnamese national scripts and vice
versa), we only focused on one-way transliteration from Nôm
scripts into Vietnamese national scripts. Our core aim is to
harness the Vietnamese ancient Nôm text, and the transliter-
ation from national scripts to Nôm scripts does not imply as
much practical significance. Besides, focusing on a one-way
transliteration from Nôm scripts into national scripts allows
us to invest more in improving national script output through
various language models.

To overcome the shortage of parallel corpora for training
as in the Nôm converter system, we added a Sino-Vietnamese
dictionary into the phrase table of the Moses system. To im-
prove the accuracy, we also added more manually transliterated
literary works that Nôm converter has not yet included. Our
major contribution is categorizing the Nôm script input data
and providing language models for the Vietnamese national
script output. The most challenging issue that we observed in
transliterating Nôm script into Vietnamese national script was
choosing the correct national script among all possibilities.
This selection depends on context, form, domain, and even
on the chronology of the input data. Nôm converter merely
selects the national scripts according to the context in the
training dataset, which is mixed in terms of form, domain, and
time. Therefore, we classified the training dataset and language
models by form and domain in our proposed model.

Because each form has its own rules for choosing the na-
tional script output, we classified the form into two categories:
verse (such as Tale of Kieu, Tran Te Xuong’s poems, etc.) and
prose (The legend of Quynh, Biography of Phan Boi Chau,

6Nôm converter. [Online]. Available: https://chunom.org/pages/moses/. Ac-
cessed Oct 2019.

etc.). That is, these two forms required different language
models. Besides, we also built corpora for three different
domains, which were literature, history, and religion. New
domains will be added into the current list of domains if we
constructed and developed more corpora. Since each domain
has its own terminologies, determining the domain to which
the input scripts belong helped us narrow down the domain
of possible national script output to improve the possibility of
selecting the correct national scripts, especially for the cases
in which the input is polyphonic Nôm scripts.

The final step was to build language models in the target
language which was Vietnamese national scripts. The principle
of machine learning is that the more training data we feed
into the model, the better the transliterating accuracy will
become. Due to this reason, not only did we utilize the national
script dataset available in the parallel corpora that were used
to train Moses in the previous step, but we also provided
additional national script data that were already categorized
by form and domain. This step improved the accuracy of the
proposed model significantly since we included hundreds of
thousands of sentences to build language models, compared to
only thousands of sentences in the parallel corpora. A larger
dataset of N-gram language models also allows the machine to
generate the most linguistically natural transliteration output.

Later, when our proposed model is put into use, users will
be able to select the form and domain of input data they want
to transliterate from a menu. According to users’ selection,
computers will use the corresponding knowledge they have
been trained to fit the form and domain of input data.

Let n be the source language sentence (Nôm scripts) and q
be the target language sentence (Vietnamese national scripts),
we have the following equation of the SMT model:

q̂ = argmax
q

P (q)P (n|q) (1)

Through equation (1), the SMT model’s working process is as
follows:
i) estimate probability of seeing target string q language
models P (q);
ii) estimate probability that the source string n is the translation
of the target string q given the translation model P (n|q);
iii) choose the sentence q so that the value of product
P (q)P (n|q) is the maximum.
Fig. 3 shows a complete statistical translation system.

Figure 3. Transliteration Model

V. EXPERIMENTAL RESULTS AND DEVELOPMENT
DIRECTIONS

In this section, we present experimental results on our
proposed model and compare the transliteration output with the
baseline system Nôm converter. Then, we show limitations of
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our proposed model and corresponding development directions
to improve those limitations.

A. Experiments and Results

In this sub-section, we describe the training data and
experimental results of the proposed model.

1) Training, testing, and tuning datasets: We used single-
character dictionaries listed in Table IV and compound-
character dictionaries listed in Table V. In single-character
dictionaries, each entry is one morpho-syllable such as -
một (one), - là (to be). Meanwhile, entries in compound-
character dictionaries have at least two morpho-syllables such
as - một vài (several), - chúc mừng năm mới
(happy new year).

TABLE IV. SINGLE-CHARACTER DICTIONARIES USED FOR TRAINING

ID Description Size
(Entries)

Source

1 Nôm - National Script
dictionary 22264 Hanosoft3

2 Sino - Vietnames
dictionary 16402 Hanosoft3

3 Sino (simplified) -
Vietnames dictionary 10758 Hanosoft3

4 Sino (traditional) -
Vietnames dictionary 11285 Hanosoft3

5 Nôm - National Script
dictionary 32838 www.hannom-rcv.org

6 Nôm - National Script
dictionary 879 www.chunom.org

7 Tale of Kieu (1902)
dictionary 3353 www.nomfoundation.org

Total 97779
After removing duplicates 38897

TABLE V. COMPOUND DICTIONARIES USED FOR TRAINING

ID Description Size
(Entries)

Source

1 Nôm - National
Script dictionary 1951 www.chunom.org

2 Nôm - National
Script dictionary 4520

www.hannom-
rcv.org

Total 6471
After removing duplicates 6205

The Tale of Kieu (1902) dictionary in Table IV is not
a publicly available dictionary. We observed there are Nôm
characters in Tale of Kieu that have not been included in the
other six single-character dictionaries. Therefore, we manually
created the Tale of Kieu (1902) dictionary by listing all distinct
pairs of Nôm and Vietnamese national scripts. We then utilized
a computer program to aggregate all dictionaries listed in Table
IV and Table V and removed the duplicate entries afterwards.

Regarding parallel sentences in the training and testing
datasets, we used the corpus documents available on the web-
sites chunom.org7, Vietnamese Nôm Preservation Foundation8,

7https://www.chunom.org. Accessed Oct 2019.
8http://www.nomfoundation.org. Accessed Oct 2019.

Việt Hán Nôm9, and han-nom.org10. Details about domain and
literary form of those sentences are listed in Table VI.

TABLE VI. NÔM-NATIONAL SCRIPT PARALLEL TEXTS IN TRAINING,
TESTING, AND TUNING DATASETS

ID Domain Form
Size

(Sentences)

1 Literature Verse 7232

2 Literature Prose 521

3 Religion Verse 46

4 History Verse 121

Total 7920

Currently, we have not utilized the domain information yet
because the majority of the dataset belongs to the Literature
domain. Classification of data is only useful if we have a
considerably large corpus of various domains. Although we
are not using categorizing information at the moment, we still
include it into the program as a foundation for future work. We
also collected corpora written in Vietnamese national scripts
on the websites Gác Sách 11, Sách Phật giáo 12, and Ô Cửa
Sổ 13. Domain and form of monolingual corpora are listed in
Table VII.

TABLE VII. MONOLINGUAL CORPORA USED TO TRAIN LANGUAGE
MODEL

ID Domain Form
Size

(Sentences)

1 History Prose 257269

2 Religion Prose 83535

3 Literature Verse 29383

Total 370187

The training, testing, and tuning datasets are splitted by the
ratio 1:1:8 as follows: for each text in Table VI, roughly 1/10
is distributed to the testing set, 1/10 is distributed in the tuning
set, the remaining 8/10 is for the training set.

2) Experimental results: Using Moses SMT system [24],
we conducted experiments on the corpora previously discussed
and yielded the results in the Table VIII. From henceforth,
Experiment 1 is abbreviated as Exp1, and Experiment 2 as
Exp2, etc.

In Exp1, we measured the impact of the parallel corpus
and the monolingual language model corpus on translitera-
tion results with a single-character dictionary. With only a

9http://hannom.huecit.vn. Accessed Oct 2019.
10http://www.han-nom.org. Accessed Oct 2019.
11http://www.gacsach.com. Accessed Jan 2020.
12http://www.sachphatgiao.net. Accessed Jan 2020.
13http://www.ocuaso.com. Accessed Jan 2020.
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single-character dictionary equipped, the transliteration system
behaves like a human with dictionaries, looking up a Nôm
character in the dictionary and writing down a corresponding
Vietnamese national script of that Nôm character. No linguistic
knowledge was used and barely any understanding of Nôm
script was required. The difference lies in the time it takes to
transliterate Nôm script to national script. Humans might take
days or weeks or even months to manually look up all Nôm
characters in 786 lines of Nôm-script. However, machines take
less than an hour if Moses is run on a high-spec machine. Since
no linguistic knowledge was applied to the transliteration, the
BLEU score [26] was 13.32. The results were acceptable, given
the ambiguous nature of Nôm script. Because the model could
not determine the context surrounding the input Nôm scripts,
it could not choose the correct national scripts to generate a
fluent output.

In Exp2, the data was the same as in Exp1, but the model
has been tuned for better transliteration quality. The resulting
BLEU score was 14.56, which was slightly better than the
previous experiment’s result.

In Exp3, we measured the impact of the language model
by adding 370,817 lines of Vietnamese national script to train
the model instead of using the default national scripts extracted
from the parallel corpus. This made a significant difference,
as the BLEU score increased from 13.32 to 63.89. This was
because the language model supported phrase-based translation
and provided context for the transliteration model to choose
the most likely national script for a given Nôm script.

In Exp4, we tuned the model from Exp3, and the BLEU
score increased from 63.89 to 65.94.

In Exp5, we added 6205 entries of compound dictionaries,
growing the parallel corpus compared to that of Exp1. Conse-
quently, the BLEU score increased from 13.32 to 36.82.

In Exp6, we tuned the model from Exp5, and the BLEU
score increased from 36.82 to 44.24.

In Exp7, we added 370,817 lines of Vietnamese national
script to train language model. Compared to the results in
Exp5, the BLEU score in this experiment increased from 36.82
to 67.19.

In Exp8, we tuned the model from Exp7, and the BLEU
score increased from 67.19 to 69.16.

In Exp9, we added 6,348 pairs to the parallel corpus.
Compared to Exp1 and Exp5, the BLEU score increases from
13.32 to 36.82 to 80.50.

In Exp10, we tuned the model from Exp9, and the BLEU
score increased from 80.50 to 80.83, which was not a consid-
erable difference.

In Exp11, we added 370,817 lines of Vietnamese national
script to train language models. Compared to Exp9, the BLEU
score increased from 80.50 to 82.30. In this case, since we
already had parallel corpus with long sentences of national
script, adding a language model corpus did not yield a signif-
icant difference as in Exp3 and Exp7.

In Exp12, we tuned the model from Exp11, and the BLEU
score increased from 82.30 to 85.38.

In the last four experiments, from Exp13 to Exp16, we used
the parallel corpus without dictionaries to train the model and
got acceptable results. However, there was similarity between
the training corpus and the testing corpus, so the BLEU score
was quite high, ranging from 75.71 to 79.40.

We hypothesized that if the testing data contain Nôm scripts
from other domains such as medicine or agriculture, which
have not been in the training data set yet, then the models
with dictionaries will work better. This was based on the
assumption that even though lacking the context, dictionaries
cover a broader scope of vocabularies. However, that missing
context could be made up by the additional language model
as in Exp3 and Exp4, where the BLEU scores were 63.89 and
65.94 respectively. Those results were acceptable given that
we trained the model only with dictionaries and additional
language model data, without any parallel sentences. At the
moment, we did not have data to verify our hypothesis.
Verifying this hypothesis will be put in our future work, when
we collect data from various other domains.

The corpora we used to train and test the translitera-
tion system included single-character dictionaries, compound-
character dictionaries, and parallel pairs of Nôm-Vietnamese
national script sentences, whose model was trained by dic-
tionaries. Parallel sentences were separated with the ratio of
train:tune:test as 8:1:1 (tune here refers to the data used to
tune the model, that is, to find the optimal parameters for the
transliteration model).

In the third column of Table VIII, “Default” refers to
the monolingual national scripts extracted from the parallel
corpus in the second column. In experiments with “Default”
monolingual corpus, we did not use additional language model
corpora in Table VII. In the fourth column of Table VIII,
BLEU stands for Bi-Lingual Evaluation Understudy, a met-
ric used to measure quality of machine translation output
in comparison to human-generated output. Format of BLEU
score is overall, uni-gram/2-gram/3-gram/4-gram. The fifth
column signifies whether an experiment was tuned or not.
As mentioned previously, the purpose of tuning is to find
optimal parameters for the transliteration model, and thereby
generating better transliteration output, compared to the un-
tuned model.

After training the model, we chose 10 percent of the
sentences in the testing data to evaluate the proposed model.
Exp12 yielded the highest BLEU score, which was 85.38.
Therefore, we selected some sentences in the testing set of this
experiment to compare to the corresponding output generated
by Nôm converter. 12 sentences from Tale of Kieu (version
1902) were tested, and the results are presented in Table IX.

We use different typefaces to distinguish between correct
and incorrect transliteration. The differences are explained as
follows:

• Compared transliteration

• Correct transliteration

• Synonymical transliteration

• Incorrect/un-handled transliteration
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TABLE VIII. EXPERIMENT RESULTS

Training Data

Exp
ID

Parallel
Corpus

Monolingual
Corpus BLEU Tuned

1 Table IV Default 13.32,
44.6/19.6/8.9/4.0

No

2 Table IV Default 14.56,
47.1/22.1/9.6/4.5

Yes

3 Table IV Table VII 63.89,
84.4/69.3/57.6/49.6

No

4 Table IV Table VII 65.94,
83.4/71.3/60.6/52.5

Yes

5 Table IV,
Table V Default 36.82,

67.5/45.6/29.7/20.1
No

6 Table IV,
Table V Default 44.24,

71.9/52.1/37.5/27.3
Yes

7 Table IV,
Table V Table VII 67.19,

85.0/72.3/61.4/54.0
No

8 Table IV,
Table V Table VII 69.16,

85.3/74.2/64.1/56.5
Yes

9

Table IV,
Table V,

6348
sentence-

pairs

Default 80.50,
91.3/84.1/76.7/71.4

No

10

Table IV,
Table V,

6348
sentence-

pairs

Default 80.83,
91.5/84.5/77.2/71.6

Yes

11

Table IV,
Table V,

6348
sentence-

pairs

Table VII 82.30,
92.2/85.4/79.1/73.7

No

12

Table IV,
Table V,

6348
sentence-

pairs

Table VII 85.38,
93.3/88.0/82.8/78.3

Yes

12.2.1

Table IV,
Table V,

6348
sentence-

pairs

Table VII,
6348

sentences

85.76,
93.9/88.5/83.1/78.5

No

12.2.2

Table IV,
Table V,

6348
sentence-

pairs

Table VII,
6348

sentences

85.71,
93.6/88.4/83.1/78.6

Yes

13
6348

sentence-
pairs

Default 77.04,
89.3/81.0/73.0/66.9

No

14
6348

sentence-
pairs

Default 77.01,
89.2/80.9/73.0/66.8

Yes

15
6348

sentence-
pairs

Table VII 75.71,
88.7/79.7/71.6/65.0

No

16
6348

sentence-
pairs

Table VII 79.40,
90.2/82.9/75.9/70.2

Yes

TABLE IX. TRANSLITERATION OUTPUT OF PROPOSED MODEL IN
COMPARISON WITH NÔM CONVERTER

Nôm input
sentences

Referenced
transliteration

Proposed
model

Nôm converter

trăm năm trong
cõi người ta

trăm năm trong
cõi người ta

trăm năm trong
cõi người ta

chữ tài chữ
mệnh khéo là

ghét nhau

chữ tài chữ
mệnh khéo là

ghét nhau

tài mạng
khéo ghét

nhau

trải qua một
cuộc bể dâu

trải qua một
cuộc bể dâu

qua cuộc
bể

những điều
trông thấy đã
đau đớn lòng

những điều
trông thấy đã
đau đớn lòng

những điều
trông thấy đã
đau lòng

lạ gì bỉ sắc tư
phong

lạ gì bỉ sắc tư
phong

gì

trời xanh quen
với má hồng
đánh ghen

trời xanh quen
với má hồng
đánh ghen

trời xanh quen
với má hồng
đánh ghen

cảo thơm lần giở
trước đèn

cảo thơm lần giở
trước đèn

thơm lần
trước đèn

phong tình có
lục còn truyền

sử xanh

phong tình có
lục còn truyền

sử xanh

phong tình có
còn truyện sử

xanh

rằng năm gia
tĩnh triều minh

rằng năm gia
tĩnh triều minh

rằng năm gia
chiều minh

bốn phương
phẳng lặng hai
kinh vững vàng

bốn phương
phẳng lặng hai
kinh vững vàng

bốn phương
phẳng láng hai
kinh vững vàng

có nhà viên
ngoại họ vương

có nhà viên
ngoại họ vương

có nhà viên
ngoại họ vương

gia tư nghĩ cũng
thường thường

bậc trung

gia tư nghỉ cũng
thường thường

bậc trung

gia tư nghĩ cũng
thường thường

bậc trung

The BLEU score in Exp12.2.1 was the highest score.
However, the way we separated data into training set and
testing set previously might cause biased results because of
the similarity between the training set and testing set. That is,
it may not be practical to distribute each poem (text) in both
training and testing sets with the ratio of 8:1, because in real
world situations, users might want to transliterate an unseen
Nôm text, completely different from the one used to train our
model. Therefore, we applied k-fold cross validation to better
evaluate the skills of our proposed model. There are 7,920
lines of parallel Nôm-Vietnamese national scripts in total. We
shuffled the data and then distributed parallel text into 10 folds
(parts). After equally distributing all sentence-pairs into 10
folds, each fold contained 792 pairs of sentences. Based on the
experiment results presented in Table VIII, we observed that
Exp12.2.1 set-up generated the highest transliteration quality.
Consequently, we implemented k-fold cross validation using
dictionaries and an additional language model for model train-
ing as in Exp12.2.1. Then 10 previously separated folds were
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distributed into training, tuning, and testing sets as follows:
eight folds for training the model, one fold for tuning, and
the one remaining for testing. This time, the data used for
language model training was slightly different from that of
Exp12.2.1. In addition to the data as in Exp12.2.1, we also
extracted and used the national scripts from eight folds of the
parallel corpus to feed more data into the model, and thereby
improving the transliteration quality generated from the model.
We conducted the experiment 10 times, with the corresponding
BLEU evaluations presented in Table X. Averaging BLEU

TABLE X. EXPERIMENTS AND RESULTS OF K-FOLD CROSS VALIDATION

Exp
ID

BLEU Exp
ID

BLEU

1
81.88,

92.0/85.2/78.8/73.1 6
83.32,

92.6/86.5/80.3/75.2

2
83.47,

92.5/86.5/80.7/75.3 7
83.83,

92.6/86.6/81.0/76.1

3
83.85,

92.6/86.7/81.0/76.2 8
83.00,

92.3/86.2/80.0/74.5

4
83.65,

92.7/86.6/80.7/75.6 9
82.35,

92.0/85.5/79.2/74.1

5
83.11,

92.4/86.4/80.2/74.7 10
82.67,

92.1/85.9/79.7/74.6

Average 83.10

scores of 10 experiments, we got 83.10, which was quite
close to our best result of 85.76 in Exp12.2.1, Table VIII.
We conclude that the experiments carried out in Table VIII
were relatively fair, as they were not biased due to the data
distribution among the training set and the testing set.

B. Limitations and Development Directions

Based on the test results presented in S ection V-A,
we observe that our proposed model still has limitations in
choosing the correct national script for a given Nôm script
input. While our goal to resolve this difficulty remains, it is
unlikely to attain 100-percent accurate transliteration output
since even humans argue over which national script should be
used for a given Nôm character.

To overcome the aforementioned limitations, we will con-
tinue to collect and build a larger parallel corpus for the
translation model as well as a monolingual corpus for language
models. We will also categorize input data into domains to
improve the transliteration quality. We will keep collecting
corpora from some other domains such as medicine and
ideology. In addition, we will conduct more experiments and
train our proposed model with new machine learning models.

VI. CONCLUSION

In this paper, we have presented an automatic transliteration
from Nôm scripts into Vietnamese national scripts using the
SMT paradigm in computational linguistics. Our proposed
model demonstrates significant improvements compared with
the existing transliteration system, Nôm converter. Not only
does the model recognize a broader range of Nôm scripts, it

can also choose the national script for a given Nôm character
with higher accuracy according to the context of the input
Nôm scripts. Our finding of the distinct characteristic of the
language pair Nôm - Vietnamese national scripts and our
contribution in building a separate corpus for the language
model beside the default language model extracted from the
parallel corpus lead to a high result in the SMT approach.

In the future, we will build domain-specific language
models and integrate linguistic knowledge to improve translit-
eration accuracy. Moreover, we can conduct manual post-
editing to introduce further improvement. Our proposed model,
therefore, will be able to generate more accurate transliteration
results. This automatic transliteration system will bridge the
gap between our past and our present, stemming the differences
in our two writing systems, the historical Nôm scripts and our
current national scripts. Thanks to this system, the priceless
treasure of our ancestors in history, literature, religion, geog-
raphy, and traditional medicine will be explored and harnessed
effectively. Scholars can now browse and understand the main
ideas of a Nôm text without having to invest an immense
amount of time to manually work on the ancient scripts.
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Abstract—In image retrieval with relevant feedback, 

classification and distance calculation have a great influence on 

image retrieval accuracy. In this paper, we propose an image 

retrieval method, called ODLDA (Image Retrieval using the 

optimal distance and linear discriminant analysis). The proposed 

method can effectively exploit user’s feedback from relevant and 

irrelevant image sets, which uses linear discriminant analysis to 

find a linear projection with an improved similarity measure. 

The experimental results performed on the two benchmark 

datasets have confirmed the superiority of the proposed method. 

Keywords—Content-based image retrieval; deep learning; 

similarity measures; Mahalanobis metric distance; linear 

discriminant analysis  

I. INTRODUCTION 

Due to the need to efficiently process huge and rapidly 
increasing amounts of multimedia data, content-based image 
retrieval (CBIR) has received a lot of attention from 
researchers over the past few decades. Many CBIR systems 
have been developed, including QBIC [21], Photobook [22], 
MARS [23], PicHunter [24], Blobworld [25], SIMPLIcity 
[26]. 

In a typical CBIR system, low-level visual features include 
color, texture, and shape, which are automatically extracted 
and represented as feature vectors. It should also be added that 
feature vectors are good if they are of the high semantic 
meaning of the image and serve well for image comparison. 
To find the desired images, the user gives a sample image and 
the system returns a list of similar images based on the 
extracted features. When the system presents a list of images 
that are similar to the query image, the user marks the images 
most relevant to the given query image to get a feedback list. 
The system relies on this feedback list to learn a representation 
or similar measure to improve the accuracy of the image 
retrieval. 

Therefore, the representation of the image by the feature 
vector and the similarity measure are the two main factors that 
influence the efficiency of the CBIR system. Improving the 

effectiveness of the CBIR system is a challenging issue in 
research. To improve efficiency, we need to reduce semantic 
gaps in CBIR. The semantic gap implies the difference 
between the image represented by the low-level feature that is 
automatically extracted and the semantics of the human 
perceived image. To reduce this semantic gap, we need to 
incorporate machine learning into the image retrieval process. 

Recently, there are good results due to the application of 
CNNs to CBIR. It has been shown that if a CNN is trained in a 
full surveillance context on a large set of object recognition 
tasks, the features extracted from the CNN can address a 
variety of tasks such as object image classification, scene 
recognition, attribute detection, and image retrieval [27,28]. 
Research in [29] has shown that the performance of CBIR 
systems using CNNs is competitive even when CNNs are 
trained for an unrelated classification task. To improve 
efficiency right from the process of building an image 
representation feature set, the proposed method will use CNN 
to build a high semantic feature set. Besides, the proposed 
method will incorporate similarity metrics learning techniques 
to have an improved similarity measure more consistent with 
the data. 

The idea of learning similarity metrics is to find an optimal 
distance measure that minimizes the distance between pairs of 
similar images and maximizes the distance between pairs of 
dissimilar images. This optimal distance measurement is then 
used to re-rank the entire set of images and return better 
results. In this paper, we propose an effective image retrieval 
technique, called ODLDA (Image Retrieval using the optimal 
distance and linear discriminant analysis). The proposed 
method is more accurate than some state of the art methods 
because the feature representation is highly semantic and the 
similarity metrics being learned is consistent with the data. By 
experimenting with two databases, we will show the accuracy 
of the proposed method. 

The remainder of the paper is organized as follows. 
Section 2 reviews some related studies. We present in detail 
the proposed method in Section 3. Section 4 describes and 
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analyzes our experimental results. Setion 5 concludes this 
paper. 

II. RELATED WORK 

Learning similar metrics in content-based image retrieval 
has received the attention of the research community 
[6,9,13,14,15,16,17,18]. In image retrieval with relevant 
feedback, the input data of distance learning algorithms are 
often divided into two groups: the first group consists of pairs 
of similar images; the second group consists of pairs of similar 
images and the pairs of images are not similar. 

The idea of adjusting the weights of the distance function 
has been included in some content-based image retrieval 
methods such as SRIR [19]. These methods often take 
advantage of information from pairs of similar images and 
consider the scattering of the data on each dimension to 
construct an improved Euclidean distance function. 

The MCML method [4] learns a Mahalanobis distance 
measure so that samples of the same class will be mapped to 
the same point. The distance metric learning problem is 
referred to as the convex optimization problem and is solved 
by the Gradient Descent method. However, the limitation of 
this method is the large computational complexity because it 
uses the Gradient Descent method to solve the convex 
optimization problem. 

The idea of the LMNN [5] method is to minimize the 
distance of the samples of the same label in K-Nearest 
Neighbor and to maximize the distance of the samples that are 
not of the same label by a larger margin. It uses the 
Mahalanobis distance function. This idea is expressed as an 
optimization problem and solved by the SDP method [3] to 
find the improved distance metric. 

Online Algorithm for Scalable Image Similarity learning 
(OASIS) [18] is specifically designed to work with pair 
constraints. However, they are based on strong assumptions 
about the input data or the structure of the constraints 
(requiring the input data to be sparse vectors). Therefore, it is 
difficult to apply in practice. 

The idea of the Xing method [20] is to attribute to the 
convex optimization problem that minimizes the total distance 
of similar image pairs with the constraint that the total 
distance of pairs of images that are not similar reaches the 
maximum. In the initial phase, the method using the Euclidean 
distance function is improved with    . The Xing method 
presents an improved distance function where A is the result 
of the convex optimization problem. However, Xing's method 
has a large computational complexity due to the use of the 
Gradient Descent method and has not yet exploited 
information of similar image pairs. 

The idea of the RCA method [8] is to use only similar 
pairs, find a data transformation based on a matrix of variance 
that is generated from pairs of similar images. From there it 
improved the Mahalanobis distance function by altering the 

weighting matrix. Although this method has lower 
computational complexity than that of the Xing method, 
however, the RCA method is limited to only considering the 
same set of images. 

From analyzing the limitations of the above-related works, 
we propose an improved image retrieval method with an 
improved distance function. Improvement of the distance 
function which is based on maximizing the quotient between 
the total distance of dissimilar image pairs and the total 
distance of similar image pairs. Here, we look at both similar 
and dissimilar image sets to find the weight matrix and 
improve the efficiency of the retrieval method. 

III. PROPOSED IMAGE RETRIEVAL METHOD 

In this section, we will briefly present our proposed 
method. First, our proposed method builds deep features for 
representing images. Next, on the result set of the initial 
retrieval phase that uses deep features, the user marks up the 
images that are related to the query image to obtain the 
relevant image set (including relevant samples and samples 
are not irrelevant to the query image). Based on the relevant 
sample set, the proposed method is to train the model to find 
the linear projection. This linear projection satisfies the 
condition that the variance between samples in the same 
relevant set is minimized while maximizing the variance 
between the relevant and irrelevant samples. Besides, our 
proposed method also builds an improved Mahalanobis 
similarity metric by finding the optimal matrix M in the 
improved similarity metric formula. 

A. Overview of the Proposed Method 

A diagram of the proposed ODLDA, method is shown in 
Fig. 1. The method of using the CNN model has been trained 
on an ImageNet data set to extract the deep feature (high-level 
feature). When a user submits a query image, the method of 
extracting the deep feature of the query image is in the same 
way as performing an extraction with a database image. It then 
compares the similarity between the query image feature 
vector and the feature vector set of the image database which 
uses the Euclidean distance to return the initial result set to the 
user. Users conduct feedback by marking the images that are 
relevant and irrelevant to the query image to obtain the 
feedback image set. Then the feedback image set is used as 
input to the weight optimization and distance metric learning 
algorithm. Next, all images that are in the image database are 
re-ranked, which are based on the value of the improved 
Mahalanobis distance function. If the user is not satisfied with 
the result set, the feedback process will be repeated. If the user 
is satisfied, the system returns the final result set to the user. 

B. Represent Image Features using Deep Learning 

In recent years, CNN network has brought great results in 
the field of machine vision such as image classification 
problem, object identification, semantic segmentation. On that 
basis, there are many studies on content-based image retrieval 
using CNN and have obtained good results. 
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Fig. 1. Diagram of ODLDA Method. 

In the document [1,2,7] has shown several approaches to 
improve the efficiency of a CBIR system using deep learning 
in building a more semantic feature set: 1) uses a pre-trained 
CNN model to construct an image feature set with an L2 
distance to compare the similarity measures between feature 
vectors; 2) it still uses the pre-trained CNN model to build the 
feature set, but improves it by using distance metric learning 
(DML) to obtain a similarity metric that is better suited to the 
data; 3) With a specific data set, retraining the CNN model 
associated with a specific classifier, then using the metric as 
1) or 2) approaches is to complete a retrieval method. 

Assuming we have two images in the database,    and   , 

the deep features are extracted using a pre-trained CNN model 
on the Imagenet dataset. The high-level feature of the two 
images    and    is denoted by    and   . The similarity metric 

used to compare these two features is   : 

          (     )  ‖     ‖ 
  

= √       
                     (1) 

Formula (1) shows the similarity between images    and   , 

the greater the similarity, the more similar images    and    are. 

Similarity metric using approach 2) to compare two feature 
vectors of the image calculated by the formula   : 

          (      )  ‖     ‖ 
 

 √       
                      (2) 

With a matrix,   obtained from learning the similarity 
metric which satisfies the condition   is a positive defined 
matrix, because the similarity metric must be positive, and the 
similarity metric has the smallest value when      . 

The similarity metric here is that in approach 1) when the 
matrix   is a unit matrix      . In other words, it is a special 
case when we consider the correlation between the feature 
components in approach 1). Furthermore, each feature 
component has a different similarity, so it is often the 
similarity metric with approach 2) to get higher efficiency. 

The proposed method is to build feature sets based on deep 
learning. After performing the K-NN procedure to obtain a list 
of initialization results and return them to the user, the user 
will mark the images that are related to the query image to 
obtain the feedback set. Next, it constructs an improved 
similarity metric by utilizing the positive sample set, which is 
inspired by approach 2) to construct the matrix T in the 
similarity metric formula (2). Matrix M is a complete matrix, 
which reflects the correlation of data on each feature and 
between features. 

In the proposed method, we use a pre-trained CNN model 
on a very large data set. It then uses the model to extract high-
level features, also known as image representation learning. 
The main reason we choose this approach is that a large 
enough data set is not available to train a CNN, Also, to train a 
CNN model, we will need a lot of time. CNNs are commonly 
used for image classification problems, in which an image is 
propagated across the network and the final probability is 
taken from the bottom layer of the network. However, in the 
process of learning a representation, instead of allowing the 
image to propagate over the entire network, we can stop the 
transmission at an arbitrary layer, for example, the final fully 
connected layer, and extracts the values from the network at 
this point, then uses them as feature vectors. 

In the proposed method, we only use convolutional layers 
to extract features. The aim is to generalize a pre-trained CNN 
in learning the specific features of the image in the data set. 
The pre-trained model is used to obtain more powerful feature 
vectors than some algorithms such as SIFT, GIST, HOG, etc. 
We exploit the ability of a widely known convolutional neural 
network model, called ImageNet, pre-trained in ILSVRC 2012 
with 1.2 million images and 1000 concepts to acquire 
outstanding features of the image. It consists of convolutional 
layers, pooling layers, and fully connected layers. The 
preceding layers are usually Convolutional layers combined 
with nonlinear activation functions and pooling layers 
(collectively referred to as ConvNet). The last layer is a fully-
connected layer and is usually a softmax regression (see 
Fig. 2). The number of units in the last layer is equal to the 
number of layers (with ImageNet is 1000). So the output near 
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the last layer can be considered as a useful feature vector and 
Softmax Regression is the classifier used. The model uses a 
fixed size 256 x 256 input, while the data set used in the 
proposed method has a variable size of images. Therefore, the 
images are preprocessed by converting them to 256 x 256 size. 
When using the network to extract the fixed feature, we cut 
the network at a point before the last fully connected layer. 
Therefore, we obtained a feature vector of 1000 dimensions 
for each image. 

 

Fig. 2. Representational Learning Architecture is based on the Pre-Training 

of the CNN Model. 

C. An Improved Distance Metric 

Up to now, there have been several different distance 
learning methods that exploit the properties of the user 
feedback set during image retrieval. However, existing 
methods generally consider only the positive sample set but 
ignore the negative sample set. The basic idea of linear 
discriminant analysis (LCA) is to find an optimal 
transformation leading to an optimal distance function, which 
is accomplished by maximizing the sum of variance between 
samples of different classes (negative or positive) and 
minimize the variance of data in the same class (negative or 
positive). 

Assume that the initial resulting set consists of N images: 

  {  }   

 
. The initial result set is returned to the user’s 

feedback and is divided into two distinct sets: a positive 
sample set and a negative sample set. To achieve the goal, we 
need to define two matrices of variance,    and   . Where,    
is the distance between the expectations of the different 
classes and    is the distance between the expectations and 
the samples of each class. These two matrices are calculated 
by the formula: 

   
 

  
∑ ∑               

 
    

 
              (3) 

   
 

 
∑

 

  
∑                 

   

   
 
              (4) 

Where    is the total number of samples of the two sets of 
positive and negative samples,    is the center of class j,      
is the ith vector of class j, each    is a class. In this problem, 

we have 2 classes: positive class and negative class. Center    

of class j is calculated by the formula:     
 

  
∑    

  

   
. 

The LDA process is referred to as the optimal problem as 
follows: 

         
|     |

|     |
             (5) 

Matrix T is the optimal transformation matrix, which we 
need to find. When we obtain the optimal transformation T, 
we get the optimal weight of the Mahalanobis distance 
function:      T. 

According to the Fisher theory [11,12], the optimization 
problem (5) is equivalent to maximizing the total expected 

distance of different classes (  ̂ ) and minimizing the total 
expected distance in the same class (  ) [10]. To find the 
solution to the problem (5), we propose to apply algorithm 1.1 
below. This algorithm is also used to solve for previous 
studies on LDA [22]. 

D. Image Retrieval Algorithm 

Algorithm 1.1, called ODLDA (Image Retrieval using the 
optimal distance and linear discriminant analysis) describes an 
effective image retrieval algorithm based on the optimal 
distance and linear discriminant analysis. 

Algorithm 1.1. ODLDA 

Input: 

Image set: DB 

Initialization query image: Q 

Returned image number for each iteration: N 

Output:  

Result set: R 

1. S IRL<DB,M>; 

2. Sq IRL<Q,M>; 

3. ResultInitial(Q)Retrieval Initial (      )  

4. RResultInitial(Q); 

5. Repeat 

5.1.                 
        

  )Feedback     ; 

relevant feedback 

5.2.                      
        

 ); Find the optimal 

transformation T 

5.3.       ; The optimal weight of the 
Mahalanobis distance function 

5.4.  Ranking         ; Rerank the set of images 
according to the Mahalanobis distance function with the 
optimal weight 

until (User stops responding); 

6. Return R; 
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The ODLDA algorithm is implemented as follows: Each 
image in the DB image set is represented by a feature vector in 
multidimensional feature space (Step 1). When the user 
introduces an image of the initialization query Q, the 
algorithm represents the query image into a feature vector Sq 
(Step 2). The initialization query is performed in Step 3 by 

ResultInitial(Q)RetrievalInitial (      ) , where Sq is the 

representation of the query image, S is the representation set 
of the database image set and N is the number of images to be 
retrieved in set S after each iteration. The retrieval result with 
the initialization query ResultInitial(Q) is assigned to R (Step 4). 

On the ResultInitial(Q) set returned by the initialization 
query, the user responds through the function Feedback    to 
get the feature set          and the label set        
{      

        
 } (Step 5.1). The user’s feedback, including the 

relevant and irrelevant feedback set, is then fed into LDA 
(Step 5.2) to find projection A. Finding the projection A is 
done by solving the optimization problem (5). The results of 
this projection matrix were included to construct the optimal 
weight matrix to improve the weight of the Mahalanobis 
distance function (Step 5.3). At this point, we obtain the 
following improved Mahalanobis distance function: 

  (     )  ‖     ‖ 
 √       

          

The retrieval process reclassifies the entire image set in the 
image database by the function Ranking        N, and takes 
N images as the result set returned to the user (Step 5.4). 

IV. EXPERIMENTAL RESULTS 

A. Experimental Environment 

1) Image Dataset COREL: The image set that we used for 

our experiment is Corel Photo Gallery with 10800 images Fig. 

3. Some of the topics for this set
1
 include bonsai, castle, cloud, 

autumn, aviation, dog, primate, ship, stalactite, fire, tiger, 

elephant, iceberg, train, waterfall, Each image in this set 

contains a prominent foreground object. Each topic consists of 

about 100 images. The size of the images is 120 * 80 or 80 * 

120. 

2) Ground truth for evaluating the precision of the CBIR: 

Ground truth set is used to evaluate the precision of the CBIR 

system, i.e., the relevant or irrelevant images identified under 

this set. Accordingly, the image retrieval system considers the 

images that are related to the query image as images with the 

same subject. This set consists of 3 columns (titled: Query 

Image ID, Image ID, and Relation) and consists of 1,981,320 

rows. 

3) Image Dataset SIMPLIcity: To demonstrate the 

performance of the proposed method, in addition to 

experimenting on Image Dataset COREL, we also conducted 

experiments on Dataset SIMPLIcity. This is a small data set 

with a thousand images and 10 categories. Each image in this 

set is 256×384 or 384×256. Some samples in this image 

database are shown in Fig. 4. We represent each image by two 

                                                           
1 https://sites.google.com/site/dctresearch/Home/content-based-image-

retrieval (Download lúc 6:32 AM ngày 25/12/2016) 

features, that is, color and edge features. The color feature is 

represented by the color structure descriptors with a 128-

dimensional vector, while the edge feature is the edge 

histogram descriptors with the 150-dimensional vector. A 

vector of 278 dimensions, composed of two color and edge 

features, represents an image. The precision of the Baseline 

method is calculated based on the Euclidean distance between 

the 278-dimensional feature vector of the query image and the 

images in the database. 

 

Fig. 3. Some Samples in the Corel Photo Gallery. 

 

Fig. 4. Some Samples in the Image Dataset SIMPLIcity. 

https://sites.google.com/site/dctresearch/Home/content-based-image-retrieval
https://sites.google.com/site/dctresearch/Home/content-based-image-retrieval
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B. Execute Query and Evaluation 

In the experiment, the proposed method is compared with 
five image lookup methods using different distance metrics: 
(1) Euclidean; (2) improved Euclidean: weighted Euclidean 
metric of each feature dimension; (3) Xing: improved 
Euclidean distance function and weight matrix, which is the 
solution of the convex optimization problem; (4) RCA: the 
RCA distance metric improved from the Mahalanobis distance 
[8]; and (5) MCML: MCML distance metric is improved from 
Mahalanobis distance whose weight set is the result of data 
transformation with label constraints. In the experiment, our 
proposed method (ODLDA) performs retrieval on the deep 
feature set combined with the optimal Mahalanobis distance 
function. Results were obtained over three scopes of 50, 100, 
and 150. Note that the value of each scope is the top of the 
images returned by each retrieval loop. The reason we take 
these three scopes is that users often don't have the patience to 
choose more than 150 responses. 

The average precision of the methods is shown in Table I. 
In this table, we find that the method using the original 
Euclidean metric has the lowest precision. The three methods, 
including Xing, RCA, and MCML, have similar precision. 
Our proposed method has the highest precision. 

The average precision-scope curves of the Improved 
Euclidean, Xing’s distance, RCA, MCML and ODLDA are 
shown in Fig. 5. These are the precision values of the top 50, 
100, and 150 images after the first two iterations of feedback. 
In addition, in Fig. 5, we also draw the Baseline's precision for 
comparison purposes. According to these results, our proposed 
method outperforms better than the remaining methods. Thus, 
on two benchmark data sets, the precision of our proposed 
method is higher than that of the Improved Euclidean, Xing’s 
distance, RCA, MCML and ODLDA methods. This reinforces 
that the idea of the proposed method is very effective. 

TABLE I. COMPARISON OF AVERAGE PRECISION OF METHODS IN THE 50, 
100, AND 150 SCOPES ON THE COREL DATASET 

Method 
Average precision by scopes 

50 100 150 

Euclidean 0.2887 0.3065 0.3199 

Improved Euclidean 0.3135 0.42658 0.4846 

Xing 0.3324 0.47658 0.5125 

RCA 0.3424 0.48058 0.5015 

MCML 0.3328 0.47958 0.4925 

ODLDA 0.4836 0.5065 0.5199 

 

Fig. 5. Comparison of Average Precision of Methods in the 50, 100, and 150 

Scopes on the SIMPLIcity Dataset. 

V. CONCLUSION 

This paper presents the ODLDA method, an effective 
image retrieval technique for improving the performance of 
multipoint image retrieval systems. ODLDA effectively 
exploits the user's information through the relevant and 
irrelevant sample set, which performs learning an optimal 
projection to separate irrelevant images and narrow the 
distance of related images. The proposed method finds the 
optimal weight matrix of the Mahalanobis distance function 
and uses this improved distance function to rank the entire 
database image set and return the result set to the user. 
Experimental results on two databases have proven that 
ODLDA provides much greater precision than the Euclidean, 
improved Euclidean, RCA, and OASIS methods. 
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Abstract—Data analysis has become a challenge in recent 

years as the volume of data generated has become difficult to 

manage, therefore more hardware and software resources are 

needed to store and process this huge amount of data. Apache 

Hadoop is a free framework, widely used thanks to the Hadoop 

Distributed Files System (HDFS) and its ability to relate to other 

data processing and analysis components such as MapReduce for 

processing data, Spark - in-memory Data Processing, Apache 

Drill - SQL on Hadoop, and many other. In this paper, we 

analyze the Hadoop framework implementation making a 

comparative study between Single-node and Multi-node cluster 

on Hadoop. We will explain in detail the two layers at the base of 

the Hadoop architecture: HDFS Layer with its deamons 

NameNode, Secondary NameNode, DataNodes and MapReuce 

Layer with JobTrackers, TaskTrackers daemons. This work is 

part of a complex one aiming to perform data processing in Data 

Lake structures. 

Keywords—Hadoop; HDFS; single-node cluster; multi-node 

cluster; namenode; secondary namenode; datanodes; jobtracker; 

tasktrackers 

I. INTRODUCTION 

Before the term Big Data, appeared about 15 years ago, 
there were few possibilities to process terabytes of data sets or 
higher. Once data generation capacity has increased, needs to 
store and process this data appeared. The large volume of data 
has brought with it the need for significant changes in the 
architecture of storage and processing systems. Over the years, 
several hardware high-end solutions have been found and 
implemented, which were smart but very expensive. 

Starting from 2003, Google developed a new technology 
having two main components: Google File System (GFS) [1] 
and MapReduce [2]. 

Google created a platform on which multiple data 
management applications could be implemented. At the same 
time, Doug Cutting had begun working on a new open-source 
implementation based on the ideas suggested by Google, so 
Hadoop was born. [3]. 

Hadoop is a distributed processing software framework 
that can process both small and large volumes of data across 
clusters of computers. However, it is recommended for large 
data sets, because it is able to scale-up from a single server to 
hundreds. 

Over time, Hadoop has consolidated its position through 
some advantages, such as: 

 All data are accessible, therefore is no need to 
archive/clean data before storage because Hadoop 
allows increasing storage space without limits. 

 Is a scalable architecture that allows the addition of new 
clusters/servers to the original architecture without 
limits. There is no need to upgrade the server but you 
can simply add new clusters to increase storage 
capacity. 

 Is a robust and easy-to-use architecture that can be 
easily configured by modifying the config file which is 
usually an excel file. 

Hadoop is based on the Hadoop Distributed File System 
(HDFS) that allows data to be distributed to multiple nodes. 
Thus, data are read in parallel and the time required for this 
operation is substantially reduced. Another important specific 
feature of Hadoop is that it is based on the "write once and 
read many times" technology. Even if the writing process will 
take longer, the reading process makes an important 
contribution to reduce the read/analyze data time. 

In the following, we will analyze Hadoop architecture and 
we will compare its two ways of implementing: Single-node 
cluster and Multi-node cluster. This work is structured as 
follows. After the brief introduction discussed in Section I, 
Section II addresses some related works, and Section III 
presents the Hadoop architecture. Section IV outlines the two 
ways of setting up Hadoop and are highlighted the differences 
between them. Section V is intended for final conclusions. 

II. RELATED WORKS 

According to the latest research in the field on Hadoop, it 
can be said that this is a robust and easy-to-use architecture, it 
can be easily configured by modifying the config file. It is also 
a scalable architecture that allows new clusters/servers to be 
added to the original architecture without the need for further 
upgrades. 

In [4] the authors present the Hadoop Single-node cluster 
installation and setup, and also the required software used in 
their exemplification. They implemented their cluster on 
Hadoop Version 2.7.2 using Jdk- 1.7 as java version. 
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Based on the definitions found in specialty articles, HDFS 
and MapReduce is a scalable and error-tolerant model that 
hides all complexities for Big Data analysis. Thus, in Article 
[5] Hadoop and its components, which include MapReduce 
and HDFS, are discussed in detail. 

The paper [6] presents a methodology based on the 
reference analysis to guide the implementation of the Hadoop 
cluster. The authors analyzed local and cloud architectures 
using centralized and geographically distributed servers. The 
results of the research done by the authors show that the 
methodology can be applied dynamically based on different 
architectures. At the same time, the authors state that the 
acquired knowledge can be used to improve the data analysis 
process by understanding Hadoop architecture. 

In [7] the authors give a brief description of the Hadoop 
ecosystem and several components like Pig, Hive, Mahout, 
Qooop, Hbase, Flume. The authors also implemented a 
Hadoop-based platform for the analysis of collected tweets. 
The obtained results are then transferred to graphic charts. 

III. HADOOP ARCHITECTURE 

Hadoop is based on master/slaves architecture. Thus, in 
such architecture, there is a master and more slaves, where the 
master manages all Hadoop activities by hosting the 
NameNode and the JobTracker/MapReduce, and the slaves are 
intended to store the data hosting the DataNodes/HDFS and 
the TaskTracker/MapReduce. 

The following components are parts of Hadoop: 

1) HDFS layer: Storage layer based on a master/slave 

architecture. 

a) NameNode (master daemon). 

b) Secondary NameNode. 

c) DataNodes (slave daemon). 

2) MapReduce layer: Data processing layer-based also on 

a master/slave architecture. 

a) JobTrackers (master daemon). 

b) TaskTrackers (slave daemon). 

HDFS and MapReduce is a scalable and fault-tolerant 
model that manages all complex processes of BigData 
analytics. Hadoop distributed file system - HDFS is a Java-
based distributed file system that allows the storage of a large 
volume of data across multiple nodes in a Hadoop cluster. 
Using HDFS provides multiple benefits such as distributed 
storage, distributed and parallel computation and horizontal 
scalability. On the other hand, MapReduce is a programming 
framework that allows performing distributed and parallel 
processing on a large volume of data in a distributed 
environment. MapReduce framework uses JobTracker and 
TaskTracker to monitor and execute tasks. 

Fig. 1 shows the master/slave Hadoop architecture 
graphically representing the two essential components and 
their interconnections. 

NameNode stores system metadata and manages clients' 
requests. When data is stored in HDFS, the NameNode is the 
one that will keep all the storage information. NameNode is 
actually the master in the master/slaves architecture, which is 
why it is also called master-node. NameNode is the main node 
of the architecture, and if this node fails then the entire 
Hadoop system will fail. Physically the master node will need 
the best hardware resources because that's where all the 
metadata will be kept. 

Client

DATA STORAGE LAYER DATA PROCESSING LAYER

NameNode
Secondary 
NameNode

Job Tracker

DataNode

DataNode DataNodeTask Tracker Task Tracker

Task Tracker Task Tracker

MASTER LEVEL
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Map Reduce Map Reduce

Map Reduce Map Reduce
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HDFS Map Reduce

Data 
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Fig. 1. Hadoop Master/Slave Architecture. 
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Metadata are data sets that have crucial information about 
system files: lists of files and folders in HDFS, lists of blocks 
and where they are stored, information about data permissions 
(read, write, run), access times, etc. 

There are two different types of metadata: FSimages and 
EditLogs. EditLogs hosts all logs generated by the master 
node throughout its operation. Any actions and changes that 
occur in HDFS will be saved in this EditLogs. FSimage are 
metadata that will be saved in the RAM of the master node 
and hosts the image of the system files. 

Let's assume that the master node has failed, so we need to 
restart the entire system. When restarting, the master node 
must reload the image from FSimage and upload all data 
saved in EditLogs. The larger the log files is, the longer the 
restart time will be, it can last even tens of minutes, which is 
not the desired time to wait for a restart. To faster this restart 
procedure, a second master node named Secondary 
NameNode has been created, which does nothing but query 
the logs in EditLogs and update FSimage with the new data. 
Thus, if the master node fails, it will access the updated 
FSimage files, reducing the restart time. It is very important 
not to confuse the function of the Secondary NameNode as a 
true copy of the NameNode. The Secondary NameNode 
serves only to update the FSimage in order to reduce the 
restart time of the main master node in case of a failure. In 
other words, Secondary NameNode is used to create restart 
points of the main master node. 

In Hadoop, the data are stored in blocks, and these blocks 
are saved in DataNodes also called SlaveNodes. These 
DataNodes send information signals once every 3 seconds to 
the master node, so NameNode can be seen as the heart of the 
entire system that pulsates and receives information 
continuously. These signals constantly sent, inform the master 
node that the data is ready at any time to be accessed. All 
system operations that take place on a DataNode will be 
constantly sent to the master node. 

As we already saw, within Hadoop the data is stored in 
HDFS files, and the data is broken into individual blocks. The 
standard size of a block in Hadoop is 128Mb, but this size can 
be easily changed from the config file. Therefore, every file 
that is sent to DataNodes, will be saved in individual blocks of 
128Mb. If, for example, there is a 130Mb file that needs to be 
saved, then it will occupy 128Mb in one block and in another 
block only 2Mb. This is how data are stored in blocks at the 
level of HDFS files in Hadoop. The number of blocks is given 
by the file size divided by the size of the data block. One of 
the main features of HDFS is that, once data blocks are stored 
in DataNodes, they will be automatically replicated in 
different DataNodes to provide fault tolerance. The replication 
number, in general, should be set up to 3 in the config file. 

JobTracker runs on master node level and keeps track of 
all tasks that are serving DataNodes, known as TaskTrackers. 
Within this one master and multiple slaves architecture, we 
will have a single JobTracker and several TaskTrackers. 
JobTracker is an essential daemon for MapReduce and his job 
consists in receiving client requests for MapReduce, 
communicate with the NameNode to determine the location of 
the data, finds the best TaskTracker nodes to execute tasks 
based on the data locality and node availability, monitors the 
TaskTrackers independently, inform the client about the job 
status. When JobTracker is down, HDFS will continue to 
work, but MapReduce cannot be started because of the 
MapReduce jobs that are halted. 

TaskTrackers are designed to keep track of all actions that 
are running on DataNodes, sending the information back to 
JobTracker. TaskTrackers will be assigned by JobTracker to 
execute Mapper and Reducer tasks on all DataNodes (Fig. 2). 
TaskTracker will constantly inform the JobTracker about the 
progress of the tasks in execution. When a TaskTracker no 
longer responds, then JobTracker has the ability to assign the 
task performed by the faulty TaskTracker to another node. 

 

Fig. 2. Single-Node Cluster Daemons. 
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IV. HADOOP: SINGLE-NODE VERSUS MULTI-NODE 

CLUSTER 

There are two ways to setup a Hadoop architecture: 
Single-node cluster and Multi-node cluster. In the following, 
we will perform a comparative study between these two 
approaches. 

For the practical implementation, we used a PC with 
Ubuntu Desktop 20.04.1 LTS operating system on which we 
installed Hadoop 3.30. We used VMware Workstation 16 Pro 
to create virtual machines on which we installed an older 
version of Centos - Centos-6.3 which is known as a very 
stable version for this purpose. The purpose of this work is not 
to explain how to setup and configure, which can be found in 
[8], [9], but is intended to exemplify the two methods of 
implementing Hadoop, and to highlight the differences 
between them. 

A. Single-Node Cluster 

Single-node cluster is a method of implementing and 
setting all daemons on a single virtual machine. This setup 
method is generally used for the study and the test phase, or in 
environments with fewer data, but in this case, maybe Hadoop 
is not the most recommended technology to store data. If the 
volume of data is not large enough then you can hardly notice 
the main advantages of Hadoop from the first place. After 
installing, configuring, and starting ssh processes of a Single-

node cluster, launching the jps command, which is a java 
virtual machine process status tool, we can see the status of all 
Hadoop daemons like NameNode, Secondary NameNode, 
JobTracker, TaskTracker, DataNodes that are currently 
running on the machine. As we can see in Fig. 2, they all run 
on the same virtual machine that we name vmdatalake1. 

B. Multi-Node Cluster 

Setting Hadoop in Multi-node cluster involves the use of 
more than one virtual machine VM. Each data node runs 
basically on a different VM. This type of configuration is used 
in organizations to analyze BigData. In the real environment 
when you are dealing with petabytes of data, this data must be 
distributed in hundreds of machines to be processed in real-
time. Next, we can see the implementation of a Multi-node 
cluster using the same system environment as in Single-node 
cluster. We configured six virtual machines (Fig. 2) by 
cloning the VM from the Single-Node cluster, each of which 
we set it up after for specific purposes. 

By running the same java jps command on each VM you 
can see which daemons are running on each dedicated VM, 
where NN corresponds to the VM dedicated to the 
NameNode, JT to JobTracker, SNN to Secondary NameNode, 
DNn to DataNodes: DN1, DN2, DN3. Fig. 3 is a capture 
launched from another computer connected to the same LAN 
over the MobaXterm app by using Write commands on all 
terminals. 

 

Fig. 3. Multi-Node Cluster Daemons. 
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By running the command: hadoop dfsadmin -report [10] 
under the NameNode as the HDFS superuser hduser in our 
case, it can be checked if everything is working well. This is 
one of the first commands that it should be learned as a 
Hadoop admin, it is one of the commands used frequently to 
obtain a full report about your data nodes. 

Fig. 4 is a report capture over the VMs configured above 
and we can see: what is the cluster capacity, how much DFS is 
used and how much is remaining in every single machine, 
what is the entire cluster capacity, what are the corrupted 
blocks. 

Table I shows a comparison between Hadoop Single-node 
cluster and Multi-node cluster. 

 

Fig. 4. Hadoop Multi-node Cluster Report. 

TABLE I. SINGLE-NODE CLUSTER VERSUS MULTI-NODE CLUSTER 

Single-node cluster Multi-node cluster 

Hadoop is installed on a single machine or data node. 
Hadoop is installed on multiple data nodes runging from a few to hundreds 

of nodes on a LAN network. 

All Hadoop daemons NameNode, DataNode, Secondary NameNode, JobTracker, 

TaskTracker runs on one single machine. 

In distributed mode, NameNode, DataNode, Secondary NameNode, 

JobTracker, TaskTracker run on different machines. 

The replication factor is one in the Single-node cluster. 
In Multi-node cluster the replication factor will be greater than one and it 

should be installed in more than one machine. 

Predominantly used in the testing and study phases. It is used also in basic tests. Used within BigData-type high-volume organizations. 

Used to run simple MapReduce processes and HDFS operations. Used for complex computational requirements such as BigData analytics. 
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V. CONCLUSIONS 

Organizations around the world have found in Hadoop a 
simple and highly efficient model that works well in the 
distributed environment, Hadoop becoming more and more 
used. Applications running on Hadoop clusters are always 
improved and constantly evolving to meet all market 
requirements. 

In this article we presented a brief description of the 
Apache Hadoop framework along with its main components, 
highlighting the major advantages that this BigData storage 
and analysis system brings. The research is concluded by 
presenting the two ways of the practical configuration of the 
Single-node cluster and Multi-node cluster in Hadoop and by 
a comparison of these implementations carried out in practice 
using Hadoop 3.0. This work is the initial step of a complex 
project that aims to contribute to data processing in Data Lake 
structures. 
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Abstract—Digital technologies have influenced how teachers
conduct the daily practice, and students learn in classrooms.
In addition, technology is increasingly being deployed in the
classroom environment via a combination of kinesthetics’, visual’s
and auditory approaches. This paper aims to investigate teachers’
and students’ attitude towards using technology in nutritional
education. Then, it discusses the impact of online games to
enhance nutritional education of students. After that it will
discuss the implication and findings of applying learning games
to the curriculum from both teachers and students perspectives.
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I. INTRODUCTION

During the recent years, the education landscape has
transformed drastically. Accordingly, digital technologies have
entirely revolutionised the manner in which teachers instruct,
and students learn in the classrooms [1]. The copying of
sentences on the blackboards and the habitual use of text-
books are no longer the only approaches utilised in ensuring
learners are engaged. Currently, the world is highly dependent
on technology every day. Technology is increasingly being
deployed in the classroom environment via a combination of
kinaesthetic, visual, and auditory approaches [2].

knowledge in an exciting and interactive manner [3].
For instance, the usage of whiteboards or classroom clickers
enables educators to vary their teaching techniques while
reinforcing the learning materials.

Technological devices have enhanced cooperation and com-
munication within and beyond the classroom environment.
McKnight et al. [4] note that learners can share an opin-
ion on various learning social networks, develop multimedia
presentations, undertake research and surveys, attend webinar
sessions, or even take part in live discussions with other
learners positioned in different geographical areas [5].

Nutrition-associated health conditions like hypertension,
obesity, and diabetes that are prevalent from children to adults,
are increasing the importance of nutrition education [6]. The
outcome of such conditions involves physical discomfort, low
self-esteem, negative impact on the overall social health, poor
physical health, increased healthcare costs, poor academic
outcomes, and a higher likelihood of poor health during
adulthood. Thus, there have been calls to employ various
prevention strategies, including deploying nutrition education
among children and adolescents [7]. Habits like eating are

shaped at a young stage in life and schools provide an
environment that assist in shaping what people eat and creating
awareness of its importance, leading to proper growth and
development of students [8].

Researchers such as Adams et al. [9] assert that schools are
believed to be the most effective environment for preventative
nutrition studies. Also, they argue that nutrition education
curricula offered in learning institutions have positive implica-
tions, including behavioural and psychosocial effects as well as
physiological impact. In addition, various stakeholders guided
by evidence-based research, are advocating for comprehensive
nutrition and public health education throughout the learning
process [10]. In nutrition education, technologies are being
utilised, McEvoy et al. [11] revealed that teachers use hands-
on activities from moderate to a high degree in educating
students about nutritional concepts. In another study, students
and educators reported that computer applications could be
beneficial in nutrition education [12].

An investigation made by Yang et al. [13] concerning the
importance of technology in nutrition education revealed that
the use of technologies in learning at schools are increased
such as using such as video, the internet, and computer-assisted
programs. Teachers argued that technology improves discus-
sion, collaborative learning, as well as simulations, practices,
and role-playing, thus enhancing the learning process and
experience [14].

A positive attitude towards technology is broadly recog-
nised as an essential prerequisite for its effective deployment
in learning. On the other hand, Rosi et al. [12] demonstrated
that a negative attitude could be a detriment to the utili-
sation of Information Communication Technology (ICT) in
schools. Attitudes toward ICT among learners and teachers
are influenced by a number of factors such as level of
technological capability, support, encouragement, confidence,
availability, training, and policy [11]. Strasburger [14] notes
that nutrition educators and learners are prepared to integrate
technology into their classrooms effectively. Rosi et al. [12]
claim that the educators’ capability and choice to incorporate
technology into their teaching is motivated by several factors.
For instance, some educationalists may lack adequate technical
abilities for interfacing with technological platforms. Others
have been reported to lack technological self-efficiency or
integration self-efficiency [14]. In some cases, technical as
well as administrative support has been reported to be missing,
making it challenging for teachers to obtain finance in order
to attend training courses [13].
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Accordingly, this paper aims to examine the students’ and
teachers’ attitudes towards utilising technology in nutrition
education in primary schools.

This paper organised as follows. Section II gives an over
view of the features that involved to develop learning enhance
education. Section III serves the research literature review to
present the impact of using online games to develop students
awareness of nutritional concepts, then Section IV explains
the research methodology. Then, Section V discusses the
research results and analyses the teachers and students attitudes
towards the technology. Finally, Section VI is discussing the
research finding, and Section VII concludes explaining the
need of developing online games in the purpose of enhancing
nutritional learning.

II. BACKGROUND

This section serves as a background and a general view
of the features that involved to develop learning enhance
education.

Deaths throughout the world could result in by Chronic
nutrition related conditions, hunger, and malnutrition [15].
Recently, there is a reduction in engagement in physical
activities among adolescents and children. Moreover, their
eating habits have transformed from traditional food to snacks
that are highly unhealthy. According to Vidgen [16], nutri-
tion has a close correlation with mental and physical health.
Previous studies concerning the role of school education in
shaping healthy eating choices and behaviours among learners
have shown positive outcomes. Thus, a nutrition education
which models healthy eating lifestyles for students and adopts
nutrition programs based on the specific needs of the learners
is vital [17].

A. Significance of the Study

Deploying technology in learning environments, including
digital tools like hand-held devices and computers, instils an
exceptional experience in both learning and teaching. Tech-
nology expands learning materials and course contributions,
enhancing 24/7 learning by increasing engagement and moti-
vation while accelerating learning [4]. Furthermore, technology
ushers in a novel model of interaction between learners and
teachers, boosting the delivery of professional content and
resources that assist in personalising learning or customising
it. To utilise such benefits for nutrition education and develop
a multidimensional technological curriculum, it is vital to
comprehend the learners’ and teachers‘ attitudes towards using
technology [3]. The outcome of the study will provide insight
into the futuristic development of ICT in nutrition education
and professional development interventions by scholars and
policymakers of the discipline. As new technologies emerge in
the educational field, comprehending the perceptions of tech-
nology is essential. Furthermore, this research will be valuable
for scholars intending to undertake further investigations in
relevant fields. It offers insights that will guide researchers
adding to the pool of studies concerning the integration of
technology in education.

III. LITERATURE REVIEW

The aim of this study is to answer main question of the
research: “What is the impact of using online learning games
to develop student’s awareness of nutritional concepts?” In
this paper, past studies concerning the use and impact of
technology in teaching and learning, as well as the use of
technology in nutrition education will be examined. Thereafter,
attitudes towards the deployment of technology in education
will be assessed. Furthermore, the section will explore the
challenges of using ICT in learning. At the end, games in
education will be explored, followed by reviewing games for
nutrition.

A. The Use and Impact of Technology

1) Technology in Learning: To provide a context for ex-
ploring the attitudes towards the use of technology in edu-
cation, it is vital to define what constitutes technology. The
use of technology in learning and teaching processes, the
terminology describing such technology is expanding [18]. The
concept is loosely employed to define the various applications
of computers and their integration into learning. Technology
for education include computer-assisted programs, web-based
learning, computer-based education, distance learning, and
multimedia [18]. Learning and teaching via technology can
be defined as using electronic tools in delivering information
and facilitating the acquisition of knowledge or skills. The
technologies integrate presentation techniques (the manner in
which information is delivered to the students such as video,
interactive TV, audio, or multimedia) and delivery techniques
(the way information is taught to learners). Additionally, it
entails how learners search for knowledge and share it with
peers [19].

Despite the different kinds of technology utilised in educa-
tion, it is commonly agreed that they intend to foster flexibility
by offering various learning approaches through electronic
devices [18]. While studies concentrate on computer-assisted
technologies, there are numerous learning and teaching tech-
nologies that are not supported by computers [20]. These
teaching technologies include visual documentary show, televi-
sion, DVD/VCR, overhead projectors, sound systems, models,
and tape recordings [21]. In this study, technology will be
utilised to refer to various kinds of equipment for teaching and
learning. The technologies include computer-based, software,
web-based learning, and hardware [18]. Mayer [22] observed
that the learning process is improved when pictures and words
are integrated to offer an interactive experience to the learners
which grasps their attention. Accordingly, learners taught using
multimedia applications found it much better than those taught
with the conventional method. Su [23] analysed the impact of
technology on the performance of students in science subjects
with the assistance of educational software. The outcome of
the study demonstrated that the application of technology
contributed positively to learning and affected the attitudes
towards learning science subjects. In the subsequent section,
a detailed exploration of literature is delivered concerning the
impact of technology on education.

2) Technology in Education: Literature concerning tech-
nology in education has witnessed a spirited debate among
scholars and theorists regarding the effectiveness of employing

www.ijacsa.thesai.org 60 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 2, 2021

technology to assist learners and teachers in education [24].
Generally, the majority of scholars and theorists have a percep-
tion that technology enhances learning when deployed in the
educational process. There are two groups with different out-
looks concerning the deployment of technology in education
[25]. Clark [26] argues against the view that technology use
can improve the teaching and learning process. Accordingly,
technology is just a way that can assist delivering instructions
but does not necessarily influence achievement of learners.
Technologies do not involve like the teachers role in learning
and teaching, but the instructional technique is the active factor
that catalyses learning [3].

Other researchers have similar views like [27]. For in-
stance, Jewitt [28] discovered that distance education that
deploys technological tools does not vary significantly from
the traditional approaches to teaching. Concerning distance
learning, the researchers made a case that conventional and
technologically-based strategies are both effective and they can
substitute each other depending on the situation. The authors
concluded that learners should not solely rely on distance
learning since it is costly as compared to the conventional
course learning. Furthermore, Nomass [29] argues that learning
or education is a process that involves a series of stimulus-
response linkages. Considering the different views concerning
the relationship between learning or teaching and technology,
the significant question among researchers is how technology
can enhance learning.

Kirkwood and Price [3] argue that there are appropriate
and inappropriate applications of technological resources in
the classroom. The appropriate application can effectively
facilitate learning while inappropriate usage can obstruct it. For
instance, a laptop can be used to research and view learning
materials or it can be employed by learners in wrong ways like
sharing pictures that are not classroom-related resulting in time
wastage. Therefore, technology should tap into the cognitive
process of learning [25]. Encoding achieved via visualisation
can be accomplished using technology. Part of the role of
the student is putting information into memory utilising some
visual cue, a mathematical instructor can employ a computer
to show 3D images of molecules [28]. Such visualisation is
richer and more detailed as compared to trying to draw 2D
images on the chalkboard; hence using technology simplifies
the learning and remembering process.

Nonetheless, technology is a double-edged sword, and
when the instructor does not employ it in the right manner
due to poor training in pedagogy, it can be less effective
[29]. Being aware when to deploy technology in the classroom
can significantly assist learners to comprehend materials [24].
Technological advances like simulations or expert systems
can offer experimental learning which cannot be achieved
using traditional textbook approaches. However, the learning
process does not simply change due to the use of technology.
Technology enables one to access more information quickly
and efficiently. The learners can use less time looking for
information and more time on making decisions. On the other
hand, the teachers can grasp the attention of learners easily
and instruct them using more than one approach that impacts
on more than one sense [29].

Currently, several benefits have been identified in utilising
digital learning and teaching approaches. Kelly et al. [24]

note that technology can enable learners aged between five
to eighteen years to access information and learn in an in-
teractive manner. One of the important benefits is raising the
accomplishments of students such as greater control over the
learning process, rapid acquisition of knowledge, and better
performance in tests and exams. Higgins et al. [30] offer a
summary of quasi-experiments concerning the role of tech-
nology in raising school accomplishments. Accordingly, there
is a positive correlation between technology and educational
outcomes. Hall [31] found a positive association between ICT
utilisation and achievement in a study undertaken in England
regarding design technology, maths, foreign languages, and
science. Papastergiou [32] demonstrated a connection between
high usage of ICT and improved performance in learning and
academic achievement. In another study undertaken in Taiwan
by Tamim [33] concerning the impacts of digital technologies
and resources on elementary students, 92% of the learners
exhibited a positive impact due to the use of computer-assisted
learning and teaching.

However, 8% showed negative impacts favouring the tradi-
tional approach. Studies have also examined how technology
impacts literacy levels among learners. For instance, Archer et
al. [34] carried out a meta-analysis to examine the outcomes
of prior studies that considered the effect of technology on
literacy and language learning [35] [36]. The study, overall,
revealed a relatively minimal but positive impact of the use
of technology on literacy. In addition, classrooms with small
numbers of learners tend to show a significant positive impact
as compared to classes with many learners. In a meta-analysis
conducted by [30], it was demonstrated that digital learning
and teaching enhance writing skills such as spelling or reading.
Hess [37] explored the effect of utilising e-books and e-readers
in the classroom environment amongst learners from the USA
aged between nine to ten. The outcome of the study indicated
that there was a significant variance in reading achievement for
the students who used e-readers with scores increasing for both
boys and girls. Thus, technology use seems to have varying
impacts on literacy levels. Lysenko and Abrami [38] examined
the deployment of two technological tools including online
gaming tools in relation in reading comprehension among
learners aged from six to eight years old. The results obtained
show a slight improvement in reading comprehension.

According to Jewitt [28], technology in science can be
used in taking pictures and presenting background information
regarding various aspects of learning. In this way, concepts
could be more accessible and easier to learn, as well as
facilitating project-based learning which is vital to the learners.
In another study, Hsu et al. [39] examined the impact of
incorporating self-explanation ideologies into technological
tools to facilitate the students’ conceptual learning regarding
light and shadow. The study entailed students from eight to
nine years old. Based on the results, while there was no
statistically significant variance in test scores of the control
and experimental groups, Hsu et al. [39] observed significant
variation in the retention scores, whereby retention involves
holding a learner in a given grade instead of moving with
other students to the next grade when he/she has not acquired
basic proficiency in learning. The experimental group using
technology performed better than the control group. Moreover,
in a study focusing on the use of technology-enhanced teaching
in chemistry by Guven and Sulun [40], a significant variation
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was found among the control and experimental group.

Higgins et al. [30] observed that technology could assist
secondary school students with relatively low literacy levels.
Investigations on knowledge and comprehension in social stud-
ies before and after utilising online dictionary and thesaurus
indicated that there was a significant improvement in knowl-
edge and understanding. Furthermore, Reed et al. [41] revealed
that technology could assist learners to catch up with others.
The Phonics programme (a technique utilised to teach children
reading and writing in English by mixing English sounds to
form words) enables digitally assisted students in improving
their spelling and reading. An investigation conducted by
Tamim et al. [42] using several studies revealed that word
processing could positively impact the writing skills among
weaker students.

3) Use of Technology in Nutrition Education: The impor-
tance of appropriate diet is similar for adolescents, children,
and adults. Nutrition education is perceived as an effective tool
that can be provided to people using various approaches at the
individual, policy, and community levels [43]. Samieipour et
al. [44] defined nutrition education as a combination of various
educational approaches intended to facilitate or encourage
learners to make healthy choices and nutritional behaviours.
Consequently, nutrition education can result in improvements
in the health and welfare of students. The school-based
nutritional knowledge delivery and acquisition is known to
be an effective approach in ensuring a positive nutritional
attitude and right habits. Hence, policymakers have attempted
to include health promotion educational strategies in education
to enhance self-efficiency and alter the behaviours of families
and learners. Also, they note that nutritional programs can
only be effective when guidance is established based on the
attitudes, performance, and knowledge. Kupolati et al. [45]
examined the impact of teachers’ perception on the school
nutrition education and how it influences eating behaviours
of students in the Bronkhorstspruit District schools located in
South Africa. Results obtained demonstrated that the support
for nutrition education among schools was limited undermin-
ing the ability of schools to influence healthy eating habits
among learners. Thus, there is a need to enhance the educators’
capability to model a positive eating habit. Also, they revealed
that learners were not entirely unaware of healthy eating, but
they had limited ability to influence behavioural changes due to
the resource-constrained settings. Furthermore, they argue that
to encourage healthy eating habits, it is vital that unhealthy
choices of food are discouraged, especially from the food
vendors; peer influences should also be avoided.

Previous studies have established the importance of atti-
tude and teachers’ role in encouraging healthy eating among
students. The teachers’ responsibilities include adopting nu-
tritional curriculum and modelling healthy choices [46] [47].
However, little is understood concerning the teachers’ attitudes
to various aspects regarding nutritional eating. Ercan [48] con-
siders nutrition education as a scientific unit due to the rising
obesity in the modern world. Accordingly, healthy nutrition is
a vital condition for a healthy life because unhealthy eating
habits result in some disease.

According to Cooper et al. [49], the right nutrition is
significant to cognitive functioning in adolescence and children
attending schools. The authors showed the effects that consum-

ing a healthy breakfast had on the level of student’s concen-
tration at school. Cooper et al. [49] compared the performance
of learners who did not have breakfast with the learners who
ate breakfast. O’Dea and Abraham [50] examined the level of
knowledge, attitudes, and beliefs that the physical education
and home economics tutors had towards eating disorders and
obesity problems. The intent of O’Dea and Abraham [50] was
to explore the extent to which teachers and students were
informed of their wellbeing. As a result, it was identified
that a positive attitude of teachers has positive implications
in assisting learners to adopt healthy eating habits. Generally,
these kinds of studies have different weaknesses since their
results were restricted due to the availability of literature that
increasingly focused on young children or adults as there
were no previous studies conducted by employing adolescent
subjects. Moreover, the study by Cooper et al. [49] was limited
by a small sample size that did not offer comprehensive results.
Sharma and Rani [51] studied the changes in knowledge of IT
professionals after nutrition education was delivered digitally
for a month. Thus, the study demonstrated that the provision of
nutrition knowledge via technology greatly aids in promoting
healthy dietary habits.

In addition, there are nutrition curriculums that are aligned
with units such as mathematics, social sciences, languages, and
arts. One example is the Dairy Council of California K-12 [52].
Each grade in the program possesses a specific curriculum
with ten lessons on nutrition. The lessons are made using a
behavioural change mechanism that encourages students to eat
healthy. Through this program, children can exercise long-term
health related skills such as setting a goal, making decisions,
and analysing effects. The plans are fun and simple to use, as
well as effective for the education of students in general. These
are important in the development of the child, cognitively and
physically too. Most of the foods and nutrition programs are
designed for the students in school. Nutrition educators must
be informed and take part in discussions concerning access
to information technology. Due its growing importance, in
developing countries, there are trends appearing in technology
that can support education about nutrition to students [52].
Such technology can be effectively utilised in both nutritional
education and other aspects of teaching.

B. Attitudes Towards the use of Technology

Baturay et al. [53] define attitudes as inclinations, bias,
fear, convictions, feelings, preconceived notions, prejudices,
and ideas concerning a given matter. In psychology, attitude
entails a psychological construct, as well as an emotional and
mental entity that inheres within an individual and charac-
terises him/her. Moreover, it is organised by experience and
exerts dynamic and directive influence on a person’s response
to objects or situations. In the context of this research, attitude
represents the conceptual value of various technologies in the
users’ mind but not the benefits of the technologies themselves.
The usage of technology in education seems to have led
to a conflict between individuals who have a negative and
positive attitude towards deploying ICT as a learning and
instructional tool [54]. Negative attitudes toward educational
technologies have been attributed to lack of confidence, in-
sufficient technical support, or lack of pedagogically driven
training concerning technology [16]. To comprehend attitudes
regarding ICT deployment in education, Condie and Munro
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(2007) argue that it is vital to understand concerns that are an
integral part of teachers and learners’ attitudes. According to
Awan [54], these concerns can be categorised as perceptions,
feelings, attitudes, and motivations that learners and teachers
experience while utilising technology.

Mumtaz [55] argues that before, during, and after the im-
plementation of a novel model, learners and teachers undergo
various psychological phases regarding their concerns towards
technology. Such concerns can be categorised into three phases
including concerns for the self, management and implementa-
tion concerns, and concerns about the effect of technology on
teachers and learners. That is to say, educational technologies
should have a goal of assisting individuals to become more
independent by defining the targeted behaviour, functional
reinforcement, selecting self-management approach, teaching
the use of self-management technologies, and instilling in-
dependence. Awan [54] indicates that the present consensus
stipulates that a timely determination of the concerns can be
important too, in case a learning institution wants to ensure
prosperous implementation of technology.

Meerza and Beauchamp [56] examined the attitudes and
critical factors affecting the usage of ICT among undergradu-
ates in Kuwait universities. The study found that language,
ICT support, and type of institution impacted on the per-
ception towards technology. When the learners and teachers
have a positive attitude towards technology, it is likely to be
integrated effectively into the learning process. For instance,
Rhoda and Gerald [57] demonstrated that a positive attitude
is a prerequisite towards using technology in learning. Some
of the indicators of positive attitude include improving the
presentation, engaging, and making a lesson interesting. On
the contrary, some scholars have found that technology can
result in negative attitudes including making lessons less in-
teresting, the concepts taught becoming difficult to understand,
obstructing learning, and reducing motivation [58] [59] [60].

Balta and Duran [61] examined the attitudes of teachers
and learners towards the deployment of interactive whiteboards
in elementary as well as secondary school classrooms. The
findings from the study revealed that interactive whiteboards
are rated highly by learners and students. It was noted that as
the learners mature, their attitude towards the use of interactive
whiteboards as a technological tool for learning becomes
negative. Enayati et al. [62] investigated the attitude of teachers
towards the implementation of technology in education in
the City of Babol. The teachers increasingly believe that
technology has significant benefits and enhances efficacy and
effectiveness in education.

Dogruer et al. [63] examined the attitudes of primary school
teachers of English language towards utilising educational
technology by administering questionnaires. The study showed
that there was a positive attitude especially concerning the
impact technology has on knowledge acquisition and improv-
ing the achievement of students. Furthermore, a study by
[64] examining intern teachers’ attitudes towards technology
indicated that a positive attitude was found with no significant
gender differences. Moreover, the study revealed that there
are no considerable variations between the field of teach-
ing or subject. Kabadayi [65] undertook an exploration of
preschool teachers as well as part-time teachers to determine
their attitudes toward multimedia in learning. According to

the findings, 75 technologies. Similar findings have been
documented in Zanguyi’s [66] study examining educators’
attitudes toward the deployment of technology in learning. In
another recent study, Seraji et al. [67] examined the attitude
towards ICT usage amongst teachers originating from various
institutions in Mazandaran. The sample involved 62 female
and 38 male teachers, and the findings demonstrated that there
was a statistically significant correlation between the attitude
of teachers and their experience with technology. When the
teachers have a positive attitude, technology is perceived
positively. Moreover, Seraji et al. [67] discovered that there
was a statistical relationship between the teachers’ tenure and
age with their attitude towards ICT. That is, younger teachers
have a considerably more positive attitude towards the use of
technology as compared to older teachers.

Chow [68] indicates that age does not determine the
teacher’s attitude toward technology. However, the extent to
which an educator is comfortable and has comprehensive train-
ing on technology, directly affects educator’s perception to-
wards it. Thus, [68] highlights some of the challenges that may
make teachers have a bad attitude towards technology: lack of
comfort with ICT, the belief that technology does not assist
students to learn, lack of interest, inadequate training, and lack
of access to technology. A study by Albirini [69] examined
the attitude towards the use of ICT for both teachers and
learners. The investigation examined perception, performance,
and motivation as well as participation in ICT classrooms. The
study’s results revealed that there is no significant difference
in using modern technology in schools between the learners
and educators. Nonetheless, it was noted that online resources
help students in learning at their own speed. Moreover, ICT
resources motivate teachers and learners as they are interesting
and interactive, making teachers and learners value ICT as an
effective learning tool [70].

Al-Emran et al. [71] indicate that since the learners are
generally on task (use technology to learn and research),
they are likely to show positive feelings towards the use of
technology or computers as compared to doing their work
using conventional approaches. Furthermore, the quantity of
non-tasked oriented habits reduces considerably in computer
classroom sessions due to the use of multimedia tools for
spelling or reading. Hence, the use of digital video as a learning
tool can enhance on-task concentration. According to Hwang
and Chang [72], the use of modern technology cannot fully
replace conventional learning activities but easily complement
them. Baturay et al. [53] found that learners with low levels of
motivation as well as a feeling of uncertainty about learning
can demonstrate positive habits in the course of lessons that
utilise computers as compared to the traditional approaches.
Shroff et al. [73] revealed several positive perceptions and
attitudes among students due to the use of technology, in-
cluding enhanced class attendance rates, improved cooperation
among students in learning, and increased research of learning
materials outside the school. Additionally, there is increased
self-esteem and selfconfidence among learners with laptops.
Tseng et al. [74] found that learners are more motivated as
they find ICT more appealing, pleasant, and fun compared
to traditional approaches. Thus, the use of technology in
the classroom is increasingly viewed with a positive attitude
among most teachers and learners due to its interactive and
interesting experience.
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C. Challenges of Deploying Technology in Learning

According to Al-Fraihat et al. [75], there are several hurdles
to overcome when a learning institution wants to deploy
technology effectively. Awan [54] claims that studies about
the challenges or barriers to deploying technology in schools
indicate that attitude is a major issue. The fact that some
learners or teachers can resist change due to personal beliefs
has been examined as a challenge to implementing technology
in learning institutions. A school’s organisational structure can
cause resistance to successful integration of ICT. Condie and
Munro [76] present a framework that offers barriers that limit
the use of technology in schools, depicted in Fig. 1.

Fig. 1. Barriers to the Deployment of ICT, Source: (Condie and Munro [76].

Hwang and Chang [72] highlight the factors impacting
the perceived ease of technology use. The positive factors
include regular usage and experience in technology, confidence
in utilising technology, owning a computer, and training. The
detrimental factors include insufficient access to resources,
a challenge to use hardware/software, and lack of technical
support [77].

Lack of technological and computer skills is one of the
burdens of implementing and having a positive attitude towards
the use of technology [75]. Some teachers and students might
have basic computer training, technologies keep evolving
[75]. Hence, there is a need for regular pedagogical training
concerning emerging technologies for them to be updated on
recent developments in the field of ICT use in education.
Furthermore, training without continuous practice can have
minimal impact since people tend to forget. Thus, training is
considered a big challenge in deploying technology in learning.
At times, before introducing novel technologies, teachers do
not receive training regarding their use. Thus, they end up
trying to figure out how to use the technology themselves.
Osang et al. [78] note that offering training related to the
technological features is just one aspect of ensuring successful
implementation. The real training related challenge entails
training for changes to pedagogical approaches. Blinco et
al. [79] assert that technology implementation success rests
on the fundamental need that teachers, as well as learners,
possess sufficient technical skills to employ technological tools
effectively.

Al-Fraihat et al. [75] note that it is normal for all human
beings engaged in activities to experience fear of change and
resistance since people tend to be more comfortable in holding
to the old strategies and processes instead of adapting to
new ways. Moreover, the change from old practices to novel
ones can be challenging to any entity, be it an elementary

institution or higher learning institution [80]. The challenge is
attributable to the involvement of massive upfront capital, time,
planning, disruptions, downsizing, an increase of workforce, or
organisational changes [78].

There is also the fear of being rendered redundant by
technology. This is attributed to the fact that people believe
that technology minimises the value of teachers once adopted,
since they might be dispensed as technology takes up their
roles [81]. Hence, teachers might have a negative attitude that
can be detrimental towards adopting and using technology as
an instructional tool. Moreover, Sethi et al. [82] observed that
some institutions lack adequate facilities and resources that
have influenced the deployment of ICT in learning institutions.
An exploration by [77] indicate that some schools do not have
the basic office gadgets such as projectors, computers, binders,
printers, and other devices to facilitate the use of technology.
In a recent study, Tondeur et al. [80] indicate that it is appalling
that some learning institutions do not have access to internet
connections. Furthermore, with the spread of technologies
throughout the globe, internet security is becoming a major
challenge. Specifically, the internet has led to a bad reputation
due to fraud, resulting in a fear of electronic transactions.
For instance, students can easily outsource their assignments,
resulting in loss of trust in the ultimate achievement of learners
[77]. Regarding attitudes and beliefs playing a vital role in the
adoption of technology, Mayes et al. [83] created a two-phase
categorisation that identifies beliefs and attitudes to be the
second order challenges that hinder the learners and teachers
from utilising educational ICT. The first order challenges
involve the obstructions that are external to educators such
as infrastructure, training, resource allocation, support, and
other software/hardware challenges [82]. The second order
barriers are described as the challenges that are internal to the
teachers or learners including skillset and confidence that are
frequently overlooked [83]. While Osang et al. [78] argue that
the first order challenges are important, they suggest that the
second order challenges are likely to be more obstinate when
infrastructure and resource challenges are alleviated. Table I.
shows the first and second order challenges impacting the use
of technology.

TABLE I. FIRST AND SECOND-ORDER CHALLENGES [77]

First-order-Barriers
(INSTITUTIONAL)

Second-order-Barriers
(INSTITUTIONAL)

Extrinsic to the teacher Intrinsic to teachers (and possibly
subconscious or ‘private theories’)

Lack of access to technology B eliefs about teaching (and learn-
ing)

Insufficient time to plan for inte-
gration

Beliefs about computers and tech-
nology

Inadequate technical and admin-
istrative support

Beliefs about classroom practices
and routines

Lack of training (un) Willingness to embrace
change

D. Games in Education

Some of the instructional approaches that employ tech-
nology include group discussions, computer-enhanced learning
and lectures, or games. Anderson and Barnett [84] studied the
use of digital games among learners aged between twelve and
thirteen years in America. The study found that digital games
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enhanced the comprehension of electromagnetic concepts as
compared to students utilising traditional approaches to learn
similar concepts. A study by Albirini [69] noted that online
resources, as well as games, assist students in learning at their
own pace. Also, Condie and Monroe [76] reveal that digital
learning and teaching of science made it more interesting,
relevant, and authentic to the students.

Online educational games require learners to employ logic,
memory, critical thinking, and problem-solving as well as
discovery and visualisation [85]. Additionally, the use of
such games requires students to manipulate virtual objects
through electronic tools and learn complex elements being
modelled. Just like other technologies, online learning games
have been found to be effective in increasing motivation as
well as learners’ interest. Nonetheless, the extent to which
this translates into effective learning is not obvious [86]. This
is attributed to the lack of empirical data because of few
systematic investigations on online games and their cognitive
effects.

Researchers have attempted to determine the benefits of
online games in learning and why the learners find them
interesting. According to Young et al. [87], what makes an
online game more fun can be explained using psychology
and biological functioning of the body. Motivation originates
from sensory gratification, adrenaline, engaging environment,
roleplaying, taste, the element of fun, and personality. For that
reason, games generally motivate players with topics like a
survival strategy, building relationships, and roleplaying. Kapp
[88] argues that online games can manipulate the unchanged
variables based on simulations of natural systems. For instance,
in the game SimEarth, learners can observe the impacts of
altering the universal oxygen levels or increasing temperature.
Thus, the learners can view a perspective from a novel view-
point [89]. In the Hidden Agenda simulation, students can
assume the role of a president in America and learn about
sociology, culture, economics, or politics in the process. Young
et al. [87] indicate that games are vital in the mental and social
development of learners. In an exploration to establish the
games loved by learners in the teaching environment, a group
of twenty learners played commercial games (Duke Nukem
3D, Simple, Zork Nemsis and Red Alert) [90]. Findings
obtained demonstrate that learners prefer 3D adventure (Zork
Nemesis) as well as Strategy (Red Alert) games compared
with others. Learners ranked game aspects such as memory,
problem-solving, logic, and visualisation to be important [90].
These aspects are found in adventure games and are considered
essential in the learning process.

With many developers emerging, online game applications
are increasing. This has led to several debates concerning the
future of online gaming. Some believe it is hard to forecast the
future of gaming since significant technological changes are
occurring throughout the world, based on how rapidly technol-
ogy is developing [91]. Not with standing, online gaming will
benefit from the continued advancement of online technology.
Some researchers believe that the future of online gaming will
include an augmented reality as a standard experience whereby
players will be in the same room with their adversaries or will
be able to see the other players [92].

E. Games for Nutrition

The Institute of Digital Media and Child Development
Working Group on Games for Health [93] explored the use
of video games in nutrition and health education. According
to Taylor [94], games such as My Plate Match could help
students to learn about groups of foods and the necessity of
each group for healthy consumption. This game mainly targets
children aged five to eight years old. It is imperative useful
platform for students to gain information about eating habits
and a balanced diet. This game takes about 10 minutes and
can be used in places where there is internet connectivity. This
game application teaches the students to recognize foods that
do not fit into any food group, known as extras. Similarly,
Granic et al. [95] attribute the effectiveness of video games to
the ability of engage with other people who are playing them
compared to other media. Studies have found that more than
29% of video game players involve people who are eighteen
years or younger. The video games for health are created
on platforms that most players are very familiar with such
as personal computers, smartphones, game consoles, or web
browsers. Moreover, online game is called Mission Nutrition.
It has three main tasks; the first task involves critical thinking
where the child can determine the kind of foods that have a
lot of sugar [96].

The second objective is to look for a snack that provides
proteins and carbohydrates while the third task is to test
their knowledge about fruits. However, this game ends quickly
when learning becomes interesting. The player may search for
sugary foods which might promote poor nutrition for the child.
Online games are interactive, and it is the role of teachers
to proscribe non-interactive media that do not promote health
education. Children in schools should learn how to possess
cognitive and social skills in the technological world. The
main goal of the game is to not only choose the correct
answers but also learn about different foods and their effect
on the body [94]. Various video games are being created and
deployed across a wide array of medical issues, including
pain management, human immunodeficiency, cystic fibrosis,
and even obesity. Such games are developed for all ages. One
of the online games that was developed for use in education
was the Immune Attack which was created by the Federation
of American Scientists (FAS) [97]. The intent was to teach
complex immunology and biology subjects. In the game, a
teenager with a distinctive immunodeficiency needs to teach
their immune system how to function properly, failure to which
he/she risks losing his/her life. The human body acts as the
playing field while the immune cells fight viral and bacterial
infections with each level featuring a different infection [98].
Another game named Awesome Eats, which is supported by
Whole Kids Foundation [99]. The game starts with a chapter
that has a “Did You Know?” statement. It allows the students
to choose the foods that are not good for their body and those
that promote optimum health. After that, ratings are assigned
after each level and advances with excellent playing. It is an
interactive game for the students who play effectively under
a timed challenge. Furthermore, Ship to Shore is also a game
that allows students to make choices about the supply of food
[100]. It utilises nutrition as a vehicle to also integrate other
subjects such as arts, science, and mathematics.
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IV. METHODOLOGY

This study will answer the main question of the research:
“What is the impact of using online games to develop student’s
awareness of nutrition?” by exploring the following questions:

1) What is the impact of using online learning games to
develop students’ awareness of nutritional concepts?

2) What are the attitudes of learners and teachers to-
wards the use of online learning games in nutrition
education?

3) What are the perceived challenges by learners and
teachers towards using online games in nutrition
education?

The choice of a research method is an important element
because it determines the outcome of the research, how the
research questions will be answered, and what needs to be done
to ensure that right results have been achieved [101]. A good
research method makes it possible to collect sufficient data,
analyse it appropriately, and give the right output. Bryman
[102] explains that research methods are a way of explaining
the beliefs and philosophical understanding of the researcher,
and thus are in a position to provide a theoretical background
of the research. Therefore, this section will explain the research
paradigm and approach taken. Subsequently, methods used,
as well as the ontology and epistemology of the theoretical
framework of the researcher will be identified. Thereafter, the
participants and data collected will be described. The last
section will discuss the limitations.

A. Research Paradigm

The research paradigm comes from a Greek word that is
used to refer to a pattern [103]. The research paradigm was
developed to mean the way people think, and thus became
part of the methodological approaches [104]. McCusker and
Gunaydin [105] explain that the research paradigm focuses on
the views, beliefs, and approaches that one follows. There are
three forms of research paradigms, which are the positivist,
interpretivist, and pragmatic perspectives.

This research will utilise the positivist research paradigm
which is focused on ensuring that the data collected is objec-
tive. The positivist research paradigm, according to Brannen
[101] separates the knowledge from any other person, because
data is believed to be a scientific phenomenon that cannot be
influenced by personal opinions. Data collected is presented
through facts and figures in this paradigm. The emphasis
of the research is often on the objective, which focuses on
answering the question “what”. Therefore, the quantitative
research design is seen to be the most appropriate in utilising
the positivist research paradigm. Positivists further believe that
the researchers collecting data should separate themselves from
the data being collected to avoid bias.

Unlike other methods such as the interpretivist that was
not selected for this research, the positivist is highly scientific,
objective, and results oriented. The use of the interpretivist
paradigm relies on the researcher forming personal connections
when collecting data from the respondents. This is because in-
terpretivists believe that the knowledge, data, and information
being collected is directly related to and cannot be separated
from a person who owns it as [106] explains. Interpretivist

information is relayed through the experiences and beliefs
of a person [107]. Thus, the method using this paradigm is
subjective and highly influenced by personalised connections.
Data collected during an interpretivist research approach is
usually focused on answering the question of how and why,
and could lead to lengthy and in-depth data being collected,
thus leading to intersubjective outcomes. For these reasons that
relate to the interpretivist research paradigm, the method was
not deemed suitable for the research.

The pragmatic research paradigm believes in utilising what
works, and in most instances combines the use of positivist and
interpretivist research approaches. In this case, it was also not
selected for use because the research purely agrees with the
use of the positivist paradigm.

B. Research Approach, Design

A research approach can be classified as either being
deductive or inductive. A research approach is a way of
reasoning, which can help to arrive at a specific or general
conclusion about a given subject [108]. This research will
utilise the deductive research approach because it involves
testing of theories. Landrum and Garza [109] mention that
the deductive research approach starts from a specific point of
focus such as the selected theory and works towards a more
general outcome. This is because the theories being tested at
the start involve a hypothesis, and further proving whether they
have been proven right or not. The understanding of teachers’
and students’ attitudes towards technology is an aspect that can
be investigated by looking at a tentative theory of whether there
is a correlation between two or more variables. This directly
relates to the use of the deductive approaches.

This research will adopt a quantitative research design
which utilises numerical aspects to collect and analyse data. In
other words, a quantitative research design utilises numerical
values to represent data. A quantitative approach was adopted
as it makes it possible to quantify such aspects as attitude,
behaviour, and opinion. The use of surveys has been termed
as one of the most effective and objective ways to approach
a research question. This research has utilised this method for
various reasons that will be justified later in the methodology.

C. Methodology

The factors that affect the selection of a methodology are
vast. Thus, the researcher has to understand the current study
and consider making a choice that is in line with most of
the expected outcomes. The factors affecting methodological
selection can be divided into various parts such as practical
factors, theoretical factors, ethical factors, as well as the
nature of the topic. One of the factors that affect research,
as mentioned, is the theoretical factors. Precisely, theoretical
factors involve the areas of theory that the researcher can
relate to, which involve the validity, reliability, beliefs, and
representativeness of the research. The validity and reliability
of data are aspects that can be tested to prove its authenticity
and realness [110]. In this case, the selection of quantitative
methods such as surveys provides one of the easily testable
data sets for reliability and validity.

The beliefs of the researcher, in this case, played a big
part in choosing the research method. Given that the research
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paradigm is positivist and the research approach is deductive,
the philosophical perspectives coincide with the choice of
a quantitative research method. Representativeness involves
whether a research can cover a sample that is appropriate
enough to showcase all the characteristics of a given population
[106]. The choice of certain methods limits the selection of
a wider sample, such as the use of interviews, which can
only be done at length to a select number of respondents.
However, methods like questionnaires can be administered to a
wider population, hence highly representative [109], which is
why the method was chosen. Practical factors include time,
costs, funding, access to respondents, and personal skills.
Large research might be time-consuming because they require
lengthy methods of data collection.

This research considered the average time of conducting
data collection and analysis before choosing the method.
Conducting research is expensive and could be hard to conduct
especially if the source of funding is limited. This research
was funded by the researcher and was considered to be within
acceptable limits. The access to respondents nearly limited the
research, but a certain degree of useful data was collected.
Concerning ethics, this research was conducted in a manner
that complied with ethical guidelines such as confidentiality
and voluntary participation. The nature of the topic is also
important in choosing what methods to use. For studies related
to understanding “what”, analysing attitudes, perception, and
behaviour based on a direct relationship, quantitative methods
would be best placed to allow for a correlation or regression
analysis of different variables. When it comes to sensitive
topics that explain for example domestic violence, or areas
that focus on explaining what or how in research, there
is more likelihood of choosing methods like focus groups,
interviews, or observations. This research is geared towards
the understanding of attitudes and technology, and thus the
choice of quantitative methods was the most appropriate.

D. Limitations

Conducting this study in schools requires longer time
which could help to obtain better results. Also, using multiple
methods such as quantitative together with qualitative. Quali-
tative such as view of students, teachers, school headteachers,
and parents and quantitative such as surveys. Most important
is that using online learning games in schools would make
teachers notice the difference between using the games and
the traditional learning method in students’ motivation and
comprehension. That would encourage teachers to integrate
technology with traditional learning.

V. RESULTS AND ANALYSIS

This section presents the analysis of data, which was aimed
at facilitating the answering of the overarching question in this
study. In the context of the research question which was to
investigate the effect or the impact of online games on creating
awareness about nutrition among students, it was imperative
that the study examines the attitudes of students and teachers
towards the use of technology. As such, the researcher prepared
both students and teachers questionnaires in an attempt to
investigate not only the attitudes of students towards tech-
nology in learning about nutritional education, but also the
attitudes of teachers, who are an important part of the students’

learning process. Nutrition education has become one of the
most important and widely studied phenomena, and this has
primarily been due to the fact that healthy eating has become
an important topic in recent times. The increased awareness in
some parts of the world on the need to eat healthy foods and
the role of technology has challenged researchers to investigate
how technology can promote awareness, and whether or not
the awareness can equally cut across people of all ages. This
is because young people know very little about healthy eating,
partly because of ignorance or simply the fact that they do not
care much about it. Nutrition education has largely targeted
older people, or even in situations where young people have
been targeted, they have hardly received this message with
the desired enthusiasm. The analysis in this chapter utilised
descriptive statistics, where apart from describing the findings,
the researcher interprets the intuitive meaning of these figures,
clarifying what it means when respondents reply the way they
did.

A. Teachers Attitudes

The attitudes of the teachers towards technology is opti-
mistic, where they believe that the use of technology could
go a long way in influencing outcomes even they do not
understand how ICT can be used for nutrition curriculum.
Moreover, they indicated that they have computers at home
and in schools, as a result, they seem quite confident using
technology. Teachers, as has been established in this research,
embrace technology and highlight its importance in the learn-
ing process. The teachers also indicate that online games are an
effective form of learning, especially in the context of nutrition
education. The teachers also expressed their enthusiasm for
using technology such as online learning games supporting
having better teaching especially for nutrition education.

B. Students Attitudes

The students showed enthusiasm when using online learn-
ing games to learn, and indicate that learning using online
learning games puts them in a better position to understand
more about nutrition, and as such, there is need to encourage
learning using online learning games. The students, in most
cases, do not know much about nutrition, especially when
asked about some of the basic elements of nutrition. They,
however, indicate their willingness to learn about nutrition
using online learning games.

VI. DISCUSSION

This study revealed that teachers encourage the use of tech-
nology in teaching nutrition. This is consistent with existing
literature. Digital games enhanced their understanding of elec-
tromagnetic concepts as compared to students learning similar
concepts by traditional methods. It should be mentioned that,
nutritional applications could be more effective when guidance
is established based on the attitudes, students’ achievement,
and experience [44]. Additionally, from the findings of this
study, it is observed that most of the students have computers
and internet access at home. Thus, the internet has made it easy
for online learning games’ accessibility in many devices, such
as computers and smart devices. This could motivate students
to learn about nutrition via technology. What these findings
demonstrate is that technology has the ability to influence
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students’ perceptions, as well as the effectiveness of using
technology in learning. As a finding of this research, once
learning is interesting, students become more motivated. This
finding has serious implications for the essential growth and
development of students in future, as well as their cognitive
development [8].

In addition, games could encourage teachers to be innova-
tive and be more effective. They can identify the best materials
through observation and give feedback to the students. The
study observation of students playing online learning games
is that teachers should teach these lessons in groups because
students are more motivated and collaborative when they are
playing in groups. There are recommendations for games to
hold and present more data and information that helps students
to interact directly when playing the game. Moreover, there
should be food tips at each game level with rewards. So, the
information will be acknowledged by students during playing
the game in an efficient manner. Also, nutritional development
is promoted through playing interactive games in schools and
homes. As a recommendation for future work is to develop
an application based on online games to enhance nutritional
education then to be included with school curriculum.

VII. CONCLUSION

This paper was aimed to investigate the attitudes of learners
and teachers towards the usage of technology in nutrition
education in local primary schools. In addition, it focused
on exploring the impact of using online games in order to
help develop students awareness of nutritional concepts. The
outcome of this paper revealed that the attitude of students
and teachers towards using ICT for nutritional learning. With
that it has also been discovered that using online learning
games is an effective method especially to increase nutritional
awareness. Teachers showed willingness into teaching using
technology. Most of the participants have computers at home as
well as Internet access. Furthermore, The use of online learning
games can be an impact and efficient method for advancing
knowledge regarding healthy eating habits to students. Game
designers have took to interest and advantage of this by
accomplishing various games for nutritional learning.
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[64] Ozdamlı, F., Hursen, Ç. and Ozçinar, Z., Teacher candidates’ attitudes
towards the instructional technologies, Procedia-Social and Behavioral
Sciences, vol. 1, No. 1, pp.455– 463, 2009.

[65] Kabadayi, A. (2006) Analyzing Pre-School Student Teachers’ and
Their Cooperating Teachers’ Attitudes towards the Use of Educational
Technology, The Turkish Online Journal of Educational Technology
(TOJET), vol. 5, No. 4, 2006.

www.ijacsa.thesai.org 69 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 2, 2021

[66] Zanguyi, S., Review of teachers’ attitudes towards the use of educa-
tional technology in teaching process, Educational Technology, vol.
6, pp. 165–159, 2011.

[67] Seraji, N.E., Ziabari, R.S. and Rokni, S.J.A., Teacher’s Attitudes
towards Educational Technology in English Language Institutes, In-
ternational Journal of English Linguistics, vol. 7, No. 2, p. 176, 2017.

[68] Chow, P. Teacher’s Attitudes towards Technology in The Classroom,
2014.

[69] Albirini , Teachers’ attitudes toward information and communication
technologies, The case of Syrian EFL teachers Computers &
Education, vol. 47, No. 4, pp. 373–398, 2006.

[70] Buabeng-Andoh, C., Factors influencing teachers’ adoption and inte-
gration of information and communication technology into teaching:
A review of the literature, International Journal of Education and
Development using Information and Communication Technology, vol.
8, No. 1, p. 136, 2012.

[71] Al-Emran, M., Elsherif, H.M. and Shaalan, K., Investigating attitudes
towards the use of mobile learning in higher education, Computers
in Human Behavior, vol. 56, pp. 93–102, 2016.

[72] Hwang, G.J. and Chang, H.F., A formative assessment-based mobile
learning approach to improving the learning attitudes and achievements
of students, Computers & Education, vol. 56, No, 4, pp. 1023–1031,
2011.

[73] Shroff, R.H., Deneen, C.C. and Ng, E.M. Analysis of the technology
acceptance model in examining students’ behavioural intention to use
an e-portfolio system, Australasian Journal of Educational Technology,
vol. 27, No. 4, 2011.

[74] Tseng, K.H., Chang, C.C., Lou, S.J. and Chen, W.P., Attitudes to-
wards science, technology, engineering and mathematics (STEM) in a
project-based learning (PjBL) environment, International Journal of
Technology and Design Education, vol. 23, No. 1, pp. 87–102, 2013.

[75] Al-Fraihat, D., Joy, M. and Sinclair, J. Identifying Success Factors for e-
Learning in Higher Education, Proceedings of the 12th International
Conference on e-Learning (ICEL), p. 247, 2017.

[76] Condie, R. and Munro, B., The impact of ICT in schools: Landscape
review, British Educational Communications and Technology Agency
(BECTA), Corp Creator, 2007.

[77] Burden, K. and Hopkins, P., Barriers and Challenges Facing Pre-
service Teachers use of Mobile Technologies for Teaching and Learning,
In Blended Learning: Concepts, Methodologies, Tools, and Applica-
tions, IGI Global, pp. 1665–1686., 2017.

[78] Osang, F.B., Ngole, J. and Tsuma, C., February. Prospects and
Challenges of Mobile Learning Implementation in Nigeria, Case
Study National Open University of Nigeria NOUN, In International
Conference on ICT for Africa, pp. 20–23, 2013.

[79] Blinco, K., Mason, J., McLean, N. and Wilson, S., Trends and issues
in e-learning infrastructure development, 2004.

[80] Tondeur, J., van Braak, J., Ertmer, P.A. and Ottenbreit-Leftwich, A.,
Understanding the relationship between teachers’ pedagogical beliefs
and technology use in education: a systematic review of qualitative
evidence, Educational Technology Research and Development, vol.
65, No. 3, pp. 555–575, 2017.

[81] Voogt, J. and Knezek, G. eds., International handbook of information
technology in primary and secondary education, Springer Science &
Business Media, vol. 20, 2008.

[82] Sethi, K.K., Bhanodia, P., Mishra, D.K., Badjatya, M. and Gujar, C.P.,
Challenges Faced in Deployment of e-Learning Models in India, In
Proceedings of the International Congress on Information and Commu-
nication Technology, Springer, Singapore, pp. 647– 655, 2016.

[83] Mayes, R., Natividad, G. and Spector, J.M., Challenges for educational
technologists in the 21st century, Education Sciences, vol. 5, No. 3, pp.
221–237, 2015.

[84] Anderson, J.L. and Barnett, M. Learning physics with digital game
simulations in middle school science, Journal of Science Education
and Technology, vol. 22, No. 6, pp. 914–926, 2013.

[85] Paraskeva, F., Mysirlaki, S. and Papagianni, A., Multiplayer online
games as educational tools: Facing new challenges in learning, Com-
puters & Education, 54(2), pp.498-505. 2010.

[86] Campbell, C.,Study finds smarter students play online games., 2016 ,Re-
trieved from Polygon: https://www.polygon.com/2016/8/8/12406388/
online-games-educationbenefit.

[87] Young, M.F., Slota, S., Cutter, A.B., Jalette, G., Mullin, G., Lai, B.,
Simeoni, Z., Tran, M. and Yukhymenko, M., Our princess is in another
castle: A review of trends in serious gaming for education, Review
of educational research, vol. 82, No. 1, pp.61–89, 2012.

[88] Kapp, K.M., The gamification of learning and instruction: game-based
methods and strategies for training and education, John Wiley &
Sons, 2012.

[89] Squire, K.D., Video games and education: Designing learning systems
for an interactive age, Educational Technology, pp. 17–26, 2008.

[90] Amory, A., Game object model version II: a theoretical framework for
educational game development, Educational Technology Research
and Development, vol. 55, No. 1, pp. 51–77, 2007.
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Abstract—There is growing recognition that electronic 

student information systems support college administrations and 

enhance student performance. These systems must fulfill their 

user’s needs by understanding gender differences among users. 

This study analyzes gender variations concerning the utilization 

of online student information systems (SIS), with its central 

concern being how the dynamics of user experience (UX) are 

affected. A broad agreement is evident throughout the literature 

that gender is a crucial aspect when assessing human-computer 

interactions. Consequently, usability factors are brought into 

question, although there is some indication among researchers 

that too much weight is being applied. Study findings are 

gathered to represent the hedonic and pragmatic qualities of 

users, with clarifications of students’ perspectives deducted from 

qualitative methods, together with a UX examination made via 

Kuwait’s Public Authority for Applied Education and Training 

(PAAET) institute. Results suggest that none of the differing 

approaches and habits the two genders have toward UX should 

be considered as substantial, with the overall sample recording a 

perception of UX that is “slightly positive”. Furthermore, this 

research highlights difficulties with usability that developers may 

wish to take onboard for system upgrades. 

Keywords—Gender differences; student information system; 

human-computer interaction; usability; user experience; 

perceptions 

I. INTRODUCTION 

Systems incorporated into educational facilities need to 
enhance learning methods by offering those involved an 
original and dynamic experience filled with a wide range of 
learning avenues and interests, embracing extra-curricular 
potential and innovative resources where possible. This needs 
to be achieved while making the most of e-labs, e-libraries, e-
tutoring potentials, simulations, etc. Other beneficial avenues 
may incorporate Archiving System, as well as include Student 
Information System (SIS), and e-Advising systems [1], 
together with learning management systems (LMS) [2]. With 
SIS, students can access range of functionalities that allow for 
handling administrative issues – vital for both educators and 
learners [3, 4]. Studies have confirmed that SIS components 
make a notable difference in all parties' activities and actions 
[5, 6]. 

The key SIS features should be determined, meaning that a 
fitting evaluation process should be ascertained to make the 
most of potential. Education facilities should not overlook the 
importance of integrating with SIS, which has become crucial 
for robust learning journeys. Its utilization is vital for carrying 

out a range of college organizational actions, as well as the 
upgrading of student capabilities. Plus, firm assessment of SIS 
usability is critical for a wide range of participants, but learners 
especially, while research carried out within HCI closely 
relates to the system‟s ultimate functionality. Assessing how 
and to what degree a certain system, resource, or service offers 
usability to those it has been designed for is necessary for both 
purpose and setting [7]. As a result, developers are required to 
continue enhancing their systems according to the feedback 
and assessment of their users, including in cultural and social 
contexts [8], as well as a personal preference [9], age and 
gender [10]. 

A range of varied methods offers guidance in these 
respects. Still, widely recognized aspects are set out in the 
literature, for example, with [11], who identifies hedonic and 
pragmatic qualities as two leading interactive concepts. In this 
sense, „pragmatic‟ concerns task-related aspects and the 
effectiveness of methods to support particular actions, leading 
to goal fulfillment. Whereas „hedonic‟ concerns those aspects 
not related to tasks, they are nevertheless crucial for the 
resource enabling users to pursue their objective. Research 
covering these dynamics is quite extensive [12, 13, 14], 
meaning that a range of analyses are available to assist with 
judging the extent to which systems satisfy their users‟ goals. 

Different characteristics and personalities, for which gender 
can be important, might affect how learners‟ approach and 
utilize online technology. A student‟s perspective will differ 
according to their own individual traits, including gender and 
age, as well as previous experience that dictates the opinions 
and habits, they develop [15]. Gender, in particular, can prove 
a defining aspect as far as Kuwait is concerned, as men and 
women tend to develop different approaches toward 
technology use. Understanding why this is present in respect of 
cultural norms can be crucial for aligning systems with a 
largely conservative society's cultural factors. In general, it can 
be predicted that both men and women in Kuwait will become 
accustomed to utilizing online technology to enhance their 
social fabrics against a backdrop of collectivist culture [16, 17]. 
However, research into how such mobile-learning behaviors 
vary between ages and genders has not been extensive enough 
as far as Kuwait is concerned [18]. This research endeavors to 
make up for this with an SIS assessment based on gender-
driven factors, with a particular focus on UX. 

Six sections make up the paper in total. This introduction is 
followed by a section on research objectives before Section 3 
provides a review of the relevant literature. The methodology 
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is then covered in Section 4, before a discussion of the results 
in Section 5, and finally a conclusion. 

II. RESEARCH OBJECTIVES 

This research has been carried out to clarify learners‟ 
perspectives of SIS, together with analyzing their user 
experience (UX) via the Public Authority for Applied 
Education and Training (PAAET). It offers the first insight into 
these dynamics, filling a void in the literature and shining a 
light on Kuwait's education aspects a result [19]. The focus is 
on assessing SIS within Kuwait, which has not yet been 
scrutinized, especially concerning gender factors [18, 20]. 
Chiefly, we outline two key usability and UX factors: 
pragmatic and hedonic – i.e., task versus non-task-oriented 
features [11]. Furthermore, the research explores gender 
variations concerning opinions of SIS, as well as trialing two 
vital hypotheses: 

H1: Substantial variations exist between the genders when 
it comes to how students view SIS pragmatically. 

H2: Substantial variations exist between the genders when 
it comes to how students view SIS hedonistically. 

This research aims to direct system developers regarding 
beneficial growth avenues that can further enhance SIS 
utilization. Such enhancement should extend SIS's efficacy and 
show how users interact with the various resources, consider 
both genders, and enrich their understanding of its related 
capabilities [21]. 

III. LITERATURE REVIEW 

SIS is vital for enabling stakeholders to grasp key details 
via extensive reports on how both learners and educators are 
using systems and the various departments involved, including 
financial aspects. Robust SIS can prove fulfilling for both the 
educators and students that rely on these systems, as well as 
having an overall impact on the progression of academic 
development [22]. The efficacy of the various software and 
platforms involved is thoroughly examined in related studies 
[23, 24, 25, 26, 27, 28, 29], with user satisfaction especially 
driving the research. 

The author in [30] carried out a survey at Allama Iqbal 
Open University (with responses taken from 173 students in 
total), which explored key aspect of information quality, 
system quality, service quality, perceived usefulness, and intent 
use, and user satisfaction. Most respondents were content with 
the system's functionalities and technical aspects, though they 
were more critical of the availability of key information and 
specific system responses [30]. In contrast, [31] assessed SIS's 
usability links with late student assignments, declined course 
registrations, and inaccuracies. In doing so, the resulting advice 
suggested enhancing the system to allow the institution in 
question to improve these aspects. In addition, research from 
[32] targeted analyzing the utilization of student information 
systems via both educators and learners at Yamen‟s faculty of 
oil and minerals. 

Several studies have indicated differences between the 
genders when using technology due to cultural habits and 
beliefs [33, 34, 8]. The author in [35], in New Zealand, looked 

at comprehending the differing approaches that male and 
female learners take to a short message service (SMS). The 
findings showed notable variations in how both genders 
recognized applicability, together with the purposes of use, 
although nothing significant in relation to self-efficacy and 
convenience. Plus, [36] explored the gender dynamics clear 
from research on smartphone usage carried out across five 
nations – the USA, Japan, Korea, Italy, and Sweden. Their 
findings suggest several usage differences according to gender, 
together with variations in attitude. The author in [37] explores 
these factors in the context of Saudi Arabia, for which gender 
variations are apparent because of cultural tendencies. The 
author in [38] found that users‟ perspectives are likely to show 
extensive variations, including age and gender as defining 
motivations for such preferences. Indeed, it is crucial to 
appreciate different views caused by age and gender, as well as 
culture and background [39]. For example, in a study based on 
Arab GCC nations, [25] examined the driving factors behind 
female users being drawn to online bulletins to express 
themselves. Respondents confirmed that corresponding online 
enabled them to feel more active and stimulated by subjects 
they might not otherwise wish to raise in a social context. 
According to the researchers, all these factors were linked to 
conservative attitudes of broader society. 

There is a similar culture to other Arab nations based on a 
dominant and collectivist approach regarding Kuwait. As 
proposed by [17], one specific quality of this tendency is the 
general approach to social situations, family, and friends, 
which are all ranked highly among personal priorities [17, 40]. 
The author in [20] examined learners‟ perspectives on mobile 
learning potential via 620 responses from HE institutions 
throughout Kuwait. The results highlight clear variations due to 
age and gender while revealing related social and cultural 
factors. Likewise, [16] explored the impact of culture via 
Instagram concerning gender differences. The findings show 
that men are more likely to feel comfortable posting 
confidential material. In contrast, women feel cautious about 
whether this meets with the values and pressures of a 
conservative culture. 

Quality of use tends to be understood as „usability.‟ 
Trialing this requires concentration on achievement, including 
the manner of utilization to suit a pragmatic approach [41] 
relating to the obtainment of behavioral goals [42]. When 
starting his research two decades ago, [43] considered the 
trialing of usability methods to overlook the factors of 
stimulation, user preferences, and innovation. Consequently, he 
put forward hedonism to add a new layer of understanding, 
incorporating aspects unrelated to the carrying out of tasks, 
such as subjective appeal, aesthetics, and novelty [43]. The 
author in [44] stressed how vital such features might be for 
overall system appeal. As a result, [45] considered these 
features to require more focus than pragmatic ones, so they 
proposed a user experience (UX) model as a suitable long-term 
analysis tool [45]. The author in [46] also looked at examining 
how hedonic and pragmatic features impact users, which they 
did by adopting the UX model to explore how the many 
variables interconnect and relate. 

An alternative familiar approach to analyzing the two 
competing dynamics is to define them as the goals of usability 
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versus user experience [47]. A few research analyses were 
carried out, therefore, according to identified pragmatic and 
hedonic qualities within both usability and user experience [12, 
14, 46, 13]. As proposed by [38], a subjective approach needs 
to be adopted when considering user experience matters. Those 
utilizing the technology may develop a wide range of 
perspectives or go about meeting their objectives in many 
varied ways. Plus, additional reasons for various perspectives 
result from both gender and age [12]. 

IV. METHODOLOGY 

This section defines the research methodology, setting out 
the samples, instruments, and procedures that have been 
employed. 

A. Research Sample 

In total, 645 respondents contributed to this research, 525 
of whom were female and 120 males. These contributors were 
sourced from the five PAAET colleges: The College of Basic 
Education, College of Business Studies, College of 
Technological Studies, College of Health Sciences, and 
College of Nursing. Due to the colleges in question educating 
more female than male students in total, the number of female 
respondents greatly outweighed male ones. For demographic 
figures and distribution samples, see Table I. 

TABLE I. STUDY SAMPLE (DEMOGRAPHIC DATA) 

 
 No. % 

Gender 
Male 120 18.6 

Female 525 81.4 

College 

Business Studies 307 47.6 

Health Sciences 89 13.8 

Basic Education 135 20.9 

Technological Studies 79 12.2 

Nursing 35 5.4 

B. Research Instruments 

This study adopts methods that are both quantitative and 
qualitative in nature to assess the focus group via a survey. 
Goal Question Metric (GQM) has been applied to produce the 
questionnaire statements necessary for surveying the focus 
group. This is a widely recognized top-down method to 
examining software metrics via objectives [48], with the 
objectives being set out according to the defined pragmatic and 
hedonic usability features. Additionally, to align the 
questionnaire with answering questions related to gender 
difference, the User Experience Questionnaire (UEQ) is 
incorporated [49]. 

The questionnaire material has been adjusted to suit the 
context of PAAET students. In doing so, punchy sentences 
were favored to express the rationale, avoiding only words that 
might lead to respondents feeling ambiguous toward the 
intended meaning. The focus research carried out recognized 
that PAAET students are likely to question material in such a 
manner. In total, 50 students participated in the preparatory 
focus group, allowing researchers to ask their own methods 
and wordings so they could enhance for a larger rollout. This 

process resulted in the 16 questions edited for the final 
questionnaire. 

There were three sections to the final version, as follows. 
Section 1 focused on obtaining the demographic data of 
students, as per their gender and academic institution. Section 2 
gathered details to reflect pragmatic behaviors, and Section 3 
the hedonistic behaviors. To achieve clarity of response, a five-
point Likert-type scale was utilized as follows: 1 = Strongly 
Disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, and 5 = 
Strongly Agree. With the questionnaire material edited to best 
capture the PAAET students‟ attitudes toward SIS's attitudes, a 
focus group was then sourced to trial the material‟s efficacy 
and upgrade the questions where issues were identified. The 
questionnaire‟s applicability was established by defining each 
theme's interconnections and the representative scores gathered 
from the 50 participants. SPSS was then also utilized to 
measure the correlation coefficients. This shows high 
correlations concerning individual dimensions and the overall 
score (p < 0.01) calculated as between 0.795 to 0.901, which 
shows high internal consistency and construction integrity. 

Likewise, the questionnaire‟s applicability has been 
analyzed by identifying Cronbach‟s alpha via SPSS. 
Consequently, there are high-reliability levels to the 
questionnaire, with co-efficient degrees of 0.74–0.93 and an 
overall Cronbach‟s alpha reading of 0.96. As a result, the 
questionnaire material can be considered as fitting the relevant 
study sample and providing informative results. 

C. Research Procedures 

With the quantitative questionnaire having been 
established, a qualitative focus group was put in place. This 
stage of the process was overseen by a facilitator whose role 
was to relate the research's purposes and stress how vital the 
participants' responses were for enhancing SIS. The task then 
included gaining informed consent, with participants promised 
that any contributions taken from their responses would be 
used for nothing else than the defined scientific research. The 
students were then asked to make introductions, which 
revealed that some were familiar with each other, which served 
to enhance the group atmosphere. The subsequent discussion 
then focused on the questionnaire material they would be asked 
to respond to. Different volunteers then contributed to reading 
out a group of statements while the facilitator took notes and 
identified any queries or issues from the interactions. The 
participants also contributed with feedback in writing, and the 
focus group was concluded after around 50 minutes. 

The responses and notes that were then gathered were 
assessed as per the “three coding‐framework” of [50]. This 
enabled the researchers to comprehend many of the current 
issues and dynamics regarding how systems users are currently 
approaching their tasks while allowing the questionnaire 
material to be upgraded to suit. In general, the responses 
showed that participants found the questions clear and 
straightforward. Opportunities were still found, however, to 
remove or to blend some of the statements, meaning that the 
material was enhanced as a result. With the focus group 
process complete, the questionnaire could then be administered 
online with approval from PAAET‟s higher administration. 
With this approval obtained, all faculties then received the 
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questionnaire with directions for rolling out to their students. A 
seven-day response period followed before the feedback was 
examined via SPSS, including frequency, percentage, mean, 
standard deviation (SD), and t-test. 

V. RESULTS AND DISCUSSION 

The questionnaire results are detailed here, focusing on 
those responses that capture the SIS perspectives. Furthermore, 
the research hypothesis is discussed concerning gender 
variations. 

A. Students’ SIS Perceptions 

The findings from our assessment of participants‟ SIS 
perceptions are presented in this section. To provide a basis for 
analyzing the responses, the two categories of pragmatic and 
hedonic are applied. The sub-sections below contain tables to 
show percentages, means, standard deviations (SD), t-test, and 
how each item ranks in dimension due to the average mean 
values. Taken together, the data highlights variations between 
the genders in respect of their responses. 

1) Pragmatic quality: Table II contains statistics relating 

to SIS's pragmatic features (task-oriented features), together 

with the capabilities relating to achieving „do-goals‟ and its 

applicability regarding a range of possible tasks [11]. 

Analyzing the mean values identified within the Table II data 

(items 1 to 8) shows that participants tended to record a 

neutral-to-positive perspective of SIS and its worth, which did 

not seem to be affected by gender. In contrast, a neutral-to-

disagree perspective was recorded for Question 1 „All system 

commands are executed quickly,‟ with 2.79 being the average 

mean. The highest rank was achieved by system security, with 

participants showing 4.01 as an average mean value (as per 

item 8). Ease of use (item 5) came second, recording an 

average mean of 3.6; and system accuracy came third, 

recording an average mean of 3.44 (as per Question 6). Also, 

feedback for whether participants felt they had adequate SIS 

training (Question 4) produced a neutral-to-agree response and 

an average mean of 3.18. 

Taking the overall average mean of 3.36 from the 
pragmatic results, the research found that participants were 
slightly satisfied with the functions offered by SIS, together 
with its efficacy and usability. Based on this, Hypothesis 1 was 
analyzed, but Table II data highlights no substantial variations 
between the genders with one exception. For „The SIS is an 
easy-to-use program‟ (item 5), the findings show significant 
gender variations for „level of significance (p-0.03) in favor of 
female (t-test) p < 0.05. 

2) Hedonic quality: Table III contains the findings 
relating to the hedonic aspects of SIS (the non-task-related UX 
features), which shows the system‟s recognized capabilities in 
terms of aiding its users' objective– in this example, the 
system‟s aesthetics [11]. Assessing the mean values indicated 
within the table shows that participants have a neutral-to-
positive perspective of SIS attractiveness, together with 
innovation, with no clear variation between the genders. The 
perspectives recorded on how data is graphically represented 
by SIS (Question 13), achieved the highest average mean 
value (4.16), with excitement coming second (Question 9, 
with an average mean of 3.29). The third place was taken by 
asking how interesting the system is (Question 10, with an 
average mean of 3.20). In contrast, the question regarding 
creativity only came seventh (Question 16, with an average 
mean of 3.13). In the last place was the question on 
attractiveness (Question 11, with an average mean of 2.95). 

TABLE II. SIS EVALUATION “PRAGMATIC QUALITY” 

 Question Gender 
Strongly 

Disagree 
Disagree Neutral Agree 

Strongly 

Agree 
Mean SD Sig. Rank 

Q1 
All system commands are 

executed quickly. 

male 10 16 33 42 19 2.86 1.380 
0.52 8 

female 58 67 143 190 67 2.77 1.428 

Q2 
I believe that the SIS meets my 
requirements.  

male 16 18 22 43 21 3.29 1.292 
0.82 5 

female 71 78 96 202 78 3.26 1.266 

Q3 
I think the SIS is practical and 
effective.  

male 17 18 24 37 24 3.28 1.328 
0.87 6 

female 73 76 102 193 81 3.25 1.275 

Q4 
I got enough training on how to 

use the SIS. 

male 19 21 17 44 19 3.19 1.337 
0.95 7 

female 68 101 92 195 69 3.18 1.256 

Q5 
The SIS is an easy-to-use 

program. 

male 14 17 25 35 29 3.40 1.312 
0.03 2 

female 29 66 94 202 134 3.66 1.149 

Q6 
The SIS performs my 

registration accurately. 

male 12 17 23 44 24 3.43 1.241 
0.81 3 

female 38 75 111 213 88 3.45 1.143 

Q7 The SIS is reliable. 
male 14 20 21 37 28 3.38 1.322 

0.86 4 
female 57 69 108 190 101 3.40 1.242 

Q8 The SIS is secured. 
male 5 8 16 46 45 3.98 1.077 

0.68 1 
female 25 8 74 240 178 4.02 0.985 
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TABLE III. SIS EVALUATION “HEDONIC QUALITY” 

 Question Gender 
Strongly 

Disagree 
Disagree Neutral Agree 

Strongly 

Agree 
Mean SD Sig. Rank 

Q9 
The screen of SIS is 
exciting. 

male 10 16 33 42 19 3.37 1.152 
0.41 2 

female 58 67 143 190 67 3.27 1.171 

Q10 
The SIS is an interesting 
system. 

male 13 15 28 42 22 3.38 1.230 
0.10 3 

female 82 80 106 186 71 3.16 1.284 

Q11 
The SIS interface is 
attractive. 

male 14 34 34 26 12 2.90 1.170 
0.65 8 

female 82 108 146 129 60 2.96 1.239 

Q12 The SIS is stimulating. 
male 14 22 33 31 20 3.18 1.248 

0.49 5 
female 53 86 130 184 72 3.26 1.184 

Q13 
Graphics showing students‟ 

performance is challenging. 

male 6 5 12 43 54 4.12 1.078 
0.62 1 

female 11 26 58 200 230 4.17 0.954 

Q14 
The SIS is an interesting 

system 

male 17 20 30 34 19 3.15 1.281 
0.47 6 

female 66 85 117 170 87 3.24 1.263 

Q15 
The SIS is an innovative 
system. 

male 16 21 34 28 21 3.14 1.279 
0.13 4 

female 41 100 124 165 95 3.33 1.198 

Q16 
The SIS is a creative 
system.  

male 18 24 24 32 22 3.13 1.341 
0.95 7 

female 60 109 129 159 68 3.13 1.214 

Calculating the overall average mean for SIS's hedonistic 
qualities gives us 3.31, recording a neutral-to-slightly 
satisfying response regarding innovation, attractiveness, and 
stimulation. Taking a t-test to look more closely at gender 
dynamics (based on Table III data) highlights no substantial 
variation between genders regarding „level of significance.‟ 
Plus, a t-test result of p<0.05 establishes that the results do not 
confirm Hypothesis 2. 

B. Pragmatic vs. Hedonic Qualities of the SIS 

The two categories of pragmatic and hedonic are utilized 
for analyzing the interactive qualities of SIS. In this context, 
the pragmatic tends to be linked to task-oriented features. In 
contrast, hedonic indicates features unrelated to the task‟s users 
carry out, but which nevertheless prove crucial to the 
attractiveness and interactivity offered in pursuit of such 
objectives [11]. The findings detailed in the sections above 
highlight respondents‟ perspectives regarding SIS in respect of 
both pragmatic and hedonic contexts. Their feedback shows 
that SIS is considered essential in respect of enabling learners 
to register courses and access their records to suit deadlines and 
the completion of quality work. Comparing the scores shows 
that feedback on pragmatic aspects results in a slightly higher 
average mean of 3.36 against 3.31 – as per Fig. 1. 

 

Fig. 1. Pragmatic vs. Hedonic Quality of the SIS. 

The findings highlight the need for SIS enhancements to 
meet users‟ expectations in a manner that upgrades efficacy, 
usability, attractiveness, innovation, productivity, and 
learnability. Productivity relates to speed and convenience, 
enabling learners to complete their objectives swiftly. In 
contrast, efficacy concerns the precision they are allowed in 
meeting their goals without being held back by data entry 
issues or performance restrictions [51]. Numerous methods 
allow developers to attempt such SIS upgrades. To achieve 
ease-of-use within a system, those working on its features need 
to allow students the means of adapting to new features 
without encountering major learning curves along the way. The 
most effective route to securing such upgrades is to focus on 
SIS aspects that sync with the user‟s current capabilities. 
Indeed, developers should provide staged upgrades to 
functionality so that the technology never lacks familiarity. The 
researchers of [52, 53] all advise educational institutions to 
consider effective training and guidance where possible so that 
learners can always make the most of their systems‟ potentials. 
Therefore, the development and release of training advice via 
online videos and tutorials and more focused training programs 
for both genders should enable seamless SIS upgrades. 

The results also offer guidance for prioritizing SIS 
aesthetics by introducing dynamic and attractive new 
functionalities. Including creativity within developers‟ 
enhancements can prove to define when it comes to engaging 
with students, handling issues in a way that is both innovative 
and enticing. The research of [54] also highlights creativity as 
integral to upgrading the efficacy and usability of SIS, 
highlighting numerous positives resulting from presenting 
software and innovations in a versatile and artistic manner. The 
authors in [55] and [56] both focus on attractiveness as 
essential despite being a hedonistic quality, identifying 
numerous benefits in how students comprehend and utilize the 
tools and materials available. Furthermore, the efforts taken to 
achieve quality graphics help to stimulate users due to 
appealing visuals. Any additions that allow for speedier 
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comprehension of instructions or data help users take charge of 
the tools at hand [57]. According to Human-Computer 
Interaction research, the benefits of quality aesthetics on 
learners' subjective impressions and their subsequent responses 
are widely acknowledged. Extensive research points to the 
potential of aesthetic interfaces heightening engagement levels 
that users can achieve [58, 59, 60]. As per [59], a practical 
approach to aesthetics is advised because users respond to such 
dynamics. 

C. Differences According to Gender 

This examination records Hypothesis 1 as being reached in 
part, finding no substantial variation between the genders, apart 
from concerning participants‟ usability – as explored in the 
section regarding pragmatic qualities that resulted in 
substantial variations with a „level of significance‟ (p=0.03), in 
favor of female (t-test) p < 0.05. For Hypothesis 2, however, no 
substantial variations were identified regarding how either 
gender views SIS's hedonistic qualities. 

The variations that do exist between genders can affect how 
they approach and utilize online technology. Learners‟ 
perspectives differ according to various user features, for 
example, individual characteristics, cognitive tendencies, age 
and gender, and previous experience that can shape opinions of 
and behaviors toward SIS [15]. Furthermore, the utilization of 
online tools may vary between the genders because of societal 
dynamics. For example, in Kuwait, it is predicted that both 
men and women will utilize online media for social purposes 
before any other use as a result of belonging to a collectivist 
culture, which is also affected by the country‟s education 
system being gender-segregated. Despite this research 
identifying SIS evaluation results that can be drawn upon to 
help designers upgrade systems, the findings also point to the 
genders showing no favoritism in terms of either aesthetics or 
functionality. 

VI. CONCLUSION 

According to SIS perspectives, this research has examined 
gender variations – an essential component to any modern 
educational facility – via learners‟ opinions and responses to its 
various dynamics. The UX positives and negatives recorded 
according to SIS's use within PAAET institutions have been 
analyzed under the context of pragmatic or hedonic use, which 
stand for the two vital elements of an effective system. By 
combining qualitative and quantitative approaches, the 
responses gathered from 645 PAAET participants informed the 
results. Also, for qualitative purposes, a focus group meeting 
took place to gain some prior insight into participants‟ 
utilization and opinions of the applicable SIS to refine the 
materials that would make up the questionnaire. When 
combined, the focus group findings and the survey data 
statistical analysis suggest that the students‟ opinions toward 
SIS were slightly positive. 

Regarding UX dynamics, the pragmatic qualities are 
considered slightly more favorable than hedonic ones – 3.36 
versus 3.31. The findings call for SIS upgrades to meet users‟ 
objectives, with a particular focus on creativity and 
attractiveness among the innovative steps taken. Consequently, 
throughout the PAAET facilities, the SIS is no longer 

completely applicable to the learning objectives and delivery 
methods that will bring the best out of learners. More effective 
and engaging systems need to be developed so that students 
can realize their academic potential, specifically via attractive 
visual dashboards and many other features enhanced by better 
quality graphics. As a result, the constant review and upgrading 
of SIS features via wide-scale research and analyses are crucial 
if systems remain robust. Continuous feature improvements 
regularly further the productive nature of students‟ SIS use via 
interactivity. 

This research‟s findings are applicable to usability 
developers' concerns, together with any professionals with a 
vested interest in how SIS use varies between the genders. Two 
key hypotheses have been trialed in a gender context to 
represent both pragmatic and hedonic SIS features. Notable 
variations were identified between the genders as far as 
pragmatic features are concerned, but not with hedonic 
features. The results heighten awareness of SIS potential within 
PAAET, particularly regarding developers' requirements to 
carry out UX assessments. The example included which was 
shown to be applicable and effective in informing upgrades 
based on context. Upgrading and innovating systems based on 
creativity and attractiveness will make SIS more accessible and 
engaging to both genders, having a knock-on effect on 
educational performance via value and productivity. 
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Abstract—There is growing recognition that electronic 

student information systems support college administrations and 

enhance student performance. These systems must fulfill their 

user’s needs (efficiently achieve their academic goals) while also 

providing a positive user experience (UX). This study used 

quantitative and qualitative approaches to elucidate students’ 

perceptions and investigate UX toward the SIS currently used at 

the Public Authority for Applied Education and Training 

(PAAET), a higher education institution in Kuwait. Survey data 

collected from 645 PAAET students were analyzed to determine 

their perceptions of and experiences using this SIS. The findings 

revealed that students had a slightly positive UX with this SIS. 

The system’s perspicuity, stimulation, and dependability were 

rated slightly higher than its novelty, attractiveness, and 

efficiency. The most pertinent usability issues that focus on the 

human interaction with systems were identified and discussed, 

hoping that it will allow officials and SIS system developers alike 

to make relevant and impactful improvements to newer versions 

of these systems. These results shed light on the need for 

continuous SIS evaluation and a broad research scope to develop 

innovative SIS with intelligent functions for novel activities. Such 

features enhance students’ interactivity and productivity, which 

encourage their academic success. 

Keywords—Student information system; user experience; 

usability; human-computer interaction; e-learning 

I. INTRODUCTION 

Successful student information systems (SIS) make 
students productive and improve the workflow of their 
academic services [1]. These systems, including learning 
management systems (LMS), provide functions and tools that 
overcome college-level administrative and academic problems 
[2, 3]. SIS allows college students to manage their data, 
including registering in courses, maintaining grades, showing 
transcripts, and generating progress reports. Although SIS are 
widely used in the academic world, these systems require 
regular evaluation to make them more productive. Having 
effective and efficient SIS significantly impacts stakeholder 
groups’ operation and performance [4, 5]. Therefore, the key 
features of SIS must be identified, and appropriate evaluation 
criteria must be developed to measure them. 

Usability is associated with the user acceptability of any 
system [6]. Determining the usability aspects is essential 
because millions of people, including students, instructors, and 
administrative staff, use SIS to conduct administrative and 
academic tasks. Recently, user experience (UX) has gained 
considerable attention among researchers in academia and 

industry and has become a vital aspect of the products' success 
[7]. The author in [8] stated that UX is considered a key aspect 
in designing products and services. It is argued that 
institutions that apply UX design activities in their system 
development achieve many potential advantages that increase 
user satisfaction. The author in [9] believes that an effective 
UX does not appear on its own but must be systematically 
evaluated. Due to its importance, several frameworks and 
models have been proposed to design and assess the UX of 
interactive systems. These models serve as a guide to improve 
the design and the quality of interactive systems [10]. 

Although the literature provides UX evaluations with 
various information systems, it does not do so for SISs [11]. 
Designing usable SIS is essential; however, little research was 
conducted, especially in universities among Arab Gulf 
countries. Several usability studies did not analyze and develop 
such systems considering students’ perceptions and their UX. 
This observation led to the work presented in this paper, which 
tries to fill this gap by investigating student experience with 
SIS. This study was conducted to elucidate students’ 
perceptions of UX with the SIS used at the Public Authority for 
Applied Education and Training (PAAET). It is a pioneer study 
given the absence of research on this topic and the context of 
Kuwait’s educational system [12]. Its significance is to provide 
system developers with pertinent improvement possibilities for 
future versions of this SIS to enhance efficiency and 
attractiveness and improve users’ interactions with the system 
and its related functions [13]. 

This article is organized into sections. Section 2 reviews the 
relevant literature; Section 3 explains the methodology. The 
results and a discussion thereof are presented in Section 4, and 
Section 5 draws conclusions and explores future directions. 

II. LITERATURE REVIEW 

A. Evaluation of SIS 

One of the critical systems for managing HE's 
administrative and academic aspects the SIS [14]. Although 
SIS are widely used in the academic world, these systems 
require constant evaluation to ensure their relevance and 
effectiveness [15, 11]. An effective SIS not only satisfies 
administrators and students but also ensures sustainable 
academic progress [1]. Determining the usability level of an 
SIS from the human-computer interaction perspective is an 
essential consideration for universities. Developers, therefore, 
need to continually be creating better, more usable systems 
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informed by understanding their potential users with concerns 
of social and cultural issues [16]; individual differences [17]; 
and gender and age differences [18]. 

Some research focuses on SIS development, while others 
investigate SIS usability, UX, and perceptions. The author in 
[19] described the design and development of a novel SIS. The 
study was motivated by the fact that there are difficulties 
associated with the manual methods used to manage student 
information at the University of Diyala and aimed at adopting 
new SIS to increase efficiency and accuracy that also helps 
college administrations speed up the decision-making process. 
Besides, [20] developed an SIS for the Faculty of Electronics 
& Computer Engineering, University Teknikal Malaysia 
Melaka. They described the development steps needed to 
operate the system. Their system focused on recording and 
updating students’ records system replacing the old traditional 
SIS. They believed that this system would contribute to new 
knowledge in the field, ease use, and better arrangement and 
scheduling. 

Considering the usability of SIS, [21] conducted a study to 
examine the usability factors of an SIS at a public university. 
Data were collected from 132 computer science students using 
a questionnaire. The authors used factor analysis, which 
involves the user’s perceptions of usefulness, speed, interface, 
and error corrections. The results demonstrate that several 
usability attributes, such as the importance of information and 
system functionalities that are commonly gathered, affect user 
engagement. A similar study was carried out by [22] to 
examine an SIS's usability at Near East University. The results 
provide recommendations to improve the interface and 
enhance system attractiveness. In addition, an empirical study 
conducted by [11] elucidated the influence of student 
background on SIS experiences in terms of emotion, 
performance, and perceived usability. Substantial variations 
between user emotion, performance, and perceived usability 
were found. 

The author in [14] states that SIS is critical when 
managing the administrative and academic aspects of HE. 
Their study investigated how system quality, information 
quality, and information presentation impact academic and 
administrative staff satisfaction. Data collected from 120 users 
were evaluated using factor analysis and regression, revealing 
that system quality and information quality have significant 
indirect effects on user satisfaction while information delivery 
does not directly or indirectly. The author in [23] evaluated 
SIS performance toward improving the current SIS 
productivity at Kalinga State University using an interview-
based approach to elucidate students, administrators, and 
instructors' perceptions. The system was found to satisfy five 
usability factors: usefulness, functionality, reusability, 
maintainability, and security. 

B. User Experience (UX) 

Usability and UX are often confused. The author in [24] 
believes that usability is mainly concerned with the functional 
part of a system. At the same time, UX is related to how the 
users interact with a system that involves the user’s feelings 
and attitudes. Similarly, [13] claimed that UX focuses on 
understanding users, their needs, interests, strengths, and 

limitations. She stresses that investigating UX helps to 
improve users’ interactivity with the system and raises their 
perceptions. Similarly, Norman and Nielsen stated that UX 
involves the users’ perception of usability, which examines 
how users view the usefulness and effectiveness of the system 
or application [8, 25, 26]. 

The author in [7] developed a User Experience 
Questionnaire (UEQ) that measures UX. The six scales of this 
questionnaire comprehensively represent UX by quantifying 
six dimensions of usability. These dimensions are 
attractiveness ―the product should look attractive, enjoyable, 
friendly, and pleasant‖; efficiency ―the user should perform 
tasks with the product fast, efficient and in a pragmatic way‖; 
perspicuity ―the product should be easy to understand, clear, 
simple, and easy to learn‖; dependability ―the interaction with 
the product should be predictable, secure and meets my 
expectations‖; stimulation ―using the product should be 
interesting, exciting and motivating‖; novelty ―the product 
should be innovative, inventive and creatively designed‖ [27]. 
The author in [28] investigated the impact of culture on the UX 
of a system using the UEQ. They examined how Indonesian 
and German students evaluate common systems according to 
their UX and provided insights and possible explanations for 
any detected cultural differences. Other studies that have used 
the UEQ to evaluate UX include [7, 29, 30]. 

III. METHODOLOGY 

The research methodology is described in this section, 
including the research sample, instruments, and procedure. 

A. Research Sample 

This study included 645 participants from the five PAAET 
colleges: College of Basic Education, College of Business 
Studies, College of Technological Studies, College of Health 
Sciences, and College of Nursing. Table I presents the 
demographic data and sample distribution of the study 
population (gender and college). 

TABLE I. STUDY SAMPLE’S DEMOGRAPHICS (N = 645) 

Characteristic Categories n % 

Gender 
Male 120 18.6 

Female 525 81.4 

College 

Business Studies 307 47.6 

Health Sciences 89 13.8 

Basic Education 135 20.9 

Technological Studies 79 12.2 

Nursing 35 5.4 

B. Research Instruments 

This study used both quantitative and qualitative 
approaches to assess the UX of PAAET’s SIS. A focus group 
was conducted before administering the online questionnaire 
to the entire study population. 

1) Focus group: A focus group was administered to gain 

confidence in a tentative UX questionnaire that is to be used 

as a tool to evaluate the UX of the SIS. A single face-to-face 

focus group session was administered by a facilitator at the 
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College of Business Studies (CBS), one of PAAET’s colleges, 

during the fall term of the 2019-2020 academic year. Sixteen 

CBS students with over 30 credits were chosen randomly to 

participate in the focus group session to validate the 

questionnaire's statements. The questionnaire's statements 

were discussed and verified in terms of content for validity by 

the 16 participants. Statements that seemed ambiguous or 

redundant were highlighted. The resulting in-depth discussion 

within the focus group provided further insight into the 

students’ perceptions of the on-line system in question. The 

findings were documented in a report approved by the 

participants five days after the focus group discussion. 

2) Questionnaire: The questionnaire used for this study 

was adapted from the UEQ designed to measure UX that can 

be found at www.ueq-online.org. The author in [7] reported 

that the UEQ reliably depicts six UX dimensions, including 

attractiveness, efficiency, perspicuity, dependability, 

stimulation, and novelty. For this study, the authors chose to 

use the six dimensions differently than described in the 

handbook while still following its recommendations to "use 

terms that fit the language of your stakeholders" [7]. The items 

were modified to reflect the specific nature of PAAET 

students. The rationale was explained in short sentences, 

rather than singular words, to avoid students questioning the 

meaning of the phrase, which is the expected behavior of 

PAAET students, confirmed by the focus group. Fifty students 

piloted the adapted UX questionnaire during the fall semester 

of the 2019-2020 academic year while the focus group was 

administered. The objective was to find any ambiguity in the 

statements and alter them accordingly. The final version of the 

questionnaire, consisting of 23 statements mapped onto six 

scales, was shaped by the focus group's findings and the pilot 

study. 

The final questionnaire used in this study consists of seven 
parts. Part 1 collects students' demographic information 
(gender and college). Parts 2 to 7 evaluate the UX of the SIS 
system and assess the six usability dimensions rated using a 
five-point Likert-type scale (1 = Strongly Disagree, 2 = 
Disagree, 3 = Neutral, 4 = Agree, and 5 = Strongly Agree). 
The questionnaire was developed to measure students' 
perceptions of PAAET’s SIS. A pilot study was conducted to 
test the validity and reliability of the questionnaire. The 
questionnaire's internal consistency was confirmed by 
determining the correlations between each theme and the 
questionnaire's total score, obtained from surveying 50 
students. The researchers used SPSS to calculate the 
correlation coefficients in Table II. The correlations between 
the individual dimensions and the overall score were high (p < 
0.01) and ranged from 0.795 to 0.901, indicating high internal 
reliability and construction integrity. 

Similarly, the questionnaire's reliability was established by 
calculating the Cronbach’s alpha for each dimension using 
SPSS (Table III). The questionnaire's dimensions exhibited a 
high degree of reliability, with coefficients that ranged from 
0.74 to 0.93. The total Cronbach's alpha score was 0.96; 
therefore, the questionnaire was reliable and generalizable. 

3) Research procedures: The researchers developed the 

quantitative UX questionnaire and conducted the qualitative 

focus group discussion. The focus group session was 

organized and run by a facilitator who began by stating the 

study's objective and emphasized the students' feedback on 

improving the SIS. Informed consent was obtained, and the 

students were assured that the information extracted from their 

feedback would be used for scientific research only. The 

facilitator instructed the participants to introduce themselves, 

some of whom knew each other, which seemed to improve the 

group dynamics. The focus group discussion was guided by 

the sequence of the statements in the UEQ. Each group of 

statements within a construct was carefully read out loud by 

different participants. The data collection relied on the 

facilitator’s notetaking during team discussions and the 

participants' written comments. The session lasted for about 

50 minutes. 

The focus group feedback was analyzed using the ―three 
coding‐framework‖ reported by [31] . This helped to 
understand the current state, problems, and opportunities for 
the system and help shape the questionnaire's final statements. 
The focus group students simultaneously found the statements 
in the questionnaire clear, easy to follow, and doable. 
Nevertheless, they all have agreed on the need to merge/delete 
some statements, as shown in Table IV. 

The focus group session helped to shape the final version 
of the questionnaire. The questionnaire was administered 
online during the fall term of the 2019-2020 academic year. 
After obtaining approval from PAAET’s higher 
administration, the questionnaire was distributed to all faculty, 
who, in turn, were instructed to forward it to their students. 
Responses were collected over seven days. The results were 
analyzed using SPSS and frequency, percentage, mean, 
standard deviation (SD) was used in the analysis. 

TABLE II. CORRELATION BETWEEN UX DIMENSION 

Correlation Dimension 

0.837** Attractiveness 

0.839** Efficiency 

0.795** Perspicuity 

0.892** Dependability 

0.901** Stimulation 

0.867** Novelty 

**p < 0.01 

TABLE III. CRONBACH'S ALPHA OF EACH UX DIMENSION 

Dimension  No. of Items Cronbach's Alpha 

Attractiveness 4 0.90 

Efficiency 5 0.86 

Perspicuity 6 0.74 

Dependability 10 0.85 

Stimulation 5 0.82 

Novelty 4 0.93 

Total Score  34 0.96 

http://www.ueq-online.org/
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TABLE IV. CHANGES MADE TO THE QUESTIONNAIRE 

Dimension Action 

Attractiveness Merge statements 1, 2, and 3 and use only statement 1 

Efficiency  No changes 

Perspicuity  Merge statements 10 and 11 in one statement  

Dependability  No changes 

Stimulation Delete statement 19 

Novelty  Delete statement 21 

IV. RESULTS AND DISCUSSIONS 

A. Students’ Perceptions of the SIS 

This section presents the results of the analysis of students’ 
perceptions of the SIS. Tables V to X include 23 items 
distributed in the six dimensions: attractiveness; efficiency; 
perspicuity; dependability; stimulation; and novelty. The 
tables presented in the following sub-sections show the 
percentages, means, standard deviations (SD), and ranks of the 
items within the dimensions according to their mean values. 

1) Attractiveness: Attractiveness refers to whether the 

system looks appealing and pleasant to the user. Table V lists 

the three items used to investigate the attractiveness 

dimension. The mean values of items A1 were the highest, 

which indicated that the system screen was exciting (mean = 

3.29). Item A2 that the SIS was interesting, came in second 

(mean = 3.20), while A3 "The SIS interface is attractive" 

scored the lowest in this dimension (mean = 2.95). Visual 

design is a non-functional element designing interfaces and 

confers attractiveness to any given system [32, 33]. The 

analysis of students' responses summarized in Table V, 

revealed that the SIS’ attractiveness was marginally 

appreciated. The attractiveness dimension was ranked fifth of 

the six dimensions as the mean value was 3.14, slightly higher 

than the neutral point 3.0. 

Aesthetics is a set of principles that relate to a design’s 
attractiveness. The visual design includes consistency, color, 
association, pattern, scale, outline, and visual weight. It 
engages users by helping them to perform the correct 
functionality on the system smoothly [34]. System designers 
should use aesthetics to enhance their designs’ usability, 
innovation, and attractiveness [35, 33]. Visual design is a 
crucial success factor; however, its importance has changed 
over time. The author in [36] investigate the dynamics 
between the significance and the attractiveness dimensions of 
software product features and their influence on user 
satisfaction. The study provided useful insight into the trade-
offs between the attractiveness and importance dimensions 
and informs which features should be focused on evolving 
software products. 

2) Efficiency: Three questions were used to examine the 

efficiency of the SIS (Table VI). Efficiency implies that users 

can perform their tasks quickly and without unnecessary 

effort. As for students' responses, item E2 ―I believe that the 

SIS meets my requirements‖ was ranked highest with a mean 

value of 3.27, which indicates that the SIS is marginally 

efficient and meets students' needs. Item E3 also showed that 

the SIS was ranked slightly effective (mean = 3.26). However, 

item E1 ―All system commands are executed quickly‖ was 

ranked lowest with a mean value of 2.78, which was below 

students’ expectations. Efficiency is essential to usability, 

which measures how quickly users can accomplish their tasks 

and, as such, positively impacts system quality [37]. The 

efficiency dimension was ranked lowest with an overall mean 

value of 3.10. This indicates that students are neutral to agree 

that the SIS is efficient slightly. 

3) Perspicuity: Perspicuity refers to the simplicity of the 

system, easy to use, and easy to learn. Table VII shows five 

items used to investigate perspicuity. Item P2 ―It is necessary 

to have a clear explanation of how to use the SIS‖ ranked 

highest with a mean value of 4.07. In contrast, item P1 

indicated that students were neutral concerning whether they 

received enough training to use the SIS and ranked the lowest 

(mean = 3.18). Perspicuity considers how easy it is for users to 

learn to perform a task using the interface and how easy it is to 

remember how to perform it. This dimension was ranked the 

highest of the dimensions with an overall mean value of 3.58, 

which indicated that students moderately agree that the system 

is easy to use and learn. 

Learnability is measured by the level of ease with which 
users become proficient at using a system [38]. The author in 
[39] stated that learnability is one of the five quality 
dimensions of usability; the others are efficiency, 
memorability, satisfaction, and error. Students moderately 
agreed that the SIS was easy to use, systems commands were 
understood, and the system can be used without the help of 
others. During the focus group session, a few students 
suggested conducting training and orientation sessions on 
using the system’s functions. Others said that they did not use 
all the system functions, focusing on basic functions that allow 
registrations and viewing their grades and schedules. 
According to [40], the learnability and user-friendliness of a 
system are inversely proportional to the amount of training 
time needed for its use. Focusing on the design helps to 
increase learnability and ease of use by allowing users to 
understand the interface quickly without training. Besides, 
consistency in interface design makes the system’s menus and 
commands well organized and easy to use; inconsistencies can 
confuse systems. 

Training and guidance are critical issues for the proper use 
of technology in educational institutions. It is stressed by [41, 
42], that colleges and universities should provide adequate 
training and guidance for students and advisors to use and 
utilize the systems' tools and functions. 

4) Dependability: Dependability refers to whether the user 

feels in control of the system and the interaction with the 

system is predictable. Table VIII includes four items used to 

investigate dependability, namely, system reliability, 

expectancy, accuracy, and security. The students’ responses to 

item D4, ―The SIS is secured‖ (mean = 4.02) were the highest. 

In contrast, item D3 ―The SIS meets my expectations,‖ ranked 

lowest with a mean value of 3.17. The dependability 

dimension ranked third of the six dimensions with a mean 

https://www.nngroup.com/articles/usability-101-introduction-to-usability/
https://www.nngroup.com/articles/usability-101-introduction-to-usability/
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value of 3.51. This indicated that students moderately agree 

that the system is trustworthy. 

Dependability is a non-functional property of a system 
derived mainly from whether users can trust the system. An 
alternative concept that also contributes to dependability is 
avoiding system failures that are more frequent and severe 
than acceptable [43]. Dependability encompasses many 
attributes, such as the system’s reliability, availability, 
durability, accuracy, and security [44]. Software designers 
should value this dimension highly because dependable 
software is often praised and recommended by its users. The 
author in [45] claims that dependability can provide services 
that can be trusted defensibly within a given timeframe. 

5) Stimulation: Stimulation queries whether the system is 

exciting, motivating, and fun to use. The four items in Table 

IX show that the SIS was moderately stimulating. Item S2, 

―Displaying the number of courses that I have completed, and 

the remainder is valuable,‖ ranked first (mean = 4.16). 

Second, item S3’s mean score of 3.57 indicated that the SIS 

motivated students to do better. Item S4, ―The SIS is an 

interesting system," ranked lowest with a mean value of 3.22. 

The stimulation dimension was ranked second of the six 

dimensions with a mean value of 3.55. This indicated that 

students moderately agreed that the system was stimulating. 

To achieve a successful design that has a positive impact on 

the user and achieves a business objective, persuasive 

elements must be explicitly considered in the context of the 

behavior that the application seeks to influence; and this must 

take place in the early stages of the design process. The author 

in [46] listed motivational drivers for system developers, 

which are an excellent place to start with any application: 

―collecting, connecting, achievement, feedback, reciprocity, 

and blissful productivity.‖ 

6) Novelty: Novelty reflects whether a system is 

innovative and creative. Four items are shown in Table X 

investigating novelty. From the mean values of each item, the 

students' responses to item N3 ―The SIS is technically 

advanced‖ ranked highest with a mean value of 3.51. This 

indicated that students slightly agree that the system is novel. 

Novelty can catch the user's attention and is defined by [26] as 

―The quality of being new, original, or unusual.‖ Software 

novelty can help a system be noticed among the many other 

systems and applications; however, to do so, the system must 

also be useful for users. Reference added other aspects of 

novelty that contribute to UX, such as creation, invention, and 

innovation. 

TABLE V. STUDENTS' PERCEPTIONS OF THE SIS’S ―ATTRACTIVENESS" 

 
Strongly 

Disagree  
Disagree Neutral  Agree Strongly Agree     Rank 

 
No. 

Questions  Freq. % Freq. % Freq. % Freq. % Freq. % Mean SD  

A1 The screen of SIS is exciting. 68 10.5 83 12.9 176 27.3 232 36.0 86 13.3 3.29 1.168 1 

A2 SIS is an interesting system. 95 14.7 95 14.7 134 20.8 228 35.3 93 14.4 3.20 1.276 2 

A3 The SIS interface is attractive. 96 14.9 142 22.0 180 27.9 155 24.0 72 11.2 2.95 1.225 3 

TABLE VI. STUDENTS' PERCEPTIONS OF THE SIS’S ―EFFICIENCY‖ 

 Questions 

Strongly 

Disagree 
Disagree Neutral Agree 

Strongly 

Agree Mean SD 
Rank 

 
No.  Freq. % Freq. % Freq. % Freq. % Freq. % 

E1 All system commands are executed quickly. 172 26.7 133 20.6 87 13.5 169 26.2 84 13.0 2.78 1.418 3 

E2 
I believe that the SIS meets my 
requirements. 

87 13.5 96 14.9 118 18.3 245 38.0 99 15.3 3.27 1.270 1 

E3 I think the SIS is practical and effective.  90 14.0 94 14.6 126 19.5 230 35.7 105 16.3 3.26 1.284 2 

TABLE VII. STUDENTS’ PERCEPTIONS OF THE SIS’S ―PERSPICUITY‖ 

 Questions 

Strongly 

Disagree 
Disagree Neutral Agree 

Strongly 

Agree Mean SD 
Rank 

 
No.  Freq. % Freq. % Freq. % Freq. % Freq. % 

P1 I got enough training on how to use the SIS. 87 13.5 122 18.9 109 16.9 239 37.1 88 13.6 3.18 1.270 5 

P2 
It is necessary to have a clear explanation 

of how to use the SIS. 
32 5.0 31 4.8 62 9.6 257 39.8 263 40.8 4.07 1.068 1 

P3 
The SIS can be used, and its contents 

understood without the help of others. 
52 8.1 114 17.7 132 20.5 205 31.8 142 22.0 3.42 1.234 4 

P4 
The commands and links on the SIS are 
clear and understandable. 

31 4.8 75 11.6 135 20.9 275 42.6 129 20.0 3.61 1.077 3 

P5 The SIS is an easy-to-use program. 43 6.7 83 12.9 119 18.4 237 36.7 163 25.3 3.61 1.184 2 
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TABLE VIII. STUDENTS' PERCEPTIONS OF THE SIS’S ―DEPENDABILITY‖ 

 Questions 

Strongly 

Disagree 
Disagree Neutral Agree 

Strongly 

Agree Mean SD 
Rank 

 
No.  Freq. % Freq. % Freq. % Freq. % Freq. % 

D1 
The SIS performs my registration 
accurately. 

50 7.8 92 14.3 134 20.8 257 39.8 112 17.4 3.45 1.161 2 

D2 The SIS is reliable. 71 11.0 89 13.8 129 20.0 227 35.2 129 20.0 3.39 1.256 3 

D3 SIS meets my expectations. 84 13.0 119 18.4 144 22.3 200 31.0 98 15.2 3.17 1.264 4 

D4 The SIS is secured. 30 4.7 16 2.5 90 14.0 286 44.3 223 34.6 4.02 1.002 1 

TABLE IX. STUDENTS' PERCEPTIONS OF THE SIS’S ―STIMULATION‖ 

 Questions 

Strongly 

Disagree 
Disagree Neutral Agree 

Strongly 

Agree Mean SD 
Rank 

 
No.  Freq. % Freq. % Freq. % Freq. % Freq. % 

S1 The SIS is stimulating. 67 10.4 108 16.7 163 25.3 215 33.3 92 14.3 3.24 1.196 3 

S2 

Displaying the number of courses that I 

have completed, and the remainder is 

valuable. 

17 2.6 31 4.8 70 10.9 243 37.7 284 44.0 4.16 0.977 1 

S3 
The SIS motivated me to perform better in 
my courses.  

50 7.8 69 10.7 151 23.4 216 33.5 159 24.7 3.57 1.192 2 

S4 The SIS is an interesting system 83 12.9 105 16.3 147 22.8 204 31.6 106 16.4 3.22 1.266 4 

TABLE X. STUDENTS’ PERCEPTIONS OF THE SIS’S ―NOVELTY‖ 

 Questions 

Strongly 

Disagree 
Disagree Neutral Agree 

Strongly 

Agree Mean SD 
Rank 

 
No.  Freq. % Freq. % Freq. % Freq. % Freq. % 

N1 The SIS is an innovative system. 57 8.8 121 18.8 158 24.5 193 29.9 116 18.0 3.29 1.215 2 

N2 SIS is a creative system.  78 12.1 133 20.6 153 23.7 191 29.6 90 14.0 3.13 1.237 4 

N3 The SIS is technically advanced. 63 9.8 71 11.0 123 19.1 251 38.9 137 21.2 3.51 1.218 1 

N4 SIS is an innovative program. 75 11.6 113 17.5 153 23.7 202 31.3 102 15.8 3.22 1.241 3 

During the focus group session, some students expressed 
that while the SIS allowed them to achieve their intended goal, 
the interface looks traditional and boring. Some said the SIS 
does not provide intelligent ―what if‖ scenarios concerning 
course requirements and scheduling or suggestions to boost 
their GPAs. An intelligent expert can provide personalized 
support to each student and creates a virtual collaborative 
environment that includes advisors, students, registrars, and IT 
staff to ensure that the SIS effectively contributes to student 
success. It is essential to inject creativity into the design of 
these systems. The author in [47] stresses that creative design 
can improve the efficiency and utilization of a system and 
claim that there are benefits to using creative approaches to 
design and develop innovative new models for software 
presentation and information retrieval. 

B. Comparison of UX Dimensions 

The results of the analysis revealed that the students had a 
marginally positive perception of the SIS. A comparison of the 
six dimensions of UX is illustrated in Fig. 1. The mean values 
are used to indicate the level of the six dimensions of UX: 
perspicuity, mean 3.58; stimulation, mean 3.55; dependability, 
mean 3.51; novelty, mean 3.29; attractiveness, mean 3.14; and 
efficiency, mean 3.10. 

For the six dimensions, the means ranged from 3.10 to 
3.58, with an overall average of 3.36. Three dimensions were 
above 3.5, which suggests that the SIS was slightly 
appreciated. With the ongoing evolution of tools and 
applications, software improvements are essential, and 
research must best inform the most pressing. Emphasis should 
be placed on the efficiency, attractiveness, and novelty 
dimensions of this SIS. 

 

Fig. 1. Mean Values of the UX Dimensions. 
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V. CONCLUSIONS AND FUTURE DIRECTIONS 

The current study investigated the UX of an SIS, a key 
platform in any contemporary academic institution's operation, 
by analyzing students’ perceptions. The strengths and 
weaknesses of the design/usability/UX provided by the SIS 
currently used at PAAET were examined according to six 
factors that are central to successful systems. 

Both qualitative and quantitative methods were used to 
query a sample of 645 students from the five PAAET colleges. 
For the former, focus group discussions were used to explore 
students' experiences and perceptions of the SIS and improve 
the questionnaire used to collect data on six crucial aspects of 
UX for the latter. Taken together, the results from the focus 
group and statistical analysis of the survey data indicate that 
the participants had a positive impression of the SIS. As for 
UX dimensions, the findings revealed that this SIS’s 
perspicuity, stimulation, and dependability were rated slightly 
higher than its novelty, attractiveness, and efficiency. This 
suggests that the SIS used at PAAET since 2010 can no longer 
support the new learning models and delivery modes that 
students require. Students need efficient systems to collect 
their academic data in easy-to-use visual dashboards with 
attractive features such as graphical data representation. These 
results shed light on the need for continuous SIS evaluation 
and a broad research scope to develop innovative SIS with 
intelligent functions for novel activities. Such features 
enhance students’ interactivity and productivity, which 
encourage their academic success. 

This study's results are interest to usability experts and 
those studying user behavior and practical uses of interactive 
systems. A poorly designed user interface, ineffective mobile 
experience, and lack of service availability can turn the SIS 
into a source of frustration. However, an effective UX earns 
users’ interest and, most importantly, enhances their 
productivity. The present study provides insight into PAAET’s 
SIS specifically and, in general, highlights the need for 
educational institutions to perform regular SIS UX 
evaluations, such as the one illustrated here, which proved to 
be a valid and reliable way of generating context-specific 
recommendations. 

Future work should focus on designing and implementing 
intelligent SIS. Intelligent services using adaptive, knowledge-
based feedback creates a personalized experience that 
accommodates individual needs. Innovative SIS also provides 
what-if scenario analysis, tracks student data trends, provides 
students with insight, and demonstrates academic progress. 
Also, the mobile experience with SIS must be reliable, as this 
interface is only gaining relevance, and some students had 
negative experiences when using PAAET’s SIS on their 
mobile device. Moreover, redesigning the system according to 
new creative and innovative approaches and using a more 
attractive layout injected with stimulating elements that render 
the interface more user-friendly would enhance the SIS's look 
and feel while also improving its efficiency and efficacy. 
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Abstract—With the advent of 5th generation (5G) technology,
the mobile paradigm witnesses a tremendous evolution involving
the development of a plethora of new applications and services.
This enormous technological growth is accompanied with an
huge signaling overhead among 5G network elements, especially
with emergence of massive devices connectivity. This heavy
signaling load will certainly be associated with an important
security threats landscape, including denial of service (DoS)
attacks against the 5G control plane. In this paper, we analyse
the performance of a defense mechanism based randomization
technique designed to mitigate the impact of DoS signaling attack
in 5G system. Based on massive machine-type communications
(mMTC) traffic pattern, the simulation results show that the
proposed randomization mechanism decreases significantly the
signaling data volume raised from the new 5G Radio Resource
Control (RRC) model under normal and malicious operating
conditions, which up to 70% while avoiding the unnecessary
resource consumption.

Keywords—5G New Radio (NR) network; Radio Resource
Control (RRC) state model; Denial of Service (DoS); signaling
threats; randomization

I. INTRODUCTION

The emergence of the 5G standard was accompanied
with a phenomenal rise in traffic volumes emanating from
various new services and applications. To meet these new
challenges, 5G technology has introduced three new classes
of services, namely, the enhanced mobile broadband (eMBB),
massive machine-type communications (mMTC) and ultra-
reliable low latency communications (URLLC) [1]. While
the eMBB services will ensure an enhanced throughput, the
mMTC services will handle massive number of connected
devices with stringent energy efficiency and battery autonomy
constraints, and the URLLC use case will provide low latency
and high reliability services [2]. These new 5G challenging
requirements will certainly increase the complexity of the
management procedures designed to handle the rising demand
of mobile subscribers.

To reduce network signaling complexity and unnecessary
control transmissions, ongoing research works are progressing
in many fronts with the aim of optimizing the signaling load
for a robust and ultra-lean 5G designs. Indeed, a novel radio
resource control (RRC) inactive state RRCINACTIV E have
been introduced for Next Generation of Radio Access Network
(NG-RAN) [3] to enhance the energy efficiency, reduce the
latency and optimize the signaling load through optimizing the
idle-to-connected state transition. Even if the new 5G RRC
model was developed to meet the huge signaling overhead
handled by the cellular paradigm, the short inactivity timers

joined to the tremendous number of connected devices will
entail a number of security flaws, including the problem of
Denial of Service (DoS) attacks against the next generation
of radio access network (NG-RAN) signaling control plane,
named signaling threats. The DoS signaling threats were first
emerged in 3G system [4], [5], [6], [7], involving the signaling
attack that exploits the Radio Access Bearer (RAB) allocation/
release procedures to overload 3G entities, specifically the
Radio Network Controller (RNC) entity. By using the well
known network parameter, named inactivity timer T5Ginac ,
this attack could be also carried out against the 5G system
to overload the signaling control plane, which can disturb the
network functionality giving rise to a productivity loss for
network operator.

Several research works have tackled the problem of sig-
naling threats in 3G/4G mobile networks and have proposed
detection and defense mechanisms to mitigate the impact of
such attacks [4], [8], [10], but little research efforts have
been dedicated to signaling-based threats in 5G context. A
survey of the 5G security architecture related to the primary
protocols of the control plane signalling was presented in [11],
[12]. In [13], the authors have proposed a defence mechanism
to protect the paging protocols against security and privacy
attacks [14]. The proposed solution aims at securing the 4G/5G
devices from unauthorized/fake paging messages by introduc-
ing a new identifier, named P-TMSI, randomizing the paging
occasions, and conceiving a symmetric-key based broadcast
authentication framework. In [15], the issue of DoS signaling
attacks in different mobile network generations was outlined,
including the post-5G technologies. This work provided also
some security solutions to protect the 5G system against these
threats, involving securing the data information exchange over
the radio link and make the access more difficult for malicious
parties.

Unfortunately, these few research works are still not
enough to address the damaging 5G signaling threats, involv-
ing the DoS signaling attack tackled in this work. Hence, this
paper extends our defense mechanism proposed in [10], as a
preventive solution to defend against DoS signaling attack in
3G network, to meet also the problem of signaling threat in 5G
system. Based on mMTC traffic model, the proposed mitiga-
tion mechanism based randomization technique has shown also
promising results in decreasing the signaling load generated
by the 5G infrastructure under signaling DoS attack while
preventing the unnecessary use of the network resources.

The rest of the paper begins with a background section
giving an overview of the new 5G RRC state model, and
highlighting some security flaws of this novel RRC three-
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state model. The section three analyses the 5G DoS signaling
attack detection mechanism based randomization technique.
This section presents first an overview on related works, then,
it outlines the traffic model used for the performance evaluation
of the detection framework, which is introduced at a later stage.
Still in the same section, the simulation results are carried
out to evaluate the effectiveness of the randomization based
detection solution in defending against DoS signaling attack
in 5G mobile network. Finally, the section four concludes the
paper.

II. BACKGROUND

In cellular systems, wireless communications between the
devices and the network are carried out using the RRC protocol
that is responsible for allocating and releasing the necessary
radio resources. The signaling load produced by these resource
allocation and release procedures will increase tremendously,
specifically with the great variety of applications based on
burst traffic (e.g., mMTC use case), which could disturb the
proper functioning of the mobile networks infrastructures.
As depicted in Fig. 1, in 5G system, a new RRC state,
named RRCINACTIV E , is introduced to meet the challenge
of signaling overhead, battery life and latency. This novel
RRCINACTIV E state is designed to reduce the latency by
minimizing the signaling exchange triggered by the transition
to RRC connected state RRCCONNECTED among the 5G
infrastructure, which would be relevant for many smartphone
applications that transmit small data on a frequent basis. This
new state will also allow devices to conserve their batteries life
by reducing the signaling load generated by the idle-connected
states transitions. Indeed, in the RRCINACTIV E state, the
device stores the RRC context (Access Stratum (AS) context)
and maintains the core network (CN) connection established,
and any detected traffic activity will trigger the transition to
RRCCONNECTED state through a resume procedure using
only three signaling messages instead of seven messages used
in the switching process from the idle state (RRCIDLE) to
the connected state in 4G system [16]. The transitions be-
tween RRCCONNECTED and RRCINACTIV E states occur
transparently to the CN. indeed, the CN network may carry
any downlink traffic to the RAN entity so that the state
transition from RRCINACTIV E to RRCCONNECTED does
not involve any CN signaling exchange. As illustrated in Fig.
1, the new 5G RRC state model involves three states, namely,
RRCIDLE , RRCCONNECTED and RRCINACTIV E . In this
RRC three-state model, the transition from RRCIDLE to
RRCCONNECTED will primarily occur during the first UE
attaches to the network or as a fallback to a new RRC con-
nection. Hence, this transition will hardly arise when compared
to the transition from RRCINACTIV E to RRCCONNECTED,
and with the shorter inactivity timeouts managing this later
transition [17], the signaling load remains important even if
the number of exchanged signaling messages related to the
5G RRC three-state transitions is reduced by introducing the
RRCINACTIV E state, specifically when the 5G NG-RAN
network is under a DoS signaling attack. indeed, a malicious
exploiting of this inactivity timeout will give arise to two
DoS attack scenarios. The first scenario is similar to the
signaling attack tackled in [20], which aims at affecting and
compromising an important number of MTC devices, and
forcing them to send periodic burst packets after the expiration
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Connected

  RRC 

Connected

Inac!ve

Establish connec!on

Release connec!on

Release 

connec!on Resume 

connec!on
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Fig. 1. 5G RRC State Machine Model.

of the inactivity timer to trigger frequent resource allocation
and release procedures, thus causing a peak of signaling load
that can not be properly sustained by the mobile infrastruc-
ture. Adversely, the second attack scenario aims to consume
abusively the NG-RAN radio resources by maintaining a set
of compromised devices in the RRCCONNECTED state for
a considerable period of time leading to a network resource
starvation. There are other security risks threatening the NG-
RAN infrastructure, involving, the integration with the existing
vulnerable systems, namely, Internet and 4G network, the
immaturity of the 5G production process and maintenance
procedures, and the overgrowth of the 5G components. These
security flaws could amplify the risk of breaking down the
confidentiality, integrity, and availability of network elements,
and giving rise to more attack vectors against 5G system.
Therefore, developing a robust a defense system that can
protect the 5G system against such security threats, will be
a serious challenge for mobile service providers.

III. 5G DOS SIGNALING DETECTION MECHANISM BASED
RANDOMIZATION TECHNIQUE

In this paper, we will evaluate the proposed detection mech-
anism based randomization approach regarding the DoS signal-
ing attack exploiting the new 5G RRC three-state machine by
analyzing the decreased signaling overhead ratio DSOR and
the network resource occupation time ratio ROTR related to
NG-RAN RRC handling process regarding different statistical
distributions, namely, Gaussian, Log-normal and Exponential
distributions. To carry out the performance evaluation of the
proposed detection framework within 5G system, we will
use the mMTC massive sensors traffic pattern [18] as 5G
networks are expected to handle an significant amount of
mMTC communications.

A. Related Works

To consolidate the security perimeter against signaling at-
tacks in mobile networks, several protection mechanisms have
been proposed in the literature review, specifically, for 3G and
4G networks. Among these defense solutions, a randomization
method applied to some configuration parameters, like the
channel inactivity timeout, has been proposed in [8], [9], [10],
to increase the difficulty of hacking the value of such extremely
vital network settings. According to [8], the randomization
technique attributes the same random inactivity timeout to
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all UEs handled by the same 3G Radio Network Controller
(RNC) regardless of the traffic volume handled by these
UEs. The randomization approach proposed in [8] presented
some drawbacks related to a rise in resource consumption
due to system configuration that becomes dynamic and no
longer optimal, leading to an unbalanced resource consumption
among different traffic patterns. Hence, [10] has proposed
an enhanced randomization based detection framework to
cope with the DoS signaling attacks in 3G system while
optimizing the resulting resource consumption as well. Indeed,
this improved randomization technique deployed an additional
concept of classifying the devices according to the traffic
volume periodically received by the 3G control plane over the
corresponding measurement reports. In 5G context, the ran-
domization approach has been used to defend against paging
message hijacking attack [13]. Indeed, this solution aims at
randomizing the paging occasion, which consists on changing
the paging occasion after every paging cycle regardless of
whether the 5G device received any paging message in that
paging cycle. Such an approach, however, depletes rapidly the
available P-TMSI values, and requires that the device and the
base-station should be accurately synchronized.

B. Traffic Modeling: mMTC use Case

mMTC communications connect a plenty of devices con-
strained by cost and energy considerations. mMTC can be
used for monitoring and area-covering measurements through
sensor and actuator deployments. This 5G traffic use case is
usually modeled using the 3GPP bursty traffic FTP model
3 [18], which is based on Bursty traffic with a fixed-size
packet following a Poisson arrival process with rate λ, packet
inter-arrival time fD,mMTC(t) and packet size fY,mMTC(t).
According to [18], the number of mMTC devices is about
25000 per cell, in this paper, we will simulate the traffic pattern
related to NmMTC connected devices. Using the traffic model
parameters described in Table I, we will first simulate the
mMTC signaling load generated by the new 5G RRC state
handling under a different DoS signaling attack scenarios in
accordance with various T5Ginac

, namely, 1 s, 2 s and 3 s.
Then, we will evaluate the DSOR and ROTR metrics to
demonstrates the effectiveness of the proposed defense solution
in mitigating the DoS signaling attack in 5G system.

TABLE I. MMTC SIMULATION PARAMETERS

NmMTC Ts Tinac fY,mMTC(t) fD,mMTC(t)

1000 7200 s 1 s, 2 s, and 3 s 125 B 1 s

C. Detection Framework

For the mMTC traffic model, we have a well known
behaviour of devices, which transmit the same amount of
data fY,mMTC during a defined transmission time period
fD,mMTC , so the data traffic classification is meaningless in
this case. To this end, we will use the randomisation techniques
as follows:

For the Gaussian distributions, µ is set to T5Ginac
, and σ

=TR.

For the exponential case, we use a modified exponential
distribution (weighted by a factor w), the λ are computed as:{

1

λ
=T5Ginac×w; w=

√
T5Ginac

2

TR
(1)

For the log-normal distribution, the µ and the σ are
computed as follows:

µ=log( T5Ginac
2

√
TR+T5Ginac

2
)

σ=
√
log( TR

T5Ginac
2 + 1)

(2)

Where:

{
TR=a ∗ T5Ginac (3)

The weighted parameter a is set so that the available inactivity
timers remain in the interval [1s 10s] defined for 5G standard.

D. Analysis and Results

To evaluate the performance of the proposed detection
mechanism, we will analyze two metrics, namely, the DSOR

related to the promotion state transition to RRCCONNECTED,
and the ROTR which refers to the ration of time period that
device remains inactive in RRCCONNECTED state in normal
case (T5Ginac is static) regarding the resource occupation time
related to randomized T5Ginac .

DSOR =
SL(N)− SL(R)

SL(N)
(4)

ROTR =
TRO(N)− TRO(R)

TRO(N)
(5)

Where:


SL: Signaling Load (in number of signaling messages)
TRO: Resource Consumption Time
R: Randomization
N : Normal case

By periodically launching a DoS signaling attack using
different numbers of compromised mMTC devices (10%, 25%
and 50% of the total number of simulated devices NmMTC) ev-
ery T5Ginac (attack period), we will first evaluate the generated
signaling load when no defense mechanism is implemented for
different inactivity timeouts, namely, 1s, 2s and 3s. From the
simulation results depicted in Fig.2, Fig. 3 and Fig. 4, we
can infer that the mMTC traffic pattern gives rise to a larger
signaling load for the smaller inactivity timers even in case
when no DoS signaling attack is initiated. The high amount of
signaling traffic for the small value of inactivity timer (T5Ginac

=1s) can be justified by the fact that the mMTC traffic pattern
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is a Poisson distribution with a mean inter arrival rate λmMTC

about one packet per second, thus, a higher T5Ginac (superior
to 1s) means less state transitions between RRCINACTIV E

and RRCCONNECTED states and then less signaling load.
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Fig. 2. New 5G RRC Model Signaling Overhead under a DoS Signaling
Attack for T5Ginac
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Fig. 3. New 5G RRC Model Signaling Overhead under a DoS Signaling
Attack for T5Ginac

= 2s.

Regarding the two simulated metrics DSOR and ROTR,
the performance evaluation of the randomisation based detec-
tion mechanism has shown promising results in mitigating the
impact of DoS signaling attack against the novel 5G RRC
three-state model. As illustrated in Fig. 5 and Fig. 6, the three
simulated distributions, namely Gaussian, Log-normal and ex-
ponential functions reduce considerably the signaling overhead
and the unnecessary resource consumption, which reach 70%
and 65%, respectively for the exponential distribution with
T5Ginac

= 1s and 50% of compromised mMTC devices. We
have choose to evaluate our detection mechanism regarding
the T5Ginac

= 1s, due to the large volume of signaling
load generated by using this smaller inactivity timer, which
constitute the most devastating attack scenario, specifically by
compromising 50% of total mMTC devices.

As outlined in Table II, the randomization technique has
shown better results in 5G context when compared to 3G
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Fig. 5. Decreased Signaling Overhead using Randomization Techniques for
50% of Compromised mMTC Devices: T5Ginac

= 1s.

context, specifically for the Exponential and Log-normal dis-
tributions. Hence, the randomization approach remains very
promising solution to be considered in mitigating the signaling
threats in new mobile network generations. First, this technique
offers a preventive framework that can avoid the occurrence
of such attacks or at least mitigate their impact. Secondly
and from a hardware perspective, the proposed randomized
approach needs simply some low-complexity software updates
in only some network entities.

IV. CONCLUSION

In this paper, we have extended our detection mechanism
based randomization technique to defend against DoS signal-
ing attack emerged in the new 5G RRC three-state model. The
proposed solution has shown promising results in mitigating
the impact of these signaling threats in 3G system, and we
have demonstrated through simulation based on mMTC traffic
pattern, the effectiveness of our detection framework regarding
the 5G system as well. Indeed, for an inactivity timeout
equal to 1 s and 50% of compromised mMTC device, the
three simulated randomisation methods decrease significantly
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TABLE II. RANDOMIZATION BASED DETECTION FRAMEWORK: 5G VS 3G
PERFORMANCE COMPARISON

Randomization ap-
proach 3G system [10] 5G system

DSOR

(%)
ROTR

(%)
DSOR

(%)
ROTR

(%)
Gaussian
distribution 46.53 55.99 52 40

log-normal distribu-
tion 42.27 10.98 64 54

Exponential distri-
bution 31.91 13.12 70 64

the signaling load while avoiding the unnecessary network
resource use. For the exponential distribution, the decreased
signaling load is up to 70%, and the resource consumption ratio
is around 65%, which constitutes an significant enhancement
of network performances concerning the signaling overhead
and the resource starvation raised from the new 5G designs,
specifically when the network is under a DoS signaling attack.
Our future work revolves around deeper analysis of new
emerging signaling threats in the next generation (NG) of
mobile systems, and new proposals to build a robust detection
mechanisms to defend against the signaling attacks.
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Abstract—Telecommunications play a very important role
in people’s life, for years there has been an evolution of this
technology in the mobile communications’ industry reaching up
to the 5G technology, which is more advanced than 4G, making
it thus more comfortable for the user. In Peru, 5G technology
has not been implemented though because there is fear from
great part of population regarding its the antennas. Another fear
is nowadyas the spread of COVID–19, this is because there is
a lot of false information that has poor scientific support, even
that information has been denied by the Ministry of Transport
and Communications (MTC) from Peru, but still people hold on
to these fears. Due to the aforementioned reasons, the present
investigation aims to carry out an assessment of the benefits that
the 5G technology would bring to the country and also proposes a
regulatory frame for the radioelectric spectrum that will occupy
this technology in Peru. By evaluating a regulation proposal of
5G technology in Peru, it is shown that the implementation of this
technology will bring benefits in the social and economic sectors
of the country.

Keywords—5G; regulation; antennas; radio spectrum

I. INTRODUCTION

The 5G technology has high expectations regarding its
launch. If we observe the evolution that the mobile technology
has had since its inception, it has shown great advancement. So
it was expected that the 4G technology in some moment was
going to be surpassed. And so, the technology 5G appeared in
which people can navigate at higher speeds, that is, allowing
individuals to have an internet connection faster than 4G, with
the promise of 10 Gbps connectivity and latency less than five
milliseconds (< 5ms). Hence, it is no surprise that the current
increase in the demand for mobile connectivity is going to
accelerate dramatically [1].

In Peru, the 5G technology has not been incorporated
due to missing antennas and base stations that can support
this technology. According to the Ministry of Transport and
Communications (MTC), there is no 5G antenna in the country
at the moment nor it is not known if the implementation of
them is being carried out during the stage of social confinement
due to the COVID–19 pandemic in the country [2]. On the
other hand, it has been observed that many citizens fear
antennas and even relate it to the spread of COVID–19, this
is because they get carried away by false information. Faced
with abundant information from unreliable sources, the MTC
through several statements and campaigns has indicated to the
population that there is no relationship between 5G technology
and the spread of COVID–19 [3]. According to the director of
Audits and Sanctions in Communications, Patricia Daz, she has

indicated that there is no scientific research to support in no
way that the antennas have any relation also to cancer and/or
any other disease [2].

In the South American nation of Peru there are people who
distrust the antennas and even refuse to have them installed
within their territory. For instance in the tiny Peruvian town
of Chopcca (Huancavelica), villagers burned antennas and
kidnapped the personnel in charge of the installation. This is
really contradictory, as many people complain about the little
coverage that there exist specially in the rural communities.
Furthermore due to the current pandemic many students are
not able to receive their classes remotely. They complain that
the current internet connection they have is very slow and
sometimes the image they see in video is pixelated. Hence, a
paradox that stands out is that users want greater connectivity
but they don’t want any more antennas.

Some studies about the 5G technology, such as the work
developed by [4], cover the benefits that 5G technology will
generate, for example, in Ecuador. It has been indicated that
this technology will take time to develop within this country
since for the government it represents additional costs and even
the operators do not have the necessary resources to do the
tests. It should be noted that previously when a new technology
such as the 4G has been implemented in Ecuador, there has
been a growth in the economic, technological and social sec-
tors. Another work developed in Indonesia [5] mentioned the
importance of the features about the 5G technology. To conduct
an evaluation and see if such technology can be integrated into
this Asiatic country, the authors considered that this technology
should be assigned to frequency spectrum that is already
being occupied by fixed satellites within this country. The
authors in the aforementioned study recommended performing
a cost benefit analysis to know if it is convenient to use 5G
technology in the selected spectrum of frequency. Finally there
is a work developed in Colombia by [6], where a technology
comparison between 4G and 5G is made. For this the authors
made a description about the evolution that each technology
has had in mobile networks and also the increase in their
web browsing speeds. The authors of this Colombian study
mentioned that the 5G technology will be beneficial in the
social and economic realm.

Seeing the problems in Peru regarding the little knowledge
that people have about the 5G technology, this article will
conduct an assessment based on the benefits this technology
will bring. In Section II, characteristics of the 5G technology
will be presented, such as the concept of this technology and
its radio spectrum radio for 5G. In Section III, we will show a
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Fig. 1. Spectrum Usage in mmWave Bands [7].

brief description of the mobile telephony industry in Peru and
also discuss the improvement that 5G will bring by considering
the social and economic perspectives. Finally, in Section IV the
conclusions are indicated.

II. CHARACTERISTICS OF 5G

A. Concept of 5G Technology

The 5G technology or the fifth generation one, is an
evolution of mobile communications systems that through-
out the years has been cherished, where each generation
is distinguished in improved data transmission speeds. This
technology features a data transmission speed of several giga-
bits per second, latencies of approximately 1ms and reduced
energy consumption for wireless broadband [8]. According
to these characteristics, the increase in internet connection
speed is remarkable. On the other hand, this technology also
provides solutions for automation, power, agriculture, among
other applications [4]. This is important since it allows that
communication between man and machine is fluent, and also
spares the need that individuals physically control machines.

B. Radio Spectrum for 5G Technology

The 5G technology offers faster connection speeds to
the internet, so it requires a greater radio spectrum and an

efficient one. Since the radio spectrum is a finite resource,
the International Telecommunications Union (ITU) that is the
global agency responsible for the spectrum management of
radio frequencies and the resources of the satellites in orbit
[9]. The ITU has to regulate a radio spectrum that does not
generate conflict with those technologies that work already in
a certain frequency spectrum and can be maintained in such a
way also that 5G can meet the expectations required.

For the 5G technology, decisions about the management of
the spectrum will play a critical role in meeting of the expecta-
tions established for the 5G networks [9]. This technology will
have a wide bandwidth so it can offer a capacity and speed
of data transmission optimally for the comfort of the users.
One of the novelties of 5G is that a frequency band that was
previously not considered for mobile communications such as
the 24 GHz band and it is seen in Fig. 1 can be used. So 5G
implies a higher spectrum and which is widely available in the
millimeter range. This can accommodate as well the Massive-
MIMO implementation that involves multiple small antennas
and processing in devices [10]. MIMO or multiple input and
multiple output, is used to improve wireless communication
and will result important for the 5G technology.
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Fig. 2. Households with at least One Member of the Family having a
Mobile Phone in the 2008-2018 period.

III. 5G IN PERU

A. Mobile Communications in Peru

In Peru, the radioelectric spectrum being a finite resource,
is administered by the Ministry of Transport and Commu-
nications (MTC). It is known that in various parts of the
Peruvian territory there is no coverage, thus this limits the use
of the maximum data transmission speeds that it already has
for technologies such as 3G or 4G. The number of users has
noticeably incremented in the last few years [11], however the
technological capacity to satisfy all users has not increased.

At present there is a growth in mobile technology. Fig. 2
shows the number of households between 2008 to 2018 who
have a mobile phone in Peru according to the National Institute
of Statistics and Informatics from Peru. There is no doubt
that a clear increment can be seen. Thus, this will lead to
a growing demand of the radioelectric spectrum. To ensure
that the development of 5G technology is optimal, a good
management is needed, since the development of 5G involves
large challenges at the technological and structural level. The
architectures of mobile networks will have a notable change in
their components, in the way of managing resources, and in the
provision of services [12]. While it is true, some operators have
conducted tests in Peru with 5G technology obtaining good
results, only the tests were carried out and still this technology
has not been implemented anywhere in the country.

The objective of implementing 5G technology is that all
people can use it on their mobile devices to stay connected and
being informed of what may happen in the world in a different
way, without the famous bottleneck that occurs when a large
number of users use the network at the same time. Therefore,
the management of the radio spectrum for 5G technology is
a crucial matter. On the other hand, the Supervisory Agency
Private Organism in Telecommunications (OSIPTEL) from
Peru, mentions that the arrival of these technologies require
highly trained professionals to develop it [13].

B. Social Perspective

Since the 5G technology has not been implemented in Peru,
the social perspective will not be so exact, so the analysis to
know how the Peruvian population would take 5G technology
could be evaluated by observing the impact the 4G technology

has generated in the society of the country, and to what extent
this has improved the comfort of the users.

The 4G technology in Peru has been well received, because
it was a different experience from its predecessor. Its greatest
internet browsing speed is of 100Mbps, communication of
people by video call, etc.. Thus, this has generated greater
expectations about the mobile communications that 5G tech-
nology will bring about. Currently with the pandemic gener-
ated by COVID–19, many people telecommute, students have
classes remotely, so it should come as no surprise that when
this technology is implemented in the country, it will increase
the consumption of this one, since most of the users will
always seek comfort. Although there are people who oppose
the implementation of this technology due to the abundant
false information that exists, the truth is that there is not
yet scientific support that confirms the damage that 5G may
generate.

C. Economic Perspective

To know what benefits the 5G technology in the country
will have from an economic perspective, this could be eval-
uated using the growth that mobile devices have had. While
it’s true, mobile devices have grown considerably, now with
the arrival of the 5G technology there is no doubt that growth
will be greater. Moreover, if proper policies are implemented,
the use of 5G technology in Peru could give a kick to the e-
government and e-commerce sectors of the country. It should
be noted that for the implementation of this technology in
the country, it would have to make some regulations with the
radioelectric spectrum. Although in the country, the spectrum
they propose is being used for mobile communications, so
there won’t be much inconvenient for the use of 5G technology.
The implementation of the 5G technology in the country,
initially will be carried out in places where there are a greater
number of users, that is to say where the industries that
move the economy in the country are centralized. It has to be
indicated that 5G implementation for the whole country would
be really slow due to the lack of technology at the moment.
In Fig. 3 we can observe both perspectives considered for the
regulation of the implementation of the 5G technology in Peru.

IV. CONCLUSIONS

From the present investigation, it is concluded that the
implementation of 5G technology in the country will bring
benefits in the social and economic sectors. Mainly because
users will have the convenience that this technology will
provide. Furthermore, the demand of mobile telephony in
the country will have a growth each year. This is because
users always seek to have a tool that makes things easier
for them. As future work, an analysis of this technology
considering mathematical models in order to know exactly how
much revenue will generate in the economy of Peru will be
considered.
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Abstract—An essential skill amid the 4th industrial revolution 

is the ability to write good computer programs. Therefore, higher 

education institutions are offering computer programming as a 

module not only in computer related programmes but other 

programmes as well. However, the number of students that 

underperform in programming is significantly higher than the 

non-programming modules. It is, therefore, crucial to be able to 

accurately predict the performance of students pursuing 

programming since this will help in identifying students that may 

underperform and the necessary support interventions can be 

timeously put in place to assist these students. The objective of 

this study is therefore to obtain the most effective Educational 

Data Mining approaches used to identify those students that may 

underperform in computer programming. The PRISMA 

(Preferred Reporting Items for Systematic reviews and Meta-

Analysis) approach was used in conducting the meta-analysis. 

The databases searched were, namely, ACM, Google Scholar, 

IEEE, Pro-Quest, Science Direct and Scopus. A total of 11 

scientific research publications were included in the meta-

analysis for this study from 220 articles identified through 

database searching. The residual amount of heterogeneity was 

high (τ2 = 0.03; heterogeneity I2 = 99.46% with heterogeneity chi-

square = 1210.91, a degree of freedom = 10 and P = <0.001). The 

estimated pooled performance of the algorithms was 24% (95% 

CI (13%, 35%). Meta-regression analysis indicated that none of 

the moderators included have influenced the heterogeneity of 

studies. The result of effect estimates against its standard 

error indicated publication bias with a P-value of 0.013. These 

meta-analysis findings indicated that the pooled estimate of 

algorithms is high. 

Keywords—Data mining; educational data mining; machine 

learning; performance; programming 

I. INTRODUCTION 

An essential skill not only in IT programmes in higher 
education but other disciplines as well is the ability to write 
good computer programs. However, the failure rate of 
programming relative to other subjects that students pursue is 
significantly higher [1]. Furthermore, we are currently in the 
4th industrial revolution and it is imperative that graduates 
acquire this important skill to add value to the organizations 
that will employ them in the future. It is therefore important to 
be able to predict the performance of students wanting to 
pursue programming to put in place the necessary 
interventions for students that are likely to underperform in 
programming. The prediction of students‟ performance in 
programming can therefore be facilitated through the process 
of Educational Data Mining. 

In the not too distant past data analysis was performed 
using mathematical and statistical methods using tools like 
charts, regression methods etc. to assist in decision making. 
However, because the amount of information in the world is 
increasing very rapidly coupled with an increase in the 
number of databases, the production of useful information has 
become very challenging and primitive tools can no longer be 
used in the analysis of these huge data sets. The type of 
analysis that needs to be performed on the data to extract 
interesting, important and meaningful patterns of information 
thereby allowing its applicability in many areas of our lives is 
called Data Mining (DM) [2-4]. 

Data Mining (DM) is also known as Knowledge Discovery 
from Data (KDD) which converts enormous amounts of data 
into knowledge. In DM data is explored from different 
perspectives to derive useful information from the data [5]. 
Closely related to Data Mining is Educational Data Mining 
and as illustrated by Ventura et al. in [6] Educational Data 
Mining shares many attributes from other disciplines like 
education, computer science and statistics [5, 7-12]. 

Educational Data Mining (EDM) attempts to obtain 
knowledge from educational data by building models to 
facilitate the examination of educational data to discover 
important student related information [5]. Educational Data 
Mining is a relatively new discipline that employs various 
methods to extract meaning from huge amounts of data found 
in educational environments in order to better understand 
students‟ behaviour and results. The primary goal of EDM is 
to decipher how students learn and to identify those factors 
that will enhance students learning [13]. 

A desired outcome of EDM is to be able to predict the 
performance of students since this is closely related to the 
quality of education. The resulting prediction models created 
as an outcome of EDM can help educators identify problems 
faced by students that may be affecting their academic 
performance [1]. Numerous studies have been conducted in 
predicting the performance of students not necessarily in 
programming, including studies in  [14-16]. 

This study is a meta-analysis of Educational Data Mining 
research with the aim of obtaining the most effective 
Educational Data Mining approaches used to predict the 
performance of students pursuing computer programming. 
Aligned to the aim the research question of this study is as 
follows: What are the most effective EDM methods used for 
prediction of student performance in computer programming? 
This paper consists of the following sections: Section II is a 
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discussion of related works about studies involving the 
prediction of students‟ performance in programming. 
Section III is a discussion of the methodology used. In 
Section IV the results and findings of the meta-analysis are 
presented. The limitations of the study are discussed in 
Section V and finally, the paper concludes in Section VI. 

II. RELATED WORKS 

Many studies have been conducted to predict students‟ 
performance in programming [1, 17, 18]. An analysis of the 
literature reveals that the studies conducted can be categorized 
into the following two broad categories namely, studies 
carried out to predict student performance in programming 
using their performance in a programming related module 
either at school or in a programming related entrance test; and 
studies conducted to predict student performance in 
programming using other features like background factors, 
grades obtained in mathematics or physical science or other 
factors not directly related to programming. In this section, the 
literature from these two perspectives are presented. 

In research conducted by Sivasakthi in [19], five data 
mining algorithms were executed on a data set to predict 
students‟ performance in an introductory programming 
module. These algorithms were: Multilayer Perceptron, Naïve 
Bayes, SMO, J48 and REPTree. The study used student 
demographic related data, the grade obtained in programming 
at college (i.e. before university) and the grade obtained in an 
entrance test. It was found that MLP performed best with an 
accuracy of 93% and the Naïve Bayes algorithm had the 
lowest prediction accuracy of 84%. In the MLP method, the 
factor that lead to the highest prediction of students‟ 
performance was students‟ grade obtained in college and the 
entrance test. Because many students pursuing programming 
have not programmed previously be it at school or elsewhere, 
this model will not be able to predict the performance of 
students with no prior programming exposure. 

Pathan et al. in [5] developed a DT model to classify C 
programming students into 3 groups good, average and poor. 
The attributes used in this study were related to student 
behaviour and past educational information as well as C 
programming questions. The DT model by Pathan et al. in [5] 
was able to classify 87% of students correctly. 

In a study by Đambić et al. in [20] a machine learning 
model was developed to predict the likelyhood of students 
pursuing an entry level programming module of failing. The 
features that were used in the model are as indicated in 
Table I: 

TABLE I. FEATURES FOR MODEL 

Feature Description 

X1 Number of points from the first colloquium 

X2 Number of points from the first quiz 

X3 Number of points from the first homework 

X4 Whether is this a second-time student has enrolled in this course 

X5 Whether the student has attended the first colloquium 

This study used the logistic regression model. The 
misclassification of the model was around 19% and the 
precision was around 67%. The use of this model simply 
meant that many students who would have passed on their 
own were identified and would be sent for additional support 
interventions. 

Costa et al. in [21] attempted to determine the efficiency of 
four EDM techniques namely Decision Tree, Support Vector 
Machine (SVM), Neural Network and Naive Bayes. These 
techniques were implemented on two independent sets of data 
pertaining to entry level programming modules at a university 
in Brazil. The data sets were data from residential students and 
the other included data from distance education students. The 
study revealed that the SVM technique performed far better 
than the other EDM techniques by predicting with an accuracy 
of 92% for distance education students and with an accuracy 
of 83% for residential students. 

Figueiredo et al. in [22] proposed a neural network 
predictive model for predicting student failure in 
programming using their performance in various programming 
related tasks during class. This model enabled teachers to filter 
out those students that are more likely to fail early enough to 
implement new teaching interventions so as to enhance the 
students programming skills. The neural network model had 
an accuracy of 94.12% and a precision of 95.45%. 

Vihavainen et al. in [23] investigated how students 
programming behaviour (e.g. eagerness to work on 
programming exercises) influences their grade in the module. 
In this study, only data derived online taking screen shots of 
students programing exercises were used. Furthermore, 
students‟ background information was not used as features in 
this study. The study predicted with a 78% accuracy as to 
whether the student was a high-achiever, passed the module, 
or failed the module. 

In the study by Bergin et al. in [24] six machine learning 
algorithms were considered in the prediction of student 
performance in programming. The study used several 
categories of predictors of performance in programming. The 
categories include background factors, factors related to 
comfort level at the commencement of the module (This 
category included programming related questions), motivation 
and the student use of learning techniques. Naïve Bayes out- 
performed the other machine learning algorithms by being 
able to predict with an accuracy of 78.3%. 

Aguinaldo et al. in [25] developed a predictive model to 
determine student‟s success in an introductory programming 
module using six 21st century learning skills which are: 
Creative Skill, Reflective Skill, Problem- Solving Skills, 
Collaborative, Communication and Adaptability Skills. This 
predictive model used the PART classifier algorithm. It was 
found that communication was the strongest predictor of 
success in programming logic formulation. Unlike the study 
by Sivasakthi in [19] this predictive model was not based on 
performance in programming and can therefore be utilised to 
predict the performance of students who have no prior 
programming exposure. 
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In a study by Abdulsalam et al. in [2] three decision tree 
algorithms which are C4.5 (J48 in WEKA), CART and BF 
were used in predicting the performance of students in 
computer programming using the attributes of the grades 
obtained in Mathematics and Physics. The study revealed that 
J48 performed better than the CART and BF algorithm. J48 
had a prediction accuracy of 70.37% while CART and BF 
Tree had prediction accuracies of 60.44% and 60.30% 
respectively. In a similar study conducted at a Nigerian 
university using a prediction model based on Artificial Neural 
Networks (ANN) it was also found that students possessing 
above average grades in Mathematics and Physics performed 
better in programming as compared to students who did not 
possess these attributes [26]. 

In the study by Mohamad et al. in [27] rough set was 
applied to a data set in order to identify those factors that 
influenced students‟ performance in programming based on 
data from earlier student results. The study revealed that 
students who have attempted a programming course before 
university and students who have obtained an average mark 
for mathematics, English and the Malay language at school 
were good indicators of performance in programming at 
university. In addition, in terms of personality factor, the 
investigative and social type student and the average cognitive 
student were identified as important attributes that effect the 
performance in computer programming. 

Badr et al. in [28] developed a model to predict the 
performance of students wanting to pursue programming. This 
model used as attributes the marks that students obtained in 
mathematics and English. In this study, a classifier was built 
using an association rules algorithm. Unlike many other 
studies, this study resulted in the creation of a model that was 
able to predict a students‟ likelihood of success in 
programming before registering for the course. This meant 
that the performance of students pursuing programming 
increased since they could adjust their teaching strategies to 
accommodate those students that were predicted to more 
likely underperform in the programming course. The study 
conducted two experiments by executing the CBA rule-
generation algorithm. The first used the marks obtained in 
English and mathematics modules, and this resulted in four 
rules with an accuracy of 62.75%. The second used marks 
obtained in only English, resulting in four rules with an 
accuracy of 67.33%. 

Table II summarizes the various studies in the literature 
that used data mining or machine learning algorithms in the 
prediction of students‟ performance in programming. The 
table is classified according to the following headings namely: 
author, problem focus, scientific method, sample size, 
classification of the algorithms and accuracy. 

TABLE II. SUMMARY OF STUDIES CONDUCTED TO PREDICT STUDENTS‟ PERFORMANCE IN PROGRAMMING 

Author Problem Focus Scientific Method   
Sample 

size 

Classification 

of Algorithms 
Accuracy 

[25] A creation of a Predictive Model using 21st Century Learning skills.  PART classifier -algorithm 180 Hybrid  

[22] 
The development of a Neural Network (NN) model to predict student 
failure using the attributes of students‟ gathered during class 

activities and assessments.  

Multiple Back-Propagation 

(MBP) algorithm, 
85 Data Mining 94.12% 

[21] 
An investigation of the efficiencies of four educational data mining 
techniques used to envisage those students that may under perform in 

a programming module. 

Neural 

Networks, Decision Trees 
(J48), Support 

Vector Machine (SVM) and 

Naive Bayes 

161 Data Mining 92% 

[19] 
The application of data mining algorithms such as multilayer 
perceptron, Naive Bayes, SMO, J48, REPTree  on student related 

data to determine those students that may require additional support. 

Multilayer 

Perceptron, Naïve Bayes, 
SMO, J48 and REPTree 

Survey cum experimental 

methodology 

300 Data Mining 93% 

[28] 
The development of a model to predict students‟ performance in a 
programming module based on their performance in other modules. 

 CBA algorithm 203 Data Mining 62.75%. 

[20] 
A model to identify students who might have problems passing an 

Introduction to programming course. 

logistic regression, simple 

quadratic model. 
181 Hybrid 81% 

[24] 
A study of six machine learning algorithms to determine student 
success in computer programming.  

Naïve Bayes 26 
Machine 
Learning 

78.3% 

[2] 
A study to identify the optimal DT algorithms for determining 

students‟ success in programming. 

C4.5 (known as J48 in 

WEKA), Classification and 

Regression Tree (CART), 
and Best-First Tree (BF Tree)  

131 Data Mining 
70.37% 

 

[5] 
The creation of a decision tree (DT) mining model for improving 

students programming ability in C. 
DT 70 Data Mining 87% 

[23] 
An investigation into how students‟ behaviour during the 

programming process affects the course outcome. 
Bayesian network classifier  200 Data Mining 78% 

[27] 
Rough set was applied to a programming data set in order to 
determine those factors that will influence students success in 

programming. 

Rough set, clustering, and 

association rule 
419 Data Mining 90% 
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III. RESEARCH METHOD 

A. Literature Search Strategy 

The study was carried out using the PRISMA (preferred 
reporting items for systematic reviews and meta-analysis) 
approach [29-31]. In conducting the meta-analysis, many 
databases were searched including ACM, Google Scholar, 
IEEE, Pro-Quest, Science Direct and Scopus. Only papers 
published in English between the period 2010 and 2020 were 
retrieved from the databases. The following combination of 
terms were used in searching the various databases: 
„Programming‟ [All Fields] AND „Machine learning‟ [All 
Fields] OR „Programming‟ [All Fields] AND „Data Mining‟ 
[All Fields] OR „Programming‟ [All Fields] AND „Intelligent 
Systems‟ [All Fields] OR „Programming‟ [All Fields] AND 
„Problem Solving‟ [All Fields] OR „Programming‟ [All 
Fields] AND „Higher Education‟ [All Fields]. The search 
terms were separated or combined using the Boolean operators 
“OR” or “AND”. All papers identified by the search were 
imported into EndNote X9. A total of 220 articles were 
identified between the years 2010 and 2020 as indicated in 
Fig. 1 below. Furthermore, the reference lists of related 
articles were also manually checked for citations overlooked 
during the searching of the databases. 

B. Inclusion Criteria 

The inclusion criteria of the articles were that the studies 
were carried out at higher education institutions where the 
performance of students in programming using machine 
learning or data mining algorithms were studied. 

C. Exclusion Criteria 

Articles written in languages other than English, published 
before January 2010 were excluded. Systematic reviews, 
editorials, books, book chapters and thesis were excluded. 
Articles on the performance of students in programming at 
schools were also excluded. Studies related to performance 
prediction of students in subjects other than programming 
were also excluded. 

D. Statistical Data Analysis 

The appropriate principal studies data were obtained and 
then captured onto an Excel sheet, which facilitated it being 
exported to the statistical analysis software, STATA version 
15. Furthermore, the study incorporated the use of forest plots 
to estimate pool effect size and the effect of each study with 
their confidence interval (CI) to provide a visual image of the 

data. In a meta-analysis, it is essential to assess heterogeneity 
between the pooled studies. Heterogeneity in a meta-analysis 
denotes the dissimilarity in the results of the various studies. 
The index of heterogeneity (I

2
 statistic) was used to assess the 

heterogeneity amongst the included studies and we tested for 
its significance using Cochran‟s Q test [32-34]. The I² statistic 
is used to denote the percentage of disparity amongst the 
studies that is attributed to heterogeneity and not chance. The 
I

2
 values of 25%, 50%, and 75% indicate low, medium, and 

high heterogeneity, respectively. The meta-analysis amongst 
the subgroups were conducted to assess the mean pooled 
performance estimates based on the different types of 
algorithms. 

Publication bias refers to biasness that is found in 
published academic research. Publication bias happens when 
the results of an experiment or study effects the decision as to 
publish the study or distribute it. Thus, only publishing studies 
that show a noteworthy finding affects the outcome of the 
research findings. In addition, publication bias can also result 
in the formulation and testing of hypotheses that is based on 
incorrect perceptions from the scientific literature. Hence, in 
this study, small study effect and funnel plot test were 
evaluated to assess the risks of publication bias. Furthermore, 
publication bias was assessed by means of Egger‟s and Begg‟s 
test [35, 36]. 

As indicated in Fig. 1, this systematic review includes 
published papers between January 2010 and November 2020. 
These articles were then imported into EndNote version X9 
and the duplicates removed, resulting in 196 articles 
remaining. A further 25 articles were removed after reading 
the abstracts. Following the review of the 171 articles, 139 
articles were deleted due to various reasons and a further 21 
excluded due to the specified inclusion and exclusion criteria. 
The smallest sample size was 26 participants in a study 
conducted with a machine learning algorithm, while the 
largest sample size was data mining algorithm approach. A 
total of 1956 participants were included in this meta-analysis. 
Most of the studies were carried out with the data mining 
algorithm approach, 8 (73%), hybrid algorithm, 2 (18%), and 
the remaining were performed with a machine learning 
approach, 1 (9%). When we look at the subgroup where the 
prediction was made, we found that three of the included 
studies was used to make a prediction and three on student-
related prediction. Fig. 1 below illustrates the PRISMA 
approach used in conducting the database searches. 
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Fig. 1. Flow Diagram used for the Database Searches- PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis). 

IV. RESULTS 

A. Performance of Various Algorithms 

The meta-analysis comprised of eleven published studies 
and all eleven studies were considered in the estimation of the 
pooled performance of algorithms used to make the 
prediction. The stratification was done based on the different 
types of algorithms used in the extracted articles. The 
minimum performance of algorithm prediction was 10% and it 
was found in studies performed with drop out and retention. 
Conversely, the maximum algorithm prediction performance 
was found to be 36%, in a study performed with the associated 
student-related sub group data. The I

2
 test statistic revealed 

high heterogeneity (I
2
= 99.17%, P= <0.000). By means of the 

random effect analysis, the pooled performance of the 
algorithms was 24% (95% CI (13%, 35%). Subgroup analysis 
based on the types of algorithm techniques showed that the 
performance of the algorithm with a study using hybrid and 
data mining was found to be 3% (95% CI: 1%, 5%) and 20% 
(95% CI: 9%, 32%), respectively (Fig. 2). The midpoint and 
the length of each segment showed performance and a 95% 
CI, while the diamond shape indicated the combined 
performance of all studies. 

B. Publication Bias 

All the studies that were part of the meta-analysis were 
visually evaluated for publication bias using the funnel plot. 
Studies documented in the literature have suggested 
evaluating publication bias in meta-analysis to draw a 
reasonable conclusion about the generalizability of cumulative 
findings that can be affected by biases. The aim was to 
identify the degree to which biasness influences the study 
outcome to determine the validity of core findings. The funnel 

plot is a standard visual method for identifying publication 
bias. It is a scatterplot of odd log-ratio standard errors against 
the study effects size computed by the odd log ratio. In a 
funnel plot depicting a meta-analysis with no publication bias, 
studies will be symmetrically distributed on either side of the 
vertical line marking the pooled effect size if no relevant 
findings are missing. The funnel plot asymmetrically indicated 
the presence of publication bias since a higher percentage 
(82%) of the studies fell outside the triangular region (Fig. 3). 
This implies that only a smaller proportion (18%) of the 
studies fell inside the triangular region. In addition, the result 
of Egger‟s test revealed the presence of publication bias, P-
values <0.05 (Table III). The presence of publication bias was 
assessed subjectively using funnel plots and objectively using 
the Egger‟s test. Each point in the funnel plots indicated a 
separate study and the asymmetrical distribution of studies on 
the plot is an indication of publication bias. First, studies‟ 
effect sizes were plotted against their standard errors and the 
assessment of the funnel plots revealed that in all cases the 
funnel plots were slightly asymmetrical (Fig. 3). 

The visual examination of a funnel plot can be generally 
subjective to interpretation for which the Egger asymmetry 
method has been suggested as a complementary statistical test 
for bias. 

The Egger test's purpose was to perform a simple linear 
regression to test whether the model intercept significantly 
differs from zero at P< 0.05. however, the funnel plots was 
also objectively assessed by means of Egger‟s weighted 
regression statistics. According to the symmetry assumptions, 
there is a publication bias in the combined (p = 0.013), pooled 
estimates of algorithms (Table III). 
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Fig. 2. The Pooled Estimates of the Performance Algorithms from Random 
effect Model by Type of Algorithms. 

 

Fig. 3. Funnel Plot of the Performance of Algorithms for the Prediction. 

TABLE III. EGGER‟S TEST 

Std-

Eff 
Coefficient Std. Error T P>|t| 

95% 

Confidence 

Interval 

Slope  0.0899 0.5202 0.17 0.866 
-1.0867, 

1.2667 

Bias  -7.4376 2.4026 -3.10 0.013 
-12.8727,        -
2.0026 

C. Sensitivity Analysis 

Besides, a sensitivity test was conducted to determine the 
influence of each study. The outcome of the sensitivity test 
suggested that there was no influence on the pooled estimate 
of algorithm while eliminating one study at a time from the 
analysis. We did the sensitivity analysis of the performance of 
algorithms by the application of a random-effects model 
(Table IV). The analysis was conducted to determine the 
effect of each study on the pooled estimated performance of 
algorithms by excluding each study incrementally. The 
outcome of this indicated that studies that were excluded had 
no significant difference on the performance of algorithms. 

TABLE IV. SENSITIVITY ANALYSIS OF THE INCLUDED STUDIES TO 

ESTIMATE THE POOLED PERFORMANCE OF ALGORITHMS 

Study omitted Performance of algorithms (95% CI) 

Aguinaldo, 2019 0.281 (0.247, 0.321) 

Figueiredo et al., 2019 0.272 (0.239, 0.311) 

Costa et al., 2017 0.285 (0.250, 0.326) 

Sivasakthi, 2017 0.287 (0.253, 0.328) 

Badr et al., 2016 0.279 (0.246, 0.317) 

Dambic et al., 2016 0.280 (0.246, 0.319) 

Bergin et al., 2015 0.248 (0.218, 0.283) 

Hambali, 2015 0.281 (0.247, 0.320) 

Pathan et al., 2014 0.265 (0.232, 0.302) 

Vihavainen, 2013 0.146 (0.124, 0.171) 

Mohamad et al., 2010 0.314 (0.271, 0.364) 

Sensitivity analysis is crucial to evaluate the robustness of 
combined estimates to different assumptions and inclusion 
criteria. The combined estimates were obtained by excluding 
studies judged to be at high risk of bias with those judged to 
be at low or moderate risk of bias [37, 38]. Hence, the 
presented sensitivity analysis indicated that the meta-analysis 
is fairly robust to the publication bias. Furthermore, the 
sensitivity analysis was used to assess the effects of probable 
violations of modelling assumptions, all of which produced 
alike results. 

V. LIMITATIONS 

The one superficial limitation of meta-analysis that has 
been observed in this study is the exclusion of articles that do 
not satisfy all the inclusion criteria. Such articles that were 
excluded may contain useful information. Besides, another 
limitation of the current study is that only the perspective of 
students was considered. Extending the study to capture other 
institutions' perspectives apart from learning institutions could 
have yielded more insightful findings. However, this meta-
analysis study has provided valuable information regarding 
the most effective Educational Data Mining approaches to 
predict the performance of students pursuing computer 
programming. These limitations could be addressed in the 
future study because we might have missed a few relevant 
studies through the exclusion criteria. Further research is 
needed to explore the interdependencies among factors that 
can be utilized to predict the performance of students pursuing 
computer programming. In the future, we plan to explore ways 
to analyze missing data in related articles to cover the vital 
information that may have been lost because of the exclusion 
criteria of this study. 

VI. CONCLUSION 

A meta-analysis method has been used to identify and 
analyze factors influencing student performance, but this is the 
first study that applied meta-analysis to obtain the most 
effective Educational Data Mining approaches used to predict 
students' performance pursuing computer programming. 
Effect sizes were determined, variations and bias were 
determined for the included studies because of different 
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classifications of algorithms applied to identify students' 
performance pursuing computer programming. The obtained 
results showed that the pooled estimate of the most effective 
Educational Data Mining approaches used to predict students' 
performance pursuing computer programming was highly 
prevalent among participants. An attempt was made to 
determine the possible sources of heterogeneity by means of 
subgroup analysis, meta-regression, and sensitivity analysis; 
however, the sources of variability could not be established in 
all cases. The most likely reason for this colossal 
heterogeneity is that some of the studies were obtained from 
the variation among the sample size utilized in adopting the 
various algorithms. 
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Abstract—Heterogeneous constrained computing resources in 

the Internet of Things (IoT) are communicated, collected, and 

share information from the environment using sensors and other 

high-speed technologies which generate tremendous traffic and 

lead to congestion in the Internet of Things (IoT) networks. This 

paper proposes an Adaptive Congestion Window (ACW) 

algorithm for the Internet of Things. This algorithm is adapted to 

the traffic changes in the network. The main objective of this 

paper is to increase the packet delivery ratio and reduce delay 

while enhancing the throughput which can be attained by 

avoiding congestion. Therefore, in the proposed algorithm, the 

congestion window size is depending on the transmission rate of 

the source node, the available bandwidth of the path, and the 

receiving rate of the destination node. The congestion window 

size is altered when the link on the path needs to be 

shared/released with/by other paths of different transmission in 

the network. The proposed algorithm, ACW is simulated, 

evaluated in terms of packet delivery ratio, throughput, and 

delay. The performance of the proposed algorithm, ACW is 

compared with IoT Congestion Congrol Algorithm (IoT-CCA) 

and Improved Stream Control Transmission Protocol (IMP-

SCTP) and proved to be better by 27.4%, 11.8%, and 33.7% 

than IoT-CCA and 44.1%, 22.6%, and 50% than IMP-SCTP 

concerning packet delivery ratio, throughput, and delay 

respectively. The variation in congestion window size with time is 

also projected.  

Keywords—Congestion window; internet of things; packet 

delivery ratio; throughput 

I. INTRODUCTION 

Internet of Things (IoT) is emerging technologies where it 
connects and shares information globally from kitchen set to 
cars to industrial tools also target to interrelate and incorporate 
the physical world and information technology. IoT is the 
source for every industry to stand in the market and every 
industry realize that IoT is the key for development in the 
industries using various IoT technologies like Industrial 
Internet of Things (IIoT), Internet of Logistics Things (IoLT), 
Internet of Retail Things (IoRT), Internet of Workforce 
Management (IoWM) and Internet of Medical Things (IoMT). 
With these technologies, IoT has an extensive application 
including smart cities, smart homes, smart communities, 
utilities and appliances, intelligent transportation, industrial 
production, E-health, military and environmental monitoring. 
To acquire the information from various devices of the world, 
IoT uses capabilities of computing, communication, and 
perception by utilizing actuators and sensors. These sensors, 

actuators, or any physical device can be smart objects with the 
ability to sense, collect data from the environment, 
communicate and interact with these physical objects. These 
objects are smart because of their intelligent behaviour for 
their connection, communication using a wireless protocol. 
Congestion can be presented in both wired and wireless 
networks in an IoT environment. And the intelligent 
environment is created with the interconnection of IoT devices 
and these IoT devices generate tremendous traffic. Internet of 
Things (IoT) is attaining enormous study consideration 
because of the necessity of assimilation of various kinds of 
networks. Connecting more and more devices to provide 
various services which share information among them is the 
main objective of IoT. Presently, every single individual who 
is associated with the web is utilizing distinctive kinds of 
specialized gadgets. For two decades, IoT is increasing its 
popularity and huge work is being carried out by different 
analysts and business or investors. The objective of IoT is to 
construct our everyday social lives to be simple [1]. 

To control the congestion in both wired and wireless 
networks according to the transmission rate, Transmission 
Control Protocol (TCP) is the most reliable, connection-
oriented transport layer protocol. Network bandwidth and 
delay modified according to network conditions. There are 
various application protocols like Advanced Message Queuing 
Protocol (AMQP) [2], Extensible Messaging Presence 
Protocol (XMPP) [3], XMPP Representaional State Transfer 
Hyper Text Transfer Protocol (XMPP RESTful HTTP) and 
Message Queuing Telemetry Transport (MQTT) [4] are the 
application protocols presented in Fig. 1, supported by TCP in 
IoT environment. Another application protocol running over 
the connectionless, unreliable transport protocol UDP is 
Constrained Application Protocol (CoAP) is used to provide 
communication among various gadgets in IoT networks. The 
open-source community-developed XMPP based on 
Extensible Markup Language (XML) for instant messaging in 
a real-time environment which supports the process to process 
communication among devices in IoT network. MQTT is 
another application protocol introduced by Arlen Nipper and 
Dr.Andy Stanford-Clark which is a lightweight protocol for 
machine-to-machine communication with different services 
like congestion-controlled, reliable, process2process, and 
connection-oriented facilities. Among heterogeneous devices 
in an IoT environment, AMQP provides data transfer services. 
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Wireless sensor networks (WSN) have been presumed a 
critical part of communication because of their extraordinary 
highlights (e.g., versatility and simplicity of association) that 
make them a significant transporter of information across 
networks [5-7]. The unique fundamental driver of the 
lessening in the lifetime of nodes in WSN and reduction in 
node‘s energy is due to lack of congestion control [8, 9]. This 
lessening prompts numerous different issues, for example, 
delay, loss of packets, and transmission capacity deprivation 
[10]. Different applications like query-focused, uninterrupted 
sensing, hybrid applications, event-based, etc are influenced 
by congestion control [11]. 

The rest of the paper is structured as follows: the outline of 
the related work is presented in Section 2. The proposed work 
is presented in Section 3. Results are discussed in Section 4 
and finally, Section 5 concludes the paper. 

 

Fig. 1. IoT Application Protocol. 

II. RELATED WORK 

With the introduction of mobile networks and smartphone 
technology, services like Internet of Vehicles, Internet of 
Things, Device to Device communication, and mobile 
networks undergoes many modifications and also most of the 
real-time implementations request for maximum throughput 
and least end-to-end delay which leads to congestion in the 
network. Wired backbone connections are used to integrate 
the mobile networks, with these changes the network and 
transport layers are affected a lot. To control the congestion, 
TCP accomplished various window-based flow control 
techniques uses CWND (congestion window) and 
SSTHRESH (slow-start threshold) which are two state 
variables. These two variables are used to control the rate of 
transmission in the network. The objective of CWND is to 
allow a sender to send data not more than the maximum 
capacity of the network in any condition and it automatically 
adjusts to the present network status. Threshold value is 
provided by slow start threshold variable to control congestion 
and these two variables are modified by TCP variants. Due to 
packet loss, the TCP sender identifies that congestion takes 
place in the network either by duplicate acknowledgment or 
timeout mechanism. CWND and SSTRHRESHOLD modified 
by the sender to TCP protocol which plays a key role in IoT 
development. Different congestion control mechanisms are 
supported by TCP variants in the IoT environment. In delay 
networks usage of bandwidth corresponding to the received 
acknowledgment is a great challenge for researchers. 
Therefore, in the proposed algorithm, the congestion window 
size is depending on the transmission rate of the source node, 
the available bandwidth of the path, and the receiving rate of 

the destination node. The congestion window size is altered 
when the link on the path needs to be shared/released with/by 
other paths of different transmission in the network. 

As IoT applications increased day by day and the gadgets 
which are connected and communicated rose the huge amount 
of traffic in IoT networks. IoT consists of WSN along with the 
software as a separate layer that is installed among the 
computational devices over the cloud. Zigbee is the most 
familiar WSN protocol based on which IoT is implemented. 
This paper gives a review of different congestion control 
procedures utilized at the transport layer. Accessible 
congestion control procedures, their pros and cons, and 
prevailing issues with TCP in IoT are also incorporated in 
[12]. 

A decision tree (DT) is an AI model that makes more 
acceptable congestion control in 5G IoT networks. To decide 
an ideal parametric setting in a 5G network this framework 
was performed on a training dataset. To improve the behavior 
of the congestion control method, a dataset was employed to 
construct the AI model. A decision tree can be used with 
various capabilities, especially in estimation and grouping. To 
understand the estimation procedure by any client the DT 
method will give results [13]. 

An AI model was used to enhance congestion control, and 
the methodology delivered an optimistic outcome for the 
practical and uncertain evaluations of route protocols [14, 15]. 
Sangeetha et al. [16] suggested a decrease in energy and 
information misfortune due to congestion over the network. 
Essentially, the sensor node topology is adjusted intermittently 
at periodic time interim and node level to upgrade the power 
utilization of sensor nodes, the intervention, and give an 
―energy-efficient congestion aware routing procedure for 
WSNs—specifically, survivable path routing (SPR)‖. 

Singh et al. [17] introduced a new congestion control 
method towards WSNs but the traditional procedures have 
more power utilization with more intricacy also got the ideal 
rate by retransmission with congestion control utilizing the 
basic Poisson procedure. The routing procedure to choose the 
ideal path projected by Shelke et al. [18], because of 
opportunistic hypothesis and by coordinating reasonable rest 
planning components to diminish congestion in the 
organization, builds singular node life, the whole organization 
lifetime, and diminishes division in the organization. Godoy et 
al. [19] researched and examined the conditions that lead to 
congestion of the correspondence channel dependent on node 
setup boundaries: transmission periods, the rate at which 
packets are generated, and transmitter yield power level. 

High-speed TCP is proposed by Floyd in [20] after 
identifying the effectiveness issue in a high-speed network. 
This procedure utilizes α to avoid congestion and β as a 
reduction factor for the duration of trivial loss discovery. The 
drawbacks of this procedure are dealt with in Scalable TCP 
which is presented in [21]. The ―Multiplicative increase and 
Multiplicative Decrease‖ is used in Scalable TCP. The inter-
fairness issue is the drawback eliminated in HTCP [22]. A 
lapse period is introduced before the most recent congestion 
occurrence in HTCP. BIC-TCP is proposed in [23] which is 
improved in TCP-CUBIC [24]. For estimating the size of the 
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congestion window and RTT fairness, TCP-CUBIC uses the 
CUBIC function which is not depending on RTT. It makes use 
of packet loss as a congestion indicator but does not fully 
utilize the resources as it is not difficult than H-TCP and HS-
TCP and it is used in the Linux kernel. TCP-CUBIC is 
enhanced in CUBIC-FIT [25]. 

 A novel congestion control strategy is presented in [26] to 
adjust the transmission rate rapidly at whatever point the 
accessible transfer speed besides various delay. The suggested 
approach keeps up a consistent situation to decrease packet 
loss along with maximizing throughput. And also present 
versatile procedures to keep up reasonableness with broadly 
installed TCP Cubic. 

A congestion control procedure called TCP Vegas based 
on delay is developed in [27]. It changes the cwnd as per the 
distinction between the estimated and the real rate. This 
procedure increases packet delivery ratio, yet it experiences 
low data transmission usage in fast networks. This genuine 
unfairness issue of TCP Vegas is perceived and suggested a 
new TCP variation known as Vegas

+
 in [28]. TCP Westwood 

[29] approximates the accessible transmission capacity 
dependent on the rate at which acknowledgments are received. 

Cheng Ding et al. [30] have suggested a mechanism to 
allocate cluster-head nodes uniformly, node clustering 
approach utilizes nodes with maximum traffic and more 
residual energy depending on energy consumption 
optimization and energy balancing. Depending on load 
balance the authors utilize a data forwarding approach to 
choose suitable routes for various services for delay and 
service priority specifications to differentiate various services 
in the network environment. 

Al-Janabi et al. [31] have proposed a systematic algorithm 
depending on load adjustment for IoT-based SDN known as 
clustering algorithm makes use of storage units and data 
canters situated on the cloud as cloud resources to evaluate 
load-balanced PSO clustering algorithm. To build a clustering 
table, the PSO clustering algorithm utilizes transmission cost, 
load balancing, and other energy components in the SDN 
controller where the cluster table utilizes cluster members and 
cluster heads information of cluster. 

Hussien Saleh Altwassi et al. [32] have instigated a well-
structured load balancing protocol to improve the life span of 
the network and to estimate the transmission quality with the 
metrics power consumption and packet delivery ratio to 
minimize the congestion in RPL (IPV6 Routing Protocol for 
Low Power Lossy networks) networks. 

Arfath Azeez et al. [33] provide various services to access 
the server‘s information and publish/subscribe mechanism to 
clients which are connected to servers using MQTT cloud-
based protocol. The suggested mechanisms incorporate the 
Application Delivery Controller (ADC) which upgrades and 
controls the way how the client communicates to the data 
center to cache/read information or server for refining among 

the gadgets and the data center. And also takes responsibility 
to change the route for the entire data to different datacenters 
when it falls to handle the request or crashes as well as 
transfer data to the data center having less or nothing when 
load rises in the network. 

Santiago et al. [34] have proposed an energy balancing 
algorithm that diminishes the energy consumption by selecting 
the better parent node with the event rate. From the results, it 
is proved to be that the life span of the parent node and the 
network is raised and also minimizes the energy consumption. 

The main objective of this paper is to increase the packet 
delivery ratio and reduce delay while enhancing the 
throughput which can be attained by avoiding congestion. 
Therefore, in the proposed algorithm, the congestion window 
size is depending on the transmission rate of the source node, 
the available bandwidth of the path, and the receiving rate of 
the destination node. The congestion window size is altered 
when the link on the path needs to be shared/released with/by 
other paths of different transmission in the network. 

III. ADAPTIVE CONGESTION WINDOW ALGORITHM FOR 

INTERNET OF THINGS 

The devices in IoT are heterogeneous and also keep 
increasing and hence more and more communication will be 
carried out at a time. The IoT devices continuously sense and 
transmit information. The IoT devices might communicate 
among themselves or with the cloud or with any other network 
like hospitals, etc. 

Let us consider the devices in the IoT network as nodes 
and the communication among the nodes/devices will be 
carried out using wireless links and are represented with the 
dashed line. The sample scenario is shown in Fig. 2. The 
communication among the nodes is shown using black color 
dashed line. The communication between the devices and the 
network1/network2 is shown using a pink color dash and a 
single dotted line. The communication with the cloud is shown 
using a brown color dash and two dotted lines. 

 

Fig. 2. Sample Scenario of IoT Network. 
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There might be ‗n‘ communications taking place at the 
time ‗t‘ which might be increasing or decreasing at the time 
‗t+1‘. Hence, the available bandwidth of a particular link will 
be changing from time to time. These changes in the available 
bandwidth of the links may lead to congestion in the network 
if the source node does not adapt its transmission rate / cwnd 
(congestion window) accordingly. Therefore, in this paper, the 
cwnd depends on the transmission rate with which the sender 
can transmit also the available bandwidth of the path and 
speed with which the receiver can receive the information. 

Let us consider: 

The transmission rate with which the sender/source node 
can transmit the information – RTx 

The receiving rate with which the receiver/destination 
node can receive the information– RRx 

The available bandwidth of the path = min (available 
bandwidth of the links in the corresponding path) –BWavl --
eqation (1) 

Then the congestion window, cwnd = min (RTx, RRx, 
BWavl) -- equation (2)   

 The selection of the congestion window in this manner 
will reduce the number of packet drops as there would be a 
sufficient amount of bandwidth to transmit the information. 
The packet drops will not be only due to congestion, it might 
be because of any other network issue like node breakdown, 
link breakage, etc. This is handled by changing the path of the 
transmission. So, the cwnd size is modified only there is a 
change in the available bandwidth.  

 Initially, the congestion window size is determined using 
eq. 1 between a set of sender s1 and receiver r1. Later, during 
the transmission between s1 and r1, if there are any path 
changes or network changes, then there is a chance of change 
in the available bandwidth as the common link need to share 
its available bandwidth amid both the paths in which it is 
involved. In this regard, the source of the link is responsible to 
inform the source node of the path to change its cwnd size 
accordingly.  

 Hence, the congestion window size is recomputed. The 
available bandwidth might also change when any link of the 
selected path is being shared or stopped sharing by any other 
path of other transmissions as more number of transmissions 
among various nodes can be carried out synchronously. 
Periodically, the packet delivery ratio is computed. Whenever 
the packet delivery ratio is below the threshold value, the 
congestion window size is reduced. Algorithm 1 is executed 
when any node is ready for transmission. Algorithm 2 is 
executed when any node stops or completes its transmission of 
all the information. 

 

Algorithm 1 

Input:  

Number of nodes – n 

A transmission rate of nodes – RTxi 

Receiving rate of nodes – RRxi 

Output: 

cwnd size of the path, pj 

Begin 

1. Determine the path, pi between the senderTxi and 

receiverRxi 

2. For all paths pj 

a. If any link of the path, pi is common to the path, pj 

then 

i. The available bandwidth is shared among paths, pi, 

and pj 

ii. The source node of the common link informs about 

the change in available bandwidth to the source node of the 

path, pi 

iii. The source node of the path, pi updates the cwnd size 

of the path, pi 

3. Determine the available bandwidth of all the links of 

the path determined in 1.a 

4. Determine the available bandwidth, BWavli of the 

path, pi using the eq. (1) 

5. Determine the cwnd size using eq. (2): cwnd = 

min(RTxi, RRxi, BWavli) 

6. Start the transmission 

7. After every transmission 

a. If (PDRi<PDRth) then 

i. Reduce cwnd size by 10% 

8. If any more packets to be transmitted than 

a. Goto 6. 

End  

Algorithm 2 

Input: 

pi – Transmission stops along this path 

Begin 

1. For all paths pj 

a. If any link of the path, pi is common to a path, pj then 

i. The bandwidth of this common link is released by 

path, pi 

ii. The source node of the common link informs about 

the change in available bandwidth to the source node of the 

path, pj 

iii. The source node of the path, pj updates the cwnd size 

of path, pj 

End  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

109 | P a g e  

www.ijacsa.thesai.org 

Consider the network shown in Fig. 2. 

Assume that, 

Node d1 is transmitting the information to node d12 using 
the path, d1 → d8 → d7 → d6 →d12. 

The transmission rate with which the Node d1 can transmit 
the information – 80Mbps 

The rate at which the node d12 can receive the information 
– 65Mbps 

The available bandwidth of this path –72Mbps 

Hence, the cwnd size is set to 65 Mbps as min(80,65,72) = 
65Mbps. 

At this instant, assume that node d2 communicates with d9 
using the path, d2 → d7 → d9. As there are no common links, 
there will no change in the cwnd size of node d1.  

After some time, assume that node d4 starts its 
communication with d9 using the path, d4 → d6 → d7 → d9. 

It can be observed that the link d6 → d7 is common in 
both the communications between d1 – d12 andd4 – d9. Also, 
the link d7 → d9 is common in both the communications 
between d2 – d9 and d4 – d9. When node d4 starts its 
communication, the bandwidth of the links d6 → d7 and d7 → 
d9 need to be shared among both the paths. Therefore, d6 
informs d1 about the change in the available bandwidth of the 
link, d6 → d7, and d7 informs d2 about the change in the 
available bandwidth of the link, d7 → d9. Hence, the cwnd 
size of source nodes d1, d2, and d4 is determined accordingly. 
Later, when the node d2 completes its communication, the 
cwnd size of d4 needs to be updated but d1 needs not to be 
updated. 

IV. RESULTS AND DISCUSSION 

The proposed algorithm, the Adaptive Congestion 
Window (ACW) algorithm is simulated using NS-2. The 
simulation is executed for 150s. The topology used for the 
simulation purpose includes 50 nodes and cloud environments. 
All the nodes in the network are capable of transmitting, 
receiving, and forwarding the packets. The bandwidth and 
propagation delay of links between nodes is different. The 
traffic type used for simulation purposes includes both CBR 
and VBR. Both types of traffic are included as the information 
might be in the form of text, images, audio, or video. The 
parameters used to evaluate the performance of the proposed 
ACW algorithm are throughput, packet delivery ratio, and 
delay for time and congestion window size. The proposed 
algorithm, ACW proved to be performing better when 
compared with IMP-SCTP [10] and IoT-CCA[23] in terms of 
throughput, packet delivery ratio, and delay. 

The performance of the proposed algorithm, ACW in 
terms of packet delivery ratio in comparison with IMP-SCTP 
and IoT-CCA is shown in Fig. 3 and proved to be performing 
better. The results are shown at varying times. It can be 
observed that the packet delivery ratio decreases as time 
increases. The packet delivery ratio is better when compared 
to IMP-SCTP and IoT-CCA as the congestion window size is 
based on the transmission rate of the sender, the available 

bandwidth of the path, receiving rate of the destination node. 
As the congestion window size is less than or equal to the 
amount of bandwidth available, there are fewer chances of 
packets being dropped. There are some packets dropped 
because of unavoidable or unexpected issues in the network 
like link breakage or node breakdown. The performance of 
ACW is 27.4% better than IoT-CCA and 44.1% better than 
IMP-SCTP in the case of packet delivery ratio. 

The performance of the proposed algorithm, ACW is 
compared with IMP-SCTP and IoT-CCA in terms of 
throughput with varying time is shown in Fig. 4. It can be 
observed that ACW performs better than IMP-SCTP and IoT-
CCA. The throughput decreases as time increases. The 
throughput is dependent on the packet delivery ratio. As there 
is an improvement in the packet delivery ratio, throughput also 
enhances. The performance of ACW is 11.8% better than IoT-
CCA and 22.6% better than IMP-SCTP in the case of 
throughput. 

The efficiency of the proposed algorithm, ACW is 
compared with IMP-SCTP and IoT-CCA in terms of delay 
with varying time is shown in Fig. 5. It can be observed that 
ACW performs better than IMP-SCTP and IoT-CCA. The 
delay increases as time increases. The delay occurs due to the 
minimum propagation delay at nodes in the path. When the 
number of nodes decreases, then the delay can be further 
reduced. As the minimum available bandwidth is considered 
to be the available bandwidth of the path which is one of the 
parameters to determine the congestion window size, mostly 
the packets need not be buffered at intermediate nodes. This 
leads to the reduction of delay in ACW when compared to 
IMP-SCTP and IoT-CCA. The enhancement of performance 
of ACW in terms of delay in comparison with IoT-CCA is 
33.7% and IMP-SCTP is 50%. 

 

Fig. 3. Packet Delivery Ratio vs Time. 
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Fig. 4. Throughput vs Time. 

 

Fig. 5. Delay vs Time. 

Fig. 6 shows how congestion window size varies with time 
for the proposed algorithm, ACW. This graph is plotted for a 
particular pair of source and destination nodes. The size of the 
congestion window is either increased or decreased depending 
on the links in the path and also the links being shared with 
other paths. The congestion window size is decreased if one of 
the available links in the path is needed to be shared with 
another path using which another transmission is about to 
start. The size of the congestion window is raised if any of the 
links of the path being shared are released by another path. 

 

Fig. 6. Congestion Window Size vs Time. 

V. CONCLUSION 

For the Internet of Things (IoT), this paper proposes an 
adaptive congestion window algorithm. Congestion window 
size (cwnd) of the proposed algorithm, ACW is dependent on 
the transmission rate of the source node, the available 
bandwidth of the path, receiving rate of the destination node. 
The congestion window size of a particular path is increased 
or decreased with the release/sharing of the available 
bandwidth of one of the links in the path. The results of the 
proposed algorithm, ACW are simulated and evaluated in 
terms of packet delivery ratio, throughput, and delay. The 
variation of the congestion window size for time is also 
shown. The performance of the proposed algorithm is 
compared against IMP-SCTP and IoT-CCA and proved to be 
better. And in future, this algorithm can be tested against more 
parameters by including the priority of the nodes to prove that 
the future results would be better than the proposed work and 
enhance the performance of network utilization in IoT sensor 
networks. 
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Abstract—In present days cloud computing is most famous 

innovation and has a great deal of research potential in different 

zones like allocation of resource, scheduling of data transfer, 

security as well as privacy and so on. Data transfer Scheduling is 

one of the significant issues for improving the proficiency of all 

cloud based administrations. In cloud computing, data transfer 

scheduling is utilized to allot the task to best reasonable asset for 

execution. There are various types of data transfer scheduling 

algorithms. A few issues like execution time, execution cost, high 

delay time, complexity, and high data transfer cost as well as 

various optimization problems have been measured in existing 

papers. To tackle all the above problems, in this paper, a new 

Adaptive approach are introduced which is a combination of 

Monarch Butterfly and Genetic (AMBA) Algorithm based data 

transfer scheduling is proposed. So here the concept is to develop 

an optimal algorithm for scheduling the data transfer in an 

efficient way which helps in reducing the data transfer time. The 

performance of proposed methodology analyzed in terms of 

evaluation metrics. 

Keywords—Information transfer scheduling; AMBA; 

throughput maximization; migration operation 

I. INTRODUCTION 

Cloud computing platform could be defined as the usage of 
computing assets for example Software as well as Hardware, 
Which the clients get them in type of administration through a 
system (regularly web). It goes for spreading enormous scale 
segments and assets that are required away, learning, 
calculation and data for scientific inquire about after some 
time, cloud applications are slanting more to rely upon system 
in the regions of intuitiveness or information access and 
furthermore their requests for prerequisites are expanding step 
by step. Calculation is mentioned by some specific errands 
which are referred to as employments and dictated by 
calculation, organize limit and capacity. Cloud applications 
utilize numerous VMs in the preparing of those information 
volumes. 

Along these lines, such applications deal with various 
employments where they are done by accessible assets so the 
best results, briefest reaction time, most brief time of finishing 
and utilization of assets can be gotten (1) (2). It is a web based 
processing that gives assets respect to a compensation for each 
utilization premise. Because of the upsides of high figuring 

force, low administrations cost, better execution, adaptability, 
openness just as accessibility it has turned into a utility. It is 
separated into application, stockpiling and availability 
sections. Each section fills for different needs and gives items 
to organizations and peoples in the world. Without 
establishment retrieve their personal or official documents at 
any PC, it enables purchasers and organizations to access 
applications using internet. Virtualization is a basic 
component of distributed computing. It is programming that 
isolates physical foundations to make different assets (3) (4). 
The primary preferred position of job scheduling computation 
is to accomplish a superior figuring and the best framework 
throughput. Planning oversees accessibility of CPU memory 
and great scheduling strategy gives most extreme usage of 
asset (5). 

The ruler butterfly improvement (MBO) calculation has 
demonstrated to be a successful apparatus to tackle different 
sorts of optimization problems. In any case, in the 
fundamental MBO calculation, the search methodology 
effectively falls into local optima, causing premature 
convergence as well as poor presentation on numerous 
complex optimization issues. It can diminish an arranging task 
in addition to improve the computational productivity (6). 
Overcoming MBO limitations, a selfish algorithm was 
introduced in genetic migration and genetic modification, as 
well as a method linked to the work of genetic scientists, 
maintaining a balance between geographical diversity and 
integration. Local (7). Getting a new position depends on how 
long you pay for a solar compass or an attractive compass, 
however most depend on how long the compass takes. New 
generation immigrants are produced by high magnetic forces 
and follow the previous generation where they go and the best 
features of any generation will continue to be passed on to the 
next generation (8) (9). FF can simply achieve the global 
optimum and it has solves the issues quick and it effectively 
flexible to the applications (10). 

In this work, we are utilizing another new scheduling 
concept to transfer data in efficient manner dependent on 
Adaptive Algorithm. Our proposed adaptive algorithm 
powerfully solves the data transfer scheduling struggles. The 
aim is to build up a scheduling algorithm to transfer data 
utilizing a adaptive approach Consolidating monarch butterfly 
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as well as genetic algorithm (AMBA) in cloud computing 
platform it find out best scheduled path to reduce data transfer 
time. The MB is a recently used algorithm and its basic nature 
is to solve global operational problems very quickly, and this 
algorithm is perfectly suited to similar processing and is well 
suited to the trade-off between durability and variability. 
Butterflies are in better health than their parents. This 
improves performance and speeds up the efficiency of data 
transfer planning. Lastly, data editing performance is analyzed 
based on different test metrics. 

The subsequent content is in the order of; the proposed 
approach based literature survey is given in Section 2 and 
information transfer scheduling model is given in Section 3. 
The proposed optimal data transfer scheduling is explained in 
Section 4 and result and discussion is given in Section 5 and 
the conclusion part is in Section 6. 

II. LITERATURE SURVEY 

Alex X. Liu (11) uses multiple immensity data transfers 
scheduling. In this bulk data migration among data centres 
was frequently a significant stage in deploying new services, 
improving dependability underneath failures, or executing an 
assortment of cost reduction methodologies for cloud 
organizations. These immensity amounts of data transferring 
consume enormous transfer speed as well as, further cause 
extreme system blockage. To beat these above downsides, 
here, they explored the Multiple Bulk Data Transfers 
Scheduling (MBDTS) issue to diminish the system blockage 
or network congestion. Transiently, they applied the store-
and-forward exchange mode to lessen the pinnacle traffic load 
on the connection. 

Roman Barták (12) Roman Barták (12) utilizes MAPF it 
manages the issue of finding a collision free path for a lot of 
operators. A Scheduling Based Approach to Multi Agent Path 
Finding with Weighted as well as Capacitated Arcs The real 
inspiration for the scheduling model of MAPF was its ability 
to normally incorporate different limitations. They considered 
especially the issues, where the limit of arc scan was more 
prominent than one that is more specialist output utilizes a 
similar curve in the meantime, and the lengths of circular 
segments was greater than one that is moving between various 
sets of nodes takes various occasions’ times. These 
augmentations make the model nearer to reality than the 
original MAPF formulation.TevfikKosar (13) utilizes Data-
aware scheduling in grid computing. This was Efficient as 
well as dependable access to enormous scale information 
sources along with documenting goals brings new challenges 
in widely scattered computing environment. The deficiency of 
the conventional frameworks as well as existing CPU-situated 
cluster schedulers in tending to these difficulties has yielded 
another emerging era: data aware schedulers. Here, they 
examine the limitations of the conventional CPU in handling 
the difficulty of demanding data management in wide ranging 
of distributed applications. Saurabh Kumar Garg (14) HPC 
clients need the capacity to increase quick and adaptable 
accessing to high performance computing abilities. Cloud 
computing guarantees to convey such kind of infrastructures 
utilizing data centres, by these HPC clients can use 
applications as well as access the information through Cloud 

from anywhere in the world. In any case, due to increase in the 
demand which drastically expands the vitality utilization of 
data centres, which has turned into a basic issue. High vitality 
utilization not just means high vitality cost which was 
decreased the overall revenue of Cloud suppliers, yet in 
addition high carbon emanations which was not suitable for 
environment. To tackle this problem, they introduced near-
optimal scheduling strategies that exploit heterogeneity over 
various server farms for a Cloud provider.Yuan Zhang (15) 
uses a planning strategy that consists of two sections. With the 
allocation of a computer component, which is part of a long-
term job measurement, planning can divide the work process 
into task categories by mandatory data transfer, because each 
Task Team is assigned a computer process. The unit that 
completed the task team at the most convenient time. Instead 
of simulation and wireless communication, they simply use 
the robin circular rule. The process of measuring the phase 
release was discussed, according to the performance phase 
analysis. In this case, the outcome indicates that the proposed 
resource planning strategy may be delayed. 

III. INFORMATION TRANSFER SCHEDULING 

Information transfer scheduling is used to transfer the 
information from source to destination leads to minimum time 
and maximum throughput. In the cloud, information is stored 
in different nodes, not all information is stored in local 
servers, and some of the nodes may have to fetch information 
from distance servers. In this case, time may be increased. So, 
to avoid time consuming, replicas are generated. In this 
manner, needed information can be fetched from one of the 
replica servers. In the information retrieval process, initially, 
the node is chosen for information recovery, an information 
transfer path is specified from the requesting node to the 
information transfer node. A lot of paths are available for one 
transmission. Among them, we will choose the one shortest 
path which wills lead to minimize the time and maximize the 
throughput. If we select the multi-path means, the system will 
suffer from high jitter. A naive strategy is to choose hubs and 
paths arbitrarily, however, it might outcome in overwhelming 
congestions on certain connections, prompting long 
information recovery time, since it not consider link 
bandwidths and the overlaps of chosen paths and hubs. 
Information transfer based on the randomly chosen path is 
given in Fig. 1. To overcome the problem the shortest part is 
optimally selected with the help of hybridization approach. 
The optimal information transfer scheme is given in Fig. 1. 

 

Fig. 1. Information Transfer based Randomly Chosen Path. 
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Fig. 2. Optimal Information Transfer Scheme. 

In Fig. 2, X, Y, U and V are the information and

vuyx VandVVV ,,  are retrieving hubs. Hub xV  retrieving 

information x which is specified as red dash line,    is 

retrieving information y which is specified as violet dash 
lines,   is retrieving a information u which is represented as 
pink dashed lines and   retrieving a information v which is 
specified as blue dashed lines. In Fig. 2, both data transfers 
share common traffic links at high volume and can lead to 
higher transmission times for the lower 2 numbers to pass in 
batches, resulting in shorter data retrieval. It is still distributed 
among computing nodes, or all data is accessible, so few sites 
may need to access data from remote locations. In this case, 
the requested information can be obtained at one of its 
locations. At that time, when a node is preferred for data 
acquisition, the request method for that requesting node 
requires specification of the data transfer. Let as consider an 
example of individual system, in a polygon as shown in Fig. 1, 
the four information elements (X, Y, U and V) are stored in 4 
duplicates, and each link has a bandwidth of data per second. 
Note that it takes at least a second to move data between two 
centers. 

Take simultaneously, the node will retrieve data xV , 

retrieve data x, yV  retrieve data y, uV , and retrieve data vV
 
, 

both active and random can have a information retrieval time 
of 4 seconds; although a good solution takes a second. The 
idle method works poorly, because all data transfers go 
through the normal connection, causing the bottle to be shown 
in Fig. 1. Less time was taken by correct solution because 
node selection and all data transfers with sets Links are not 
shown in Fig. 2 Network (DCN) shown in Fig. 3. 

 

Fig. 3. Information Centre Network Topology. 

IV. PROPOSED INFORMATION TRANSFER SCHEDULING 

SYSTEM 

In this work, we have intended to enlarge an information 
transfer scheduling scheme based on Adaptive Algorithm. 
This adaptive approach finds the best path based on the least 
information transfer time-the maximum throughput. The aim 
is to develop an optimal information transfer scheduling using 
an Adaptive approach combining monarch butterfly (MB) and 
genetic operators (AMBA) in the cloud computing 
environment. The proposed methodology structure is given in 
Fig. 4. 

 

Fig. 4. Proposed Methodology Structure. 

The proposed MBA is a recently developed optimization 
algorithm which is mainly used for solving global 
optimization problem (1). Basically, the MBA has two 
operators, namely migration and adjusting. But in basic MBA, 
we have some difficulties in the search process conducted by 
the butterfly adjusting operator. Early stages of algorithm’s 
execution, the search process that is exceedingly directed 
towards the current best solution in the population, in some of 
the algorithm’s run generate poor results. To tackle with this 
deficiency, MBA is adaptive with genetic operators. The step 
by step process of AMBA based optimal path selection 
process is explained below: 

Step 1: Initialization phase 

Solution initialization is a chief process for the entire 
optimization problem. Here, the initial solution is initialized at 
random. Initially, we initialize the solution parameters. For 
data retrieval process, N number of the path is available. To 
increase the speed and minimize the transformation time and 
cost, we optimally choose the path. In this paper, the path is 
considered as a monarch butterfly (solution) and the 
population is considered as a butterfly. Initially, monarch 
butterflies are randomly initialized.  

Consider information x and y is transferred to hub u and v. 
Here, for security purpose, we have generated three replicas 
for both information x and y. The system generates multiple. 
The initial solution format is given below: 
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After that, we divide the population into two groups 
namely subpopulation 1(SP1) and subpopulation 2 (SP2). NP 
represented the total number of monarch butterflies. The 
number of MB’s present in SP1 is calculated using equation 2. 

        (    )             (2) 

The number of MB’s present in SP2 is calculated using 
equation 3. 

                       (3) 

Where; 

p -> migrating speed of monarch butterflies with        in 

MB, 

Ceil(x) rounds x to the nearby integer larger than or equivalent 

to x, 

Step 2: Fitness calculation 

After the solution initialization, the fitness of each 
butterfly is calculated. The fitness function is based on cost 
and time. If the butterfly attains the minimum cost and time 
means that the butterfly is considered as the best fitness.  

),min(cos timetFitness 
            (4) 

Step 3: Migration operation 

After the fitness calculation, each butterfly migrates their 
position. The migration function can be written as follows: 

  
   

 {
    
 
    

    
 
     

             (5) 

  
   
 is a k-th part of    in generation      similarly, 

   
 
 denotes the k-th fraction of     in generation q,, and 

     
 
 q is the k-th fraction of     in generation q; the current 

generation number is q, and the monarch butterflies r1 and r2 
are randomly selected from subpopulation 1 and 
subpopulation 2, so here, r is calculated by         , 
where peri is the time of migration, which is 1.2 in MB and 
the rand is a random number in (0, 1). 

Step 4: Adjustment operation 

After migration operation, adjustment operation is done in 
SP2.The subsequent formula is described as, 

  
   

 {

     
 
      

    
 
                

  
   

   (       )                 

   (6) 

In any case,   
   

 is part of the k-th of    in generation q + 

1; Similarly,      
 

 is the k-th part of       in generation q, 

which is the best place for monarch butterflies in world 1 and 

land 2,      
 

 part     in generation q, king butterfly r3 selected 

at random in the case of less than 2, and BAR is the 
conversion or correction rate, if BAR is less than the random 
number r and the k-th fraction of    at    , when σ is 

measured, and         
 , where      is the highest 

travel step. 

Step 5: Crossover operator 

After the migration process, to improve the MBA, an 
additional operator is integrated with the MBA. Crossover is 
the process by which genes are selected from the 
chromosomes of parents and new offspring. Crossover can be 
done with binary code codes, coding code, pricing code and 
encoding Fig. 5. 

 

Fig. 5. Crossover Process. 

Step 6: Mutation operator 

After skipping a task, the solution is updated with the help 
of modifications. Genetic modification function, can search 
for new locations in contrast to the crossing. The crossover is 
called the exploit operator and the conversion is a form of 
proof Fig. 6. 

 

Fig. 6. Mutation Operator. 

Step 7: Termination criteria 

The algorithm stops its use only when selecting the highest 
frequency selection and the solution contains the best body 
weight and is given as the best option. The AMBA based 
optimal path selection algorithm is given below. 
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Algorithm 

Input: parameter of MBA, Cross over rate, mutation rate, 

number of hub, sender, destination, number of replicas 

Output: Optimal path 

Start 

1. Randomly initialize the number of paths available in data 

transfer 

2. Divide the whole population into two SP1 and SP2 

3. Calculate the fitness for each path (monarch butterfly) 

4. While k<MaxGen do 

5. Sort all individual in the population based on the fitness 

value  

6. For i=1 to SP1 (all butterflies in the SP1) do 

7. Apply butterfly migration operation to get a new butterfly 

8. End for 

9. For j=1 to SP2 (all butterfly present in the SP2) do 

10. If t<Maximum generation 0.5 then 

11. Generate new butterfly in SP2 by using cross over and 

mutation operator 

12. Else 

13. Generate new butterfly in SP2BY using butterfly 

adjustment operator 

14. End if 

15. End for 

16. Merge SP1 and SP2  

17. Increase the iteration counter k by one 

18. End while 

19. Return bet butterfly in the whole population. 

20. Output 

 Optimal path 

V. SIMULATION AND RESULTS 

In this section, the proposed information transfer 
scheduling scheme based on adaptive Algorithm. Our 
proposed adaptive algorithm efficiently solves information 
transfer scheduling problems. In this paper, we used an 
adaptive approach which integrating the monarch butterfly 
algorithm and Genetic algorithm (AMBA) in the cloud 
computing environment. 

A. Experimental Results 

While testing the AMBA algorithm performance, it may 
be difficult to verify the functionality of all the same 
algorithms. The main use of this to solve the problems of 
speeding up the earth again, this algorithm is perfectly fit for 
similar processing and can trade between durability and 
variability. In the proposed work, finally, the effectiveness of 
the data transfer planning process is analyzed according to 

different test criteria. Comparing to the existing optimization 
techniques our proposed AMBA achieves the better results. 
The following Fig. 7, 8, 9 and 10 shows the waiting time, 
turnaround time, response time and fitness of the proposed 
approaches. 

Analyzing Fig. 7, 8, 9, and 10 show the comparative 
analysis of proposed against existing based on waiting time, 
turnaround time, response time and fitness. Analyzing Fig. 7 
our proposed AMBA algorithm achieves the minimum 
waiting time of 865, 1245, 1625, and 2248 for other existing 
optimization and without optimization algorithms because 
Initially it calculates the jobs entirety completion time on 
every computing node, as well as file access time or 
duplication time among stored files along with every 
Computing node file size, bandwidth and the waiting time for 
every job earlier than it process and processing time. The 
above Fig. 7 clearly specifies our proposed approach waiting 
time is minimum for comparing all the other existing systems. 
Fig. 8 turnaround times is the total time taken among the 
whole process which is measured by the time interval from 
starting time and completion time of the process. Analyzing 
Fig. 8 our proposed AMBA algorithm achieves the minimum 
time of 1985ms, 2635ms, 3845ms and 4958ms for other 
existing MBO, GA and without optimization techniques. 

 

Fig. 7. Waiting Time Analysis. 

 

Fig. 8. Turnaround Time Analysis. 
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Fig. 9. Response Time Analysis. 

 

Fig. 10. Fitness versus Iteration. 

Fig. 9 shows the comparative analysis based on AMBA it 
minimizes the response time. Our proposed AMBA achieves 
the minimum response time of 3545ms, 4854ms, 5365ms, and 
6847ms for other existing optimization and without 
optimization algorithms because the time taken to process a 
user request from the source point it is made up till the 
destination point it is received. Comparing to all the other 
existing techniques, the above Fig. 9 clearly specifies our 
proposed approach response time is minimum for comparing 
all the other existing systems. 

Fig. 10 our proposed AMBA minimize the objective 
function value of 1985, 2635, 3845, and 4958 for other 
existing optimization and without optimization algorithms. 

Comparing to all the other existing techniques, AMBA it 
minimizes the fitness of objective function values. 
Experimental studies have shown that our proposed AMBA is 
better than other available solutions for full durability and 
delay because genetic operators are used in MB in migration 
operation, and this built-in strategy resides only with people 
with better potential than their parents. The performance will 
be improved and it speeds up the efficient data transfer 
process. In the proposed project, a genetic operator is used in 
MB to do migration work, and this built-in strategy can only 
accommodate monarch butterfly people who are more highly 

trained than their parents. Computer results indicate that the 
proposed process exceeds existing methods. Individual power 
is used as the purpose function of the solution for the same 
system solution. At the same time the solution reduces the 
amount of meaningful work, the best that can be achieved. 
From the test results, we are well aware that our proposed 
method achieves better results compared to existing methods. 

VI. CONCLUSION 

In this paper, a new adaptive Monarch Butterfly and 
Genetic operator (AMBA) Algorithm could be proposed, 
make use of this algorithm the information transfer scheduling 
problems could be solved efficiently. The aim of research is to 
improve the best data transfer planning using AMBA on a 
cloud platform where you will find the most optimized 
method which leads to the shortest time of data transfer; in 
other words, the highest number. In this case, MB is one of the 
proposed algorithms that will be used later. The main 
application of this to solve the problems of re-accelerating the 
earth, this algorithm is perfectly suitable for the same 
processing and is able to trade between durability and 
variability. The genetic operator can easily access global 
operations and solve problems quickly and easily adapt to 
applications. In the proposed work, the GA applies methyl 
bromide in migration operations, and this included strategy 
can only accept monarchs that are healthier than their parents. 
The performance will be improved and it speeds up the 
efficiency of data transfer planning. Finally, our proposed 
approach outperformed other existing MBO, GA and without 
optimization approaches based on waiting time, TAT, 
response time as well as Fitness. 
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Abstract—Acceptance of robotic technology in education is a 

crucial issue in the revolution industry 4.0 era. This study aims to 

explore the acceptance of Lego Mindstorms Ev3 as one kind of 

robotic technology by the teachers as a learning resources that 

can develop teachers and student’s skills. The Technology 

Acceptance Model (TAM) was introduced by using 

questionnaires. The questionnaires were responded by 22 

elementary school teachers who have experiences with Lego 

Mindstorms ev3 kits in a workshop. The data was carried out by 

presenting descriptive statistics, correlation, and regression 

analyses. Based on the acceptance testing of Lego Mindstorms 

Ev3 with the TAM model, the result showed that subjective 

norms (SN) and self-efficacy (SE) as external variables were 

effective on the acceptance of Lego Mindstorms Ev3 as a learning 

tools by teachers. Teacher’s SN have a positive correlation with 

perceived usefulness (PU), perceived ease to use (PE), and 

behavioral intention to use (BI). Teacher’s self-efficacy were 

significant in predicting PE and BI. PU and PE had a positive 

effect on Attitude toward using Lego Mindstorms Ev3 by 

teachers, and it continued to use. Finally, most teachers have 

shown positive reactions to Lego Mindstorms Ev3 as educational 

tools. 

Keywords—Education; TAM; teacher acceptance; Lego; 

Robotic 

I. INTRODUCTION 

The Acceptance of technology in the educational sector as 
innovative learning tools has become a favorite topic for 
exploration in a recent years. Learning tools have an important 
role in achieving the learning objectives especially technology-
based learning tools [1], even technology-based teaching and 
learning facilities have an important role in transforming 
education [2]. One of the innovative learning tools in the 
industrial revolution 4.0 era is robotic technology. Most 
individuals seem to agree that robotics as a learning tool has 
provided many benefits in improving cognitive abilities, 
creative thinking skills [3], [4], problem-solving skills, 
collaboration skills, STEM, and computational thinking of 
students [5], [6]. There are many benefits of applying robotic 
technology in schools; therefore, introducing this technology 
early to students is important. The current students are Z-
generation and alpha-generation, they are very easy to accept 
and adapt to the robotic technology that has been applied in 
their learning processes in the classroom. Student's acceptance 
of robotic technology in education has been demonstrated in 

previous research, students preferred to ask a robot about the 
information they wanted to know rather than ask an adult [7], 
students were more likely to followed behavioral suggestions 
offered by an autonomous social robot [8], the students 
familiar and had positive attitudes towards social robots (Fanuc 
LR Mate 200 ID, Sputnik, Nao) [9]. In addition to social 
robots, one of the educational robots that have high interaction 
with students is Lego. Lego is a kind of robotic technology 
widely used in the teaching-learning process [10]. In previous 
studies about student‟s acceptance of Lego Mindstorms, the 
young students (11-18 years) were more receptive to Lego 
Mindstorms in the learning process than the old students (19-
24 years) [11], the early adolescents perceived educational and 
learning of robotics (Lego Mindstorms) as a source of 
employment, and as a way to high technology [12]. But 
teacher‟s acceptance of robotic technology also needs to be 
explored. 

The teacher‟s acceptance of robotic technology as learning 
tools was very important to analyze because (1) The effective 
use of technology in classrooms is based on the attitudes of 
teachers to technology. Previous studies have shown that the 
attitudes of teachers, as well as expertise and skills in the use of 
technology, major factors influencing their initial adoption of 
technology and their future computer use actions [13]. The 
effectiveness of a teaching method is closely related to how 
teachers able to use technology to engage the learners [14]. 
Teachers' acceptance of technology is an important factor that 
influences the teacher's teaching method, teachers' behavior in 
the classroom and influences students' learning as well [15]; (2) 
robotic technology as innovative learning tools would not be 
effective if the teachers were not able to use it properly, a 
generation gap between teachers and students resulted in the 
teachers were more difficult to adapt to new technologies than 
students, the main characteristic differences among X, Y, and 
Z- generations are the mastery of information and technology; 
(3) Besides, teachers are responsible for ensuring that the 
technologies work correctly [16], demonstrating their added 
value in the teaching process, and offering a wider view of the 
purpose and significance of using technology. 

A. Technology Acceptance Model 

The Technology Acceptance Model (TAM) has become the 
most generally accepted theoretical paradigm for the 
acceptance of research technology. Introduced by Davis 
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(1989), TAM was an evolution of the “Theory of Reasoned 
Action” [13].  TAM is a blueprint for how it will be adopted 
and used by technology users [17]. Another opinion said that 
TAM gave a recommendation when people use new 
technology for their activity based on usefulness and ease to 
use, this recommendation will influence their decision, 
accepting or rejecting it [18]. Original TAM by Davis [19] is 
shown in Fig. 1. 

 

Fig. 1. Technology Acceptance Model (TAM). 

Original TAM consists of two key variables (1) perceived 
ease of use (PE); (2) perceived usefulness (PU) [20], while 
attitude towards using, behavioral intention to use, and actual 
usage of the device are the deciding variables of technology 
acceptance [14], [21], [22], [23]. 

PU indicates the degree to which a person believes his/her 
success will be improved by the use of a system [14], [17]. PE 
indicates the degree of ease of use of the technology if the 
technology is too difficult to use, instead of using new 
technology, users will find the alternative form [17], [21]. PU 
and PE decide users' attitudes towards technology [24], [25], 
PU, and AT have a direct influence on behavioral purpose to 
use (BI) [19]. Intention to use is determined by attitudes and 
usefulness, and intention to use has a relationship with actual 
use [26], it can be determines, technology acceptance [27]. 
Several researchers have replicated Davis‟s original model [28] 
and added external variables to the model. 

In this analysis, TAM was selected as the research model 
because it can assess the effect of external variables on 
perceptions, intention to use, and TAM as the best model for 
predicting user behavior towards new technology [29]. It was 
in accordance with this study which aims to determine the 
external factors that affect the behavior intention of teachers in 
using robotic technology in their class. 

B. Acceptance of Robotic Technology by Teachers 

Previous studies have been conducted on teacher 
acceptance for robotic technology, the potential benefits of the 
movements of the robot, and the significant correlation 
between changes in familiarity and perception in human-robot 
interaction have been identified [30]. The Thymio Robot 
application has high usability, teachers are very interested and 
have a desire to learn and master the use of the Thymio robot, 
through understanding new technologies, develop teacher 
professionals [10]. Teachers' ability to use robotic technology 
in training will enhance skills, self-confidence, and interactions 
between teacher and student, leading to a willingness to 
implement educational robotics in schools, this research shows 
the value of high-quality professional development in the self-
efficacy of educators with the use of Educational Robotics, and 

suggests that new tablet-based wireless robotics platforms, 
such as LEGO® WeDo 2.0, enable younger learners to engage 
with this technology [31]. Another study reported that usage of 
WeDo as a robotics kit in the teaching-process helped the 
teachers build their confidence and knowledge to introduce 
students to computational thinking [32]. Reich-Stiebert 
explored the ability of teachers to use robots in different 
learning settings in a German survey of 59 teachers. Their 
findings revealed teachers' very negative attitude toward 
educational robots. The authors concentrated on the robot NAO 
as an assistant to teachers in this report. The research was 
distinguished by age, gender and subject taught. There was no 
major effect of age and gender on attitudes. The topic taught, 
however, had a substantial impact: teachers chose to use robots 
in STEM-related domains [33]. 

C. Objectives of the Present Study 

Few studies have reported on Lego / robotic technology 
acceptance in the learning process, but the majority of studies 
focused on students' interaction with robotic technology in the 
classroom. Teachers' acceptance more discussed robots as an 
assistant of a teacher in the classroom, and very little 
information available on teachers' acceptance of Lego 
Mindstorms Ev3 as learning practices in the classroom while 
Lego practices were widely used in the teaching-learning 
process. 

The purpose of this study was to explore the teachers' 
acceptance of robotic technology, especially Lego Mindstorms 
Ev3 as learning tools by elementary school teachers. To 
evaluate the teacher's acceptance, we used the Technology 
Acceptance Model (TAM) with external variables were 
subjective norm and self-efficacy (adopted by Yuen, 2008). 

The behavioral decisions or intentions of individuals are 
always influenced by the other people around them [34]. The 
subjective Norm, a person‟s subjective norm is his or her 
perception that most people who are important to him or her 
think he or she should or should not perform the behavior in 
question [13]. Theory of Reasoned Action claimed that 
motivation to comply (known as compliance) is a predictor for 
subjective norms, and subjective norms are a predictor for 
intentions [35]. Subjective norm is one of the main variables in 
the Theory of Planned Behavior (TPB) [36] that can influence 
behavioral intentions in IT adoption. 

Self-efficacy and technology have a strong relationship. 
Bandura defines self-efficacy as “People‟s judgments of their 
capabilities to organize and execute courses of action required 
to attain designated types of performances [37]. High-self 
efficacy can aid individuals in initiating cross-cultural 
interactions, persisting in the face of early failures, and 
engaging in problem-solving as a way of mastering necessary 
skills [38]. Self-efficacy is one of the key drivers of human 
activity and it has been found to have both direct and indirect 
impact on the intention and actual use of different technologies 
[39]. Self-efficacy can have effects on individual intentions 
[40], individual engagement, and behavior. 

The result of this study could be useful to help teachers 
adopting Lego Mindstorms Ev3 for their teaching practices, 
may provide information on how teachers accept robotics 
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technology as a learning tool in schools, and improve 
educational sectors to adapt to technological developments. 

D. Hypothesis 

Based on Fig. 1, the following hypotheses of this study: 

H1: The perceived ease of use (PE) has a positive effect on 
the perceived usefulness (PU) of Lego Mindstorms 
Ev3 as educational tools by teachers. 

H2: The perceived ease of use (PE) and the perceived 
usefulness (PU) have a positive effect on the Attitude 
toward using (AT) of Lego Mindstorms Ev3 as 
educational tools by teachers.  

H3: The perceived usefulness (PU) and attitude toward 
using (AT) have a positive effect on the behavioral 
intention to use (BI) of Lego Mindstorms Ev3 as 
educational tools by teachers. 

H4: The Subjective norm (SN) has a positive effect on the 
perceived usefulness (PU) of Lego Mindstorms Ev3 as 
educational tools by teachers. 

H5: The Subjective norm (SN) has a positive effect on the 
perceived ease of use (PE) of Lego Mindstorms Ev3 as 
educational tools by teachers. 

H6: The Subjective norm (SN) has a positive effect on the 
behavioral intention to use (BI) of Lego Mindstorms 
Ev3 as educational tools by teachers. 

H7: The Self-efficacy (SE) has a positive effect on the 
perceived usefulness (PU) of Lego Mindstorms Ev3 as 
educational tools by teachers. 

H8: Self-efficacy (SE) has a positive effect on the perceived 
ease of use (PE) of Lego Mindstorms Ev3 as 
educational tools by teachers. 

H9: Self-efficacy (SE) has a positive effect on the 
behavioral intention to use (BI) of Lego Mindstorms 
Ev3 as educational tools by teachers. 

II. METHODOLOGY 

A. Procedure 

1) Teachers actively interacted with Lego Mindstorm Ev3 

in a workshop (attending 2 days of workshop). 

2) After the workshop was completed, the teachers were 

asked to fill out a questionnaire related to teachers‟ acceptance 

of the use of Lego Mindstorm Ev3 as learning tools. 

3) To evaluate the teacher's acceptance, we used the 

Technology Acceptance Model (TAM) developed by Davis 

(1989). 

4) The reliability test used Cronbach's alpha for each item, 

the alpha value is at least 0.7 and higher, it was mean reliable 

[41]. 

5) Analyzing the data descriptive statistic to determine the 

minimum, maximum, average, and standard deviation values. 

6) Hypothesis testing used regression analysis. 

7) Data analysis was performed with SPSS software. 

B. Participant 

Participants in this study consisted of 22 teachers from five 
elementary schools in Padang, West Sumatra, Indonesia, who 
had attended a workshop on robotic technology. The teacher‟s 
characteristics can be seen in Table I. 

C. Workshop of Robotic for Teacher 

This workshop has been held for elementary school 
teachers, so that teachers could interact directly with Lego 
Mindstorms Ev3 as learning tools in this workshop so that 
teachers can ensure ease of use and benefit for teachers and 
students in the learning process. Lego Mindstorms offers an 
environment for teachers and students to interact in an exciting, 
creative way [42]. The workshop was held for 2 days; detailed 
activities are shown in Table II. 

The first section, the introduction of robotic technology, the 
implementation of robotic technology especially in the 
education sector, and the benefits of applying robotic 
technology for students. Information presented to teachers via 
an interesting audio visual media, these activities focused on 
gave deeper knowledge of robotic technology. 

The clarification preceded by getting to know the Lego 
Mindstorms Ev3 as the methods to be used in this workshop as 
an experiment. The components of the Lego Mindstorms Ev3 
package and the tasks of each of these components are 
introduced to the teacher. Lego Mindstorms Ev3 consist of 
building kits and a programmable control unit that can allow a 
robot to be built. This kit includes all essential components, 
such as connectors, axles, bushings, beams, frames, tubes, 
gears, belts, shafts, wheels, motors, sensors, and control 
centers, necessary for the construction of a robot [4]. After this 
section, the teachers were able to understand the function of 
Lego Mindstorm Ev3 kits. 

TABLE I. DEMOGRAPHY TABLE OF PARTICIPANT 

Characteristic Value Frequency 

Age 
< 30 
30-35 

> 35 

3 
11 

8 

Gender 
Men 
Women 

10 
12 

TABLE II. ACTIVITIES OF ROBOTIC TECHNOLOGY WORKSHOP 

Sections Activities Duration 

Section 1   
Introduction of robotic technology 

and Lego Mindstorms Ev3 kits. 

(at 08.00 am to 11.50 

am on the first days) 

Section 2  
Project 1 – Create Tracker Tank 

Bot 

(at 01.00 pm to 05.00 

pm on the first days) 

Section 3   
Project 2 - Create humanoid robot 

Ev3rstorm 

(at 08.00 am to 11.50 

am on the second days) 

Section 4   
Project 3 - Create the robots based 

on teacher‟s creations 

(at 01.00 pm to 05.00 

pm on the second days) 
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In the second section, via the Lego Mindstorms Ev3 kits, 
the teachers were able to get new experiences. The search for 
teachers to create groups started with this segment (a group 
consisting of two teachers). A Tracker Tank Bot was 
developed for the project-1, this project started with how to 
design, develop, build, before how to control a Tracker Tank 
Bot. In the third segment, each group of teacher‟s plan, create, 
build, and learn how to program Brick as a control center in 
Lego Mindstorms Ev3 in project-2. A programme for 
controlling sensors (color, ultrasonic, contact, infrared, gyro, 
temperature sensor) [43], and motors can be sent by the brick 
as the robot actuator. 

The teachers were asked to make robots based on their 
creations in the last sections of project-3, this activity offered 
the teachers an opportunity to develop their ideas to build a 
new robot or change a robot through Lego Mindstorms Ev3. 

D. Instrument 

The questionnaires were used to obtain information for this 
quantitative study. The instrument of questionnaire adopted by 
prior studies and modified to be compatible with this study 
context. The questionnaire was consist of 19 items, four items 
for perceived usefulness (PU), four items for perceived ease to 
used, three items for attitude (AT), four items for intention to 
use (BI), were adopted from Davis [44], and Çukurbaşı [45]. 
Two items for subjective Norm (SN), and two items for self-
efficacy (SE), were adopted from Yuen [13], Bröhl [28], and 
Nadlifatin [36]. All items were measured in a 5-point Likert 
Scale with 1 as “strongly disagree” and 5 as “strongly agree”.  
Details of all items used in the questionnaire are provided in 
Appendix A. 

III. RESULT 

This section has presented the results of descriptive 
statistics, correlation analysis, and regression analysis. 
Cronbach‟s alpha was calculated to test reliability (an alpha of 
at least 0.7). 

According to Table III, all items of questionnaire were 
reliable, these were indicated by alpha coefficient 0.890. 
Correlation between variables were presented in Table IV and 
Fig. 2. 

Table IV presented high correlation between SN and BI 
(0.843), medium correlation between: PE and AT (0.620); PU 
and AT (0.573); AT and BI (0.580); SN and PU (0.438); SN 
and PE (0.561); SE and PE (0.544); SE and BI (0.527), no 
correlation between PE and PU; PU and BI; SE and PU. 

According to Table V, a p-value of PE to PU = 0.064 > 
0.05, indicated that PE has not had a positive effect on PU of 
Lego Mindstorms Ev3 as learning tools. This means that the 
ease of using Lego Mindstorms Ev3 as learning tools has no 
effect on the perceived benefits of teachers in the learning-
process (H1 was rejected). 

PE and PU simultaneously to AT showed a p-value of 
0.001> 0.05, B-value of PE = 0.372 and PU = 0.341, it 
indicated the perceived ease of use (PE) and the perceived 
usefulness (PU) have positive effect on the Attitude toward 
using (AT) of Lego Mindstorms Ev3 as educational tools by 
teachers. Rated R = 0.714 with a coefficient of determination 

(R-Square) = 0.510, it could be stated that the PE and PU 
influence the AT of 51.0%, it can be stated that if Lego 
Mindstorms Ev3 as learning tools easier to use and the greater 
the benefits in the teaching and learning process in the 
classroom, the teachers are more able to accept LEGO 
Mindstorms Ev3 as learning tools (H2 was accepted). 

B-value of AT = 0.965 and PU= -0.091, partially AT has a 
positive effect on BI while PU has not had a positive effect on 
BI, but PU and AT simultaneously to BI presented p-value of 
0.019 < 0.05, it indicated the perceived usefulness (PU) and 
attitude toward using (AT) have positive effect on the 
behavioral intention to use (BI) of Lego Mindstorms Ev3 as 
educational tools by teachers. Rated R = 0.583 with a 
coefficient of determination (R-Square) = 0.340, it could be 
stated that the PU and AT influence the BI of 34.0% (H3 was 
accepted). 

TABLE III. DESCRIPTIVE STATISTIC OF THE ITEM OF QUESTIONNAIRE 

Items of 

questionnaire 
Alpha (α) Min Max Mean SD 

PU1 .894 3 5 4.32 .568 

PU2 .889 3 5 4.50 .598 

PU3 .891 4 5 4.68 .477 

PU4 .884 3 5 4.73 .550 

PE1 .876 3 5 4.32 .646 

PE2 .887 3 5 4.09 .526 

PE3 .890 4 5 4.59 .503 

PE4 .884 4 5 4.86 .351 

AT1 .877 3 5 4.18 .733 

AT2 .886 4 5 4.55 .510 

AT3 .887 4 5 4.64 .492 

BI1 .875 3 5 4.14 .774 

BI2 .881 3 5 4.23 .685 

BI4 .890 3 5 4.27 .550 

BI5 .886 4 5 4.59 .503 

SN1 .877 3 5 4.23 .685 

SN2 .878 3 5 4.27 .631 

SE1 .880 4 5 4.45 .510 

SE2 .884 3 5 4.45 .671 

 

Fig. 2. Correlation between Variables of the Result. 
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TABLE IV. CORRELATION BETWEEN VARIABLES 

Independent variables 
Dependent 

Variables 

Person  

correlation 
p-value 

PE PU 0.402 0.064 

PE 

PU 
AT 

0.620** 

0.573** 

0.002 

0.005 

PU 
AT 

BI 
0.288 
0.580** 

0.193 
0.005 

SN PU 0.438* 0.042 

SN PE 0.561** 0.007 

SN BI 0.843** 0.000 

SE PU 0.388 0.074 

SE PE 0.544** 0.009 

SE BI 0.527* 0.012 

TABLE V. HYPOTHESES AND REGRESSION SCORES 

The model hypothesis Independent variables Dependent variables  B t p-value R R2 

H1 PE PU 0.364 1.962 0.064 0.402 0.161 

H2 
PE 
PU 

AT 
0.372 
0.341 

2.647 
2.204 

0.001 0.714 0.510 

H3 
PU 

AT 
BI 

-0.091 

0.965 

-0.289 

2.716 
0.019 0.583 0.340 

H4 SN PU 0.527 2.179 0.042 0.438 0.192 

H5 SN PE 0.745 3.029 0.007 0.561 0.314 

H6 SN BI 1.400 7.007 0.000 0.843 0.710 

H7 SE PU 0.525 1.885 0.074 0.388 0.151 

H8 SE PE 0.813 2.903 0.009 0.544 0.296 

H9 SE BI 0.983 2.776 0.012 0.527 0.278 

Subjective norm (SN) variable were found significant in 
predicting: PU (p-value = 0.042< 0.05); PE (p-value = 0.007 < 
0.05); and also predicting BI (p-value = 0.000 < 0.05), it means 
H4, H5 and H6 were accepted. Self-efficacy (SE) variable was 
found not significant in predicting PU (p-value = 0.074 > 0.05) 
means H7 rejected, but SE were significant in predicting: PE 
(p-value = 0.009 < 0.05); BI (p-value = 0.012< 0.05) means 
that H8 and H9 were accepted. Table V indicated that out of 
nine hypotheses two of them were not accepted. 

IV. DISCUSSION 

The outcome of this study showed that teachers commonly 
agree that Lego Mindstorms Ev3 as a learning method was 
expressed in all questionnaire items averaging greater than 3.0. 
The perceived ease of use of Lego Mindstorms Ev3 as learning 
tools has not a positive impact on the perceived usefulness in 
this study, this is different from what has been written in the 
literature [13]. This study showed that elementary school 
teachers gave a positive attitude toward usage (AT) Lego 
Mindstorm Ev3 because there were relationship between PU 
and PE; (1) Usage of Lego Mindstorms Ev3 provided benefits 
to improve productivity, performance, efficiency teachers in 
classes, and the students were actively involved in the lesson; 
(2)  Lego Mindstorms Ev3 as learning tools were quickly to 

understand and were easy to operate, this outcome was 
consistent with previous studies, that educational robotics 
improved teacher attitudes because robotics improved STEM 
interaction and teaching [46], The teachers indicated that the 
use of the Lego WeDo 2.0 robotics kit provides a unique 
opportunity for computer skills to be developed; it focuses on 
activities that facilitate problem-solving and group work with 
primary school students [32]. The relationship between 
perceived useful and easy to use for technology acceptance has 
been demonstrated for numerous information technologies 
[24]. 

The previous studies explained that attitudes toward 
teaching assistance robots mainly determined teacher‟s 
intended use for the robots [20], the highest positive effect was 
determined of attitude toward to intention of use of a 
Telepresence Robot in the classroom by teachers compared 
with other variables (perceived usefulness, perceived 
enjoyment, trust of technology, social influence, and gender) 
[47], it was in accordance with this study indicated that Lego 
Mindstorms Ev3 as learning tools were attractive, fun, and 
useful in the learning process had a positive influence on the 
behavioral intention of the teacher to use Lego Mindstorms in a 
lesson. 
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Furthermore, by emphasizing one of the social factors such 
as subjective norm, this study showed that organizations and 
other teachers supported to use of Lego Mindstorms Ev3 in the 
classroom, subjective norms have a positive correlation with 
PU, PE, and BI, this result consists to a previous study that one 
of important predictors in the robot acceptance model was 
subjective norm [48]. 

The teachers' capabilities to organize and use the Lego 
Mindstorms Ev3 as a self-efficacy variable. Teachers‟ self-
efficacy was not significant in predicting PU; this result was 
not consistent with a previous study that self-efficacy 
supported the perceived use [19]. Teacher‟s self-efficacy were 
significant in predicting PE and BI, this found consistent with 
previous study [48] that Perceived ease of use was influenced 
by self-efficacy (the highest correlation coefficients). 

In line with other research;  there was a positive correlation 
between perceived usefulness, perceived ease of use, 
behavioral intention, and use in human-robot interaction in 
production systems [48], usefulness and ease of use were 
predictive of adults‟ attitudinal acceptance of a domestic robot 
in their home; ease of use and attitudinal acceptance were 
predictive of intentional acceptance [24], the teacher beliefs, 
attitudes and intention to use the software in their future 
teaching [49], this study found that Lego Mindstorms Ev3 as a 
learning resource had generated the intention of teachers to use 
it in their classroom so it had a positive impact on the actual 
use of teachers. 

V. CONCLUSION 

This study showed that the two factors of the TAM model, 
perceived usefulness and perceived ease to use had generated 
the positive attitude use of Lego Mindstorms Ev3 as learning 
tools by elementary school teachers, it also had a positive 
effect on behavior intentions, and finally, all of the variables 
gave support to the actual use of Lego Mindstorms Ev3 as 
learning tools in learning-process in elementary school. 

VI. LIMITATION AND RECOMMENDATION FOR  

FUTURE WORK 

The limitations of this study: the sample size was small 
because it was taken from workshop participants in the 
introduction of robotics technology to elementary school 
teachers; the workshops were carried out in limited time, just 2 
days, much better if we extended the duration of the 
workshops; the teacher was directly involved in actively 
interacting with Lego Mindstorms Ev3 as learning tools in the 
workshop but still needed adjustments at the initial stage of 
using Lego Mindstorms Ev3 considering that robotic 
technology was one of the technological trends in the 4.0 
revolution era. 

TAM has developed itself as a strong and robust model for 
explaining technical comprehension, like other theoretical 
frameworks. For future studies, it is necessary to develop the 
original model of TAM by taking into account other external 
variables that have an effect on the intention to use or actual 
use of Lego Mindstorms Ev3 in the classroom such as 
educational background, school facilities, gender, age, and 
others. 

This study provides a view of teachers' acceptance of the 
Lego Mindstorms Ev3 in the learning process in their 
classroom to increase effectiveness and quality of education. 
This study could suggest to the elementary schools to develop 
learning tools based on technology, and always updating the 
technology will be applied in education. 
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APPENDIX A. QUESTIONNAIRE DETAILS USED IN THE SURVEY 

Construct Items Item wordings Reference 

Perceived to Used 

PU1 Using Lego Mindstorms Ev3 increases my productivity in classes 

[44] 
[45] 

PU2 Using Lego Mindstorms Ev3 increases my performance in classes 

PU3 Using Lego Mindstorms Ev3 increases my efficiency  in classes 

PU4 I think that using Lego Mindstorms Ev3 is useful for activities related to my school life 

Perceived ease to used 

PE1 I find it easy to learn Lego Mindstorms Ev3 applications 

[45] 

PE2 I easily teach lessons with Lego Mindstorms Ev3 practices 

PE3 
The steps that I have to take to solve any problem in Lego Mindstorms Ev3 practice are 
clear and comprehensible 

PE4 I think I will easily master Lego Mindstorms Ev3 practices 

Attitude toward used 

AT1 It would be fun to do Lego Mindstorms Ev3 practices in my classes 

[45] AT2 I would enjoy doing Lego Mindstorms Ev3 practices in my classes 

AT3 It would make me happy to do Lego Mindstorms Ev3 practices in my classes 

Behavioral Intention to Use 

BI1 I want to do Lego Mindstorms Ev3 practices in my classes 

[45] 

BI2 I Would like to do Lego Mindstorms Ev3 practices in my future classes 

BI3 I will encourage my colleagues to do Lego Mindstorms Ev3  practices 

BI4 I will include Lego Mindstorms Ev3 practices in my education and teaching career 

Self-Efficacy 

SE1 I can use the Lego Mindstorms Ev3, if someone shows me how to do it first 
[28] 

[13] SE2 I can use the Lego Mindstorms Ev3, if I had only the manual book for reference 

Subjective Norm 

SN1 In general, the organization supports the use of the Lego Mindstorms Ev3 
[28] 

[36] SN2 
those people who are important to me would strongly support my using Lego 

Mindstorms Ev3 in my classroom 
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Abstract—Blood velocity is expected to be as a parameter for 

detecting abnormality of blood such as the existence of thrombus. 

Proper blood flow in veins is important to ensure effective return 

of deoxygenated blood to the heart. However, it is much 

challenging to recognize the vessel condition due to the inability 

to visualize the thrombus presence in the vessel. The presence of 

noise in the image obtained from ultrasound scanning is one of 

the obstructions in recognizing it. Considering the difficulty, this 

study aims to assess the velocity and vorticity at the vein valve 

region using Computational Fluid Dynamics (CFD) method. The 

velocity of blood and the size of valve orifice are considered 

important parameters in designing the vein since the stenosis and 

irregularities of velocity in blood vessels are known as the risk 

factors for thrombus formation. From the simulation, the 

velocity contour plot of the blood flow can be visualized clearly. 

The blood distribution was presented using velocity profile while 

the fluid particles movement was shown by the velocity vector. 

The low blood velocity clearly shows the low velocity region 

which reside at the cusps area and at the beginning of the valve 

leaflets. Therefore, the present study is able to visualize and 

evaluate the probable location of thrombus development in the 

blood vessel. 

Keywords—Blood velocity profile; velocity contour plot; 

computational fluid dynamic (CFD); thrombus; vein valve 

I. INTRODUCTION 

Deep vein thrombosis (DVT) and pulmonary embolism 
(PE) that relatively known as venous thromboembolism is the 
third leading cause of cardiovascular disorder after myocardial 
infarction and stroke. DVT is the development or existence of 
blood clot or thrombus in one of the large veins deep in the 
body. The lower limb is the most common site of thrombosis 
due to relatively slow or disturbed blood flow. The existence 
of thrombus may block the flow of blood through the vein 
partially or completely. This may lead to the rupture of the 
thrombus which then migrates to lungs that finally becomes 
embolus to occlude a pulmonary artery. This condition is 
called PE. According to Virchow triad theory [1], at least two 
of the factors occurring simultaneously increase patient risk of 
developing DVT. The factors are stasis, vessel damage and 
hypercoagulability. Stasis is believed to be one of 

predominant of the three factors. In addition to stasis, 
endothelial damage also affecting the blood flow in disruption 
of vessel elasticity [2]. Dysfunction of endothelial increases 
the expression of adhesion molecules such monocytes, 
leukocytes, and platelets that later contribute to the 
abnormalities in blood flows. This is the primary factor to lead 
to hypercoagulability [3]. A lower extremity DVT linked to 
cause an estimated 50% risk of PE if not treated in a timely 
effective manner. It is reported that 15% to 32% of lower 
extremity DVT most likely to develop PE [4]. Therefore, early 
diagnosis of DVT is essential to prevent unnecessary deaths 
from PE. 

Although many diagnostic tools exist to evaluate the 
presence of DVT such as computed tomography (CT) and 
magnetic resonance imaging (MRI), the use of ultrasound 
(US) imaging for routine DVT evaluation is superior in 
accuracy, cost and feasibility [5]. On top, compression 
ultrasound and duplex ultrasonography are both available US 
methods to evaluate DVT by assessing the collapsibility of 
vein that may rapidly performed. Other than that, the 
evaluation of blood flow through a vessel is an essential 
aspects of cardiovascular health since it is known as primary 
factor that contribute to the death [6]. However, such methods 
are not always indicating the true behavior of blood flow 
especially for the complex geometry and vortex formation. 
Normally, the blood flow can be monitored non-invasively 
using ultrasound Doppler or by building a phantom mimicking 
the artery or vein for in-vitro test [7]. Performing such 
experiments usually was believed to giving out accurate result 
if properly executed following the biological nature. However, 
due to the difficulty in setting up the components, several 
results may come to error. Thus, the outcome might not be 
accurately reflecting the actual flowing of blood behavior. 

An alternative to constructing a physical experiment is by 
performing a simulation of an actual conditions for virtually 
problem conditions. Computational fluid dynamics (CFD) 
investigation have been utilized to assess particular parameters 
in fluid flow, for instance wall shear stress, velocity of blood 
flow, and pressure [8]. Thus, CFD modelling is proposed to 
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better understand the mechanism of underlying DVT. 
Previously, we have reported in [9] the CFD simulation on 
blood velocity and vorticity in vessel. However, the effect on 
the thrombus existence did not be considered. An efficient 
visualization of flow field can assist in further diagnosing the 
cause of vein disease. This study focus to investigate the effect 
of valve opening, and velocity to the thrombus formation on 
blood flow distribution in popliteal vein. 

Next section shows some previous works conducted by 
researchers that related to computational simulation. In 
Section III, vein modelling is described which using 
computational domain. Simulation results are discussed in 
Section IV. Further discussion is elaborated in Section V. 
Finally, the conclusions and future work are presented in 
Section VI. 

II. PREVIOUS WORKS 

In medical education, prediction is much more important 
in the way to prepare for the necessary technique and 
aggressive motion on patients. In particular interest for 
relatively non-invasive technique and low cost, ultrasound 
techniques are mostly favorable to be used [10-11]. Those 
techniques may provide results on early analysis of certain 
disease. Nonetheless, the internal organs are unpredictable 
which may lead to less reproducibility results. Here, 
computational simulations or numerical studies for blood flow 
have always preferred as it is always a realistic way to 
simulate organ or vessel. Some studies show the findings from 
the simulation works. In [12], they make comparison between 
non-Newtonian and Newtownian models behavior of the 
blood to the plaque. In the study, the pulsatile flow was used 
interaction with lipid pool was observed. From the 
simulations, it is found that the non-Newtonian model shows a 
higher peak for most critical parameter considering the risk or 
benefit ratio for carotid endarectomy. The result was then 
increase understanding on the plaque stability. Oppositely, the 
study expressed the features limitation when considering only 
the wall shear stress and vomises stress. These parameters 
even though give benefit to predict the clot formation, it is 
insufficient to announce the flow distribution changes along 
the blood vessel. Therefore, the blood flow velocity, volume 
flow rate and shear distribution were analyzed in [13]. The 
work however becomes more complex when it dealing with 
angio-Computed Tomography data. Moreover, the study did 
not mention the analysis effect of blood flow velocity and 
vorticity on the plaque that might be considered as one of the 
factor that could trigger the plaque rupture. Thus, in [14], the 
work discussed on the possible plaque and thrombus rupture 
due to the interaction with blood flow. Even though the 
discussion proposed in detail the numerical work on blood 
flow velocity which also covered monocytes motion, it did not 
confer with the velocity vector for each minor segment along 
the vessel including the plaque and thrombus region. The 
information of velocity profile and velocity vector is essential 
to predict the probable location of thrombus formation in 
blood vessel. 

III. VEIN MODELLING 

After completing the vein drawing, the drawing will be 
used into another computer simulation program known as 

computational fluid dynamic (CFD) Ansys-CFX. Ansys-CFX 
is a type of software where users are allowing to test a system 
by simulating the fluid behavior in virtual environment. In this 
software, the simulation was divided into three cases. Sizes of 
valve aperture, velocity and sizes of thrombus will be the 
variable in the simulation. This is to ensure each changes in 
vein is fully discovered from the simulation. 

A. Computational Domain 

Computational domain is a platform of solving the 
mathematical model of the physical problem. Throughout the 
mathematical works, conservation of matter, momentum, and 
energy must be satisfied in the region of interest. 
Discretization technique was applied to develop 
approximations of the governing equations of fluid mechanics 
in the fluid region of interest. This discretized domain is 
known as grid or mesh. In this study, there is only one 
computational domain that will be focusing on which is 
venous vessel, as shown in Fig. 1. 

Fig. 1 shows the structure of vessel with dimension which 
been drawing using SolidWorks. Fig. 1(a) indicates the length 
of vein, diameter, and diameter at swell area which are 10 cm, 
10 mm, and 11 mm respectively. Noted that the blue arrow 
denotes the direction of blood flow. The length of the valve 
was assumed to 5 mm and the valve leaflets thickness 
assumed to be 1 mm. Fig. 1(b) shows the vein model with the 
presence of thrombus. The thrombus size used in this study is 
1 mm and 3 mm where the ration of t:l is 1:4. 

Fig. 2 shows the computational domain with the 
implemented mesh. Here, the mesh used is tetrahedral mesh 
where the mesh containing structured and unstructured mesh. 
The body is accommodated by unstructured mesh while, for 
the near wall region, structured mesh or known as inflation is 
used. The structured mesh is implemented due to the needs of 
critical meshing at the near wall region. 

 

 

Fig. 1. Geometrical Structure of the Popliteal Vein with Dimension, a) 

Condition without Thrombus with d Represent the Size of Leaflets Opening 

that vary from 30% to 70%, b) DVT Condition with t Represent Thrombus 
Size and l Represent the Length of Thrombus. 
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Fig. 2. Computational Domain Meshes for Front, Size and Top Views. 

B. Boundary Condition and Numerical Setup 

The boundary condition is to set the initial value of 
simulation. Here, the inlet, outlet and wall need to be assigned. 
Inlets are used for regions where inflow is expected while 
outlets are used for regions where outflow is expected. 

Fig. 3 shows the specific location of the boundary applied 
on computational domain. The arrow denotes the direction of 
blood flow. Table I shows the details of boundary conditions.  

The present numerical investigation was carried out with 
the employment of laminar model. All the numerical and 
boundary conditions was referred from the previous study in 
order to follow the real physiologic condition. Table II shows 
the details of boundary conditions. 

C. Code of Cases 

Fig. 4 shows the code uses for each type of cases. V10 
represents the value of inlet velocity used. In this study, the 
range of velocity used was 10-50 cm/s. This is following the 
normal range of flow velocity in vein which actually from 10 
cm/s to 40 cm/s [15]. While 20 cm/s was chosen to simulate 
the cases with DVT condition as to represent the normal 
velocity flow in resting condition [16]. O3 indicates the size of 
valve orifice. While NT represents case without the presence 
of thrombus, T1 and T3 represent the case with the presence 
of 1 mm and 3 mm thrombus, respectively. 1 mm size of 
thrombus was chosen to represent the early formation of 
thrombus. Meanwhile, 3 mm thrombus was to represent the 
severe state of DVT condition. 

 

Fig. 3. Boundary Condition Location. 

TABLE I. BOUNDARY CONDITION DETAILS AND FLOW PROPERTIES 

Blood Viscosity (µ) 0.0035 Pa s [16, 19-20] 

Blood Density (ρ) 1050 kgm-3 [21-24] 

Temperature 37 [17,18] 

Inlet (µ) 10,20,30,40,50 cms-1 [16] 

Outlet (P) 0 mm Hg 

Wall No-slip wall condition 

TABLE II. NUMERICAL SETUP 

State of fluid flow Steady 

Convergence criteria 

Residual type = RMS 

Residual target = 1.E-4 

Minimum iterations = 1 
Maximum iterations = 100 

Model type Laminar 

 

Fig. 4. Code uses for each Type of Cases. 

IV. RESULTS 

The results will be including the velocity contour, velocity 
profile, velocity vector and also vorticity of the blood flow in 
the vein. The variable that changes in the simulation is the size 
of valve orifice, velocity and thrombus size. The valve 
aperture was set from 3 mm to 7 mm, while velocity was set 
from 10 cm/s to 50 cm/s. Thrombus size used was 1 mm and 3 
mm. This is to observe the blood behavior as it passes through 
stenosis or blockage in the blood stream. 

A. Effect of Different Velocity to the Blood Flow 

The information regarding blood velocity in a blood vessel 
might be an estimate of sufficient accuracy in many cases. 
Thus, this study was carried out to show the effect of blood 
velocity on the blood behavior at the valve region. This 
section was simulated to find the effect of different inlet 
velocity to the fluid flow inside the vessel. The different inlet 
velocity is representing the different velocity of human as 
every human carries different value of velocity insider their 
vessel. 

Based on Fig. 5, the scaled legend of red color represents 
natural direction of blood flow which has the range of velocity 
from 5 cm/s until 95 cm/s. While blue color represents the 
opposite direction of blood flow which the range of velocity 
between 5 cm/s and -5 cm/s. It is clearly can be visualized the 
increasing of velocity when the fluid is passing through the 
valve region and keep extended to the distal side, especially 
for the inlet velocity from 20 cm/s until 50 cm/s. While low 
blood velocity region can be spotted reside in the valve cusps. 
The low velocity causing stagnation of blood where some 
particles of blood will be circling and pooling at the same 
place that could increase the blood contact time with the 
endothelial, thus will lead to formation of thrombus. 
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Fig. 5. The Various Value of Inlet Velocity with Valve Orifice Size 5 mm. 

Fig. 6 demonstrates velocity profile for five cases with 
different inlet velocity. The velocity profile was divided into 
five section along the vessel. Two sections which A and B was 
plotted prior the valve while section C, D, and E was plotted 
after the valve. Each sections were set at 8 mm interval. In all 
cases, velocity profile in section A and B shows fully 
developed with a slight steeper increased proportionally to the 
inlet velocity. At the section C of V20O5NT, the velocity 
value started to have negative value at the vessel wall. The 
reverse flow can be spotted reside at the vessel wall. This 
condition continues until the inlet velocity reach 50 cm/s. As 
the velocity reach further away from the wall at section D and 
E, the fluid velocity changes from zero at the surface because 
of the no-slip condition. 

 

Fig. 6. Velocity Profile for different Inlet Velocity. 

 

Fig. 7. Velocity Vector for each different Value of Inlet Velocity. 

Fig. 7 shows the velocity vector for five cases with 50% of 
valve orifice along with the different inlet velocity. Based on 
the figure, the arrow means the flow of the stream. At the back 
of the valve, there are arrows which flow opposite to the z-
direction which proves the back flow of blood at the cusps of 
the vein. The number of vector change slightly with the 
increasing value of inlet velocity. Here, V10O5NT shows 
uniform vector region along the stream. While, there are low 
vector region of backflow of vector at the cusps area. As 
velocity increasing, the vector region become stronger and the 
region become larger as shown by V50O5NT. The number of 
vector also decrease as it passing through the valve. In 
addition, the reversed flow region grows and expand with the 
increasing value of velocity. In case the velocity value is low, 
the condition could lead to the thrombosis development. 

Vorticity contour of five cases as shown in Fig. 8 was 
simulated with 50% valve orifice and has different value of 
inlet velocity. The blue color indicates the blood particles 
which in the clockwise rotation, while red color indicates the 
anticlockwise rotation. The scaled legend showing the highest 
frequency value of 150 per second while the lowest vorticity 
frequency of -150 per second. From the all cases, it can be 
visualized that the vorticity near wall is slowly build up with 
the increasing of inlet velocity. V10O5NT shows very small 
region of particles moving at the valves. Meanwhile, the 
particles movement in V50O5NT shows the highest value of 
frequency due to the increasing of inlet velocity. Other than 
that, due to the flow separation at the valve edges, vortices 
were forming behind the cusps. The separation flow later 
reattaches at the sinus wall following the center stream at the 
lumen. In conclusion, low inlet velocity giving zero frequency 
of vorticity which most of the particles concentrating on the 
cusps area of vessel wall.  

B. Effect of Different Valve Orifice with 1 mm Thrombus  

The existence of thrombus able to completely or partially 
block the movement of blood particles. This section of result 
aiming to portray the effect of valve orifice on the thrombus 
formation of 1 mm in size. 
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Fig. 8. Vorticity Contour Plot for five different Velocities. 

 

Fig. 9. Velocity Contour Plot for Five Cases with 1 mm Thrombus. 

Fig. 9 demonstrate the velocity contour plot for five 
different valve orifice with the presence of thrombus. Each 
cases carried same inlet velocity which is 20 cm/s. Here, 
velocity value spotted to be increasing at the stenosis area. 
However, for case V20O3T1, the blood distribution slightly 
different from the normal flow. V20O3T1 shows high 
negative velocity region at the thrombus location. This prove 
that more particles are moving in opposite direction of the 
normal flow. Furthermore, the degree of reverse flow becomes 
worse with the decreasing of the valve orifice size. This 
indicates that the thrombus region in stenosis area causing 
more complex fluid flow. 

Fig. 10 shows the velocity profile for each cases with 
different size of valve orifice. V20O3T1 showing fully 
developed velocity profile at the section A and B. While 
section C has developed negative or reverse flow zone as the 
fluid passing through valve area due to the sudden orifice of 
the vessel. Section D shows asymmetric velocity profile 
because of obstruction by the thrombus. The distorted velocity 
profile continues until section E. The same pattern at the 
section A and B occurs in V20O4T1, V20O5T1, V20O6T1 

and V20O7T1 which showing fully develop velocity profile. 
At the section C and D, since the fluid just passing through the 
valve area, the boundary layer separation occurs where it can 
be observed that the fluid flow in unstable velocity value. 
However, the reverse flow on negative velocity value is 
changing with the increment of valve orifice. 

Based on the Fig. 11, the positive axial velocity occupied 
the lumen of vessel. While the negative velocity appeared at 
the cusps area. The blood flowed backward as the blood 
occupied the cusps. V20O3T1 shows stronger velocity vector 
at the thrombus area since it has smaller size of orifice. Other 
than that, the vector size at the cusps area also decreasing with 
the increasing of the valve orifice. The number of vector also 
decrease as it passing through the valve. Here, it can be seen 
the reversed flow region grows and expend with the 
decreasing value of valve orifice. 

The results in Fig. 12 show uniform pattern of vorticity 
contour near wall. More particles can be spotted reside at the 
wall area and at the edge of valve leaflets. Due to the 
narrowing of a vessel, high vorticity region was formed at the 
valve area. V20O3T1 shows slightly different pattern of 
vorticity as the blood passing through the thrombus area. 
Since it has smaller size of the orifice, the size of the vorticity 
region become wider compared to the other cases. It could be 
concluded that the vorticity region become smaller as the 
valve orifice become wider. 

 

Fig. 10. Velocity Profile with 1 mm Thrombus. 
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Fig. 11. Velocity Vector for Five different Valve Orifice with the Presence of 

1 mm Thrombus Size. 

 

Fig. 12. Vorticity Contour Plot for Five different Valve Orifice with the 

Presence of 1 mm of Thrombus Size. 

C. Effect of Different Valve Orifice with 3 mm Thrombus 

This section was simulated to observe the effect of valve 
opening with the existence of 3 mm thrombus to the velocity 
of blood in the vein, which each cases carried the same inlet 
velocity of 20 cm/s. 

From Fig. 13, an obvious pattern can be observed where 
the high velocity region only can be seen from the vessel with 
the smallest size of valve opening which is from V20O3T3. 
The high velocity region can be seen losing its momentum as 
the valve opening size increase. This could be concluded that 
blood flowing before the valve region is flow in a fully 
developed velocity profile. When the blood pass through the 
valve orifice, the velocity increase as it has to pass through the 
smaller area. The flow can be seen still accelerating as it 
passing through the thrombus area. Therefore, this shows that 
the increment of valve opening resulted on the decrement of 
the blood flow velocity in the vein. It also shows the unstable 
flow velocity at the thrombus area due to the disturbed flow 
velocity. 

 

Fig. 13. Velocity Contour Plot for Five Cases with 3 mm Thrombus. 

From the velocity profile shown in Fig. 14, each cases 
show the same pattern at section A and B with fully developed 
velocity profile. While section C and D has produced negative 
or reverse flow zone in V20O3T3 and V20O4T3 due to the 
obstruction by the thrombus. However, the reverse flow in 
section D shows decrement in the increment of valve orifice. 
In addition, the unstable of velocity profile can be spotted as 
the fluid is further away from the valve. 

 

Fig. 14. Velocity Profile with 3 mm Thrombus. 
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Fig. 15. Velocity Vector for five different Valve Orifice with the Presence of 3 

mm Thrombus Size. 

Fig. 15 shows the velocity vector for five cases with 
different size of valve orifice with the presence of 3 mm 
thrombus. The number of vector change slightly with the 
increasing of valve orifice. As the size of valve orifice 
increasing, the vortices become stronger at the thrombus area 
which can be seen from V20O7T3. The number of vector also 
decrease as it passing through the valve. Furthermore, the 
reversed flow region grows and expand with the decreasing 
value of orifice. 

Fig. 16 demonstrates the vorticity contour plot of the five 
cases. It is clearly shows that the valve orifice size increased 
disproportionally to the frequency of vorticity. V20O7T3 
shows very small region of particles moving at the valves area 
compared to the V20O3T3 where more particles can be 
spotted reside at the wall area and at the edge of valve leaflets. 

 

Fig. 16. Vorticity Contour Plot for Five different Valve Orifice with the 

Presence of 3 mm of Thrombus Size. 

V. DISCUSSIONS 

The endothelial damage is one of the risk factor of the 
thrombus formation. Previous work in [1] has agreed where 
the vascular wall contribute to the propagation of thrombus 
size. Moreover, the existence of thrombus in the vessel is also 
assumed to be the factor of vessel damage. Formation of 
thrombus has been discussed as a results from clot or plaque 
rupture which then leading to platelet aggregation [25]. All 
those risk factors are consolidating along with blood flow 
changes in blood vessels that later affect the serious brain 
damage. Classically, other risk factors that implicated in 
thrombosis are hypertension, high cholesterol, and smoking 
which slightly associated with an increased risk of stroke. At 
the end, this study tries to predict the feasibility of some of the 
risk factors to the thrombus formation. 

Here, it can be concluded that in all cases, blood flowing 
prior to the valve region flowed in a fully developed velocity 
profiles. When the blood pass through the valve orifice, the 
velocity increases as it has to pass through the smaller area. 
The flow can be seen still accelerating as it passing through 
the thrombus area and increasing proportionally to the 
thrombus size. Other than that, the disturbed flow velocity can 
be seen at the thrombus area regardless the inlet velocity 
value. In addition, for the velocity profile 30% and 40% of 
valve orifice, it shows the unstable condition of velocity due 
to the opening size that might be considered as narrow space 
for the flow to pass through. To be concluded, the existence of 
thrombus inside the stenotic vessel causing more complex 
flow and may lead to the growth of thrombus. 

VI. CONCLUSION 

The study was conducted to visualize the mechanism of 
blood in vein specifically popliteal vein. The computational 
fluid dynamics (CFD) modelling has been used to evaluate 
specific parameter which can affect the blood performance 
such as the sizes of valve orifice, inlet velocity and the 
presence of thrombus in the vein. In respect of CFD, the 
haemodynamics parameters such as velocity profile, velocity 
contour, velocity vector, vorticity contour was used to clearly 
visualize changes in blood flow as it follows the real condition 
of blood. The evaluation session on the vein was conducted 
with the presence of thrombus in two sizes that obviously 
obstruct the blood flow which then contribute to the thrombus 
alteration. 

In future, it is recommended to simulate the case study 
using pulsatile blood flow instead of a steady blood flow. 
Since the wall of the vessel is assumed as rigid, it is a fact that 
vessel wall of a vein is collapsible. Thus, it is also suggested 
to study the effects of vessel wall to the blood flow. In the 
nutshell, present study has clearly showed the effect of blood 
flow velocity on thrombus development in the vessel. 
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Abstract—The task of music information retrieval (MIR) is 

gaining much importance since the digital cloud is growing 

sparklingly. An important attribute of MIR is the singer-id, 

which helps effectively during the recommendation process. It is 

highly difficult to identify a singer in the case of music as the 

number of signers available in the digital cloud is high. The 

process of identifying the gender of a singer may simplify the 

task of singer identification and also helps with the 

recommendation. Hence, an effort has been made to detect the 

gender information of a singer. Two different datasets have been 

considered. Of which, one is collected from Indian cine industries 

having 20 different singer details of four regional languages. The 

other dataset is standard Artist20. Various spectral, temporal, 

and pitch related features have been used to obtain better 

accuracy. The features considered for this task are Mel-

frequency cepstral coefficients (MFCCs), pitch, velocity, and 

acceleration of MFCCs. The experimentation has been done on 

various combinations of the mentioned features with the support 

of artificial neural networks (ANNs) and random forest (RF). 

Further, the genetic algorithm-based feature selection (GAFS) 

has been used to select the suitable features out of the best 

combination obtained. Moreover, we have also utilized the recent 

popular convolutional neural networks (CNNs) with the support 

of spectrograms to obtain better accuracy over the traditional 

feature vector. Average accuracy of 91.70% is obtained for both 

the Indian and Western clips, which is an improved accuracy of 

3% over hand engineering features. 

Keywords—Gender identification; spectrogram; genetic 

algorithm-based feature selection (GAFS); music information 

retrieval (MIR); music recommendation; and singer’s gender 

identification 

I. INTRODUCTION 

Technological advancements in the music industry have 
created an enormous number of music clips. It is difficult to 
categorize and organize such several clips if proper meta-
information is not provided [1]. Hence, it is essential to provide 
the meta-information for the available clips of the digital cloud. 
Moreover, it is impractical to provide the meta-information for 
millions of tracks available in the digital cloud. The meta-
information could be related to artists, instruments, genre, 
lyrics, etc. Of which, artist information is a much important 
factor where a majority of the listeners are usually listening to 
the songs of their favorite artist [2]. The artist is further 
characterized by a singer, an artist, or a composer. There is a 
small difference between an artist and a singer. A singer who 

contributes his vocals to the portion of a song during studio 
recordings. An artist who performs his skills on a stage in front 
of the audience. In general, a majority of the audience shows 
interest in the songs of a particular singer. For instance, Shreya 
Goshal is one such Bollywood singer who gets the attraction of 
most Indian listeners [3]. 

Since it is impractical to provide the meta-information 
manually due to the availability of million numbers of tracks, 
there should be an alternative approach for the provision of 
meta-information. The process of automatically extracting the 
information from music clips is called music information 
retrieval (MIR). Hence, there is a good amount of research 
happening to investigate an alternative approach or automatic 
approach which extracts the meta-information. The research on 
MIR is initiated during the initial years of the 21st century [4]. 

There are many works such as singer identification, genre 
classification, singer identification, lyrics transcription, 
instrument identification, mood estimation, and music 
annotation done on the aspects of MIR. However, the 
application which is designed for a particular regional song is 
not giving the same performance as the songs of other regions. 
Hence, a challenging event, called music information retrieval 
evaluation exchange (MIREX) has been initiated under the 
international music information retrieval systems evaluation 
laboratory (IMIRSEL) in the year 2000. 

There are thousands of papers that have been published in 
ISMIR since 2000 on various MIR works mentioned [1]. This 
would give a clue to understanding the importance of 
automating the MIR tasks. From the above-mentioned tasks of 
MIR, we have identified one important problem named gender 
classification which is a sub-problem of singer identification. 
There are around 50,000 singers in the world. There are certain 
singers’ datasets available with 3,000 and 48,800 singers. They 
are provided by the institute of computational perception of 
Johannes Kelper university, Linz, Austria, and are called c3ka 
and c49ka [5]. The process of singer identification gets 
complicated when there is an increase in the number of singers. 
Hence, it is essential to further categorize the singers based on 
their characteristics. One such important characteristic is 
gender. Based on its importance for MIR, the same has been 
considered for this work. In general, the task of singer gender 
identification is named automatic singer gender identification 
(ASGID). 
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In the case of speech recognition, the task of automatic 
gender identification (AGID) has been used in speaker 
recognition, biometric systems, security, and surveillance. 
Since the main objective of biometric systems is to identify a 
person, it was mentioned that the task of gender identification 
simplifies the task by segmenting a person into either male or 
female category [6]. Moreover, the implementation of AGID is 
also helpful in assigning a male customer care agent to the 
male customer in the case of transferring calls to an agent. And 
in some automatic regional language identification [7]. 
Similarly, some research has happened to categorize the 
genders of singers, which simplifies the process of singer 
identification. This task is further helpful for the music 
recommender system as well while recommending the songs to 
the listeners [8]. 

However, a majority of the research has happened in 
detecting the gender of a speaker. A less focus has been done 
on the case of the gender identity of a singer. However, the 
features related to speech processing are found to be sufficient 
to model the music as well. Hence, the features that can 
discriminate against gender have been considered and 
experimented within this work. The features such as Mel-
frequency cepstral coefficients (MFCCs), variations of MFCCs 
such as velocity and acceleration, features related to pitch have 
been considered for this work. Artificial neural networks and 
random forests have been considered as classifiers to classify 
the category of feature dimension [47]. The dimensionality of 
the feature vector is 43. Feature selection methods such as 
principal component analysis (PCA), and cross-correlation 
analysis (CCA) are considered to select suitable features from 
the larger dimensionality. Further, the results have been 
compared with the popular convolutional neural networks 
(CNNs) by feeding the spectrogram images of the audio 
signals. 

The rest of the paper is laid as follows: Section II gives 
detailed literature done for the speech and audio signals. 
Section III proposed methodology with a flow diagram and the 
details of features is described with different classification, 
models were elaborated along with the implementation of 
spectrogram-based CNN. Section IV presents the results and 
implications of work with the comparisons that are given for 
traditional feature-based approaches and recent popular 
convolutional neural networks. Section V concludes the work 
with future directions. 

II. BACKGROUND 

The task of automatic singer gender identification (ASGID) 
is essential in simplifying the process of singer identification. It 
also helps in indexing and categorizing the audio clips into a 
class of male and female singers. Hence, it can be considered 
as one important factor while recommending songs to the 
listeners. However, the research which is done on gender 
identification is not up to the mark. The reason could be the 
similarities that can be identified among male and female 
singers. They may expose similar characteristics while singing 
a song. Whereas, one can observe the differences in terms of 
the pitch in the case of speech [9]. Based on this, we can 
conclude that the task of gender identification is a challenging 
issue when compared to gender identification for speech. Here, 

we have provided the literature on both the aspects of speech 
and music processing. It gives a clear understanding of the 
similarities and differences in both aspects. 

The features considered for speech and music processing 
are divided into three classes namely low-level, mid-level, and 
high-level features. A signal of shorter length which is ranging 
from 10 to 100 milliseconds. It gives low-level inherent 
information to the researcher and also provides a way to map 
every portion of the signal with relevant information. Further, 
information from larger frames −frames is nothing but a 
portion of signal of the same length− has been considered to 
extract the mid-level information. To avoid loss of any 
information of the signal, a technique called overlapping has 
been introduced and generally, 50% of the frame will be 
considered to overlap [10]. However, the features extracted 
from low-level and mid-level are useful to provide high-level 
information i.e. gender, singer, artist, genre, raga, etc. This 
high-level information is useful to recommend or categorize 
the audio clips. 

Fundamental frequency (F0) is one important feature in 
recognizing gender information [11]. The pitch range is around 
100 Hz to 200 Hz in the case of males, and the same is around 
120 Hz to 350 Hz for females [12]. Hence, the pitch has been 
used as a primary feature in most of the applications that are 
designed to categorize gender [13]. The accurate estimation of 
the fundamental frequency (F0) has been used to compute the 
set of acoustic features that are further used in various research 
works to estimate the gender of a speaker/singer [14]. 
However, the process of estimating the accurate F0 itself is a 
challenging task. An algorithm is yet to be designed to 
compute the accurate F0 value. The reason for poor 
performance obtained with the gender classification systems is 
due to the imprecise F0 obtained with the existing algorithms. 
Henceforth, various other spectral features obtained from the 
frequency spectrum have been used as supporting features for 
F0 to improve the performance of gender classification 
systems. Some notable features are including linear predictive 
coefficients (LPCs), Mel frequency cepstral coefficients 
(MFCCs), linear predictive cepstral coefficients (LPCCs), pitch 
class profile (PCPs), perceptual linear predictive coefficients 
(PLPs), relative spectral MFCCs (RASTA-MFCCs), relative 
spectral PLP coefficients (RASTA-PLPs), etc. In contrast, 
some research works have concluded that the traditional 
features that are used for the tasks of speech recognition may 
not be suitable for the gender classification task. Further, a 
scope has been found to investigate the characteristics of the 
signal for different genders, which gives a clue to compute the 
relevant features for gender-specific tasks [15]. It could be 
possible to obtain better accuracy if the relevant features for 
gender are explored. 

Humans have been categorized into male or female based 
on certain characteristics. Speech is one such important factor 
that helps in recognizing the male or female. The physical 
parameter of the glottis, vocal tract length, and thickness 
decide the category of a person to the male or female class. 
They are generally called acoustic parameters. Several works 
have been initiated to recognize gender with a variety of 
features related to acoustic parameters and popular 
classification models. A variety of performances were 
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observed with the features identified through acoustical 
parameters. Of which, pitch and first formant are the prominent 
features found in many research work with improved 
performance. Pitch is the feature which is related to the source 
of the voice and the first formant (F1) is related to vocal tract 
information. An approach of linear predictive analysis has been 
considered to compute the pitch and F1. Certain analysis has 
given the information that the pitch and F1 values of males are 
less when compared to those of females. Distance measure has 
been considered based on Euclidean distance to segregate the 
genders using the nearest neighbor classifier. Further, it is 
found that the features based on autocorrelation, cepstral 
analysis, linear prediction, vowels that are extracted from 
speech, reflection in voice, fricatives did well to identify the 
gender of a speaker. Pitch has been considered as a primary 
feature. In addition to pitch, MFCC features, and energy has 
been supplied to support vector machine (SVM) which is 
resulting in the performance with an accuracy of 95% from 
their dataset [16]. However, pitch alone could give an accuracy 
of 96% with the support of neural networks. The dataset also 
involves information that is phoneme and speaker-independent. 
Moreover, various vocal source parameters are extracted to 
detect the gender and an average accuracy of 95.1% is obtained 
in detecting the male and female classes. 

In some works, only the portions of voiced segments have 
been detected to effectively estimate the category of gender. 
Various cepstral features such as PLPs, LPCCs, and MFCCs 
have been computed from those portions to classify the gender. 
Also, independent dimensions of the features mentioned above 
have been analyzed that helps in identifying the suitable feature 
vector for gender classification from the category of cepstral 
features. 

However, a majority of the works mentioned above are 
designed to detect the gender for the speech that is recorded in 
the acoustically controlled environment. Since the biometric 
systems can be designed effectively to recognize the person’s 
gender, the systems that are designed for studio-recorded 
speech are sufficient. They may not give the required 
performance in the real-time environment. Moreover, the 
singer’s voice is always accompanied by background music. In 
such a case, the gender detection systems designed for the 
studio-recorded environment may not be useful. Hence, for the 
first time, the gender recognition system has been designed for 
a noisy environment. Besides, it is also important to note that 
the process of gender detection is to be done for various 
languages. There could be a variety of parameters related to the 
vocal tract that may affect the performance of gender detection. 
Hence, the system which is designed for one language may not 
give a similar performance with the other languages. The 
author has taken care of designing an effective system that 
could handle various languages [17]. An accuracy obtained 
with this approach is 95%, which shows the capability of the 
system. The features related to pitch and suitable spectral 
features have been used to obtain accuracy. 

It is also an important aspect to know about the gender 
detection system, which could be affected by the age factor. It 
is stated in the literature that the person’s voice gets changed 
every two years due to the change in vocal tract parameters. 
Moreover, the gender detection system is ineffective in the case 

of children when compared to elders. As there could not be 
many differences in the vocal tract parameters in the case of 
children, both male and female voices look similar. Research 
work has been done to verify the same by [18]. Various 
recordings have been collected from the age groups of 8-10 
years and 16-20 years. Further, experimentation has been done 
to detect the genders of these two groups. An accuracy of 60% 
and 95% have been obtained from the children identification 
(CID) Dataset. Features that are based on acoustical cues, 
prominent peaks from cepstrum, pitch based on harmonic-to-
noise ratio, and source spectral magnitude have been 
considered for this work. Similar experimentation has been 
done to compare the performance of the systems with two 
different databases [19]. A total set of features contains the 
vector size with 113 dimensions. A naive Bayes classifier has 
been used to classify the data into the male and female 
categories. However, the system is not giving an accurate 
performance in detecting the gender of a person. 

Modified voice contour (MVC) is used to measure the 
intensity in voice in the speech sample, which further helps in 
discriminating against the genders [20]. The dataset has been 
collected, which is forming the signal with Arabic digits. As 
the standard dataset for the gender recognition system is the 
TIMIT dataset, the experimentation setup was compared with 
TIMIT using the supervised support vector machine (SVM) 
classifier [21]. 

A different approach to the classification of genders has 
been proposed in this work. Since the proposed work is mainly 
focusing on gender detection for singers, it is essential to 
develop a system that could handle the background music as 
well. It is not possible to find a song without background 
accompaniment. Moreover, 99% of the song portions are 
accompanied by instrumentals. Hence, we made an effort to 
suppress the noise up to some extent using Chebyshev infinite 
impulse response (IIR) filters. However, we are unable to 
neglect all the background support with this approach. 
Therefore, it is decided that the proposed system should be 
effective even if the background accompaniment is there. The 
database is collected from the Indian Bollywood, Tollywood, 
Kollywood, and Sandalwood cine industries that are involving 
four regional languages of India, namely Hindi, Telugu, Tamil, 
and Kannada. As there is no standard dataset for Indian 
language speaker’s gender detection, we could not compare the 
proposed approach with any other work. However, we made an 
effort to compare the proposed work with the Western popular 
artist dataset called Artist20. Various features such as MFCCs, 
velocity, and acceleration of MFCCs called ∆MFCCs, and ∆ 
∆MFCCs have been computed. Besides, pitch related features 
are also computed to add strength to the above-mentioned 
spectral features. These features are fed to the two popular non-
linear classifiers, such as random forest (RF) and artificial 
neural networks (ANNs). Further, we have used the genetic 
algorithm-based feature selection (GAFS) algorithm proposed 
by Murthy et al. to reduce the dimensionality and complexity 
issues. Moreover, the popular convolutional neural networks 
(CNNs) are also used by feeding the spectrograms as images. It 
is found that CNN's are more capable of discriminating against 
the gender of singers. 
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A. The main Focus of the Article 

 Identifying suitable music data set for different regional 
languages in Indian and Western songs to identify 
singer gender. 

 Implementing various feature extraction processes with 
GAFS (Genetic Algorithm based Feature Selection) by 
combining with traditional features like Mel-frequency 
cepstral coefficients (MFCCs), Pitch, and Temporal. 

 Design a novel convolutional neural network model 
based on spectrogram images to Automatic gender 
identification of a singer in a given music track. 

III. PROPOSED METHODOLOGY 

The flow diagram of the proposed gender classification 
system has been depicted in Fig. 1. It has various blocks, 
namely dataset collection, the process of dividing the dataset 
into training and test sets, feature extraction, classification 
models, spectrogram generation, and convolutional neural 
networks (CNNs). This section describes the process of 
feature extraction, classification models, spectrogram 
generation, and CNNs. 

B. Feature Extraction 

Features represent the prominent information that is useful 
to discriminate different classes depending on the problem 
chosen. The features that are chosen for one task may not be 
suitable for any other task. Hence, we should perform a lot of 
analysis while choosing the feature vector. Since the features 
are to be extracted from the samples of the speech signal, we 
have used various signal processing approaches to identify the 
suitable features for the task of the singer’s gender 
identification. Correlation is one important property that gives 
the similarity behavior of a particular feature over different 
classes. Hence, we have used the same metric to check the 
suitability of a particular feature. However, the evolutionary-
based strategy has been used to select the relevant and effective 
feature vector for gender detection [22]. To select the suitable 
feature vector from the large dimensions to reduce the 
complexity we used a genetic algorithm-based feature selection 
(GAFS) algorithm and features related to voice source and 
spectral are more suitable for gender detection. Hence, Mel-
frequency cepstral coefficients (MFCCs) and pitch related 
features such as minimum pitch (Pmin), maximum pitch (Pmax), 
average pitch (Pavg), and deviation in pitch (Pstd) have been 
considered as base features for the task of the singer’s gender 
identification. 

Also, the variations in MFCCs such as velocity and 
acceleration called ∆MFCCs and ∆∆MFCCs have been 
computed by finding the first-order and second-order 
differentiation on MFCCs. MFCCs (13), ∆MFCCs (13), 
∆∆MFCCs (13), and pitch (4) are together forming a feature 
vector of length 43. The process of computing features has 
been detailed below: 

1) Mel-frequency cepstral coefficients: One of the 

prominent features in extracting relevant information from the 

speech signal is the MFCC feature vector. It can effectively 

model the music signal as well. Hence, it has been used as a 

base-line feature in many applications such as vocal and non-

vocal segmentation [23], singer identification [24], genre 

recognition [25], etc., that are related to the music signal. It is 

a representation of the short-time power spectrum and 

computed using the non-linear Mel scale [26]. The log 

magnitude of the power spectrum has been computed to 

construct a cepstrum. The non-linear Mel scale will be applied 

to extract the prominent peaks after applying the triangular 

band filters on the cepstrum. However, MFCCs are extracted 

from the short-time frames and hence, come under the 

category of low-level features. The signal is divided into 

chunks of the length 25 ms with an overlap of 10 ms. The 

features have been computed from the 25 ms lengthened 

frames [27]. The steps to compute the MFCCs are given 

below: 

 Divide the signal into the chunks of frames of length 25 
ms with an overlap of 10 ms. 

 Construct a spectrum using fast Fourier transformation 
(FFT). 

 Construct a power spectrum from the FFT computed 
and compute the log magnitude of the spectrum which 
gives a cepstrum. 

 Map the powers of the spectrum obtained above onto 
the Mel scale, using triangular bands. 

 Identify the logs of powers at each Mel frequencies. 

 Take the discrete cosine transform of the list of Mel log 
powers, which gives MFCCs. 

 Consider the prominent 13 to 39 peaks and ignore the 
rest. Here, the first 13 MFCCs have been considered for 
experimentation. 

 

Fig. 1. Proposed Flow Work for Singer’s Gender Detection and Comparison 

with Feature and CNN Approaches. 
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2) Velocity and Acceleration of MFCCs: The dynamic 

features that can extract the aggressive behavior of the music 

signal are temporal features. One such temporal feature is 

velocity and acceleration that are obtained from the static 

MFCCs. As MFCCs are static, they may not be able to detect 

the temporal information of the signal. The temporal 

information may be used in detecting the gender information 

of a singer. As the singers change their pitch information 

intentionally, the temporal information may give some clue in 

identifying the gender information. Hence, velocity and 

acceleration features have been used as supportive features for 

MFCCs. We found proper discrimination in the classification 

performance after adding velocity and acceleration features. 

The velocity features are extracted by computing first-order 

derivatives on the MFCCs and the acceleration features are the 

second-order derivatives [28-30]. Hence, they are generally 

called Delta (∆) coefficients. Where the velocity features are 

represented as ∆ , acceleration as ∆ ∆ of MFCCs. The general 

formula to compute the ∆ coefficients are given in Eq. (1). 

     ( )  
∑       (   )
 
    

∑ | | 
    

            (1) 

Where Cepk (t) is the MFCC feature that represents the k
th 

feature at time frame t. The total number of successive and 
predecessor frames are denoted with n and the weight mi has 
been added to the i

th
 frame. In general, the value of n 

considered for experimentation is 2. Further, the same process 
is applied to ∆MFCCs to compute accelerative features. 

3) Pitch based Features: Since it is already mentioned 

that voice source parameters give much prominent 

information to recognize the gender of a singer effectively. 

Pitch is one such feature that is useful to detect gender. It has 

outperformed in recognizing gender from the speech. As there 

could be overlapping differences in the case of males and 

females, it would help efficiently in the case of the speaker’s 

gender recognition. The same performance could not be 

observed with the pitch feature alone in the case of the 

singer’s gender detection. Both the male and female singers 

can tune their pitch according to the tune of the song. This 

could be the main reason for an ineffective performance with 

the pitch feature alone. However, the temporal information 

observed from pitch may give some useful information to 

detect the gender effectively. Hence, some statistical methods 

are applied to pitch values for obtaining temporal information 

out of it. It results in obtaining the four different features such 

as minimum pitch (Pmin), maximum pitch (Pmax), average 

pitch (Pavg), and standard deviation of pitch (Pstd). We have 

used a harmonic-to-sub harmonic approach to obtain the pitch 

values as it performs well in the case of background 

accompaniment [31, 45]. 

4) Genetic algorithm based feature selection: Genetic 

Algorithms are designed to optimize the process to select the 

best solution and to discard the rest. The algorithm generates 

random values that are used to generate the population [32]. 

Initially, the random value of length 43 bits is generated. It is 

used to select the set of features from a total of 43 features. 

The population is the series of 0’s and 1’s, where ’1’ 

represents the feature consideration, and ’0’ represents its 

absence in the final set. The generation of the bits for the 

population is done through a random process [44, 46]. 

The selected features are then fed into the ANN and RF 
classifiers to get the accuracies. The accuracy obtained through 
this approach is highly efficient than that of the original feature 
set. The fitness of the population is calculated based on 
accuracy and the number of features selected. Higher the 
fitness, the greater the efficiency in the classification. This 
process is repeated for several epochs, and finally, an 
optimized set of the population is obtained. The mutation 
operation is performed by inverting or changing the bit values 
in the population. This process enriches the qualities of the 
child. 

C. Spectrogram based CNNs 

It is highly difficult to extract suitable features from the 
music signal as it is always accompanied by background 
music. It is also a known fact that the recent popular 
convolutional neural networks (CNNs) are doing well to 
classify the highly non-linear data. They already outperform in 
the field of image processing. Hence, we utilize the same for 
implementing the task of gender classification of Indian 
singers. As images are the possible input that we can feed to 
CNN to compute the suitable features automatically, 
spectrograms are constructed. Spectrograms represent the 
three-dimensional view of the signal having time, frequency, 
and intensity as the x, y, and z planes, respectively. The details 
of the spectrograms and the components of CNN are given in 
this section. 

1) Spectrogram generation: Spectrograms help in 

analyzing the time-frequency information effectively. The 

frequency modulation can be observed in the case of 

spectrograms where it is not possible in the time domain. In 

general, the frequency domain gives information concerning 

single-frequency components. Time-frequency distribution 

(TFD) resolves the issue by providing both time and 

frequency information. Spectrograms give the information 

related to the moving sequence of the local spectra to any 

music signal [33, 34]. There are several ways of computing 

spectrograms. In this work, a short-time Fourier 

transformation has been utilized to construct a spectrogram. 

As the process isolates the distinguished components of two 

gender classes, the signal f(t) has been multiplied with the 

succeeding time windows which were shown in Eq. (2). 

 ( )  ∑  ( ) 
    (    )            (2) 

The computed spectrograms have been used as RGB 
images having three dimensions for convolutional neural 
networks. All the images are scaled to the size of 128 * 128 
pixels based on the normalization strategy. 
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D. Convolutional Neural Networks (CNNs) 

One possible way to automatically extract the features from 
the images is by using the convolution operation. Various 
convolution layers are to be used to obtain the relevant features 
from the spectrogram images. With this nature, convolutional 
neural networks (CNNs) became popular in recent years. A 
majority of the applications that are based on image processing 
have been redesigned with the involvement of CNN. It is found 
that CNN's are outperforming in most of the cases when 
compared to traditional feature-based classification models. It 
is not possible to say that the CNNs are not based on a feature-
based approach. However, they could extract suitable features 
automatically. 

It is also a known fact that the speech signal is a one-
dimensional time-invariant signal which gives no clue to 
estimate what it contains. Moreover, a music signal is highly 
complex when compared to the speech where instrumentals 
always accompany it. Hence, the task of the gender 
classification of a singer is harder than a speech signal. The 
features that are computed from time-domain and frequency-
domain may give some base-line performance to discriminate 
against the gender of a singer. Hence, a three-dimensional 
spectrogram has been utilized as an image. It contains 
information related to frequency components and their 
intensity [35, 36]. It may further help in accurately classifying 
the gender of a singer. The components of CNNs have been 
detailed below, which gives fundamental information about the 
procedure. 

A deep learning algorithm that could take an image as an 
input is the convolutional neural network (CNN), also called 
ConvNet. Various objects of the image are getting importance 
with the ConvNet and hence, able to discriminate each portion 
of the image using them. As it is known that the traditional 
feature-based approaches involve complicated preprocessing 
before extracting certain features from the image. However, 
CNN's can reduce the difficulty involved with the traditional 
approach. We have to manually change the filters to obtain the 
relevant features in the case of a feature-based approach. 
However, CNN has the inbuilt ability to apply the possible 
number of filters automatically. 

The basic architecture of CNN for the problem chosen is 
given in Fig. 2. The organization of the human brain is the 
inspiration for designing such a connecting pattern of 
ConvNets. One more important piece of information that has to 
be noted for CNNs. The CNN might give an average 
performance with the grayscale images when compared to the 
RGB images. Hence, color spectrograms have been utilized for 
this task instead of monochrome images. Features obtained 
based on hand engineering may not be able to capture spatial 
and temporal variations from the spectrogram. However, 
ConvNets can estimate them effectively to extract suitable 
features. Moreover, the number of features selected is less and 
relevant when compared to the traditional method. The parts of 
CNN include the convolution layer(s) (CONV-RELU), pooling 
layer(s) (POOLING), fully connected network (FCN), and 
softmax layer (SOFT). 

 

Fig. 2. The Components of the Convolutional Neural Network from Feeding 

Images to the Identification of Class Labels. 

Algorithm for Automatic Singer Gender Identification 
(ASGID) 

Input: Spectrogram Images (Indian and Western Songs) 
Output: Classification of Singer gender (Male or Female) 

1. Start 

2. Take n * n * 3 images, the filter of size f * f. Were,  

   n = 128, and f = 8 for the CNN0. 

3. Padding p = 2 to get effective results with the CNNs. 

4. Generate Spectrogram image with the size of  

   (n+ 2p−f+1) * (n+2p−f+1) * f. 

5. Consider max pool with a filter size of 2 * 2 and   

labeled the max filter as w * w. Stride (s) = 2.  

6.The outcome of the pooling layer with n1, w, and s is 

    (n1 - f)/s + 1 * (n1 − f)/s + 1. 

7. Repeat from Step 2 Until k!=4 

8. Generate optimal features from the input  

spectrogram.  

9. Flattening the output vectors of Three channels into 

2 classes ( Male or Female) 

10. Stop 

IV. RESULT AND DISCUSSIONS 

This section mainly focuses on two aspects. One is the 
datasets that are used for the task of gender classification, and 
the other part gives the detailed observations of the results 
obtained using the proposed approach. 

A. Dataset Collection 

Two datasets have been used for this work. One is the 
Indian popular songs dataset (IPSD), which has been designed 
with 20 singers. The other dataset is the standard Artist20 
dataset. The IPSD has been designed with 250 audio clips. The 
average length of the audio clip is five seconds. The dataset 
includes song clips of various Indian cine industries, including 
Bollywood, Kollywood, Sandalwood, and Tollywood. The 
clips are based on regional languages, namely Hindi, Tamil, 
Kannada, and Telugu, respectively. 
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Further, each clip is segmented into 25 ms segments and an 
overlap of 10 ms. All the clips are recorded at the sampling 
frequency of 44100 Hz. The dataset has been collected based 
on the study done in [22]. Care has been taken to involve 
various background accompaniment instruments while 
collecting the dataset. The reason for selecting the songs of 
various languages is to make the system language independent. 
An Artist20 database is internationally accepted and 
acknowledged [37]. It comprises 20 songs of 20 singers of 
various genres. Since this database consists of only three 
female singers, we have considered only three male and female 
singers information for the task of gender classification. There 
are 100 clips for each male and female gender. The clips are 
with a sampling frequency of 44100 Hz. A sample data set of 
spectrograms are shown in Fig. 3. The length of each clip 
ranges from 2 to 5 seconds. The singers considered for the 
experiment have a different accent which makes the data-set 
very versatile and covers almost all the traits of the singers. 
This dataset is also divided into two parts for training 70% and 
testing 30%, respectively. 

B. Results and Observations 

The process of gender identification is quite easy with 
speech processing as pitch related features are sufficient to 
detect the same. Hence, the accuracy is around 97.40% with 
the suitable features that are extracted from the speech signal 
[38]. However, the above-mentioned accuracy is obtained for 
the studio-recorded speech where background noise is not 
considered. The system developed based on the traditional 
feature engineering approach gets failed if real-time noise and 
other speech gets involved. Hence, the modern popular 
convolutional neural networks have been used in the recent 
article and stated that an average of around 99% accuracy is 
obtained [39]. However, the speech considered for this work is 
recorded in environmentally controlled situations. It is very 
difficult to obtain that much level of accuracy in the case of 
gender identity for a singer. As the singer's vocals are always 
accompanied by instrumental sounds, the complexity of gender 
identification gets proportionately increased. Moreover, the 
singer intentionally changes his/her pitch since they trained 
their vocal cords accordingly. Based on this, one can say that 
the pitch related features alone could not perform well in the 
case of the singer’s gender identification [14]. 

However, the supporting spectral and temporal features 
may support the pitch features to improve the performance of 
gender identification in the cast of singers. Hence, the Mel 
frequency cepstral coefficients (MFCCs) have been used as 
base-line supporting features as they have proven their 
capability in the modeling music signal. However, speech 
researchers know its importance as it has outperformed many 
speech-related tasks [40, 41]. Also, the first and second-order 
differentiations on MFCCs provide a new set of features called 
velocity and acceleration features of MFCCs. They are 
popularly called ∆ and ∆∆MFCC features [42]. In many of the 
research works, it is mentioned that the ∆ and ∆∆MFCCs carry 
temporal information of the signal. As the temporal 
information is much useful in discriminating the gender 
information, they have been added to support the spectral and 
pitch features [43]. 

  

Fig. 3. A Sample Spectrogram Image that gives Some useful Discriminative 

Information of Male and Female Singers. 

The consolidated features that are considered for this work 
are including MFCCs (13), pitch (4), ∆MFCCs (13), 
∆∆MFCCs (13) forming a length of a 43-dimensional feature 
vector. The details of the features, acronyms, and length of 
each feature category are given in Table I. The second column 
represents the feature name, and the third one is the acronym 
that has been considered to represent the feature hereafter. The 
fourth column is the size of the respective feature. We have 
considered the features individually and different combinations 
that help estimate the relevant features for the task of the 
singer’s gender identification. 

The results obtained for the selective feature combinations 
are given in Table II and Fig. 4. The table gives complete 
information about the accuracies obtained for Indian and 
Western data clips. Moreover, three different classification 
models, such as ANN, RF, and CNN, have been considered to 
represent the data for both the categories. Initially, we 
experimented with the baseline MFCC features, obtaining an 
average accuracy of 63.60% and 69.42% for the Indian and 
Western clips, respectively. The percentage improvement with 
the combinations of {M+P}, {M+∆+∆∆}, and {M+P+∆+∆∆} 
is 16%, 3%, & 10% for Indian clips dataset, and 9%, 7%, & 
6% for Western clips, respectively. However, the combination 
of {M+P+∆+∆∆} is giving the best accuracy with the feature 
engineering process. The accuracies with the mentioned 
combination are 85.27% and 86.62% with Indian and Western 
clips, respectively. The values are average accuracies obtained 
for the ANN and RF. However, ANN and RF are found to be 
similar in their performances while classifying the genders for 
the above-mentioned feature combinations. 

TABLE I. FEATURES, ACRONYMS, AND THEIR DIMENSIONAL SIZE THAT 

ARE CONSIDERED HEREAFTER 

Sl. No. Feature Name Acronym Size 

1 MFCCs  M 13 

2 Pitch  P  4 

3 ∆ MFCCs ∆ 13 

4 ∆ ∆ MFCCs ∆ ∆ 13 
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TABLE II. THE ACCURACY VALUES ARE OBTAINED USING THE VARIOUS 

COMBINATIONS OF FEATURE SETS FOR INDIAN AND WESTERN DATASETS 

Features and 

Spectrograms 

Accuracy (in %) 

Indian Western 

ANN RF CNN ANN RF CNN 

M 62.34 64.86 - 69.29 69.54 - 

M+P 74.82 73.24 - 76.34 75.25 - 

M+∆+∆∆ 77.36 76.34 - 81.25 82.04 - 

M+P+∆+∆∆ 83.72 86.82 - 85.19 88.05 - 

GAFS<M+P+∆+∆∆> 85.45 87.16 - 90.84 92.55 - 

Spectrogram - - 89.16 - - 94.25 

There could be a chance of having some worthless feature 
dimensions in the selected combinational feature vector. 
Feature selection is one suitable approach to select the 
supporting feature dimensions and ignoring the rest, which 
may lead to an increase in the final accuracy. Hence, we 
applied a feature selection algorithm called genetic algorithm 
based feature selection (GAFS) to select the suitable features. 
The genetic algorithm comes under the category of 
evolutionary algorithms, which is purely based on randomness 
in the approach. The use of GAFS has given better 
performance on top of the best-combined feature vector. We 
have used the best combination {M+P+∆+∆∆} to apply the 
GAFS algorithm mentioned in the 5th row of Table II, labeled 
GAFS<M+P+∆+∆∆>. An increase of 1% and 5% have been 
obtained over the best-combined feature vector with the 
support of feature selection using GAFS. 

Further, CNNs have been used to do experimentation to 
detect the accurate gender of the signer’s voice. Spectrograms 
have been considered as they can discriminate the information 
related to male and female singers. Based on the visual 
differences observed in the spectrogram, an effort has been 
made to classify the gender with the support of CNN's. 
Table III gives detailed information about the hyperparameters 
and their values that are considered for the task of the singer’s 
gender identification. 

 

Fig. 4. The Graphical Representation of Accuracy Values that are Obtained 

using the Various Combinations of Feature sets for Indian and Western 

Datasets. 

TABLE III. HYPERPARAMETERS ARE CONSIDERED FOR DESIGNING CNN 

FOR THE TASK OF THE SINGER’S GENDER CLASSIFICATION 

Sl. No.  Parameter Value 

1 Batch size 8 

2 #Channels  3 channels (RGB) 

3 Filter size   3*3 

4 Image size  128*128 

5 #Convolution Layers 4 

6 #Hidden layers 4 

7 #Flatten layers 2 

8 Softmax layer 1 

9 #Output classes 2 (M & F) 

10 Activation function(s)  ReLu 

11 #Epochs  Around 250 

A better accuracy has been obtained with the specified 
hyperparameters. CNN's outperform in many image processing 
tasks. Similarly, better performance has been observed in this 
case, as well. However, there is not much higher spike, which 
has been observed with the support of CNN's. A nominal 
improvement of 3% and 2.7% for the Indian and Western clips, 
respectively. However, CNN's can classify gender information 
with an accuracy of 89.16% and 94.25%, though there is 
complex background support by instrumentals. Hence, CNNs 
can be effectively utilized hereafter with various spectrogram 
models, which further could classify the singer’s gender 
efficiently. 

V. CONCLUSION 

The process of the singer’s gender identification will surely 
help the task of music information retrieval (MIR) and music 
recommender systems as well. The pitch alone features may 
not suffice to get better accuracy in the case of the singer’s 
gender identification. An accuracy of 20% has been obtained 
using pitch features alone. The reason could be the support of 
complex background instrumentals involved in the case of 
music clips over speech signal processing. However, features 
that have been used in speech processing are effectively used in 
many music processing tasks as well. For instance, MFCCs are 
effectively utilized to model speech data and music also. 
Hence, spectral features MFCCs are suitable to give their 
support for pitch features to get better accuracy. Moreover, the 
temporal features obtained by applying first, and second-order 
differential equations on MFCCs resulting in velocity, and 
acceleration features. They are also useful to estimate the 
temporal variations in the signal effectively. It could be the 
reason for obtaining a considerable accuracy while using the 
combinational feature vector. It is also more important to omit 
worthless feature dimensions to avoid performance 
degradation. The support of recent CNNs is always effective in 
getting better accuracy over the traditional feature engineering 
process. 

VI. FUTURE SCOPE 

For future work, it is very important to establish a standard 
dataset for Indian singers. It may help in many of the MIR 
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tasks. The use of recurrent neural networks (RNNs) by feeding 
a one-dimensional signal could help in improving the accuracy 
as they outperform in many speech-related tasks. Hence, our 
future work focuses on the use of RNNs for gender 
identification. Moreover, it focuses on constructing an efficient 
dataset for Indian audio clips. Since the structure of Indian 
songs is completely different from Western clips, it is highly 
essential to construct the same. Further, we may focus on the 
task of singer identification using gender classification as a 
fundamental step. It means the task of singer identification can 
be effectively done if a two-level classification model is 
proposed. 
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Abstract—Identifying software defects during early stages of 

Software Development life cycle reduces the project effort and 

cost. Hence there is a lot of research done in finding defective 

proneness of a software module using machine learning 

approaches. The main problems with software defect data are 

cost effective and imbalance. Cost effective problem refers to 

predicting defective module as non defective induces high penalty 

compared to predicting non defective module as defective. In our 

work, we are proposing a hybrid approach to address cost 

effective problem in Software defect data. To address cost 

effective problem, we used bagging technique with Artificial 

Neuro Fuzzy Inference system as base classifier. In addition to 

that, we also addressed Class Imbalance & High dimensionality 

problems using Artificial Neuro Fuzzy inference system & 

principle component analysis respectively. We conducted 

experiments on software defect datasets, downloaded from NASA 

dataset repository using our proposed approach and compared 

with approaches mentioned in literature survey. We observed 

Area under ROC curve (AuC) for proposed approach was 

improved approximately 15% compared with highly efficient 

approach mentioned in literature survey. 

Keywords—Cost effective problem; principle component 

analysis; adaptive neuro fuzzy inference system; area under ROC 

curve 

I. INTRODUCTION  

Software Development process involves Requirement 
specification, Design, Implementation and Testing. During 
each phase of software development, reviews will be 
conducted to assess the progress and quality of software. The 
quality of software depends on defects found in the software. 
Defect is a condition that doesn‟t meet user requirement, 
specified in requirement specification. If a defect is found 
during late stages of software development i.e. during 
software maintenance, the penalty is very high. To reduce this 
penalty, the defective proneness must be identified in advance 
[27]. 

According to Boehm, the cost of fixing errors increased 
gradually as the software development progress. If we 
consider cost of fixing error during requirement phase as 1 
unit, then the cost of fixing error in design phase will be 3-8 
units, implementation phase will be 7 to 16 units, integration 
& testing phase will be 21 to 78 units and maintenance phase 
will be 29 to more than 1500 units. This motivates application 
of machine learning techniques in early stage identification of 
software defects [28]. Fig. 1 shows soft escalation of defect 

resolving during various phases of software development life 
cycle. 

A. Machine Learning Techniques 

Various Machine learning techniques such as K nearest 
neighbours, Support Vector machines, Decision Trees, 
Bayesian Networks and etc. are used to identify software 
defects.  

B. Approaches for Software Defect Prediction (SDP) 

1) Decision trees: Decision Trees are used as early 

classifier techniques for software defects. In a decision tree, 

the attribute with less impurity value is selected as root node. 

There are three measures for impurity 1) Entropy 2) Gini 

Index 3) Misclassification error. Decision tree will output 

whether the module is defective prone or not, based on input 

attributes like IO Comments, Cyclometric complexities etc. 

Fig. 2 shows Decision Tree constructed on cm1 dataset. 

 

Fig. 1. Cost Escalation for Defect Solving during Phase of Software 

Development. 

 

Fig. 2. Decision Tree on CM1 Dataset. 
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2) Bayesian Classifiers: Bayesian classifier uses Baye‟s 

theorem to classify unknown sample. It comes under lazy 

classifier. According to Bayes theorem, Conditional 

probability P(Y=yi/X=xi) is defined as: 

               
                      

       
 

There are two types of Bayesian classifiers: 1) Naive 
Baye‟s classifier 2) Bayesian Belief Networks. 

Naive Baye‟s classifier: In Naive Baye‟s classifier, the 
given unknown sample is considered as „X‟. The classifier 
finds the posterior probability P (Defect=Yes/X) and P( 
Defect=No/X) for given sample „X‟. 

If P( Defect=Yes/X) > P(Defect=No/X), then classifier 
outputs the sample „X‟ as defective. Otherwise it outputs the 
given sample „X‟ as non defective. The drawback with Naive 
Baye‟s classifier is, it assumes the target variable (Defect) is 
independent on input variables. 

Bayesian Belief Networks: In Bayesian Belief Networks, 
There are two components: 1) Direct Acyclic Graph (DAG); 
2) Probability table DAG encodes the relationship between 
attributes into a graph. Probability table comprises of posterior 
probabilities dependent on their parent attributes. Fig. 3 
represents the DAG, constructed on cm1 dataset. 

 

Fig. 3. Directed Acyclic Graph for Software Defect Prediction. 

3) Support vector machines: Support vector machines are 

one of the popular classifier technique for regression and 

classification problems. Binary Support Vector Machines 

solves classification tasks while support vector regression 

solves regression tasks. Software defect prediction is a 

classification problem and hence Binary Support Vector 

Machines are used to classify the module as defective or non-

defective. In support vector machines, there exist a boundary 

function that classify sample. There are various types of 

boundary functions like Linear, Polynomial, Radial basis, 

ANOVA and etc. 

Polynomial Support Vector Machine: 

Defect = -0.0062 * (normalized) loc+ 0.0043 * 
(normalized) iv(g) +0.0044 * (normalized) i+0.012 * 
(normalized) IOComment + -0.0021 * (normalized) IOBlank 
+ 0.0004 * (normalized) u_op +-0.0054 * (normalized) 
U_opnd - 1.0005. 

Multi Layer Perceptrons: Multi layer perceptrons are the 
neural networks which comprises Processing units, called 

neurons, organized in multiple layers. These neurons are 
having computing capabilities on inputs, receiving from 
previous layers, and propagate output to the next layers. These 
neurons are connected by weighted edges. Each neurons 
applies activation functions on the inputs along with threshold 
and produces output signals. There are various activation 
functions like Threshold, sigmoid, Tangible and etc. 

Table I illustrates the architecture of multi layer 
perceptrons along with nodes, connections and their weights. 

Artificial Neuro Fuzzy Inference System: 

Artificial Neuro Fuzzy Inference System: ANFIS is a five 
layered architecture used for classification tasks. Satya 
srinivas et al. [26] proposed Artificial Neuro Fuzzy Inference 
System for Software defect prediction. 

ANFIS generates Sugeno Fuzzy Inference system as 
output for classification task. In ANFIS input attributes are 
fuzzified and target attribute is defuzzified. Intially subtractive 
clustering method is used to generate Sugeno fuzzy inference 
system. The premise and consequent parameters in Sugeno 
Fuzzy inference system are trained used training data. Here 
training rate parameter must be set to appropriate value. 
Setting high training rate parameter converges the ANFIS 
model into unstable state. Setting low training rate parameter 
creates high complexity model. 

4) Cost effective learning: Misclassifying some class 

samples results high penalty compared to misclassification of 

other classes. For example, in software Defect prediction, 

misclassifying defective module as non defective imposes 

high penalty compared to misclassifying non defective module 

as defective. If a defect was found during later stages of 

software development, it imposes high penalty and hence 

pronable defective module should not be misclassified as non 

defective even though non defective module was misclassified 

as defective. This error cost escalation was shown in Fig. 1. 

5)  Ensemble learning: Ensemble learning is the process 

of constructing multiple classifiers and combining them to 

improve the accuracy for classification problems. Some of the 

ensembling techniques are Simple voting, Average voting, 

Bagging, Boosting and etc. In simple voting, each classifier 

will vote for an output value. The output, value with high 

number of votes, considered as actual output. In average 

voting, the average value of output of each classifier is 

considered as actual output. This technique is suitable for 

regression tasks. In Bagging, the dataset is sampled into equal 

size subsets of data and a classifier is constructed with each 

subset. Finally each classifier will vote for output value. 

Bagging and Boosting techniques improves the performance 

of classifiers by constructing multiple classifiers. 

In Bagging, classifiers are constructed in sequence. The 
samples which are incorrectly classified are given with higher 
weight for construction of next classifier. This procedure is 
repeated until required accuracy obtained or maximum 
numbers of classifiers were constructed. 
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TABLE I. MULTI LAYER PERCEPTRONS NODES, CONNECTIONS AND WEIGHTS 

Node Inputs Weights Node Inputs Weights Node Inputs Weights 

0 Threshold  -3.79506 2 Attrib u_op  4.04982 4 Attrib u_op  3.31857 

0 Node 2  4.53581 2 Attrib U_opnd  4.93275 4 Attrib U_opnd  4.17034 

0 Node 3  3.66528 3  Threshold  -4.9707 5 Threshold  -9.06268 

0 Node 4  5.20758 3  Attrib loc  2.20562 5 Attrib loc  -3.81299 

0 Node 5  3.18853 3 Attrib iv(g)  -7.07055 5 Attrib iv(g)  -1.35707 

1 Threshold  3.79522 3 Attrib i  -6.27414 5 Attrib i  -0.84483 

1 Node 2  -4.50871 3 Attrib IOComment  -2.75564 5 Attrib IOComment  -4.81926 

1 Node 3  -3.66711 3 Attrib IOBlank  -1.19511 5 Attrib IOBlank  3.59625 

1 Node 4  -5.23767 3 Attrib u_op  0.39515 5 Attrib u_op  -5.56998 

1 Node 5  -3.18676 3 Attrib U_opnd  3.76011 5 Attrib U_opnd  -1.61555 

2 Threshold  -2.83258 4 Threshold  -2.79212   Class FALSE   

2 Attrib loc  4.66117 4 Attrib loc  4.39579    Input   

2  Attrib iv(g)  0.10108 4 Attrib iv(g)  2.53554    Node 0   

2 Attrib i  -1.00049 4 Attrib i  -0.01669   Class TRUE   

2 Attrib IOComment  -8.27215 4 Attrib IOComment  -9.35516    Input   

2 Attrib IOBlank  0.286789 4 Attrib IOBlank  0.769326    Node 1   

In this paper, we are applying hybrid approach to 
overcome cost effective problem in SDP. Section II presents 
literature survey on SDP. In Section III, we designed 
methodology using hybrid approach for SDP. Section IV 
Presents the results by applying proposed methodology on 
SDP. 

II. LITERATURE SURVEY 

Yan Naung Soe et al. proposed Random Forest algorithm 
on Software Defect Prediction and compared the performance 
of Random forest algorithm with other machine learning 
techniques. They concluded that maximum accuracy is 99.59 
and minimum accuracy is 85.96[1]. Taek Lee et al. proposed 
micro interaction metrics, such as browsing events, file 
editing, for prediction of software defects and observed high 
accuracy by combining these metrics with existing metrics in 
cost effective manner [2]. Fei Wu et al. proposed a cost-
sensitive local collaborative representation (CLCR) approach 
for software defect prediction and concluded that accuracy has 
been increased with proposed approach [3]. Jinsheng Ren et.al 
proposed asymmetric kernel principle component analysis for 
solving class imbalance problem in software defect prediction. 
They evaluated the validity of their proposed model using F-
measure, Friedman‟s test, and Tukey‟s test [4]. 

Ayse Tosun et al. proposed decision threshold 
optimization on Naive Bayes classifier to find best threshold 
that separate defective and non-defective samples in software 
defect data [5]. Ming Cheng et al. proposed semi supervised 
approach for identification of software defects. Their proposed 
model evaluates the confidence probability of unlabelled 
sample to predict class labels. They considered different 
misclassification cost to improve classifier performance [6]. 
Igor Ibarguren et al proposed consolidated tree construction 
that ensembles weights of misclassification in training of 

classifier. They showed that consolidated tree construction 
performs better than other rule based classifiers [7]. Yuanxun 
Shao et.al proposed weighted associative classification for 
addressing imbalance problem in software defect prediction. 
They determined weights of features using correlation 
analysis. They proved GMean measure has been increased 
with their approach [8]. Shuo Feng et al. proposed complexity 
based over sampling technique to address data imbalance 
problem in identification of software defects [9]. Rakesh Rana 
et al. proposed Bayesian Inference method for software defect 
prediction to analyse inflow distribution of defects. This 
technique has been used for early detection of software defects 
in large software projects [10]. 

Guisheng Fan et.al proposed attention based recurrent 
neural networks for software defect prediction. Their 
experimental results shows that the proposed model increases 
F1 score by 14% and AUC by 7% [11]. Sushant Kumar et al. 
proposed Deep representation and ensemble learning for 
Software defect prediction. They conducted experiments on 12 
NASA Dataset repositories. Among 12 datasets, F Measure 
has been increased for 8 datasets, ROC values has been 
increased for 6 datasets, PRC values has been increased for 12 
datasets and MCC values has been increased for 11 
datasets[12]. Rodrigo et al. proposed ensemble of clustering 
using Particle Swarm Optimization for prediction of Software 
defects and concluded that prediction quality has been 
increased [13]. Shamsul Huda et al. proposed ensemble over 
sampling algorithm for prediction of software defects [14]. 
Shanthini. et al. proposed Ensemble SVM approach for 
prediction of software defects[15]. Nageswara Rao et.al 
proposed Ensemble Bayesian networks for prediction of 
Software Defects and proved that their proposed model have 
high true positive rate compared to traditional methods [16]. 
Steven Young et al. proposed deep super learner for Just in 
time defect prediction. They used bagging of random forests 

https://www.sciencedirect.com/science/article/abs/pii/S0950705120301581#!
https://www.sciencedirect.com/science/article/abs/pii/S0950705120301581#!
https://www.sciencedirect.com/science/article/abs/pii/S0957417419308024#!
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and concluded that F1 score was improved for 5 of 6 projects 
[17]. Arvinder Kaur et al investigated different ensemble 
techniques such as Boosting, Bagging and Rotation forest in 
prediction of software defects. They conducted Wilcoxon 
signed rank test to prove ensemble techniques outperforms 
traditional techniques in generalization of results [18]. Thanh 
Tung et al proposed ensemble model by combining sampling 
technique with common classification technique to improve 
the performance of classifier [19]. 

Jaroslaw Hryszko et al investigated the effect of Software 
defect in modules on Quality assurance of Software. Their 
investigation proved that quality assurance cost can be 
reduced by 30% with their proposed approach [20]. Kazuya 
Tanaka et al focused on usage of auto-sklearn tool that 
automatically selects appropriate prediction model for data pre 
processing and classification in software defect prediction. 
This tool presents random forest is the best model in various 
machine learning techniques [21]. Pradeep Singh proposed 
stacking based framework, in which he combined class 
balancing technique SMOTE with ensemble classifiers to 
predict software defects. He concluded that the accuracy of 
stacking based model increased compared to traditional 
approaches used in their literature survey [22]. Haitao He et al 
proposed Ensemble RIPPER classifier for software defect 
prediction. In their research, they applied Principle component 
analysis for dimensionality reduction, Adaptive Synthetic 
sampling for balancing the dataset and RIPPER model for 
classification. They concluded that classification error has 
been reduced with their proposed model [23]. Zhiqiang Li et 
al proposed ensemble multiple kernel correlation alignment 
for heterogeneous defect prediction and they concluded 
ensemble approach outperforms remaining competing 
methods [24]. Xin Xia et al proposed Hybrid model 
reconstruction (HYDRA) approach for Software defect 
prediction. It consists of two phase‟s Genetic algorithm 
followed by Ensemble learning. They concluded that HYDRA 
improves F1 score of Zero-R base classifier [25]. 

In prediction of software defects, some researchers 
addressed class imbalance problem and someone addressed 
high dimensionality problem. But In this research work, we 
are addressing cost effective problem in SDP. 

III. METHODOLOGY 

In this paper, we are proposing Ensemble approach of 
Adaptive Neuro Fuzzy Inference system for prediction of 
Software defects for cost effective learning. In step 1, we are 
performing Synthetic Minority oversampling technique 
(SMOTE) to balance the dataset. In step 2, Dimensionality 
reduction will be performed to reduce the dataset. Here, we 
are proposing Principle component analysis (PCA) for 

dimensionality reduction. In step 3, multiple ANFIS classifiers 
will be constructed for ensemble approach. In step 4, 
Aggregation will be performed on votes given by multiple 
ANFIS classifiers and it produces the actual output. 

In our research work, we considered data from NASA 
dataset repository. The dataset is neither noisy nor in complete 
but imbalanced. To remove imbalance, we are applying 
SMOTE technique and to overcome for high dimensionality 
problem we are applying PCA. Fig. 4 represents the proposed 
methodology for SDP. 

Algorithm: 

Step 1: Apply Synthetic Minority Over Sampling Technique 

for Class Balance. 

1.1 Choose a random sample from minority class. 

1.2 Identify k-nearest neighbours from chosen sample 

1.3 For each neighbour sample 

1.3.1 construct a line from chosen sample to 

nearest neighbour 

1.3.2 Add more number samples by picking 

of points on the line 

1.4 Repeat steps 1.1 to 1.3 until two classes samples are 

equal. 

Step 2: Apply Dimensionality reduction using PCA 

 2.1 Perform Z score normalization on data.  

 Z-score = (xi – μ)/ 

 2.2 Create a covariance matrix for eigen decomposition. 

 2.3 select principle components with high relevance. 

Step 3: Construct classifier using Artificial Neuro Fuzzy  

 Inference system 

 3.1 Fuzzify input variable 

 3.2 Apply membership function on input variable 

 3.3 Calculate weighted average 

 3.4 calculate contribution of each fuzzy rule 

 3.5 Output sum of all incoming signals. 

Step 4: Repeat steps 1 to Step 3 for multiple times (Possibly  

 odd number of times). 

Step 5: find number of votes for each class from multiple  

 classifiers 

Step 6: Output the class variable based on number of  

 votes(High number of votes) 
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Fig. 4. Proposed Methodology for Software Defect Prediction. 

IV. EXPERIMENTATION AND RESULTS 

 In this work, we addressed class imbalance problem using 
Synthetic Minority Oversampling Technique. After balancing 
the data, we applied principle component analysis for 
dimensionality reduction. In Table II, we are projecting few 
principle component values constructed on cm1 dataset, 
downloaded from NASA dataset repository. 

The reduced dataset is used to construct classifier using 
Adaptive Neuro Fuzzy Inference System. In this work, we 
applied AdaBoost Ensemble learning technique with ANFIS 
as base classifier. The performance of a classifier, constructed 
from imbalance data, can be measured using AuC (Area under 
ROC Curves). Receiver Operating Characteristics curves are 
constructed by plotting True positive rate against False 

positive rate. Area under this ROC curve is considered as a 
performance metric in our research work. 

We applied cost sensitive approach to our classifier. In 
cost sensitive approach, the cost values are derived from 
imbalance nature of data. We found cost sensitive approach 
improves the performance of classifier. We applied our 
proposed model on various software defect datasets cm1, pc1, 
kc1 and jm1. In the Table III, We are comparing the AuC 
values of our proposed model with results of methods 
proposed in literature survey. Fig. 5 to 16 compares the ROC 
curves of various techniques discussed in literature survey 
with proposed methodology. 

TABLE II. PRINCIPLE COMPONENT VALUES ON SOFTWARE DEFECT PREDICTION 

Attribute PC1 PC2 PC3 PC4 PC5 

loc 0.246323 0.031239 -0.08786 0.161044 -0.04483 

V.g 0.243657 0.057173 0.103265 0.084628 -0.0588 

ev.g. 0.205853 0.053904 0.118336 0.050775 -0.11766 

iv.g. 0.233961 0.073498 0.029074 0.145675 0.010602 

n 0.250283 -0.00128 -0.06655 -0.00328 0.006294 

v 0.250585 0.043622 -0.04154 0.067938 0.037045 

l -0.09998 0.657384 -0.0066 0.191268 0.294755 

d 0.211336 -0.14493 0.234525 -0.34617 -0.30322 

i 0.193738 -0.11365 -0.60919 0.121661 0.10463 

e 0.219659 0.167325 0.392074 0.132239 -0.0035 

b 0.247381 0.132791 -0.07955 -0.00411 -0.01886 

t 0.219659 0.167332 0.392072 0.132234 -0.0035 

IOCode 0.199326 0.034844 0.132263 -0.30874 0.501051 

IOComment 0.209861 0.048167 -0.12006 0.257712 -0.14999 

IOBlank 0.188142 -0.05663 -0.02223 -0.46712 0.52168 

locCC -0.01344 0.623327 -0.27367 -0.513 -0.40025 

u_op 0.218739 -0.21843 0.018721 -0.27123 -0.27324 

U_opnd 0.238652 -0.03448 -0.31957 0.088945 0.053283 

total_op 0.249928 -0.00192 -0.06993 0.008577 -0.01499 

total_opnd 0.248372 0.000253 -0.06084 -0.0222 0.039162 

branchCount 0.243334 0.040645 0.048155 0.08437 -0.06212 
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TABLE III. AUC VALUES OF VARIOUS MODELS WITH AND WITHOUT COST SENSITIVE TECHNIQUES 

Dataset CM1 PC1 KC1 JM1 

Base Classifier 
without Cost 

Sentive 

With Cost 

sensitive 

without 

Cost Sentive 

With Cost 

sensitive 

without 

Cost Sentive 

With Cost 

sensitive 

without 

Cost Sentive 

With Cost 

sensitive 

J-48 0.53 0.56 0.49 0.53 0.48 0.54 0.49 0.55 

Random Forest 0.53 0.74 0.51 0.71 0.5 0.72 0.51 0.69 

SVM 0.49 0.55 0.48 0.53 0.5 0.53 0.51 0.57 

K-NN 0.51 0.54 0.5 0.55 0.49 0.56 0.51 0.55 

MLP 0.5 0.55 0.49 0.56 0.47 0.58 0.49 0.56 

ANFIS 0.69 0.74 0.68 0.73 0.69 0.75 0.71 0.75 

ROC Curves 

J-48 ( Decision Tree) 

 

Fig. 5. ROC Curve using J-48 without Cost Sensitive. 

 

Fig. 6. ROC Curve using J-48 with Cost Sensitive. 

Random Forest (RF) 

 

Fig. 7. ROC Curve using RF without Cost Sensitive. 

 

Fig. 8. ROC Curve using RF with Cost Sensitive. 

Support Vector Machines (SVM) 

 

Fig. 9. ROC Curve using SVM without Cost Sensitive. 

 

Fig. 10. ROC Curve using SVM with Cost Sensitive. 

K Nearest Neighbour (KNN) 

 

Fig. 11. ROC Curve using KNN without Cost Sensitive. 

 

Fig. 12. ROC Curve using KNN with Cost Sensitive. 
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Multi Layer Perceptrons (MLP) 

 

Fig. 13. ROC Curve using MLP without Cost Sensitive. 

 

Fig. 14. ROC Curve using MLP with Cost Sensitive. 

Adaptive Neuro Fuzzy Inference System (ANFIS) 

 

Fig. 15. ROC Curve using ANFIS without Cost Sensitive. 

 

Fig. 16. ROC Curve using ANFIS with Cost Sensitive. 

V. CONCLUSION AND FUTURE WORK 

In this work, we proposed an hybrid approach cost 
effective problems in software defect prediction. To reduce 
number of dimensions, we applied Principle Component 
Analysis. Ensemble ANFIS were constructed for cost effective 
learning of software defects. We compared the performance of 
proposed models, with algorithms specified in literature 
survey, using AuC values. Our proposed model got 
approximately 15% high Auc values over all datasets. As a 
future work, we can improve the AuC values by addressing 
High dimensionality, Class Imbalance, Cost effective 
Problems in SDP. 
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Abstract—Distributed systems are very commonplace 

nowadays. They have seen an enormous growth in use during the 

past few years. The idea to design systems that are robust, 

scalable, reliable, secure and fault tolerance are some of the 

many reasons of this development and growth. Distributed 

systems provide a shift from traditional ways of building systems 

where the whole system is concentrated in a single and indivisible 

unit. The latest architectural changes are progressing toward 

what is known as microservices. The monolithic systems, which 

can be considered as ancestors of microservices, cannot fulfill the 

requirements of today’s big and complex applications. In this 

paper we decompose a monolithic application into microservices 

using three different architectural patterns and draw 

comparisons between the two architectural styles using detailed 

metrics that are generated from the Apache JMeter tool. The 

application is created via .NET framework, uses the MVC 

pattern and is fictive. The two comparable apps before testing 

with Apache JMeter, will be deployed in almost identical hosting 

environment in order to gain results that are valuable. Using the 

generated data, we deduce the advantages and disadvantages of 

the two architectural styles. 

Keywords—Distributed systems; microservice; monolithic; web 

services; JMeter 

I. INTRODUCTION 

Microservices are a new development, coming into light 
just a few years ago. They offer many advantages compared to 
the old monolithic architectures. That is why many of the big 
tech companies have successfully made the switch to 
microservices. Currently, the monolithic architecture is the 
default model for creating a software application. Its trend is 
decreasing as it cannot keep up with the demands and the 
challenges of the new applications that are now quite big and 
complex. 

In the monolithic architecture, application is built as a 
single indivisible unit. This usually means that the application 
has three core components that interchange information with 
each other: a user interface, a server-side and a database [1]. 
This architecture is characterized by a huge code base and has 
almost no modularity. Because they have a single code base, 
they can become so large and hence difficult to maintain. The 
whole application will need to be redeployed from a single 
small change in the code. More crucial is the fact that it is not 
very reliable since a bug in any part of the code can bring 
down the whole application [1]. 

Monolithic architecture, however, has some subtle 
advantages and with some tweaks it can still be useful to many 
modern applications. These include: the easiness of 
deployment (since only one file needs to be deployed), the 
easiness of development (compared to the microservices) and 
the network latency and security which are more noticeable in 
the microservices architecture. Monolithic architecture is also 
very easy to test. We can do so by simply launching the app 
and testing the UI with Selenium. However, some of the 
drawbacks of this architecture have made the switch to 
microservices a necessity [2]. 

Because today’s apps are big and complex, in order to be 
useful, they need to be robust and reliable. The resources must 
be utilized efficiently so the users can get a seamless 
experience while surfing the app. Many components of the 
app might have different resource requirements. Some might 
need more CPU cycles, some others more memory etc. This 
imposes the need to scale the different components, 
independently. Scaling in the monolithic architecture is done 
by creating copies of the app. This means that all of these 
copies will access all of the data which in turn makes caching 
less effective and increases memory consumption and I/O 
traffic [2]. 

As authors in [3] put it, one of the problems that can arise 
from the monolithic applications is the evolvement into a “big 
ball of mud” state, which is a situation in which none of the 
developers understand the entire application. To overcome the 
obstacles, microservices provide a very reasonable and 
effective architectural style, which as mentioned, are 
increasingly being used and deployed in many modern 
applications. In fact, microservices are considered as the 
future of distributed systems. 

On the other hand, despite its name, microservices are by 
no means, small. In this architectural style, the application is 
made up of a suite of small devices, all of which have their 
own unique codebases. 

Microservices use lightweight mechanisms, somewhat like 
an API, to communicate between different services. Contrary 
to monolithic architecture, these services can be deployed 
together or separately. These services are loosely coupled (or 
headless) making this architectural style mostly 
decentralized [3]. 
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It must be understood that a microservice is not a layer 
within a monolithic application. It has its self-contained 
functionalities with clear interfaces, and through its own 
internal components, must implement a layered architecture. 
According to the author in [4] this architecture follows the 
Unix philosophy of “do one thing and do it well”. In the 
following sections we will explore some of the main 
advantages of microservices and whether it is a good idea to 
fully deploy an application into microservices. 

The research questions we will try to answer from our 
experiment and analysis of literature, are 

 Does decomposing into microservices impact the 
system’s average response time? 

 Is it always adequate to develop an app using the 
microservices logic? 

 To what extent should the monolithic application be 
decomposed into a microservice? 

A. Design and Structure of Monolithic Applications 

A monolithic application describes a single-tiered software 
application in which the user interface and data access code 
are combined into a single program from a single platform. 
Schematically, this can be seen Fig. 1. 

It is self-contained, and independent from other computing 
applications. 

The design philosophy is that the application is responsible 
not just for a task but can perform every step needed to 
complete a particular function. Layered architecture is a 
common pattern seen in monolithic applications. This 
architecture allows for the technical capability to be changed 
fairly easily, especially if they are isolated to a particular layer 
[5]. 

The main idea behind this architecture is the separation of 
concerns, the main monolithic application components which 
include authorization, presentation, business logic and 
database are organized into four main categories or layers: 

 The presentation layer contains all of the classes 
responsible for presenting the UI to the end-user or 
sending the response back to the client. 

 The application layer contains all the logic that is 
required by the application to meet its functional 
requirements. 

 The domain layer represents the underlying domain, 
mostly consisting of domain entities and, in some cases, 
services. 

 The infrastructure layer (also known as the persistence 
layer) contains all the classes responsible for doing the 
technical stuff, like persisting the data in the database 
including DAOs or repositories. 

An example of monolithic system architecture of real-
world application is shown on Fig. 2. The diagram shows 
main components needed to build an Ecommerce application 
which authorizes costumer, takes an order, checks products 
inventory, authorizes payment and ships ordered products [6]. 

 

Fig. 1. Monolithic Application Architecture. 

 

Fig. 2. Monolithic Architecture (Ecommerce Application). 

Despite having many components which are independent 
from each other the system as shown in Fig. 2 is build and 
deployed as one application. With issues regarding 
maintenance, response time and scaling, monolithic 
architecture should be avoided when designing large and 
complex applications which may be used in different 
environments with different configurations or in applications 
which may change and need to be frequently updated. 

This paper is structured as follows: Section II presents the 
state of the art, Section III methodology and results, 
Section IV case study and Section V conclusions. 

II. STATE-OF-THE-ART 

As mentioned previously, over the last decades, industry 
demands have pushed software design and architectures in 
various directions. The ever-growing complexity of enterprise 
applications, along with change and evolution management 
ushered in the rise of different architectures with an aim to 
replace or improve the traditional unified software designing 
model known as monolithic architecture. 

Various architectures (besides the eminent ones) have been 
designed, researched, and used in industry, in recent years 
there has been a lot of hype regarding the new architectural 
model called microservice architecture. Considered new, 
microservice architecture has found itself being researched 
and compared a lot with existing architectures including SAO, 
serverless and monolithic architectures. Most of research 
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studies were oriented on performance analysis, cost, and 
resource usage. 

In a research that was done by Singh and Peddoju, the 
performance of a monolithic application is compared to a 
microservices application, the applications that were built 
were tested for their response time and throughput. Obtained 
results made it clear that microservices architecture has a 
better performance especially when it is used for a large 
number of requests [7]. 

Similar approach was used by the IBM research team in 
Tokyo, they compared the performance of the monolithic and 
microservices applications in different environments and 
configurations. The results were compared for throughput, 
scalability, number of CPU instructions for request and 
number of clock cycles to complete one instruction. The 
results showed a significant performance boost in monolithic 
architecture applications in many configurations and 
environments, which in a way contradicts the results shown by 
Singh and Peddoju [8]. 

Microservices are often compared to Service Oriented 
Architecture. The research paper done by Cerny, Donahoo and 
Pechanec compares and analyses microservices, service-
oriented architecture and self-contained systems in terms of 
service and architecture, characteristics, integrations, 
capabilities, and flexibility. The drawn conclusion presented at 
the end of the paper favorizes SOA for large systems with 
many shared components and suggests using microservices for 
medium distributed systems which may need to scale in the 
future [9]. 

A different approach was used on research paper done by 
Chen, Li and Zheng from Nanjing University. This paper 
discusses ways to decompose a monolithic application to 
microservice architecture. Throughout the paper the 
researchers used a top-down analysis approach and developed 
a dataflow-driven decomposition algorithm. They defined a 
three-step procedure for process decomposition involving 
business requirement analysis, usage of dataflow-driven 
algorithm and individual modules extraction [10]. 

According to the fourth annual Developer Ecosystem 
Survey conducted by JetBrains, about 85% of 19,696 
developers who were surveyed in the beginning of 2020, use 
the microservices-based system design [11]. The 
programming languages of choice for building microservices 
are JavaScript and TypeScript; REST APIs are used for 
communication between microservices the most, whereas the 
favorite cloud provider for microservices is Amazon Web 
Services, as shown in [12]. 

Improving scalability and improving performance are two 
of the most important topics when it comes to microservices. 
In the State of Microservices 2020 research project [12], over 
650 developers (CTOs, Lead Developers, and Senior 
Developers) were asked to rate in scale 1-5 how they enjoy 
working with microservices when it comes to different 
aspects. 

As shown in [2] Table I, most experts are happy with 
microservices for solving scalability issues, whereas 
maintenance and debugging seem to be a challenge for them. 

TABLE I. WORKING WITH MICROSERVICES 

Category Average rating (1-5) 

Setting up a new project 3.8 

Maintenance and debugging 3.4 

Efficiency of work 3.9 

Solving scalability issues 4.3 

Solving performance issues 3.9 

Teamwork 3.9 

Regarding security, there are still many challenges due to 
the complexity of the developments, the hardness of 
monitoring, and debugging and auditing of the full application 
in foreign environments [13]. 

Before moving to microservices, we should be aware of 
the architectural challenges. Some of the main architectural 
challenges, as presented in [14], are: 

1) Dispersed business logic – microservices approach 

distributes the operating logic and execution flow of complex 

features among many applications. 

2) Lack of distributed transactions – attempting to 

maintain consistency among many microservices involved in 

business transaction is extremely complicated. 

3) Inconsistent dynamic overall state – it is related to lack 

of distributed transactions. Overall consistency gets more 

complicated with data that is geographically distributed data 

within the same domain because of sharding and data 

replication. 

4) Difficulty in gathering composite data – joining data for 

analytics of the overall system in a microservices architecture 

is not straightforward. 

5) Difficulty in debugging failures and faults – attempting 

to pinpoint the source of an error might require debugging 

multiple applications. Identification of the root cause of the 

problem is difficult primarily because of deep hierarchies of 

microservices (AC1) and the inability to determine the exact 

state of the system (AC3). 

6) Difficulty in evolving – software evolution is a hard 

concept in an environment different where parts of the system 

evolve continuously, in parallel. 

III. METHODOLOGY AND RESULTS 

This section gives an overview on which methods and 
tools were used. 

The goal of this section is to offer a way of passing 
between monolithic architecture to microservices approach 
and comparing them. So, we are going to demonstrate how to 
identify key design issues of monolithic applications and how 
they should be reflected in microservices approach. For that 
purpose, we will use a monolithic application that is 
developed in Model-View-Controller approach, which is 
based on monolithic architecture, and we will try to offer a 
way of decomposing it in microservices approach. 

We are aware that there are a lot of design patterns that 
exists for developing web applications. But based on usage we 
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have decided to use MVC as one of most used architectural 
patterns for developing web applications that are based on 
monolithic architecture and not only. 

A. E-Shop Monolithic Application 

As we said earlier, we will use an application that uses 
MVC approach, which is developed in Asp.NET Core with 
MVC approach. Before analyzing this application, we want to 
make purely understood that the term “monolithic”, in this 
context refers to the fact that these applications are deployed 
as a single unit, not as a collection of interacting services and 
applications [15]. 

Application that we have developed for this paper is based 
on application of Microsoft [16], for e-shop. The main reason 
why we have chosen to develop an e-shop application is to 
demonstrate how to pass between monolithic to microservices 
is because there is an almost perfect example that 
microservices should be used there. 

In Fig. 3, we have presented schematically controllers of 
the application that are developed. 

As is can be seen there are four controllers that monolithic 
application currently has. First controller, Order, is for 
handling requests that are for ordering items on application. 
Second controller, Product, it is used for managing products. 
The third controller, Home, is for main and privacy terms. The 
last controller which is default controller for authentication 
and authorization is Identity, it used to manage accounts and 
roles. In Fig. 3 we have presented Identity as a Controller, but 
in latest version of Identity Microsoft uses Razor pages for 
this module, but we will abstract this, and we will consider as 
a controller. 

In Fig. 4 we have presented schematically structure of 
application that is developed as a monolithic application in 
Visual studio. 

As it can be seen from Fig. 4, all application logic, 
including presentation, business and data access logic is in one 
place. 

In the next section we will offer a way of passing 
microservices approach and how we should identify parts of 
application that should be microservice itself. 

B. Decomposing to Microservices 

In this section we will try to offer a way of how to 
decompose E-shop application to microservices approach. 

Before starting to identify microservices we want to make 
purely understood that there is no general method that can be 
applied to every monolithic application. This means that we 
need to study very deeply application before architecting to 
microservices.  

For E-Shop application, the first thing that must be 
transformed to microservice is Identity service, which is used 
for authentication and authorization purpose. One the most 
important services in E-Shop application, and in most 
applications, is security. Identity service is an IdentityServer4 
[17], which is a typically used for managing authentication 
and authorization in microservices environment. Typically, 

IdentityServer4 acts as a middleware [18] that adds the spec 
compliant OpenID Connect and OAuth 2.0. With 
IdentityServer4 all access to microservices can be managed 
and this service is responsible for generating access token for 
clients. 

Other important microservice for E-Shop application is 
product microservice, which is responsible for managing 
products for this application. So, this microservice can register 
new products, edit them, or see details about products. So, this 
microservice does only one thing but it does in a perfect way. 

Last microservice is responsible for handling orders of 
customers. So, this microservice is focused only on processing 
orders, and offers a payment for orders. 

For testing purpose is developed a client which will use 
microservices over RESTful API [19]. A schematic 
presentation of E-Shop application decomposed to 
microservices is displayed in Fig. 5. 

Controllers

Order

Product

Home

Identity
 

Fig. 3. Controllers for E-Shop. 

Identity

Controllers

Models

Views

 

Fig. 4. E-Shop Application with Monolithic Architecture. 
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Order microservice
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Fig. 5. E-Shop Application Decomposed to Microservices. 

As it can be seen from Fig. 5, in this case we have 3 
microservices, which we have described before. This 
decomposition offers a very good way to deal with scenarios 
where ordering a product is not possible, still application can 
offer service by listing all product that are there. So, with this 
decomposition we have archived a good way to handle 
problems with no function of order product, but order product 
currently contains functionality for checkout and payment. As 
part of comparison is this model of decomposition with E-
Shop monolithic system, and other types of microservices 
architecture that will be presented. 

As it can be seen from Fig. 5, the main problem with 
decomposition of E-Shop application in microservices 
architecture that is offered, is Order microservice, which needs 
to be decomposed to three microservices. These 3 
microservices that will be derived from Order microservice 
are: 

 Order microservice. 

 Checkout microservice and. 

 Payment microservice. 

Schematically this decomposition is presented in Fig. 6. 

With decomposition of Order microservice, are archived 
many things. 

The last feature that will be applied when decomposing to 
microservices, in Fig. 6, is adding an API Gateway. 
Schematically this is presented in Fig. 7. 

Decomposition that has been displayed in Fig. 7, contains 
an API Gateway, which acts as reverse proxy, hides 
functionality of microservices that are currently implemented 
in E-Shop application. This is a very good place to implement 
security for microservices. 

C. Load test Comparison 

In this section we will compare monolithic application 
with microservices for our fictive application. Comparison is 
made by using Apache JMeter [20] with different parameters. 
To have results that are comparable with each other we have 
hosted to Docker, with Linux container, all microservices, 
monolithic application and Client which consumes 

microservices is hosted in Internet Information services for 
Windows. For this purpose, we have deployed to test 
environment which is identic for microservices and monolithic 
application. Database is in Microsoft SQL server and contains 
same tables for both applications. Architecture of 
infrastructure for monolithic and microservices is presented in 
Fig. 8. 

Web browser Web application (.Net)

Identity microservice

Product microservice

Order microservice

Checkout microservice

Payment microservice

 

Fig. 6. E-Shop Application Decomposition Second Version. 

Web browser Web application (.Net)

Identity microservice

Product microservice

Order microservice

Checkout microservice

Payment microservice
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Fig. 7. Decomposition that has API Gateway. 
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Fig. 8. Infrastructure of Microservices and Monolithic. 
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The first scenario will perform Get request to home page, 
then to list of products and finally to edit product page. All 
three requests are Get requests. Parameters of testing are set 
same for all applications. Parameters in Apache JMeter are: 

 Number of Threads (users) = 100. 

 Ramp-up period(seconds) = 50. 

 Loop count = 5. 

After creating test plan in Apache JMeter, we have gained 
results as can be seen in Table II. 

In second comparison, as additional will be added post 
request which is responsible for adding new products to 
database. Parameters for Apache JMeter are same as above. 
After creating test plan in Apache JMeter, we have gained 
result as can be seen in Table III. 

The final comparison will be made to order part. There 
will be added get request for checkout, order detail for specific 
product, update to database number of orders and finish 
payment. 

After creating test plan in Apache JMeter, we have gained 
result as displayed in Table IV. 

TABLE II. RESULTS FOR FIRST TEST 

Parameter\Application Monolithic 
Microservices 

First  

Microservices 

Second 

Request Get Get Get 

Samples 1500 1500 1500 

Average 6 10 9 

Min 2 6 6 

Max 41 159 98 

Std. Dev. 5.14 8.83 5.33 

Error % 0.00 % 0.00 0.00 

Throughput 30.2/sec 10.1/sec 10.1/sec 

Received KB/sec 247.14 81.38 81.53 

Sent KB/sec 3.78 1.17 1.17 

Avg. Bytes 8368.6 8268.6 8273.7 

TABLE III. RESULTS FOR SECOND TEST 

Parameter\Application Monolithic 
Microservices 

First  

Microservices 

Second 

Request Get, Post Get, Post Get, Post 

Samples 2000 2000 2000 

Average 872 1851 1219 

Min 2 7 8 

Max 5024 7931 6361 

Std. Dev. 1161.98 1858.53 1428.10 

Error % 0.00 % 0.00 % 0.00 % 

Throughput 22.5/sec 18.0/sec 20.7/sec 

Received KB/sec 2197.87 1855.62 2154.23 

Sent KB/sec 4.50 3.54 4.08 

Avg. Bytes 100061.3 105852.1 106604.9 

TABLE IV. RESULTS FOR THIRD TEST 

Parameter\Application Monolithic 
Microservices 

First  

Microservices 

Second 

Request Get, Post Get, Post Get, Post 

Samples 2000 2000 2000 

Average 7 22 21 

Min 3 6 6 

Max 113 127 319 

Std. Dev. 5.38 15.52 16.53 

Error % 0.00 % 0.05 % 0.15 % 

Throughput 40.4/sec 39.8/sec 40.1/sec 

Received KB/sec 220.37 3576.13 2270.08 

Sent KB/sec 7.61 8.90 8.95 

Avg. Bytes 5591.9 91920.7 57980.4 

Very important statistic that can be derived from Table IV, 
is average response time that is from First and Second 
microservice. Decomposing to Microservices of course that 
has many benefits, but sometimes benefits that can be 
archived from decomposing might hurt performance of the 
system. This is proved by results displayed in Table IV. 

IV. CASE STUDY 

In case study will be discussed for complex system, which 
is implemented in Kosovo, which is Health Insurance Fund 
Information System of Kosovo. Because of data sensitivity we 
have decided to not use this system to decompose to 
microservices approach, so we have used a fictive application. 

Results that are archived by using fictive application are 
very important and there can be draw parallel with Health 
Insurance Fund Information System and other systems. 

Based on results that are archived there should be made a 
tradeoff between current architecture that has this system, 
which is monolithic application and is developed in Asp.Net, 
to decompose to Microservices approach. Again, based on 
results from Results for First Test Table II, Table III and Table 
IV, is evident that decomposing to microservices would 
decrease average response time, but benefits that could be 
archived from microservices, especially for this system, are 
bigger than the average response time. Benefits that will be 
archived are same as mentioned in Section C of III. 

V. CONCLUSIONS 

It is obvious that microservices offer a lot of advantages 
compared to the traditional monolithic architecture. Many of 
the core functionalities of microservices were described 
throughout the paper. Our approach in this paper, was to 
analyze and then compare the same application but developed 
with the two architectural styles. From the results obtained we 
saw that microservices can increase the system’s average 
response time since there are different services that need to 
communicate and exchange information with one another. 
Testing for different parameters with Apache JMeter we saw 
the differences in response times between them. Results from 
Apache JMeter, for three cases, also told that not only 
response time, but also error rate is better than architecture 
based on microservices. On the other hand, architecture based 
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on microservices performs better in number of Kilo Bytes 
send and received per second, in case when test scenario 
contains post method as can be seen from Table IV. 

One big advantage of microservices, is that they are not 
tied to a programming language. They also overcome the 
cumbersomeness of dealing with databases as we saw while 
developing our fictive application. To conclude, choosing 
whether to use the monolithic or the microservices 
architecture is not always clear cut. It all boils down to the 
type of application and what the developer wants to achieve. 
Big applications will benefit from the robustness, efficiency, 
and the well-organized code that the microservices make 
possible. 
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Abstract—Human activity recognition (HAR) techniques can 

significantly contribute to the enhancement of health and life 

care systems for elderly people. These techniques, which 

generally operate on data collected from wearable sensors or 

those embedded in most smart phones, have therefore attracted 

increasing interest recently. In this paper, a random forest-based 

classifier for human activity recognition is proposed. The 

classifier is trained using a set of time-domain features extracted 

from raw sensor data after being segmented into windows of 5 

seconds duration. A detailed study of model parameter selection 

is presented using the statistical t-test. Several simulation 

experiments are conducted on the WHARF accelerometer 

benchmark dataset, to compare the performance of the proposed 

classifier to support vector machines (SVM) and Artificial Neural 

Network (ANN). The proposed model shows high recognition 

rates for different activities in the WHARF dataset compared to 

other classifiers using the same set of features. Furthermore, it 

achieves an overall average precision of 86.1% outperforming 

the recognition rate of 79.1% reported in the literature using 

Convolution Neural Networks (CNN) for the WHARF dataset. 

From a practical point of view, the proposed model is simple and 

efficient. Therefore, it is expected to be suitable for 

implementation in hand-held devices such as smart phones with 

their limited memory and computational resources. 

Keywords—Human activity recognition; random forest; feature 

engineering; sensor signal processing 

I. INTRODUCTION 

In daily life, a person performs diverse set of activities 
such as standing up, sitting down, walking, climbing stairs, 
etc. Automatic recognition of human activities has interesting 
applications in healthcare [1], keeping track of elderly people 
[2], and home automation [3]. Also, it has many clinical 
applications for stroke patients [4], Parkinson's disease 
patients[5], heart rate estimation [6] and in a smart health care 
environment [7]. 

The last two decades witnessed increasing interest in 
Human Activity Recognition (HAR) techniques due to the 
availability of low cost sensors specially those built-in sensors 
available in affordable smartphones [8-10]. Commonly used 
sensor types in HAR applications are accelerometers [11-14], 
heart rate belt sensor [15], gyroscope [16, 17], magnetometer 
[17], or three-inertial sensor units mounted on chest, right 
thigh and left ankle [12]. Such inertia devices operate at low 
frequencies and require low sampling rates. There are several 
issues which make HAR task challenging such as noisy sensor 
data, insufficient training examples due to few participating 
subjects, and the need to implement HAR systems on 

relatively limited-resources smart devices. Therefore, 
numerous studies in literature have been conducted to look for 
suitable representative features for activities, as well as good 
enough recognition models [9]. Moreover, benchmark datasets 
available in literature are different in type of activities, number 
of recorded examples for each activity, experimental settings, 
i.e. controlled procedure [18] whether indoor or outdoor 
environments [19], used sensors and sensor position on 
subject body. According to aforementioned factors, there is a 
significant variance of available HAR systems accuracy in 
conjunction with different datasets [20]. 

HAR recognition techniques can be grouped into two main 
categories. The first is based on computer vision [21, 22] and 
the second is based on data collected from one or more 
sensors. What makes the latter approach appealing is that 
sensors are affordable and are usually found in reasonably 
priced smartphones. Another advantage is that computational 
and storage requirements for processing sensor data is less 
than those required for image processing techniques. 

In this work, the relatively challenging Wearable Human 
Activity Recognition Folder (WHARF) dataset is extensively 
investigated. This dataset is collected using a tri-axial 
accelerometer placed on the right wrist of subjects; hence it 
emulates a smart watch. It is chanllenging because of its small 
sampling rate, 32 Hz, compared to other datasets collected 
using e.g. 50 Hz sampling frequency. Real-time considerations 
for HAR systems require dealing with segments of data points 
with window length between 2 seconds and 10 seconds. 
Therefore, sensors with small sampling rate will deliver fewer 
data points complicating the task of HAR system. Moreover, 
there are 12 different activities in WHARF with few number 
of examples per activity [13]. The proposed approach here 
applies data preporcessing in which signals are filtered using a 
low-pass filter and then scaled so that all features lie within 
the same range. In the second step, data is segmented into 
windows of length 5 seconds with 50% overlapping. In the 
third step, several effective time-domain functions or features 
are extracted. The proposed classifier employs the Random 
Forest (RF) algorithm which achieves the best precision and 
also the best training time compared to other classifiers such 
as Artificial Neural Networks (ANN) and Support Vector 
Machine (SVM). The proposed system is expected to be 
efficient and resource-friendly for smart devices. Besides, 
sensitivity analysis of proposed system components such as 
RF parameters, some important features and preprocessing 
scaling step is conducted. Also, feature importance is 
discussed using the statistical t-test. 

*Corresponding Author  
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The contribution of this work can be highlighted as 
follows: (1) introducing RF-based effective and efficient HAR 
system with average precision of 86.1% and average accuracy 
of 84.8% which improves the state-of-the-art rate of 79.1% for 
WHARF dataset, (2) testing the proposed system on the 
challenging WHARF datase which is considered in only few 
studies in literature [23] and [24], (3) discussing the practical 
implementation issues of proposed system which is important 
in case of further system application on smart devices, and (4) 
conducting sensitivity analysis of important system 
components to determine the optimal settings for proposed 
system. 

The rest of this paper is organized as follows. In Section II, 
relevant related work in the literature is reviewed. The set of 
features to be employed and the proposed Random Forest-
based classifier are presented in Sections III and IV, 
respectively. In Section V, a set of experiments are conducted 
to evaluate the performance of the proposed model and 
compare it to other machine learning techniques. Sensitivity 
analysis is preformed to optimally select the parameters of the 
proposed model in Section VI. Finally, conclusions and 
possible future work are drawn in Section VII. 

II. RELATED WORK 

The HAR procedure from preprocessed raw sensory data 
can be divided into two steps: (1) extracting relevant key 
features from collected data signals (so-called feature 
engineering), and (2) classifying the observed activity based 
on the extracted features. The reduction of data dimensionality 
may can also be required using e.g. principle component 
analysis [25]. Due to the diversity of feature types and the 
classifiers that can be used in these two steps, respectively, the 
literature of HAR problem is wide and extensive. 

Sensors such as tri-axial accelerometer and gyroscope 
provide time domain acceleration and angular velocity 
readings in the x, y, and z axes, respectively. In the literature, 
the various types of features which are extracted from such 
raw data can be divided into two categories: 

1) Time domain features: e.g. the coefficients of an 

autoregressive (AR) model for each of the x, y, and z axes [11, 

18, 26-29], signal magnitude area (SMA) [11, 18, 26-28, 30], 

tilt angle [11, 31], Histogram [17], mean [17, 26, 31], standard 

deviation [25, 26], Jerk [32, 33], roll angle [11, 24] skewness, 

kurtosis and total integral of modulus of accelerations (IMA) 

[12], and. 

2) Frequency domain features: e.g. power spectral density 

(PSD) [12, 25], signal entropy and spectral energy [12, 31], 

largest frequency component, average frequency signal 

skewness, and frequency signal kurtosis [26]. 

It should be noted that the use of various types of features 
is important to improve the classification task. Each class of 
activities has its own set of discriminative features which is in 
general different from other classes. For example, the standard 
deviation feature can be used to distinguish between static and 
dynamic activities, and the Fast Fourier transform (FFT) 
coefficients can be used to distinguish between walking and 
running [11]. 

On the other hand, classifiers used in HAR studies can be 
classified into supervised or unsupervised. Supervised 
classifiers [20] include multilayer neural networks [17, 18, 30, 
31, 34], support vector machine (SVM) [11, 12], decision 
trees [30, 31], random forest [12], k-Nearest Neighbors (kNN) 
[12, 16] and Bayes classifier [16, 25]. Unsupervised 
technique, on the other hand, include Gaussian mixture model 
(GMM) [13], linear-discriminant analysis [27, 28], minimal 
learning machine (MLM) [16], k-means clustering, 
convolutional neural networks (CNN) [35-37] and hidden 
Markov model (HMM) [12]. 

III. TIME-DOMAIN AND STATISTICAL FEATURES 

In this section, the set of features extracted from pre-
processed raw acceleration signals is listed. It is assumed that 
there is a three-dimensional dataset of size N data points 
collected from an accelerometer or a gyroscope, ax(i), ay(i), 
az(i), i =1, 2, · · · , N, for the x, y, and z dimensions. The data is 
first filtered using low pass filter to reduce noise and extract 
the body acceleration bx(i), by(i), bz(i) and gravity acceleration 
gx(i), gy(i), gz(i) components [24]. 

The set of features to be employed in classification are 
derived from both body and gravity acceleration signals as 
listed in Table I. The body acceleration signal features include 
the mean (M) and standard deviation (STD) of filtered signals, 
autoregressive model coefficients, signal magnitude area, tilt 
angle, mean, standard deviation, entropy of jerk of signals, 
mean, standard deviation, power and entropy of jerk of roll 
angle. For gravity acceleration component, the signal power 
along each axis and the mean of angle of x-axis component are 
used. 

IV. THE PROPOSED MODEL 

The proposed classifier consists of three stages as shown 
in Fig. 2. In the first stage, the data is applied to a low pass 
filter to filter out noise and separate body acceleration from 
gravity acceleration. The data is then segmented into windows 
of 5 seconds duration consisting of 160 data points. In the 
second stage, the set of features listed in Table I are extracted. 
Finally, the classification task is performed in the third stage 
using random forest classifier [12]. 

Random Forest can be described as an ensemble or set of 
decision trees as shown in Fig. 2 where each tree produces a 
prediction of the class to which the given example belongs. 
The overall decision is then made using a voting process on 
the most predicted class among all trees in the forest. Random 
forest classifier has several so-called hyper-parameters which 
affect the classification. These include the number of trees in 
the forest and the maximum depth of the trees. The default 
value for number of trees is 100 whereas the default value for 
the maximum depth is 0. This means that each tree will 
expand until every leaf is pure, i.e. all data on the leaf comes 
from the same class. Random Forest classifier first selects 
random feature vectors from the dataset, builds a decision tree 
for each sample and performs a vote to determine the most 
voted prediction. In the current work, the basic RF classifier is 
employed in HAR recognition. To find the optimal RF 
parameters, a sensitivity analysis is conducted in Section 
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TABLE I. LIST OF FEATURES AND THEIR FORMULAS 

Term Meaning Formula Scaling factor 

Autoregressive (AR) 

model coefficients 

Autoregressive model is 

used to predict time series 
data from past data 

records in x, y and z- 

directions 

   ( )   ∑ ( )

 

   

  (   )   ( ) 

 

  √     

Signal magnitude area 

A scalar feature used to 

distinguish static from 

dynamic activities such as 
standing and walking [11] 

    
 

 
∑(|   ( )|  |   ( )|  |   ( )|)

 

   

   ||(  )
 || 

Tilt Angle 

Angle between z-axis and 
gravitational vector g. It is 

used to distinguish 

postures such as standing 
and lying [11] 

  
 

 
∑       (

 

   

   ( )

||   ||
 

 

  √     

Jerk 
The rate of change of 
body acceleration.    

    ( )

  
 - 

Roll angle 

Describes the rotation of 

accelerometer attached to 
the participant’s hand 

about x-axis as shown in 

Fig. 1 [24] 
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Angle of x-axis 

gravity signal 

This angle is used to 

estimate sensor attitude 
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Entropy of signal (S) 
Statistical measure of 

signal randomness 
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Mean 

Describes the central 

tendency or the dc level 

of the signal 
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Standard deviation 
Describes the amount of 

variation around the mean    √
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Fig. 1. Accelerometer Orientation during WHARF Dataset Collection [23] and (b) Roll Angle ( ) after Rotation Around x-axis. 
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Fig. 2. Block Diagram of the Proposed Human Activity Recognition System. 

V. EXPERIMENTAL RESULTS 

A. Dataset 

In this section, the benchmark Wearable Human Activity 
Recognition Folder (WHARF) dataset by Bruno et al. [13], is 
used to examine the performance of the proposed HAR 
technique. The dataset was collected by an ad-hoc tri-axial 
accelerometer sensor attached to the right wrist of the 
participant. The participants are 17 volunteers; 11 males, with 
age ranging from 19 to 81 years; and 6 females, with ages 
between 56 and 85 years [11]. The digital resolution of the 
sensor is 6 bits and the sampling rate is 32 Hz. The dataset 
contains the following 12 activities: Brush_teeth (BT), 
Climb_stairs (CS), Comb_hair (CH), Descend_stairs (DS), 
Drink_glass (DG), Getup_bed (GB), Liedown_bed (LB), 
Pour_water (PW), Sitdown_chair (SD), Standup_chair (SU), 
Use_telephone (UT) and Walk (WK). The examples of each 
activity class are contained in a separate folder and raw signals 
for each single activity are saved in one text file. 

B. Classification Rates 

According to recent studies in the literature [23, 26, 35], 
classification results of different classifiers and settings have 
been reported in terms of the Precision (or positive predictive 
rate) and the Recall (or sensitivity) as the most crucial metrics 
in HAR applications. Let TP, FP and FN denote true positive, 
false positive and false negative, respectively, then the 

precision (P) can be calculated as   
  

     
, whereas the 

recall (R) is expressed as   
  

     
  

All experiments were conducted using machine learning 
package Sklearn in Python. Each activity signal is segmented 
into windows of 5 seconds duration [24] in order to fulfil real-
world demands of HAR systems [26]. In Table II, a 
comparison is made between the proposed model using 
random forest against SVM and ANN. The results show that 
SVM and ANN have better precision than random forest in 
some activities. For example, SVM achieves 92.1% for 
Walking while ANN achieves 97% for Descend_stairs 
activity. However, the proposed model outperforms both SVM 
and ANN in terms of the average precision achieving 86.1% 
over all activities. 

TABLE II. COMPARISON OF THREE CLASSIFIERS USING THE SAME FEATURE SET IN TERMS OF PRECISION METRIC (%). THE ACTIVITIES ARE BRUSH_TEETH 

(BT), CLIMB_STAIRS (CS), COMB_HAIR (CH), DESCEND_STAIRS (DS), DRINK_GLASS (DG), GETUP_BED (GB), LIEDOWN_BED (LB), POUR_WATER (PW), 
SITDOWN_CHAIR (SD), STANDUP_CHAIR (SU) , USE_TELEPHONE(UT) AND WALK (WK) 

 BT CS CH DS DG GB LB PW SD SU UT WK Av. Pre. 

SVM 83.1 73.8 86.3 87.8 85.3 66.4 46.2 83.6 75.6 65.4 97.3 92.1 78.6 

ANN 92 74.3 96.9 97 88.2 63.8 68.4 79.2 79.2 64.2 82.6 82.4 80.7 

RF 94.6 85 91 94.1 90.7 75.2 72.2 81.6 88.8 85.1 92.7 82.4 86.1 
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VI. SENSITIVITY ANALYSIS AND DISCUSSION 

A. RF Hyper-Parameters 

The hyper-parameters of a random forest, number of trees 
and maximum tree depth, has a significant effect on the 
performance of the proposed classifier. To determine the 
optimal values for these parameters, the classifier is 
extensively tested using different sets of parameters to obtain 
the best possible precision. The results of this experiment is 
shown in Fig. 3 where it can be noticed that as the number of 
estimators increases, the size of the model on the disk 
significantly increases, however, without significant increase 
in the precision. Therefore, the best precision obtained is 
86.1% with 100 trees and maximum depth 20. The model size 
on the disk, in this case, is 16 MB which is reasonable. 

B. Effect of Feature Scaling and Normalization 

In the proposed model, the use of normalized (scaled) 
features leads to an average precision of 86.1% as shown in 
the first row in Table III. Using un-normalized features, 
however, reduces the average precision to 83.5% as shown in 
the second row in Table III. This emphasizes the importance 
of feature normalization. 

C. Feature Reduction based on the T-Test 

It is important to check the validity and strength of features 
independently of the classifier to be used afterwards. This 
simplifies the analysis of the model and reduces the overhead 
of re-running the whole model several times to check the 
effect of every feature on the performance. 

To evaluate the power of a given feature fi in 
discriminating between two classes, the following t-test 
formula can be used 

 (  )  
|         |

√
    

 

  
 
   

 

  

 

where    denotes the i-th feature,    and     are the sample 
means,     and     are the sample standard deviations, and    
and    are the size of the two classes, respectively. 

Fig. 4 shows the percentage of effective features in each 
model. For each feature column, a two-sample t-test was 
carried out between one independent activity class and the 
other classes in each dataset, is a so-called one-versus-all 
binary classification. It is possible to conclude that if average 
t_val is less than or equal to a critical threshold of 10, the 
feature is not discriminative enough and could be safely 
eliminated. It is found that the average t-value for 13 features 
is less than or equal to 10 and, hence, the size of feature vector 
reduces to only 24 features. The previous experiments are 
repeated using the reduced feature vector and the results are 
shown in Table III. It can be seen from Table III that using the 
reduced set of features, the average precision decreases from 
84%, using full set of features, to only 82% which may not be 
acceptable. 

Table III also shows that the precision is high for some 
classes and low for others. As can be noticed in Table III, for 
the activities which made by hand, such as Brush_Teeth, 
Comb_Hair, Drink_Glass and Use_Telephone, good precision 
is obtained. Recalling that the sensor is attached to the wrist of 
the right hand, it can be realized that the position of the sensor 
helps in capturing these activities in a better way. 

D. Size on the Disk and Training Time 

In this part, we compare the proposed model using random 
forest to ANN and SVM in terms of model size in memory 
and training, and inference times. The results are shown in 
Table IV where it can be seen that the proposed model is 
superior to SVM in terms of training time. The proposed 
model is even better compared to ANN, although the 
difference is not significant if the number of iterations used in 
training ANN is reduced. On the other hand, the size of the 
proposed random forest classifier, 16 MB, is large compared 
to the other two classifiers and its inference is slower. The 
large size of the RF classifier is due to the large number of 
trees, 100, employed. Although the proposed model has large 
size and slower inference time, which is only 0.01 seconds, 
they are still reasonable. This combined with fast training 
time, makes the proposed classifier suitable for use in 
smartphones and hand held devices. 

 

Fig. 3. Average Precision and Size on Disk for Several Combinations of the Number of Trees (Estimators) and the Maximum Depth in the RF. 
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Fig. 4. Estimated Discriminating Power of Features using T-Test. 

TABLE III. PRECISION (P) FOR PROPOSED MODEL USING FULL SET OF 37 FEATURES, FEATURES WITH NO SCALING AND REDUCED SET OF 24 FEATURES FOR 

EACH ACTIVITY CLASS IN WHARF DATASET FOR RANDOM FOREST WITH 100 ESTIMATORS AND DEPTH 20 

Feature Settings BT CS CH DS DG GB LB PW SD SU UT WK 
Av. Pre. 

(%) 

Model feature set 26.49 58 20.16 26.09 21.04 08.00 09.99 50.49 55.52 58.00 29.45 59.22 86.1 

No scaling 52.02 58.85 29.08 26.82 02.94 06.50 51 09.50 05 51 58.24 52.96 83.5 

Reduced Features 26.25 54.90 50.8 52.06 52.02 49.52 011 04.42 44.40 46.14 55.12 50.12 82.2 

TABLE IV. SIZE ON DISK, TRAINING AND INFERENCE TIME FOR PROPOSED RF, ANN AND SVM CLASSIFIERS USING FULL 37 SET OF NORMALIZED FEATURES 

 Size on the disk Training time (seconds) Inference time (seconds) 

RF (100 estimators, depth 20) 16 MB 1.85 .011 

ANN (55 hidden neuron) 113 KB 
18 (1000 iterations) 
12 (500 iterations) 

2.88 (100 iterations) 

.001 

SVM (Grid search training) 930 KB 150 (via grid search) < .000001 sec 

E. Comparison with other Studies on WHARF Dataset 

In this section, we compare the proposed model to other 
models on the same dataset [24] and [23]. First, Jordao [24] 
used the same activities used in the current model. However, 
the author first performed data augmentation and calculated 
the attitude estimation as features to improve the convolution 
neural network performance. On the other hand, Aguirre [23] 
dealt with the raw data, performed feature extraction and then 
introduced the features to a SVM classifier. In the 
aforementioned studies, accuracy the model has been reported, 
thus for the proposed model here average accuracy is 
calculated as the ratio of total number of correctly predicted 
labels to total number of tested labels. Results of classification 
accuracy shown in Table V reveal the superiority of proposed 
model. 

F. Limitations of the Current Work 

The proposed model (features + classifier) is tested only 
on one dataset. However, in order to well investigate the 
generalization of such model, there is a need to test more 
benchmark datasets for human activity recognition. In 
addition, the model needs to be refined in order to achieve real 
time requirements such as considering smaller window size. 
Also, current study lacks to consider the effect of variant 
sampling rates of employed sensors. For WHARF data set, 
sensor is 32 Hz whereas sensors embedded in smartphones are 
usually 50 Hz. Similarly, sensor or device orientation is 
expected to affect such HAR models performance. Here, the 
effect of roll angle is considered, however other dynamic 
movements of human limbs (i.e. wrist, shoulder, waist or leg) 
are vital for determining the most suitable feature set. 
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TABLE V. COMPARISON OF THE PERFORMANCE OF THE PROPOSED MODEL TO PREVIOUS STUDIES [24] AND [23] ON THE WHARF DATASET 

 Feature Extraction Features domain Classifier Average Accuracy (%) 

Aguirre [23] Engineered Time-domain SVM 66.48 

Jordao [24] Raw acceleration signals Activations of convolution layers CNN 79.31 

Proposed model Engineered Time-domain RF 84.86 

VII. CONCLUSION AND FUTURE WORK 

In this work, a simple classification model based on 
random forest classifier has been proposed for human activity 
recognition tasks. HAR becomes a very attractive field not 
only due to the wide range of applicability of machine 
learning tools, but also for important applications like 
rehabilitation, health monitoring and clinical applications. The 
proposed technique employs a feature vector consists of 
several time-domain features extracted from accelerometer 
sensor data such as AR model coefficients, mean, and 
standard deviation. The proposed model is shown to achieve 
better average accuracy compared to other methods proposed 
in the literature such as SVM and ANN. RF also has a better 
classification rate compared to CNN on the same WHARF 
dataset. The proposed system was trained for segmented data 
as done in some previous studies. 

Examining the implementation of the proposed model on 
smart devices can be examined in future work. It also possible 
to use more than one sensor embedded in smartphones instead 
of using one wearable sensor as in WHARF. This opens a 
window for an interesting extension in HAR field concerning 
implementation of efficient and accurate models on personal 
devices and examining them in practical environments. 
Another reasonable extension for this work is to deal with 
signals that may contain readings of more than one activity. 
For example, the user may be in a continuous movement 
where he or she switches between some activities like 
walking, climbing stairs, sitting and others. It is therefore 
interesting to examine the performance of the proposed 
models in literature in real-time situations and ensure that they 
achieve results similar to those obtained off line. 
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Abstract—Due to the new possibilities offered by digital 

technologies, more and more companies are embarking on a 

process of digitizing their supply chains. This dynamic seems to 

be the opportunity to analyse the impact that digital technologies 

may have on one of the phenomena that disrupt financial flows 

within supply chains, and that can alter the companies’ treasury, 

namely that of cash flow bullwhip (CFB). The results of the 

systematic literature review that was carried out allow to affirm 

that several technologies can contribute positively to limiting this 

phenomenon and this by acting on these operational causes, 

which are the reliability of forecasts, batch orders, the 

fluctuation in sales prices, rationing games, and lead times. 

Keywords—Cash flow bullwhip; digital technologies; 

digitization; supply chain; cash flow; bullwhip effect 

I. INTRODUCTION  

Without controlling its financial flows, the company 
cannot continue to operate even if it proposes an attractive 
offer to the market [1]. In this regard, it is obvious that any 
company must pay particular attention to this part of the flows 
which are in reality only the consequences of the physical and 
information flows of a supply chain. In fact the overall 
performance of companies is linked with their financial 
performance [2], [3], which make the control of financial 
flows very important. That said, research has shown that these 
financial flows are usually undergoing a disruption, referred to 
as cash flow bullwhip (CFB), and which is observed in almost 
all supply chains [4]. In this regard, it has been shown that 
CFB originates from the phenomenon of the bullwhip effect 
[4]. Indeed, the amplification of stocks caused by the BWE, 
slows down the time necessary to convert them in sales, and 
even makes this time instable. This leads to a delay in the cash 
flow generation [4]. 

The diagram below illustrates the dynamics of the CFB at 
the level of the supply chain (Fig. 1). 

Mathematical modeling of the CFB shows that this 
disturbance is caused by the bullwhip effect and supply 
chains’ lead times [4]. This is to say that the causes of CFB 
are lead times, reliability of sales forecasts (quality of demand 
signals processing), batch orders, sales price fluctuations, and 
rationing games between supply chain members [5]. 

While several studies have tried to propose solutions for 
the causes listed above [6], the rise of digital technologies 
prompts to be interested in the possible contributions of these 
technologies in reducing the causes of CFB. In what follows, 

we propose a systematic review of the literature concerning 
the contribution of digital technologies to the control of CFB. 
We propose to structure the rest of the document in three main 
parts. The first part will be devoted to the research 
methodology. The second will present the descriptive analysis 
of the results. The third part will synthesize the results of the 
content analysis by identifying the concept of digitization and 
the main digital technologies, and by illustrating the impacts 
of these technologies on each of the operational causes of 
CFB. We will conclude with a summary and avenues for 
further research. 

 

Fig. 1. BWE and CFB in Supply Chains (Tangsucheeva & Prabhu, 2014). 

II. METHODOLOGY 

In order to fully understand the potential impacts of 
digitalization on the CFB, we opt for a systematic literature 
review. This type of literature review is more methodical 
compared to narrative reviews, and establishes an in-depth 
description of the steps taken to select, examine and analyze 
relevant sources with the aim of minimizing bias and 
increasing transparency. 

We choose the approach of Denyer and Tranfield which 
distinguishes the following four steps (Fig. 2): 

 

Fig. 2. Research Methodology. 

1) 
Formulation 
of research 
questions 

2) Locating 
research 
articles 
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and 
evaluation 
of research 
articles 

4) Reporting 
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results 
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The research question can be formulated as following: 

 How the use of digital technologies by supply chain 
members, can lead to a control of the cash flow 
bullwhip? 

To answer this question, we need to first address the 
following questions: 

 What is the meaning of digitization? 

 What are the main digital technologies related to 
supply chain management? 

 In which manner can the digital technologies act on the 
operational causes of cash flow bullwhip? 

A. Definition of Keywords and Databases 

Articles potentially related to our topic were identified in 
the ―Scopus‖ and ―Taylor & Francis‖ databases by using the 
combination of the following terms: "Digital technologies and 
cash flow bullwhip", "Digital technologies and bullwhip 
effect", ―Digitization and cash flow bullwhip‖, ―Digitization 
and bullwhip effect‖. 

B. Definition of Selection Criteria 

The identification of the most relevant articles was carried 
out in October 2020. The selection was made based on reading 
article summaries or book introductions. The diagram below 
shows the item selection process (Fig. 3): 

 

Fig. 3. Research Work Selection Process. 

III. DESCRIPTIVE ANALYSIS OF THE RESULTS 

By analyzing the nature of the research work selected, we 
find that most of them are journal articles, as the figure below 
shows (Fig. 4): 

On the other hand, the analysis of research work 
publication’s year shows that this is a relatively new subject, 
since the first article identified was released in 2005. The 
figure below shows the distribution of the articles, by year of 
publication (Fig. 5): 

 

Fig. 4. Number of Documents per Nature. 

 

Fig. 5. Distribution of Publications per Year. 

Finally, the analysis of the research work type reveals the 
following results (Fig. 6): 

 

Fig. 6. Distribution of Research Work by Type. 

IV. CONTENT ANALYSIS RESULTS 

A. Digitizing 

Looking at the existing literature, several definitions can 
be associated with digitization. For some authors, 
digitalization is the integration of digital technologies into 
business processes [7][8]. For others, it is an organizational 
strategy deployed using digital resources to create value [9]. A 
third definition that seems adequate is that digitizing 
represents a fundamental change in traditional business 
practices by redefining new capabilities, processes, and 
relationships [10]. 

Despite the diversity of existing definitions, these 
converge towards the fact that digitization is not limited to the 
use of digital technologies, but also involves a break with 
traditional business processes and relationships based on 
capabilities digital, thus transforming the business model, 
operational processes and customer experience. 
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B. Digital Technologies 

Several works have tried to list and identify the digital 
technologies that constitute the basic foundation of 
digitization. We propose to limit ourselves to the framework 
proposed by Schlüter and Hetterscheid in 2017, which is 
oriented towards the digital technologies used at the level of 
supply chains, and which are as follows [11] (Fig. 7): 

 

Fig. 7. Digital Technologies. 

 Mobile devices: A mobile device is a portable tablet or 
other device designed for portability, and therefore is 
both compact and lightweight. It’s powerful enough to 
do the same things as a computer. 

 Internet of Things (IOT): It is a dynamic global 
network infrastructure with self-configuration 
capabilities based on standard and interoperable 
communication protocols where physical and virtual 
"objects" have identities, physical attributes and virtual 
personalities, use intelligent interfaces and are 
seamlessly integrated into the information network 
[12]. These infrastructures connect objects and make it 
possible to access, manage and exploit data. [13]. 

 Virtual reality is defined as the development of 
simulated expertise which is somewhat similar to the 
real-time situation. In addition, virtual reality is an 
imitation using the computer / communication devices 
across borders [14]. Augmented reality is a technology 
that allows you to mix between the virtual world and 
the real world. It allows digital information to be added 
to our actual visual field, by superimposition. 

 Cloud Computing: A style of computing in which 
computing capabilities scale and are delivered as a 
service via internet technologies 'in the cloud'. It also 
refers to the use of software owned, delivered, and 
managed remotely by a third party on a paid or 
subscription basis (also referred to as ―software as a 
service‖ or ―SaaS‖) [15]. 

 Blockchain: This is a distributed ledger in which data is 
stored in a series of blocks. Each of the nodes in a 

blockchain network has a copy of the blockchain. Each 
time blockchain data is modified, it is distributed 
throughout the network [16]. Blockchain technology 
relies on distributed ledgers, encryption, Merkle tree 
hashing, and consensus protocols [17]. 

 Cyber-physical system (CPS): Systems, which directly 
connect real (physical) objects and processes to 
(virtual) information processing objects and processes 
via interconnected, open, and partially global 
information networks [18]. 

 Additive manufacturing: It is a process of creating 
physical objects by superimposing different layers of 
material on the basis of a digital model. [19]. 

 Robotics: A robot is a reprogrammable multifunctional 
manipulator designed to move equipment, parts, tools, 
or specialized devices by variable programmed 
movements to perform a variety of tasks. It is a 
machine capable of automatically performing a 
complex series of actions programmed by a computer. 

 Artificial intelligence: is the means of exploiting, in 
real time, the mass of information collected, of sorting 
and analyzing it via algorithms making it possible to 
build predictive models. This can only be achieved 
with Big Data, which can be defined as a new 
generation of technologies designed to enable 
organizations to extract value from large volumes of 
data [20]. 

 Cyber Security: Cyber security corresponds to all the 
techniques used to preserve the integrity of networks, 
programs and data against unauthorized access. It 
refers to all technologies and processes and can also be 
referred to as information technology security [21]. 

 Social media: Corresponds to technologies that allow 
for social interactions, using communication 
capabilities, such as the internet or a mobile device 
[15]. 

C. Impacts of Digital Technologies on the Operational 

Causes of CFB 

1) Demand forecast: One of the major causes behind the 

CFB is the reliability of demand forecasts and their updating. 

In fact, forecasts are often based on historical demand. 

However, distortions in demand can occur, for example, when 

a customer places an order, the supplier tends to treat this 

information as a signal of future demand for the product, but 

in reality the customer's demand often includes a part which is 

linked to a safety stock that the one always tries to keep in 

order to protect itself against the variation of demand and 

delivery times [5], [22]. In this regard, improved demand 

forecasting and processing of demand signals may be possible 

through the use of CPS which allows the sharing of 

operational production information in real time, improving 

visibility into physical flows [23]. 

Furthermore, by excluding human interpretation bias, 
artificial intelligence can improve the processing of demand 
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signals. Indeed, through the volume of data offered by Big 
Data, it is easy to develop artificial intelligence to detect and 
interpret patterns, thus leading to better processing of demand 
signals [24]. 

On the other hand, improved processing of demand signals 
can be achieved using cloud computing. Indeed, by 
introducing the standards of communication, security and 
confidentiality, the cloud contributes to the reduction of data 
inconsistencies that serve as the basis for processing demand 
signals [25]. 

That said, another technology also improves the processing 
of demand signals. Thus, the demand forecasting, which is 
often carried out by each supply chain member without 
synchronization, can be significantly improved thanks to the 
speed of the transmission of information that RFID allows. 
Indeed, through the data stored at the tag level, RFID makes it 
possible to provide and process information more quickly and 
efficiently. This helps to give better visibility in the logistics 
chain in relation to the flow of materials. This makes 
integrated planning and therefore better decision making 
possible [26]. 

The impact of RFID on improving processing of demand 
signals has also been highlighted by other researchers. Indeed, 
the simulation work carried out on a logistics chain, shows 
that the elimination of the inaccuracy of stocks, which this 
technology allows, helps to avoid stock-outs [27]. 

In addition, blockchain is a digital technology that can help 
improve the processing of demand signals, thanks to the 
sharing of information it enables between actors in the supply 
chain. This is because as data sharing is distributed, members 
of a supply chain can have equal access to data from other 
members, even when they are further downstream [28]. 

2) Batch order: Grouping orders in batches can lead to 

information distortion. Indeed, since placing orders is 

generally expensive and time consuming, companies prefer to 

order in batches, instead of ordering their strict needs more 

frequently [5], [22]. On the other hand, at the production level, 

manufacturers set the sizes of production batches, to deal with 

the setup times required to adjust their production machines. 

These optimization practices at the local level of each 
stakeholder in the chain, leads to inefficiency throughout the 
supply chain thus causing CFB. In this regard, several digital 
technologies offer solutions to the reduction of batch sizes by 
reducing the times of operations relating to setup and lunch 
times. 

Thus, the deployment of RFID at the level of the 
production lines allows the automation of a certain number of 
operations which are part of the setup times, such as those 
dedicated to the establishment of tracking sheets, quality 
sheet, etc. RFID deployed in warehouses contributes to 
reducing the time and effort required to receive orders, as can 
be seen from the experience of the Metro distributor, which 
reduced the time it took to process pallets from 90 to70 
seconds through the implementation of RFID [26]. This 
encourages companies to reduce the size of replenishment 
order lots. 

Another contribution of digital technologies in the 
reduction of batch sizes is the use of CPS systems for the 
automation of quality controls, which allows manufacturers to 
reduce the time dedicated to quality controls which are part of 
the setup time, and therefore reduce batch sizes [29]. 

3) Fluctuation in selling prices: Fluctuating prices have 

an impact on the purchasing decisions of customers. When the 

price of a product is reduced, customers can buy it in larger 

quantities than necessary [5], [22]. When the price of the 

product returns to normal, customers stop buying it until their 

stocks are depleted. Due to these price fluctuations, the 

customer's purchasing habits do not reflect an actual 

consumption pattern, and the variation in quantities purchased 

is much greater than that in the rate of consumption [5], [22]. 

This situation, which creates a desynchronization between 
the rhythm of the order and the rate of consumption of the 
products, thus gives the supplier an erroneous sign as to the 
real need of the market. This often causes the supplier to 
restock (produce) more to keep up with the momentary rise in 
demand. At the end of the promotions, customers return to 
their normal rate of demand, thus causing overstock at the 
level of their supplier, and thus causing the bullwhip effect 
and consequently the CFB. 

Several studies confirm the positive role that certain digital 
technologies can play in controlling this operational cause of 
CFB. Thus, the results of the use of algorithms for forecasting 
demand in a context of variations in selling prices, allow to 
conclude on the positive impact that artificial intelligence can 
have in controlling price variations [24]. 

In addition, the blockchain also makes it possible to store 
contractual data that the parties can use to detect price 
fluctuations, in order to correlate them with fluctuations in 
demand, which contributes to a better analysis of customer 
demand [28]. 

4) Rationing games: The rationing games led by members 

of a supply chain, and which are at the origin of CFB, can be 

avoided by the use of several digital technologies. Indeed, in 

the event of a risk of shortage in the market, some companies 

increase their orders from their suppliers, thus giving a false 

image on the level of real demand on the market, and pushing 

suppliers to increase their level of production and stock. To 

remedy this situation, the deployment of blockchain 

technology will give suppliers more visibility relative to the 

actual level of demand, which will allow them to synchronize 

their production with respect to final demand, rather than 

blindly following the rationing games of its customers. 

5) Lead times: Several research studies highlight the link 

between the reduction of lead times and the use of digital 

technologies. Thus, CPS can increase the visibility of physical 

flows in supply chains and thus improve the availability of 

information and its sharing. This makes instantaneous data 

collection and processing possible, reducing production lead 

times [23], [30]. Additionally, CPS helps in reducing 

production times by putting feedback loops on production 

quality [29]. 
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In addition, the speed of data enabled by big data and 
artificial intelligence also contributes to the reduction of lead 
times [31]. 

In addition, the reduction in lead times can be met through 
the use of cloud computing. Indeed, the sharing of information 
in real time between the actors of the supply chain, as well as 
the reduction of data inconsistencies can be ensured by cloud 
computing [31], [32]. In this sense, the flexibility and 
scalability of cloud systems provide the necessary 
infrastructure for simplified information sharing within supply 
chains, thereby reducing lead times [25]. 

V. CONCLUSION 

The results of this research allow to conclude that the use 
of digital technologies can really impact the operational causes 
of CFB, and lead to its control. Having said that, and looking 
at the existing research; it seems that only blockchain, 
artificial intelligence, cloud computing, cyber-physical 
systems, IOT, and RFID have a role in this control. On the 
other hand, we found it difficult to link certain technologies 
such as additive manufacturing, cyber security, augmented 
reality, and social media with the reduction of CFB. It would 
be interesting to empirically prove the positive contribution of 
the technologies previously mentioned on CFB, and more 
generally on the overall performance of logistics chains. The 
diagram below gives a synthetic view of the impact of 
technologies on CFB (Fig. 8): 

 

Fig. 8. How Digital Technologies Contribute in the Control of CFB. 

REFERENCES 

[1] H. Drissi and M. El ghazali, Audit intene et management des risques, 
Auditeur. 2018. 

[2] M. Fri, F. Fedouaki, K. Douaioui, C. Mabrouki, and E. Semma, ―2019, 
Supply Chain Performance Evaluation Models, State-of-the-Art and 
Future Directions,‖ Oct. 2019, doi: 10.35940/ijeat.A2049.109119. 

[3] A. Gacim, H. Drissi, and A. Namir, ―Evaluation of the performance of 
the university information systems: Case of Moroccan universities,‖ Int. 
J. Adv. Comput. Sci. Appl., vol. 10, no. 6, pp. 224–230, 2019, doi: 
10.14569/ijacsa.2019.0100631. 

[4] R. Tangsucheeva and V. Prabhu, ―Modeling and analysis of cash-flow 
bullwhip in supply chain,‖ Int. J. Prod. Econ., vol. 145, no. 1, pp. 431–
447, 2013, doi: 10.1016/j.ijpe.2013.04.054. 

[5] H. L. Lee, V. Padmanabhan, and S. Whang, ―The Bullwhip Effect in 
Supply Chains,‖ Sloan Manage. Rev., vol. Vol. 38, no. 3, 1997. 

[6] H. Lamzaouek, H. Drissi, and N. El Haoud, ―Cash Flow Bullwhip—
Literature Review and Research Perspectives,‖ Logistics, vol. 5, no. 1, 
p. 8, 2021, doi: 10.3390/logistics5010008. 

[7] D. Y. Liu, S. W. Chen, and T. C. Chou, ―Resource fit in digital 
transformation: Lessons learned from the CBC Bank global e-banking 
project,‖ Manag. Decis., vol. 49, no. 10, pp. 1728–1742, 2011, doi: 
10.1108/00251741111183852. 

[8] K. Douaioui, M. Fri, C. Mabroukki, and E. A. Semma, ―The interaction 
between industry 4.0 and smart logistics: Concepts and perspectives,‖ 
2018 Int. Colloq. Logist. Supply Chain Manag. LOGISTIQUA 2018, 
vol. 0021266798, no. April, pp. 128–132, 2018, doi: 
10.1109/LOGISTIQUA.2018.8428300. 

[9] A. B. and O. A. S. and P. A. P. and N. Venkatraman, ―Digital business 
strategy: toward a next generation of insights,‖ Manag. Inf. Syst. Q., vol. 
37, pp. 471–482, 2013, doi: 10.1615/TelecomRadEng.v76.i10.20. 

[10] H. Lucas, R. Agarwal, E. Clemons, O. Sawy, and B. Weber, ―Impactful 
Research on Transformational Information Technology: An Opportunity 
to Inform New Audiences,‖ MIS Q., vol. 37, pp. 371–382, Jun. 2013, 
doi: 10.25300/MISQ/2013/37.2.03. 

[11] F. Schlüter, ―Supply Chain Process Oriented Technology-Framework 
for Industry 4 . 0,‖ no. October, 2017. 

[12] R. van Kranenburg and S. Dodson, The Internet of Things: A Critique of 
Ambient Technology and the All-seeing Network of RFID. Institute of 
Network Cultures, 2008. 

[13] B. Dorsemaine, J. P. Gaulier, J. P. Wary, N. Kheir, and P. Urien, 
―Internet of Things: A Definition and Taxonomy,‖ Proc. - NGMAST 
2015 9th Int. Conf. Next Gener. Mob. Appl. Serv. Technol., no. 
September, pp. 72–77, 2016, doi: 10.1109/NGMAST.2015.71. 

[14] M. Javaid and A. Haleem, ―Virtual reality applications toward medical 
field,‖ Clin. Epidemiol. Glob. Heal., vol. 8, no. 2, pp. 600–605, 2020, 
doi: 10.1016/j.cegh.2019.12.010. 

[15] K. Schwertner, ―Digital transformation of business,‖ Trakia J. Sci., vol. 
15, no. Suppl.1, pp. 388–393, 2017, doi: 10.15547/tjs.2017.s.01.065. 

[16] S. Nakamoto, ―Bitcoin: A Peer-to-Peer Electronic Cash System,‖ 
Cryptogr. Mail. List https//metzdowd.com, Mar. 2009. 

[17] P. Tasca and C. J. Tessone, ―A Taxonomy of Blockchain Technologies: 
Principles of Identification and Classification,‖ Ledger, vol. 4, pp. 1–39, 
2019, doi: 10.5195/ledger.2019.140. 

[18] W. Schroeder, ―Germany’s Industry 4.0 strategy: Rhine capitalism in the 
age of digitalisation,‖ Friedrich Ebert Stift., pp. 0–16, 2016, [Online]. 
Available: https://www.uni-kassel.de/fb05/fileadmin/datas/fb05/FGPoli 
tikwissenschaften/PSBRD/FES-London_Schroeder_Germanys_ 
Industrie_4.0_Strategy.pdf. 

[19] ―Fabrication additive – connaissez-vous la norme française spécifique à 
cette technologie industrielle innovante ? - AFNOR Normalisation.‖ 
https://normalisation.afnor.org/actualites/fabrication-additive-
connaissez-vous-la-norme-francaise-specifique-a-cette-technologie-
industrielle-innovante/ (accessed Nov. 07, 2020). 

[20] R. L. V. C. W. Olofson and M. Eastwood, ―Big Data: What It Is and 
Why You Should Care,‖ International Data Corporation (IDC). . 

[21] S. P.S, N. S, and S. M, ―Overview of Cyber Security,‖ Ijarcce, vol. 7, 
no. 11, pp. 125–128, 2018, doi: 10.17148/ijarcce.2018.71127. 

[22] Jay W. Forrester, Industrial Dynamics. MIT Press, Cambridge, Mass, 
1961. 

[23] S. J. Wang, C. T. Huang, W. L. Wang, and Y. H. Chen, ―Incorporating 
ARIMA forecasting and service-level based replenishment in RFID-
enabled supply chain,‖ Int. J. Prod. Res., vol. 48, no. 9, pp. 2655–2677, 
2010, doi: 10.1080/00207540903564983. 

[24] T. O’Donnell, L. Maguire, R. McIvor, and P. Humphreys, ―Minimizing 
the bullwhip effect in a supply chain using genetic algorithms,‖ Int. J. 
Prod. Res., vol. 44, no. 8, pp. 1523–1543, 2006, doi: 
10.1080/00207540500431347. 

[25] Y. Yu, R. Q. Cao, and D. Schniederjans, ―Cloud computing and its 
impact on service level: a multi-agent simulation model,‖ Int. J. Prod. 
Res., vol. 55, no. 15, pp. 4341–4353, 2017, doi: 
10.1080/00207543.2016.1251624. 

Digital technologies 

 CPS IOT/RFID Blockchain 
Cloud 

Computing 
Artificial 

Intelligence 

C
a

sh
 F

lo
w

 B
u

ll
w

h
ip

 O
p

e
ra

ti
o

n
a

l 
C

a
u

se
s Demand 

forecast 

Instant sharing 
of production 
information 

Rapid data 
transfer 

 
Data 

reliability 

Collaborative 
data sharing 

Reduction of 
inconsistencies 

in demand 
data via the 
standards 

used 

Better 
processing of 

demand 
signals via 
algorithm 

Batch order 
Automation of 

quality 
controls 

Automation 
of 

operations 
at the origin 

of setup 
costs 

   

Price 
fluctuations 

  

Management 
of 

contractual 
price data 

 

Adapted 
algorithms to 
variations in 
selling prices 

Rationing 
games 

  

Real vision of 
end 

customer 
demand 

  

Lead times 

Automation of 
quality 

controls 
 

Instant data 
collection 

  
Real-time data 

sharing 

Rapid data 
processing 
through big 

data 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

173 | P a g e  

www.ijacsa.thesai.org 

[26] A. Melski, J. Mueller, A. Zeier, and M. Schumann, ―Assessing the 
effects of enhanced supply chain visibility through RFID,‖ 14th Am. 
Conf. Inf. Syst. AMCIS 2008, vol. 1, no. January 2014, pp. 470–481, 
2008. 

[27] E. Fleisch and C. Tellkamp, ―Inventory inaccuracy and supply chain 
performance: A simulation study of a retail supply chain,‖ Int. J. Prod. 
Econ., vol. 95, no. 3, pp. 373–385, 2005, doi: 
10.1016/j.ijpe.2004.02.003. 

[28] V. Engelenburg, ―Delft University of Technology A Blockchain 
Architecture for Reducing the Bullwhip Effect A blockchain architecture 
for reducing the bullwhip effect,‖ 2018, doi: 10.1007/978-3-319-94214-
8. 

[29] L. Baur and E. M. Frazzon, ―Evaluating the contribution of in-line 
metrology to mitigate bullwhip effect in internal supply chains,‖ IFAC-
PapersOnLine, vol. 51, no. 11, pp. 1714–1719, 2018, doi: 

10.1016/j.ifacol.2018.08.209. 

[30] Y. Zhang, L. Zhao, and C. Qian, ―Modeling of an IoT-enabled supply 
chain for perishable food with two-echelon supply hubs,‖ Ind. Manag. 
Data Syst., vol. 117, no. 9, pp. 1890–1905, 2017, doi: 10.1108/IMDS-
10-2016-0456. 

[31] T. Eggenberger, K. Oettmeier, and E. Hofmann, ―Industrializing 
Additive Manufacturing - Proceedings of Additive Manufacturing in 
Products and Applications - AMPA2017,‖ Ind. Addit. Manuf. - Proc. 
Addit. Manuf. Prod. Appl. - AMPA2017, 2018, doi: 10.1007/978-3-319-
66866-6. 

[32] C. Gonul Kochan, D. R. Nowicki, B. Sauser, and W. S. Randall, ―Impact 
of cloud-based information sharing on hospital supply chain 
performance: A system dynamics framework,‖ Int. J. Prod. Econ., vol. 
195, pp. 168–185, 2018, doi: 10.1016/j.ijpe.2017.10.008. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

174 |  P a g e

www.ijacsa.thesai.org 

IoT System for Vital Signs Monitoring in Suspicious 

Cases of Covid-19 

John Amachi-Choqque
1
 

Facultad de Ingeniería y Arquitectura 

Universidad Autónoma del Perú, Lima, Perú 

Michael Cabanillas-Carbonell
2
 

Facultad de Ingeniería 

Universidad Privada del Norte, Lima, Perú 

 

 
Abstract—Currently the world is going through a pandemic 

caused by Covid-19, the World Health Organization recommends 

to stay isolated from the rest of the people. This research shows 

the development of a prototype based on the internet of things, 

which aims to measure three very important aspects: heart rate, 

blood oxygen saturation and body temperature, these will be 

measured through sensors that will be connected to a NodeMCU 

module that integrates a Wi-Fi module, which will transmit the 

data to an IoT platform through which the data can be displayed, 

achieving real-time monitoring of the vital signs of the patient 

suspected of Covid-19. 

Keywords—Covid-19; vital signs; internet of things; 

NodeMCU; IoT platform 

I. INTRODUCTION 

Currently, the outbreak of the new coronavirus Covid-19, 
the first case of which was seen in the city of Wuhan, capital 
of Hubei province (China) [1]. By the end of 2019, it has 
become a public health problem for the entire globe, since 
according to data provided by the World Health Organization 
(WHO), the pandemic is currently present in more than 224 
countries, with more than 99,638,000 positive cases and more 
than 2,140,000 confirmed deaths. The author in [2], increasing 
by leaps and bounds, thus setting negative records worldwide, 
due to its high rate of contagion. 

The health system in Peru is currently going through a 
very serious problem, according to the latest reports, there are 
more than 1,102,000 positive cases and more than 39,800 
deaths due to Covid, with a 3.62% lethality rate, with only 
11,200 hospitalized patients, 1,892 ICU beds, of which only 7 
ventilators are available nationwide. [3], Hospitals and health 
centers do not have the resources to attend all suspected cases 
and positive patients. The most recent study on human 
resources in the health sector indicates that in Peru there are 
13.6 physicians for every 10,000 inhabitants, i.e. only 1 
physician for 1,000 patients, in addition to an inadequate 
distribution of medical personnel at the national level. [4], 
making the healthcare system totally deficient and inadequate 
to deal with the increasing number of patients caused by 
Covid-19. 

As a result of the aforementioned data, the following 
question arises: What happens to the people who tested 
positive for Covid-19, because although Covid-19 cases are 
classified into five stages: asymptomatic, mild, moderate, 
severe and critical? [5]. It is those in serious and critical 
condition that are treated in health centers. Once the patient 

has been diagnosed with Covid-19, he/she is obliged to remain 
isolated in his/her home until the incubation and infection 
stage has passed, which can last between 12 to 15 days. [6], in 
addition to maintaining distance from family members to 
reduce the likelihood of contagion. 

A new question arises: What happens to patients who are 
isolated in their homes, because they suffer the risk that the 
disease caused by Covid-19 worsens, and if they are not 
administered the necessary drugs, they may die, to perform 
this follow-up they would normally have to be taken to the 
hospital, where they will undergo various tests to identify the 
heart rate, respiratory rate, blood oxygen saturation, blood 
pressure and body temperature, because Covid-19 to develop 
in the body [7], the health system carries out patient follow-
ups by medical personnel, who go to the homes of positive or 
suspected Covid cases, where the lives of medical personnel 
are exposed to contracting the disease, in addition to 
generating effort and expense in the process. 

Given the current situation in Peru, many of the medical 
centers nationwide are full of patients, exceeding their 
capacity of care, in these circumstances the medical centers do 
not attend in the right way, so people have to opt for private 
health services, as is the case of clinics, However, low-income 
people cannot have access to this service, neither to health 
services, nor to a Covid screening, having to spend the 
incubation stage in their homes, keeping home isolation, 
increasing the number of people vulnerable to contracting 
Covid-19, exposing the family of the infected or suspected 
case, if the necessary measures are not taken such as: isolating 
the infected person, keeping a distance of at least 2 meters and 
controlling symptoms on a daily basis. Faced with this 
situation that the country is going through, it is necessary to 
resort to innovative and outstanding ideas for the solution of 
the different problems that this pandemic has generated in 
society. 

As we know, the internet of things has been developed 
even in the health sector, called telemedicine [8], but it can 
also be applied in the same homes for medical and health 
purposes. That is why an internet of things system will be 
developed to monitor vital signs in patients or suspected cases 
of Covid-19, this is done with the help of different specialized 
sensors. 

The internet of things (IoT) is the interconnection of 
devices (sensors and actuators) or objects (everyday objects 
with internet access) through a network, in order to 
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communicate and transfer information, without the need for 
human presence to do so, this is called machine-machine 
communication (M2M), for the development of an IoT system 
protocols, communication technologies, domains and 
applications are established [9]. The proposed IoT system 
aims to measure certain vital signs in order to provide prompt 
help in case of any drastic change in their health, reducing the 
effort of medical staff  [10], also avoiding that the patient goes 
through stress, produced when a person is hospitalized, in the 
same way, reducing stress in medical personnel, according to 
a study done in China, cases of 1257 workers are reported, 
50% began to feel symptoms of depression and more than 
70% presented symptoms of psychological distress [11] thus 
generating a high risk for those who face this pandemic in the 
first row, with this proposed solution, the time to obtain vital 
signs, the time of medical care of home visits and the response 
time to an anomaly in the vital signs are reduced. 

II. THEORETICAL FRAMEWORK 

A. Internet of Things (IoT) 

Also known as IoT. It is the interconnection between 
devices, objects or things-electrical appliances, modules, 
machines, devices and more, through the internet to 
communicate and exchange data [12]. 

To make it possible to develop this technology it is 
necessary an integral series of technologies, such as the (API) 
that are those that connect to the internet the different devices, 
in addition to the use of standards and IoT platforms where the 
different devices that are connected will be visualized. 

B. Arduino IDE 

It is an open source Arduino software, where it is easier to 
code, load and run a series of codes, which will form the 
program we develop, this software is a text editor and 
compiler at the same time, serves to program and to transfer 
the code to the Arduino board, but is also compatible with 
many other modules, note that this software works with the 
Processing programming language and can be installed on 
operating systems such as Windows, Mac and Linux [13]. 

C. NodeMCU ESP8266 

It is a development board belonging to the NodeMCU 
family, it is a totally free software and hardware, this board 
allows the connection of several devices with each other, 
through the internet, thanks to the ESP8266 Wi-Fi module that 
has incorporated, this chip is also compatible with TCP/IP, 
being the easiest and fastest way to develop IoT projects [14]. 

D. Pulse Oximeter Sensor MAX30102 

Very compact sensor, it is considered non-invasive, with 
which you can measure: the level of oxygen saturation in 
hemoglobin (SpO2), through a LED circuit and a 
photodetector capable of measuring the amount of light 
reflected through the finger, as there are variations between 
the reflection that occurs through the blood loaded with 
oxygen with deoxygenated blood, oxygenated blood tends to 
absorb more infrared light, while deoxygenated blood absorbs 
more red light [15]. 

E. Sensor LM35 

It is a temperature sensor of good assertiveness index, 
having a very low cost, with a working range between -55°C 
to 150°C, has an analog output with its respective power pins, 
has an accuracy of 0.5°C making it easy to use with a variety 
of applications where it can be implemented [16]. 

III. BACKGROUND 

In recent years, medicine has made great advances, 
developing a variety of technologies for health monitoring. At 
[17] the importance of the development of portable biomedical 
sensors to facilitate the remote monitoring of patients is 
expressed, focusing on the measurement of heart rate and 
body temperature, for different conditions presented by the 
patient, whose data will be sent to a doctor through the Zigbee 
network. 

In the investigation [18] presents a monitoring system 
developed for the measurement of cardiac pulse and oxygen 
saturation, focused on preventing and monitoring different 
diseases, consisting of an oximetry sensor and a Nellcor DS-
100 sensor in charge of detecting the signs and their 
variations, which will then be sent to a mobile application, 
which will process the data to issue an alarm if necessary and 
to visualize the data. 

In the investigation [19] shows a prototype system for 
monitoring vital signs, including body temperature, heart rate 
and oxygen desaturation, using an lm35 sensor, Pulse Sensor 
Amped and an Arduino board, which will allow the detection, 
processing and sending data to a mobile application on a cell 
phone and with a monitor you can view the graphs with 
respect to the heart rate. 

In the investigation [20] presents a system to monitor the 
patient's desaturation remotely, taking into account the 
anomalies that can cause oxygen desaturation in a patient, so it 
is considered a permanent monitoring of this sign, to improve 
the diagnostic process of the patient, who is at home, this is 
achieved through different electronic components and a Wi-Fi 
module, at the end the data are displayed on a local host by the 
doctor. 

In all the mentioned works is present the importance of 
monitoring vital signs, focused on different types of diseases, 
the research work developed, focuses on the monitoring of 
Covid-19, establishing the different levels of severity of the 
different signs, has the minimum number of sensors to capture 
the signs that vary in that disease, In addition to having a web 
system, in which the doctor can view statistics and graphs of 
the different vital signs, managing to send alerts to an email or 
a mobile device, in this way, this research unifies different 
technological aspects of the antecedents and seeks better 
alternatives to focus on monitoring patients suspected of 
Covid-19. 

IV. METHODOLOGY 

For the development of this project, Methodology V is 
used, this methodology is used for the development of ICT 
projects, used for the management and also for the 
development of systems, especially software development for 
ICT components. 
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The reason why this methodology is used is because it is 
very easy to use for the development of this research, has 6 
phases, focuses on quality management procedures, because at 
each level it has, there is an opposite side that performs the 
tests and thus reduce the risks that the project or product goes 
wrong. 

The V methodology or V method, has 4 levels of which 
there is a parallel phase of verification, referring to the shape 
of the model, as it compares the phases of development with 
their respective quality control, in each phase describes the 
activities performed and the results produced throughout the 
development, on the left side are the phases of specification, 
containing the tasks of design and development of the system, 
while on the right side are the phases of testing, which contain 
the control measures of each phase as unit tests and integration 
tests [21]. 

V. DEVELOPMENT 

The IoT system that was developed, can perform three 
measurements of a patient, which are: heart rate, oxygen 
saturation and body temperature, these being the vital signs 
that are affected by the disease Covid-19, presenting with 
various symptoms such as fever, cough among others, the data 
of these vital signs, are obtained through the use of two 
sensors such as the MAX30102 sensor, with which it is 
possible to obtain the heart rate and oxygen saturation in the 
blood and the LM35 sensor for measuring body temperature. 

A. Phase 1: Specifications 

At this stage the appropriate sensors and modules will be 
chosen, among the sensors is the MAX30102, which is used to 
measure heart rate and oxygen saturation, through red and 
infrared LED circuit, both lights are intercepted are reflected 
through the finger and a photodiode captures it and 
calculations are made of oxygen saturation, can also measure 
heart rate while held down, after a series of operations are 
performed, such as calculating the average per minute, you get 
a specific number, this being the number of beats per minute 
[22]. The other sensor to be used is the LM35 sensor that can 
measure the temperature, with a high assertiveness, having an 
accuracy of 0.5°C. 

We also use the NodeMCU board, which has a 
microcontroller, where it is programmed through the Arduino 
IDE. The important thing about this board is that it has a WiFi 
module, this allows a wireless connection that can easily 
connect us to the internet, allowing us to send or receive files 
over the internet. 

Table I shows the functional requirements of the 
prototype, then Table II shows the non-functional 
requirements of the prototype to be developed. 

B. Phase 2: Overall Design 

The design of the system is presented interacting with the 
web and those involved, visualizing the path of the vital signs 
data, it starts when the patient is using the prototype and this is 
connected to the WiFi network, where the NodeMCU board 
will be the brain of the system, thanks to the microcontroller it 
has, in this module will be connected LM35 sensors for 
temperature and MAX30102 sensor for heart rate and oxygen 

saturation, then the data will go to the internet where they 
reach the Ubidots platform and then to the web application. 

All the above process is reflected in the system 
architecture, as shown in Fig. 1. 

C. Phase 3: Detailed Design 

1) Prototype design: Fig. 2 shows the established design, 

using the Fritzing software, the connections between the 

NodeMCU board and the MAX30102 and LM35 sensors can 

be observed. 

TABLE I. PROTOTYPE FUNCTIONAL REQUIREMENTS OF THE PROTOTYPE 

Functional Requirements 

RFP1 
The prototype must connect to the home WiFi network 

automatically. 

RFP2 The prototype must be connected to the Ubidots platform. 

RFP3 
The prototype must analyze serial communication data from the 

MAX30102 sensor to obtain frequency and saturation data. 

RFP4 
The prototype must analyze the serial communication data from the 
LM35 sensor to obtain the temperature data. 

TABLE II. NON-FUNCTIONAL REQUIREMENTS OF THE PROTOTYPE 

Non-functional requirements 

RNFP1 The prototype must be connected to the MAX30102 sensor. 

RNFP2 The prototype must be connected to the LM35 sensor. 

RNFP3 The prototype must integrate a NodeMCU 

RNFP4 Prototype must be connected to a battery for portability. 

RNFP5 The prototype must not be invasive to the user. 

RNFP6 
The prototype should start operating when connected to a power 
source. 

 

Fig. 1. System Architecture. 

 

Fig. 2. Connection of the Prototype in Fritzing. 
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D. Phase 4: Implementation 

1) LM35 sensor conditioning: The LM35 temperature 

sensor is very small and has three pins for connection. When 

connected with a typical jumper cable, it does not connect 

firmly to the pins of the LM35 and when it comes in contact 

with the skin, it alters the captured data. 

It is therefore necessary to solder the pins and cover them 
with thermofit, as shown in Fig. 3, where the LM35 sensor 
pins are completely covered. 

2) LM35 sensor programming: The LM35 sensor is 

programmed to obtain the body temperature data, in addition 

to establishing the Wi-Fi connection, the HTTP protocol must 

be established to send the data to the Ubidots platform, a 

certain part of the code is as shown in the following Fig. 4. 

3) MAX30102 sensor programming: The MAX30102 

sensor is programmed to obtain the data related to the oxygen 

saturation and heart rate signals. Fig. 5 shows part of the code, 

specifically the Void Loop, where the data that will be printed 

on the serial monitor at the time of execution can be seen. 

 

Fig. 3. Conditioned LM35 Sensor. 

 

Fig. 4. LM35 Sensor Programming. 

 

Fig. 5. MAX30102 Sensor Programming. 

E. Phase 5: Verification 

This phase focuses on the verification of the hardware and 
software modules, on a unitary basis, to check that they are 
working properly. 

1) MAX30102 sensor test: After programming the 

MAX30102 sensor, the necessary test is performed, where the 

oxygen saturation data captured by the sensor is observed 

through the serial monitor, as shown in Fig. 6. 

2) LM35 sensor test: After programming the LM35 

sensor, we proceed to perform the necessary tests. In Fig. 7, 

the patient data captured by the sensor are shown, printed on 

the serial monitor, where the values must be stable, so that the 

values are automatically sent to the Ubidots platform. 

F. Phase 6: Integration 

In this phase, the sensors will be integrated into the same 
code in the Arduino IDE, and the data will be obtained at the 
same time from the NodeMCU board, so that they are then 
sent to the Ubidots platform and subsequently sent through the 
web system, thus, to perform the respective monitoring of the 
patient. 

1) Connection of the prototype: We proceed to connect all 

the system components: the NodeMCU board, the MAX30102 

sensor and the LM35 temperature sensor. Fig. 8 shows the 

prototype with all the components correctly connected. 

2) Unified prototype programming: After making the 

prototype connections, integrating the NodeMCU board with 

the MAX30102 and LM35 sensors, we proceed to perform the 

necessary programming. 

 

Fig. 6. Sensor Test Max30102. 

 

Fig. 7. Testing the LM35 Sensor. 
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Fig. 8. Connection of the IoT Prototype. 

As shown in Fig. 9, we can see the libraries and variables 
established to operate both sensors, in addition to placing the 
credentials to establish the Wi-Fi connection and access to the 
Internet. 

Fig. 10 shows some operations established in the Void 
Loop, necessary for sending data to the Ubidots platform, the 
data are captured and sent in a specific order, in addition to 
containing an identifier for that prototype. 

3) Prototype testing: The test is performed, where the data 

must be real values of the patient, and the test is performed by 

comparing the printed values with the values obtained by 

means of specialized instruments. 

Fig. 11 shows the data printed on the serial monitor, the 
data are captured by the sensors and sent to the Ubidots 
platform, in addition to having established a condition not to 
capture data if the patient does not have his finger on the 
MAX30102 sensor, thus avoiding the sending of invalid data. 

As shown in Fig. 12, the Ubidots platform can be seen, 
with the data sent by the prototype. 

The data from the Ubidots platform are sent to the 
developed web system, where the patient chosen to perform 
the test is selected, and the respective values of the patient's 
vital signs are displayed, as shown in Fig. 13. 

The patient data in the web system can also be viewed 
through graphs, as shown in Fig. 14. 

 

Fig. 9. Libraries and Variables. 

 

Fig. 10. Code for Sending Data to Ubidots. 

 

Fig. 11. Values Sent to Ubidots. 

 

Fig. 12. Display of Values Sent to Ubidots. 

 

Fig. 13. Data Displayed in the Web System. 

 

Fig. 14. Graphing of Data in the Web System. 
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VI. RESULTS 

Different tests were performed to test the hypothesis: that 
the use of a prototype system based on the Internet of Things 
improves the process of monitoring vital signs in suspected 
cases of Covid-19, taking into account the following 
indicators: 

Indicator 1: The use of a prototype system based on the 
internet of things reduces the time required to obtain vital 
signs. 

In this test we want to demonstrate that the time in which 
the measurements of the patient's vital signs are taken, using 
the patient's daily instruments and having to go to the patient's 
home to take the measurements, takes an average of 29.5 
minutes, while using the prototype developed and taking the 
measurements remotely, the average is 4.6 minutes, as shown 
in Fig. 15. 

Indicator 2: The use of a prototype system based on the 
Internet of Things reduces the medical care time. 

In this test we want to show that the time in which the 
patient receives medical care, including results, 
recommendations and prescription, is expedited, this process 
takes on average about 28.3 minutes, instead using the 
prototype developed and perform medical care remotely, the 
average is 12.4 minutes, as shown in Fig. 16. 

Indicator 3: The use of a prototype system based on the 
internet of things reduces the communication time in the event 
of an anomaly in the vital signs. 

 

Fig. 15. KPI1 Pre-Test and Post-Test Comparison. 

 

Fig. 16. KPI2 Pre-Test and Post-Test Comparison. 

 

In this test it is desired to show that the time in which the 
doctor is alerted about any change in the patient's signs, so 
that the doctor can perform the necessary actions in relation to 
his condition, this process takes on average about 2528.5 
seconds, instead using the developed prototype, which can 
issue a notification, message or call, the average 
communication time of the patient's condition is 18.8 seconds, 
as shown in Fig. 17. 

 

Fig. 17. KPI3 Pre-Test and Post-Test Comparison. 

VII. CONCLUSIONS 

In conclusion, this system is of great help to patients or 
suspected cases of Covid-19, who are in their homes, 
monitoring their vital signs and see if the disease worsens in 
their body to provide a prompt solution and provide 
appropriate assistance, preventing the disease from worsening 
in their body. 

In a different way, it will help medical personnel by 
preventing them from being exposed to many Covid-19 
positive cases and running the risk of becoming infected, 
eliminating the face-to-face follow-ups that are currently 
performed on positive patients who are isolated in their 
homes. While it is true that medical staff will always be 
needed in hospitals or clinics, this system will help to reduce 
the number of patients presenting at hospitals, and staff can 
focus only on severe cases and reduce to some extent their 
stress and fear of exposure and interaction with so many 
patients. 

An internet of things prototype, built with the NodeMCU 
board, is beneficial for monitoring vital signs and facilitates 
sending data to the internet in a fast and secure way, with the 
different communication protocols that can be used to send 
data to the internet. 

The construction of a vital signs monitoring system can be 
done with a minimum amount of sensors and expenses, since 
the sensors and boards used in this project are the cheapest in 
the market, and the code for its operation can be found by 
searching the internet. 
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Abstract—Master data refers to the data that represents the 

core business of the organization, shared among different 

applications, departments, and organizations and most valued as 

the important asset to the organization. Despite the outward 

benefit of master data mainly in decision making and 

organization performance, the quality of master data is at risk. 

This is due to the critical challenges in managing master data 

quality the organization may expose. Hence the primary aim of 

this study is to identify factors influencing master data quality 

from the lens of total quality management while adopting the 

systematic literature review method. The study proposed 19 

factors that inhibit the quality of master data namely data 

governance, information system, data quality policy and 

standard, data quality assessment, integration, continuous 

improvement, teamwork, data quality vision and strategy, 

understanding of the systems and data quality, data architecture 

management, personnel competency, top management support, 

business driver, legislation, information security management, 

training, change management, customer focus, and data supplier 

management that can be categorized to five components which 

are organizational, managerial, stakeholder, technological, and 

external. Another important finding is the identification of the 

differences for factors influencing master data compared to other 

data domain which are business driver, organizational structure, 

organizational culture, performance evaluation and rewards, 

evaluate cost/benefit tradeoffs, physical environment, risk 

management, storage management, usage of data, internal 

control, input control, staff participation, middle management's 

commitment, the role of data quality and data quality manager, 

audit, and personnel relation. It is expected that the findings of 

this study will contribute to a deeper understanding of the factors 

that will lead to an improved master data quality. 

Keywords—Quality management; total quality management; 

data quality; data quality management; master data; master data 

quality; master data quality management; systematic literature 

review 

I. INTRODUCTION 

The evolution of digital transformation and a data-driven 
economy requires the formulation of new strategies to ensure 
the organization stays relevant and competitive. An 
organization is expected to face various issues as the effect of 
development that requires proactive management action [1]. 
Taking into account that data is an important element for 
every organization [2]–[4], the massive amount of data that 
are created and stored in response to digitalization possess 
new challenges in the management of data quality. 

In particular, the organization is normally held responsible 
to manage a few types of data namely master data, transaction 
data, and reference data, to name a few. Master data is ranked 
as having the highest priority to be managed due to the 
valuable information it holds about the organization [5] and 
should be considered as an important asset to the organization 
[1], [6]. Master data represents the organization’s core 
business objects that form the foundation of the main business 
process and must therefore be used unambiguously across the 
entire related application, department, and organization. 
Typical master data classes are supplier, customer, material, 
product, employee, and asset [7]–[9]. In the public sector 
context, master data composed of data about service providers, 
customers, and services or products offered [10]. 

The importance of master data requires it of high quality in 
supporting the organization to perform roles such as planning 
and decision making [11] and ensuring compliance with the 
regulatory and legal provision [12]. While the increasing 
demand for information system initiatives evidenced that 
high-quality master data is one of the important elements in 
the successfulness of the implementation [13], [14]. 
According to [12] current, accurate, and complete master data 
is required. 

Studies in academic and industry highlighted that data 
quality is an urgent issue. The impact of poor data quality can 
be manifested across the operational, tactical, and strategic 
levels of the organization [15]. In the specific context of 
master data, poor master data quality incurred additional costs 
to the organization which involves a cost in assuring the 
quality of master data and cost affected by poor data quality 
[16]. On a similar tone, The Data Warehousing Institute 
(TDWI) calculated that data quality problems cost U.S. 
businesses about USD 600 billion a year [17]. Similarly, a 
study conducted in 2016 by Royal Mail [18] showed that poor 
quality of customer contact data costs, on average, 5.9% of the 
annual revenue to UK companies. 

Despite the benefit and impact of poor master data quality, 
improving master data quality is still an issue. The industry is 
struggling in trusting the quality of the data and the 
implementation of data quality measures. A recent survey 
evidenced that only 40% of the respondent confident in the 
quality of data in their company and also their organization’s 
data quality management practices [19]. According to [20] 
poor master data quality is one of the biggest challenges faced 
by the organization in managing the complexity of 
digitalization apart from standardization and governance. 
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Furthermore, according to [1], 80% of companies 
acknowledged the impact of poor master data quality to be 
high or very high for their performance, 82% of the company 
engaged in data quality initiative but not using the systematic 
or established method and only 15% of the companies know 
the established method for improving master data quality. 

Undoubtedly, the importance of master data, the effect of 
poor quality master data, and the lack of adequate master data 
quality management underline the importance to initiate a 
study that revolves around the establishment of systematic 
master data quality management in ensuring the improvement 
of master data quality. However, considering that master data 
appears to have different characteristics compared to other 
domains of data and featuring distinct challenge and 
requirement, such as organizational, people, process, and 
technology [7], [21]–[23], thus a deeper understanding of the 
aspect related to master data is required before commencing 
any improvement initiative. 

Xu [24] highlighted the importance to investigate, 
understand, and explain the factors influencing data quality, 
before proceeding with data quality improvement. However, a 
study that systematically explores factors influencing master 
data quality is scarce. Fortunately, the progress in the data 
quality management discipline by [24]–[30] made a 
substantial contribution in investigating factors influencing 
data quality. 

The theoretical foundation for data quality management 
studies was originated from the Total Quality Management 
(TQM) discipline. TQM originally focused on quality 
improvement in the manufacturing domain [31], [32]. TQM 
provides an established organizational-wide foundation in 
identifying factors that contribute to data quality in the 
organization namely stakeholder, quality management, 
teamwork, process management, and top management support 
[33]. Based on TQM, [34] introduced the Total Data Quality 
Management (TDQM) approach in managing data quality, 
with the analogy of data as a manufactured product. The 
contribution by [34], is regarded as an important milestone for 
the advancement in data quality study. 

In response, this paper aims to identify factors influencing 
master data quality from the lens of TQM based on the current 
and rigorous work in data quality management. The 
identification of the factors influencing master data quality 
will support the ongoing study in developing a framework for 
managing master data quality. Therefore, yields two research 
questions which are 1) what are the factors influencing master 
data quality in the organization?, and 2) how do the factors 
influencing master data quality differ from other data 
domains?. This paper employs systematic literature review 
approach in answering both research questions. 

The remainder of the paper is structured as follows: 
Section II reviews the literature on data quality and master 
data quality. Section III describes the method for conducting a 
systematic literature review. Section IV presents the finding of 
the study. Section V discusses the finding. The paper ends 
with conclusions in Section VI. 

II. RELATED WORK 

A. Data Quality 

Data quality is a complex construct composed of multiple 
dimensions [35]–[39]. Although previous scholars agree that 
there is no definite definition for data quality, however, it was 
acknowledged that data quality must meet user requirements 
for specific usage context or fitness for use [40]–[42]. Seminal 
literature such as [37] operationalized the term data quality 
using dimensions namely accuracy, timeliness, completeness, 
and consistency. 

While defining data quality is an issue, the same goes for 
identifying the factors influencing data quality. Grounded on 
the theory of TQM, the studies in data quality progressively 
contribute to a deeper understanding of issues related to data 
quality. Besides, data quality can be considered as a sub-
discipline of TQM. Several researchers show the advancement 
in discussing factors influencing data quality in various 
contexts [24]–[28]. Based on the theory of TQM, factors 
influencing data quality can be classified into five components 
which are organizational, managerial, stakeholder, 
technological, and external [25], [43], [44]. 

The works by [24], [25] focusing on the quality of 
accounting data that resides in AIS were among the most cited 
work in understanding factors influencing data quality. The 
theoretical foundations of the study are based on four area 
which are TQM, just-in-time (JIT), data quality, and 
accounting. 

In getting a deeper insight into the factors influencing 
accounting data quality, [25] applied a qualitative 
methodology involving multiple case studies. The author 
suggested 26 factors that were classified by five categories, 
namely 1) AIS characteristics (nature of system), 2) data 
quality characteristics (data quality policies and standards, 
data quality approach, role of data quality, internal control, 
input control, understanding of the system and data quality, 
and continuous improvement), 3) stakeholders (top 
management’s commitment, middle management’s 
commitment, roles of data quality manager/manager group, 
customer focus, personnel relations, information supplier 
management, audit and review, and personnel competency), 
4) organizational (training, organizational structure, 
organizational culture, performance evaluation and rewards, 
manage change, evaluate cost/benefit tradeoffs, teamwork, 
physical environment, and risk management), and 5) external 
factor. 

Complementing the study by [25], the three most 
important factors influencing accounting data quality 
suggested by [24] through quantitative study namely 1) top 
management commitment, 2) the nature of the systems, and 3) 
input controls. Further, in the context of health data, [26] 
suggested six factors influencing data quality which are 1) top 
management support, 2) resources, 3) regulatory capability, 4) 
business-IT alignment, 5) staff participation, and 6) 
data/system integration. 

In contrary to the previous studies, [27], [28] explored 
factors related to data quality management regardless of 
specific data domain, where the findings support a higher 
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generalization. Also rooted in TQM theory based on the study 
by [33], [27] suggested information quality management 
(IQM) framework which consists of 11 interdependent factors 
which are 1) IQM governance, 2) continuous IQM 
improvement, 3) training, 4) information quality requirements 
management, 5) information quality risk management, 
6) information quality assessment/monitoring, 7) continuous 
information quality improvement, 8) information product 
lifecycle management, 9) storage management, 
10) information security management, and 11) information 
architecture management. Furthermore, [28] enriched the 
work of [24], [25], [27] by suggesting the top three factors 
influencing data quality management, namely, 1) data 
governance, 2) management commitment and leadership, and 
3) continuous data quality management improvement. 

In the conclusion, the advancement of data quality study, 
ranging from specific data domain to general data domain 
provides a sound foundation in understanding and having 
deeper insight on issues related to data quality. 

B. Master Data Quality 

Acknowledged as an important asset and representing the 
core business process, assuring high-quality master data has 
gained extensive attention in the literature [39], [40], [45]. 
Concerning the improvement of master data quality, 
understanding factors influencing the quality of the data is a 
pre-requisite. Even though literature focusing on factors 
influencing master data quality is scarce, partial contribution 
by a few scholars such as [1], [21], [46], [47] providing a good 
starting point. 

The first serious discussion and analyses of factors 
influencing master data quality were performed by [46], 
emphasizing that issues related to master data quality not only 
confined to technological aspects but more to organizational. 
Grounded on previous data quality theoretical foundation 
study by [9], [48]–[51], the author empirically validated five 
factors influencing master data quality which are the 
1) delegation of responsibilities, 2) rewards, 3) data control, 
4) employee competencies, and 5) information system. 

As the continuation, a substantial work performed by [47] 
proposing 12 factors influencing master data quality which are 
1) responsibilities for specific types of master data, 2) roles 
concerning data creation, use and maintenance, 
3) organizational procedures, 4) management focus 
concerning data quality, 5) data quality measurements, 
6) reward and reprimand about data quality, 7) training and 
education of data users, 8) written data quality policies and 
procedures, 9) emphasis on the importance of data quality by 
managers, 10) IT system for data management, 
11) possibilities for input in existing IT system, and 
12) usability of IT system. The identified factors were 
empirically validated using a survey mechanism that involved 
787 Danish manufacturing company. The main difference in 
the work by [46] and [47] is the latter reclassified the factors 
identified in the previous literature to enable a more 
systematic understanding of the issues related to master data 
quality in ensuring the right improvement strategy. 

A more specific perspective has been adopted by [1] that 
explored the challenges and requirements in managing master 
data quality in the context of digitalization. The author has 
adopted the SLR approach in getting a deeper insight into the 
current state of master data quality study and further validated 
the finding using 33 semi-structured interviews. In assuring 
the quality of master data during information sharing, the 
author suggested functional requirement for master data 
quality management (MDQM) tool that composed of six 
modules which are 1) analysis, 2) cockpit, 3) data model, 
4) rules engine, 5) software architecture, and 6) software 
ergonomics. The functionality of each module can assist the 
organization in developing a tool for managing master data 
quality. 

On another note, the study by [21] provides an 
understanding that different class of master data, exhibit 
distinct data quality challenges and requirements. The finding 
demonstrated the need to consider the development of a 
master data quality management approach based on the 
individual classes of master data. The author proposed a data 
quality assessment and improvement model that consists of 
eight elements which are 1) data quality assessment and 
improvement process, 2) technology, 3) protocol, 
4) performance, 5) policy, 6) data standard, 7) data 
governance, and 8) data quality dimension. 

Overall, although extensive research has been carried out 
in the field of master data quality supported by empirically 
validated finding, no single study exists that adopt both TQM 
as a theoretical lens and SLR as methodology. Theory helps in 
providing a systematic understanding of the real-world 
phenomenon, particularly provides a focus for the research 
[52]–[55]. In the case of data quality study, the wide adoption 
of TQM theory in understanding issues related to data quality 
is evidenced in many seminal works but, deficient in the 
context of master data quality. In the context of SLR 
methodology adoption, only evidenced in [1]. Nevertheless, 
the study by [21], [46], [47] does not systematically review all 
the relevant literature in discussing factors related to master 
data quality. 

As a result of the lack of theoretical lens and systematic 
methodology, only partial contribution can be found in master 
data quality studies. In particular, finding by [1] emphasized 
on technological factors, while [21], [46], [47] unable to 
provide adequate and sufficient explanation on the master data 
quality challenges. 

III. METHOD 

SLR is a research method that provides a more structured 
and rigorous process in identifying and analyzing previous 
literature based on the specified research question. Normally, 
SLR-based study required the adaptation of established 
standards in guiding the researcher to perform the related and 
necessary process that will enable them to evaluate and 
examine the quality and rigor of a review. Therefore, this 
study is performed based on the guideline proposed by [56] 
that is designed particularly for Information System research, 
which consist of four main stages namely 1) planning, 
2) selection, 3) extraction, and 4) analyses of findings. Each 
stage will be described further in the next section. 
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A. Planning 

The planning stage emphasizes the identification of the 
research questions based on the study objective that acts as a 
frame in scoping the literature search. The main objective of 
this study is to investigate the factors influencing master data 
quality at the organizational level. Thus, this study formulated 
research questions which are 1) what are the factors 
influencing master data quality in the organization?, and 
2) how do the factors influencing master data quality differ 
from other data domains?. 

B. Selection 

The selection stage identifies several relevant articles for 
the current study consist of three main processes. The first 
process is identifying the source of articles, followed by the 
construction of keywords, and lastly identification of inclusion 
criteria. 

1) Source: The searching process covers seven main 

database sources, namely, 1) Web of Science, 2) Scopus, 

3) ACM Digital Library, 4) Emerald, 5) Science Direct, 

6) Springer Link, and 7) IEEE. Additionally, the study also 

includes Google Scholar to find more related articles on 

master data quality topics. The selection of databases was 

based on its coverage relating to information management 

source, expert recommendation, and accessibility of the 

database. The title, abstract, and keywords were used to 

conduct searches for journals, and proceedings, books, book 

chapters, and industry research. 

a) Keywords: Construction of search keywords involves 

the process of 1) identification of alternative spellings and 

synonyms for major terms based on the thesaurus, 

dictionaries, encyclopedia, and past researches, 

2) identification of keywords in relevant papers or books, and 

3) usage of the Boolean OR to incorporate alternative 

spellings and synonyms [57]. Search keywords were 

constructed to retrieve as many articles as possible related to 

master data quality, the topic of interest in this study. 

The search keywords are formulated by mentioning both 
the terms “master data quality” and “master information 
quality” due to the previous research in data management used 
both terms interchangeably. Search keyword also includes the 
term “master data management”, in reflection to the previous 
literature that referred master data management in relevance to 
the approach in managing master data. Thus, based on the 
search keywords, the initial search strings are (“master data 
quality”), (“master information quality”), and (“master data 
management”). Then, the search strings were joint using “OR” 
Boolean. The search strings were then used as the input to 
each electronic database to retrieve the articles based on the 
titles, abstracts, contents, and keywords, depending on the 
advanced search facility. 

2) Inclusion criteria: The inclusion criteria are defined as 

means to reduce the number of studies to a certain amount that 

is reasonable to the author. There are three inclusion criteria 

formulated which are 1) language, 2) literature type, and 

3) timeline as per Table I. In the first criteria, this study only 

focuses on the article that is written in the English language. 

The second criteria, limit the articles that are categorized only 

under journal, proceedings, books, and book chapters. 

Moreover, only articles between 2015 and 2020 are selected. 

Overall, a total of 2117 articles were found during the initial 

search, and 1285 articles were excluded based on exclusion 

criteria. 

C. Extraction 

A total of 832 articles were extracted for the third stage 
known as the study extraction. The manual searching process 
from Google Scholar is performed, in the case where the 
articles were not indexed in the selected database. The manual 
search resulted in additional two articles making the total 
articles 834. The metadata for the selected article include 
1) title of the article, 2) publication year, 3) author, 4) abstract, 
5) keywords, 6) article type, and 7) DOI/ISBN/ISSN Number 
is extracted. Then, the deduplication process is performed to 
remove the duplicated copies of the identified articles that 
exist across electronic repositories [58]. From this exercise, a 
total of 111 articles were removed during the checking of 
duplication, while 723 articles were further screened based on 
quality assessment criteria decided by the researcher. 

At this stage, quality assessment was conducted by 
performing the practical screening against the 723 identical 
articles. Practical screening is the activity of screening the title 
and abstract of the articles based on quality assessment criteria 
to check the relevance of the articles [56]. The quality 
assessment criteria are 1) focus of the article, 2) mentioning 
any factor influencing master data quality, and 3) adequately 
describe the factors involved as per Table II. Consequently, a 
total of 708 articles were excluded because they are not 
fulfilling the quality assessment criteria. Finally, a total of 15 
remaining articles are ready to be analyzed. 

D. Analyses 

This stage further analyzed 15 selected articles in 
answering the research questions. The detailed analyses are 
presented in the following Section IV. 

TABLE I. INCLUSION AND EXCLUSION CRITERIA 

Criteria Inclusion Exclusion 

Language English Non-English 

Article type 
Research article, conference 

proceeding, book chapter, and book 

Not categorized as 

a research article 

Timeline Between 2015 and 2020 Less than 2015 

TABLE II. QUALITY ASSESSMENT CRITERIA 

Code Criteria 

QA1 Is the main focus of the article is master data quality? 

QA2 
Are the articles describing any factor influencing master data 

quality? 

QA3 Are the factors influencing master data quality adequately defined? 
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IV. RESULT 

The systematic review process produced 15 related studies 
as presented in Table III. Regarding the credibility of the 
source, eight studies are from indexed journals [1], [14], [21], 
[59]–[63], four studies are from established conferences [13], 
[64]–[66], and three studies are from book publications [45], 
[67], [68]. In the case of present study, four articles were 
published in 2019 [14], [62], [63], [66], two articles in 
2018[13], [65], four articles in 2017 [1], [59]–[61], two 
articles in 2016 [21], [64] [24, 86], and three articles in 2015 
[45], [67], [68]. 

TABLE III. LIST OF RELATED ARTICLE BY YEAR 

Year Author Source 

2015 [67] Apress  

2015 [45] epubli GmbH  

2015 [68] Morgan Kaufmann  

2016 [21] International Journal of Business Information Systems  

2016 [64] 
 24th European Conference on Information Systems 

(ECIS 2016)  

2017 [59] Studies in Health Technology and Informatics  

2017 [60] 
Journal of Theoretical and Applied Information 
Technology  

2017 [1] 
Lecture Notes in Business Information Processing, 

Springer, Cham. 

2017 [61] Journal of Enterprise Information Management 

2018 [13] 
26th European Conference on Information Systems 
(ECIS 2018) 

2018 [65] 
International Conference on Information Management 

and Technology (ICIMTech) 

2019 [14] International Journal of Information Management 

2019 [66] 
International Conference on Smart Applications, 

Communications and Networking (SmartNets 2019) 

2019 [62] International Journal of Business Information Systems 

2019 [63] International Journal of Information Management 

The detailed finding of the study is described based on the 
research questions. 

A. RQI: What are the Factors Influencing Master Data 

Quality in the Organization? 

Further analyses of the finding produced a total of 19 
factors influencing master data quality, then the identified 
factors are further classified into five components which are 
organizational, managerial, stakeholder, technological and 
external as suggested by [25], [43], [44]. The theoretical 
perspective of the classification is useful to group the factors 
into specific components to have a broader overview of their 
effect on master data quality and allowing systematic analysis 
of the finding. As exhibited in Table IV, the five components 
are organizational (five factors), managerial (six factors), 
stakeholder (four factors), technological (two factors), and 
external (2 factors). Based on Table IV, the most frequently 
discussed factor is data governance which is mentioned in 11 
out of 15 studies, followed by information system and data 
quality policy and standard which is discussed in more than 
half of the studies. It is then followed by data quality 
assessment, integration, continuous improvement, teamwork, 

data quality vision and strategy, understanding of the systems 
and data quality, data architecture management, and personnel 
competency with the occurrence between 4 and 7. 

Lastly, with a frequency of less than 4, the factors are top 
management support, business driver, legislation, information 
security management, training, change management, customer 
focus, and data supplier management. 

1) Organizational: Organizational is one of the 

components that have a major influence on master data 

quality. In particular, an organization does not only provide 

strategic direction to enable the implementation of a feasible 

road map in improving master data quality but also in many 

ways materialized the commitment in ensuring the 

achievement of data quality goals. In this case, a total of 11 

studies were found focusing on an organizational component 

in improving master data quality. The discussed factors are 

data governance [14], [21], [68], [45], [59], [61]–[65], [67], 

teamwork [59], [61], [64], [67], data quality vision and 

strategy [45], [62], [63], [67], training [59], and change 

management [64]. 

TABLE IV. FACTORS INFLUENCING MASTER DATA QUALITY 

Component Factor Author 

Organizational Data governance 
[14], [21], [68], [45], [59], 

[61]–[65], [67] 

Organizational Teamwork [59], [61], [64], [67]  

Organizational 
Data quality vision and 
strategy 

[45], [62], [63], [67]  

Organizational Training  [59] 

Organizational Change management  [64] 

Managerial 
Data quality policy and 

standard 

[14], [21], [59], [61], [62], [65], 

[67], [68]  

Managerial 
Data quality 

assessment  

[21], [45], [59], [62], [64], [65], 

[68]  

Managerial 
Continuous 
improvement 

[21], [45], [59], [62], [64]  

Managerial 

Understanding of the 

systems and data 
quality 

[45], [59], [61], [64] 

Managerial 
Data architecture 

management 
[45], [65]–[67] 

Managerial 
Information security 

management 
[14], [68] 

Stakeholder Personnel competency [14], [59], [64], [66] 

Stakeholder 
Top management 
support 

[14], [64], [66] 

Stakeholder Customer focus  [62] 

Stakeholder 
Data supplier 

management 
[1] 

Technological Information system 
[1], [13], [14], [21], [45], [62], 

[63], [66]–[68] 

Technological Integration [13], [62], [63], [66]–[68] 

External Business driver [14], [67], [68] 

External Legislation [14], [61], [67] 
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a) Data governance: Data governance involves the 

establishment of an organizational structure for managing 

master data quality that can be either a newly formed 

committee or reoccupied existing formal organizational 

structure. The latter is preferred to avoid any bureaucracy 

[45]. The core component of effective data governance is 

explained by the enactment of roles, responsibilities, and 

decision areas related to master data quality management [14], 

[21], [68], [45], [59], [61]–[65], [67]. Roles and 

responsibilities can be defined based on three organizational 

levels which are strategic, managerial, and operational [67]. 

The strategic level involves the role and responsibilities of the 

business sponsor, chief information officer (CIO), and chief 

operating officer (COO) which are the head of the IT and 

business department, and the leader for data governance. 

While managerial level includes the roles and responsibilities 

of the program manager and solution architect for the 

respective master data quality management initiative. Lastly, 

the operational level comprises the roles and responsibilities 

of the technical and business team. 

Another strategy in defining roles and responsibilities in 
managing master data quality is through the concept of 
ownership [61]–[64]. Vilminko-Heikkinen and Pekkola [63] 
further explained the approach using three-level of master data 
quality management which are managerial level that involves 
the concept owner role responsible for the whole master data 
quality management initiative, support function role involving 
technical task and data domain level role consist of data owner 
task responsible for the data domain as a whole. 

Apart from that, the roles and responsibilities must be 
determined not only for the internal decision area but must 
include the external process especially when the organization 
is involved with outsourcing activity [45]. Furthermore, in 
assuring the continuous quality of master data, roles and 
responsibilities at every stage of the data life cycle such as 
data creation, modification, access, and deletion should be 
defined [45], [59]. [45], [59]. 

b) Teamwork: Sufficient communication, 

understanding, and involvement between technical and 

business employees across the department are the provision of 

effective teamwork [24]–[26], [28]. The effective teamwork 

can be facilitated using business friendly approach [69]. The 

management of master data quality must involve both 

technical and business people to ensure fair and equal 

accountability [59], [61], [64], [67]. Furthermore, it is 

essential to strengthen the alignment of responsibilities 

between both parties [59] especially at the high-level 

coordination [61] involving the enforcement of policies to 

support business activities and also compliance to regulation 

[67]. Lack of teamwork effort normally leaves the task of 

managing master data to the technical people [64] or worst 

still to no man island and could potentially compromise the 

quality of master data. 

c) Data quality vision and strategy: Data quality vision 

and strategy provide the direction in ensuring the quality of 

master data [45], [62], [63], [67]. Data quality vision is 

developed in line with the organization’s vision, providing the 

key business initiatives to support the organization’s vision 

[67]. While data quality strategy is the detailed component of 

the data quality vision, elaborating the business case, and 

roadmap for the implementation of data quality initiative [63], 

[67]. 

d) Training: Effective and adequate training is essential 

in ensuring the employees are equipped with sufficient 

knowledge and skills in managing master data quality [24], 

[25], [27], [28], [70]. According to [59], in the case of the 

industry that deals with specific technical data such as the 

health field, employees need to have sufficient training not 

only on how to properly perform data entry and data 

processing, but capable to perform data quality checking 

especially involving semantic data quality checking to ensure 

the quality of the master data. 

e) Change management: Change management refers to 

the organization’s capability in managing internal and external 

change such as merging, technology transformation, 

government regulations, and market shift [24], [25], [28]. 

According to [64], change can be managed using a top-down 

approach or bottom-up approach, with the ultimate goal is to 

ensure the commitment and involvement of the employee in 

taking up new responsibilities. 

2) Managerial: Improving master data quality requires 

effective and efficient management involving the provision of 

comprehensive data quality guidelines in ensuring the process 

of managing master data quality properly performed. As 

previously mentioned, a total of 11 studies were found to 

focus on managerial component related to master data quality 

improvement. Nevertheless, the analyses for this component 

has resulted in a total of six factor, namely data quality policy 

and standard [14], [21], [59], [61], [62], [65], [67], [68], data 

quality assessment [21], [45], [59], [62], [64], [65], [68], 

continuous improvement [21], [45], [59], [62], [64], 

understanding of the systems and data quality [45], [59], [61], 

[64], data architecture management [45], [65]–[67] and 

information security management [14], [68]. 

a) Data quality policy and standard: Policy and 

procedure act as a frame to enable the improvement of data 

quality that includes the data that is managed internally by the 

organization [71], [72]. On top of that, data quality policy and 

standards provide managerial level guidance in implementing 

master data quality management initiatives. According to [24], 

[25], [28], the guideline normally has two main parts namely, 

what to achieve concerning data quality goal and how to 

achieve the stipulated goal [24], [25], [28]. 

In particular, data quality policy and standards spell out the 
detailed definition of master data [59], [62] and master data 
quality management taxonomy [61]. The definition includes 
the structure of the data, a business process that uses specific 
master data, the reason the master data is created, and 
governance of the master data [59], [61], [62], [67]. Other than 
that, the document also contains business rules for managing 
master data quality, guidelines in responding to data quality 
issues, and service level agreement (SLA) that act as data 
quality indicators [21], [59]. Ultimately, a well-written data 
quality policy and standard must support the business process 
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of the organization including compliance to regulation, 
fulfilling customer needs, and providing consistent reporting 
[14], [67], [68]. 

b) Data quality assessment: Data quality assessment is a 

pre-requisite step before proceeding with any data quality 

improvement initiative [27]. Several seminal authors 

emphasized that “only what can be measured can be 

improved” [39], [40], [49]. Therefore, measurement of data 

quality has to be done to determine the level of data quality 

over time. Data quality assessment consists of four main 

phases namely, definition, measurement, analysis, and 

improvement, which involve various stakeholders such as data 

collector, data custodian, and data user [34], [73]. 

During the definition phase, analysis of the current state of 
data quality is performed to discover any problem related to 
data quality [21], [65], then data quality requirement and 
measurement metric is determined based on a key 
performance indicator (KPI) for data quality and also business 
process performance [45], [64], [68]. Later, the data quality 
dimension is identified [21], [62], which acts as a facet for 
data quality that will be used in the subsequent phase. In the 
case of identifying data quality dimensions, the seminal work 
by [73], [74] are most frequently cited. 

Then, measurement of data quality is performed which 
involves quantitative and qualitative strategy [28] based on 
identified KPI. The measurement can include syntax and 
semantic checking utilizing current technology such as rules 
engine and fuzzy search [45], [59]. As for the analysis phase, 
the assessment result should be compared to the earlier 
defined data quality requirement which is based on KPI, 
perform benchmarking, and prioritize data quality 
improvement strategy [21], [45], [59]. Finally, the 
improvement of data quality is implemented with adequate 
monitoring in place [21]. 

c) Continuous improvement: Continuous improvement 

of master data quality is normally driven by the changes in the 

internal and external environment such as technology and 

regulation that requires a proper response by the organization 

[24], [25]. Continuous improvement is an ongoing process for 

assuring the quality of master data, which involves the 

implementation of a preventive measure focusing more on the 

business process betterment [26], [59]. In particular, involving 

the installation of data quality elements in every phase of the 

data life cycle is required that include data collection, 

processing, deletion, and archiving [21], [45]. 

Another aspect of continuous improvement involves the 
assessment of the maturity level of master data quality 
management practice in the organization [64]. On top of that, 
regular data quality examination is also required, not only to 
gauge the level of master data quality but to enable the 
employee to see the effect of their work on data quality [59]. 
Finally, the result of the data quality improvement initiative 
must be integrated into the organization’s operations for 
reporting and monitoring purposes [45], [59]. 

d) Understanding of the systems and data quality: 

Improvement of master data quality requires the 

understanding of how the application works, the importance of 

data quality and the relation with the business objective, and 

also the usefulness of the data [24], [25], [28]. Employees 

should understand the effect of poor data quality [45], [59] on 

the organization and be aware that the management of master 

data quality is an enterprise-wide initiative, which does not 

only affect specific business units but the organization as a 

whole [61], [64]. The understanding is important in motivating 

the employees to give full commitment in improving master 

data quality. 

e) Data architecture management: Data architecture 

management involves the coordination of business process, 

application, data, and integration process [27] that includes the 

definition of global and local data, retention, and distribution 

of data [66], [67]. Master data quality requirement provides a 

basis for the data architecture management [65] include the 

identification of required tools and technology to build the 

solution [67]. 

f) Information security management: Information 

security management is referred to as the extent of the process 

and practice in the organization to safeguard the 

confidentiality of the master data [27], [28]. According to 

[14], [68], the privacy and security of master data include the 

protection from unauthorized access and the provision of 

reliable and secure communication means during data sharing. 

3) Stakeholder: In this section, it is important to gain a 

deeper understanding of the influence of stakeholders as one 

of the critical components in managing master data quality. As 

previously mentioned, a total of six studies focused on master 

data quality related to stakeholders. The current study, 

managed to further categorized the component into four 

factors namely personnel competency [14], [59], [64], [66], 

top management support [14], [64], [66], customer focus [62], 

and data supplier management [1]. 

a) Personnel competency: Managing master data quality 

requires the employees to be equipped with sufficient skills 

and knowledge in both technical and business areas. 

According to [64], the organization should have a clear 

definition of the knowledge and skills that are needed for 

managing master data quality to ensure the right people are 

employed for the right task. Furthermore, according to [14], 

[59], [64], [66], the organization should appoint well-trained, 

experienced, and qualified personnel in both technical and 

business areas representing all departments in the 

organization. 

b) Top management support: Awareness, competency, 

and leadership on master data quality possessed by top 

management is another important factor that is frequently 

discussed in the previous studies. Top management must be 

aware of the importance of master data quality and support 

activity related to master data quality management [64]. Apart 

from that, managing master data quality requires well-trained 

personnel, hence, top management should provide sufficient 

resources in improving skills and knowledge [14]. According 

to [66], top management also should focus on rewards and 

recognition programs for employees within an organization. 
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c) Customer focus: Focus on the user’s needs is 

important to ensure the quality of data satisfies the defined 

requirement [24], [25], [27], [28]. Users must be involved 

during the data quality requirement elicitation, to ensure the 

correct requirement is captured [62]. In the context of system 

development process, data model that uses business metadata 

such as Source-Transaction-Agent (STA) model can be 

utilized to assist business and IT person to communicate and 

participate effectively and efficiently in business data 

modelling [69]. 

d) Data supplier management: Data supplier refers to 

the party, either internal and external to the organization that 

provides raw, unorganized data, while data supplier 

management is defined as having an effective relationship 

with the data provider by having an agreement about the 

acceptable level of data quality supplied and provide regular 

data quality reporting and technical assistance to data 

suppliers [24], [25], [28]. According to [1], sata provider is 

responsible to provide quality master data with fewer errors. 

4) Technological: The technological component is 

considered as the operational level of the master data quality 

management initiative [75]. As previously mentioned, a total 

of 10 studies focused on master data quality related to 

technology. The present study managed to further classified 

the component into two factors which are information system 

[1], [13], [14], [21], [45], [62], [63], [66]–[68] and integration 

[13], [62], [63], [66]–[68]. 

a) Information system: In supporting the effective 

management of master data quality, the information system 

should provide sufficient functions, cutting edge architecture, 

and also adequate ergonomics features. The system should 

have the capability in assuring the quality of master data such 

as data profiling, data cleansing, data matching, data merging, 

data synchronization, and data consolidation [62], [63], [67], 

[68]. On top of that, [1] highlighted that the system should be 

capable to perform testing and simulation of data quality 

measurement and provide data quality monitoring in the form 

of a cockpit. 

Furthermore, a system architecture is developed based on 
business process architecture [62] and adheres to the modular 
principle, adaptability, and reconfigurability [1]. Lastly, [1] 
explained that the system also must possess adequate 
ergonomic features such as easy to use, understandable, and 
comprehensive. 

b) Integration: Since master data can exist in multiple 

sources, a certain degree of data integration is needed to 

preserve the quality of master data. Data integration 

implementation depends on the requirement such as data 

volume, data latency, nature of data, and the number of 

staging layers needed [67]. According to [68], the Entity 

Identity Information Management (EIIM) approach can be 

used to maintain the integrity of the master data, which is the 

fundamental element for Master Data Management (MDM). 

In addition to that [13] proposed the usage of a federated 
approach to integrate the data based on shared attributes 

metadata to overcome the problem caused by a single source 
of truth approach. 

5) External: External component refers to the factor that 

affects the master data quality which is not within the 

organization’s control but somehow needs to be faced by the 

organization to stay competitive or comply with the 

regulation. As previously mentioned, a total of four studies 

focused on the master data quality related to the external 

component. The present study managed to further classify the 

component into two factors which are business driver [14], 

[67], [68] and legislation [14], [61], [67]. 

a) Business driver: In order to stay competitive and 

relevant in the data-driven economy, requires the organization 

to effectively and efficiently adapt to the ever-changing 

business need that in many ways require changes in how 

master data is managed. Poorly managed data, affect the data 

quality, hence influence the organization’s performance. The 

related business driver that should be considered by 

organizations includes consumer demand for higher quality 

product or service, capability in offering new product and 

services in less time, single view reporting to enable more 

informed decision making, data integration from multiple 

sources, return on investment and ensuring data security 

especially during data sharing process [14], [67], [68]. 

b) Legislation: Every organization operates in an 

environment that is governed by certain rules and regulations 

that have to adhere. Such legislation includes the data 

protection act in ensuring the confidentiality and privacy of 

customer data is assured [14], [61], [67]. Failure to comply 

with the stipulated legislation not only affects the reputation of 

the organization, but to make it worse, is the possibility to face 

a lawsuit. 

B. RQ2: How do the Factors Influencing Master Data 

Quality Differ from other Data Domain? 

Table V summarized the differences for the factor that 
influence master data quality compared to other domains of 
data namely accounting data, health data, and general data. 

Based on Table V, there are a total of 34 factors that 
influence accounting data, health data, general data, and 
master data with some differences. In particular, the factor that 
discussed only in master data is business driver, while in 
contrast 15 factors are discussed in other data domain but not 
explicitly in the master data domain namely 1) organizational 
structure, 2) organizational culture, 3) performance evaluation 
and rewards, 4) evaluate cost/benefit tradeoffs, 5) physical 
environment, 6) risk management, 7) storage management, 
8) usage of data, 9) internal control, 10) input control, 11) staff 
participation, 12) middle management's commitment, 13) role 
of data quality and data quality manager, 14) audit, and 
15) personnel relation. On top of that, it is worth highlighting 
that only 6 factors are discussed across all data domains, 
which include 1) teamwork, 2) data quality policy and 
standard, 3) continuous improvement, 4) top management 
support, 5) information system, and 6) integration. 
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TABLE V. FACTORS INFLUENCING THE QUALITY OF ACCOUNTING DATA, 
HEALTH DATA, GENERAL DATA, AND MASTER DATA 

Factor A B C D 

Business driver    / 

Organizational structure /    

Organizational culture  /  /  

Performance evaluation and rewards  /  /  

Evaluate cost/benefit tradeoffs /  /  

Physical environment /  /  

Risk management /  /  

Storage management   /  

Usage of data  /    

Internal control /    

Input control /  /  

Staff participation  /   

Middle management's commitment  /    

Role of data quality and data quality manager /    

Audit /  /  

Personnel relation /  /  

Teamwork / / / / 

Data quality policy and standard / / / / 

Continuous improvement / / / / 

Top management support / / / / 

Information system / / / / 

Integration / / / / 

Training /  / / 

Change management /  / / 

Data quality assessment  /  / / 

Understanding of the systems and data quality /  / / 

Personnel competency /  / / 

Customer focus /  / / 

Data supplier management /  / / 

Data governance   / / 

Data architecture management   / / 

Information security management   / / 

Data quality vision and strategy /   / 

Legislation /   / 

(A) Accounting data B) Health data C) General data D) Master data 

While other factors namely data governance, data 
architecture management, information security management, 
data quality vision and strategy training, change management, 
data quality assessment, understanding of the systems and data 
quality, personnel competency, customer focus, personnel 
relation, data supplier management, and legislation are 
mentioned in master data quality study but discussed partially 
in another study. Overall, the similarity and dissimilarity of 
the finding provide a good justification in pursuing further 
study on master data quality. 

V. DISCUSSION 

The result of the analyses in Table IV gives further insight 
into the potential factor that could impact master data quality. 
It should also be noted that the first three factors which are 
data governance, data quality policy and standard, and 
information system clearly stand out from the rest. The high 
occurrence of data governance is noteworthy, 11 studies in 
master data discuss the factor, while only two studies in other 
data domains highlight the factor [27], [28]. This outcome is 
probably due to the increasing importance of data to 
organizations, particularly in the context of digital 
transformation, which has given rise to the need of 
establishing the roles and responsibilities in managing master 
data quality such as data ownership [61], [63], [64], among 
other. 

However, establishing roles and responsibilities for 
managing master data quality exhibits complex challenges, 
since master data do not belong to a specific department but is 
an asset for the organization as a whole. Hence, managing 
master data requires an enterprise-wide approach compared to 
other data domains that are more compartmentalized to a 
specific business unit. The responsibilities are huge, where 
employees are reluctant to carry such accountability. The 
organization also might find difficulties in shifting the data 
management approach from department-based to enterprise 
wide-based. Hence, the complexity creates the need to further 
study in getting more insight and understanding of the 
phenomena. 

Based on Table V, it can be summarized that there are 
differences in the factors influencing master data quality 
compared to other data domains. As highlighted by [21], 
different data domains, possess different challenges and 
requirements, hence requiring a more tailored suit 
management approach in ensuring data quality. In particular, 
the business driver factor is discussed in three master data 
studies domains but none in other data domains. The reason is 
might due to the effect of digital transformation to the 
organization that requires more proactive action in managing 
master data quality, while other data domain does not consider 
it as a threat. 

Another interesting result to explore is regarding the total 
of 15 factors that are not explicitly discussed in the master 
data domain but mentioned in another data domain namely 
organizational structure, organizational culture, performance 
evaluation and rewards, evaluate cost/benefit tradeoffs, 
physical environment, risk management, storage management, 
usage of data, internal control, input control, staff 
participation, middle management's commitment, the role of 
data quality and data quality manager, audit, and personnel 
relation. As for the organizational structure, the factor was 
consolidated under the data governance factor due to the 
relevancy and suggestion by [28], whereas expanding the 
definition of data governance. Hence, the rest of the factor 
needs further investigation regarding the relevancy in the 
master data context. 

Overall, the analyses suggested a total of 19 factors are 
relevant in the context of master data quality. The cross-
reference of the identified 19 factors against the study in other 
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domain shows that teamwork, data quality policy and 
standard, continuous improvement, top management support, 
information system, integration, training, change management, 
data quality assessment, understanding of the systems and data 
quality, personnel competency, customer focus, and data 
supplier management are considered as established factors as 
were discussed in a minimum of three data domains of the 
study including master data domain. Meanwhile, as for the 
data governance factor, important to note that, even though 
lack of discussion of the factor in other domains of study, but 
the emphasis is so obvious in the master data domain, making 
it the most dominant factor. Other than that, data architecture 
management, information security management, data quality 
vision and strategy, and legislation discussed in two domains 
including the master data domain, which surely require a 
deeper understanding. The overall result, reflect the need and 
further justifying the need to pursue a study in master data 
quality to get a deeper insight into the influencing factors. 

VI. CONCLUSION 

A better understanding of the factors influencing master 
data quality will enable practitioners to improve master data 
quality. There is evidence that the effect of digital 
transformation requires the organization to change how it 
manages master data. Poorly managed master data, produce 
low-quality data and affect organization performance in term 
of fulfilling increasing customer demand, providing 360-
degree single view reporting and integration of multiple data 
sources, to name a few. 

Even though master data is acknowledged as an asset to 
the organization and a core element to the business process, 
the comprehensive study on factors influencing master data 
quality is very limited. With the aim to diminish the gap, this 
study can be considered as one of the first attempts to 
thoroughly review factors influencing master data quality. 

The significant findings that transpired from this review 
study are that 19 factors of master data quality have been 
identified and categorized into five components which are 
organizational, managerial, stakeholder, technological, and 
external. The top 10 most influential factors are data 
governance followed by information system, data quality 
policy and standard, data quality assessment, integration, 
continuous improvement, teamwork, data quality vision and 
strategy, understanding of the systems and data quality, and 
data architecture management. 

Interestingly, the analyses show that there are some 
dissimilarities for factors influencing master data quality, 
compared to other data quality domains. In the domain of 
accounting, the differences include organizational structure, 
organizational culture, performance evaluation and rewards, 
evaluate cost/benefit tradeoffs, physical environment, risk 
management, usage of data, internal control, input control, 
middle management commitment’s, role of data quality and 
data quality manager, audit, personnel relation, business 
driver, data governance, data architecture management, and 
information security management. 

While for the health data, the contradict factors involve 
staff participant, business driver, training, change 

management, data quality assessment, understanding of the 
systems and data quality, personnel competency, customer 
focus, data supplier management, data governance, data 
architecture management, information security management, 
data quality vision and strategy, and legislation. Eventually, 
for general data, the differences include organizational culture, 
performance evaluation and rewards, evaluate cost/benefit 
tradeoffs, physical environment, risk management, storage 
management, input control, audit, personnel relation, business 
driver, data quality vision and strategy, and legislation. It is 
recommended to further investigate these factors using an in-
depth interview to better understand the phenomenon. 
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Abstract—A promising research field in bioinformatics and 

data mining is the classification of cancer based on gene 

expression results. Efficient sample classification is not supported 

by all genes. Thus, to identify the appropriate genes that help 

efficiently distinguish samples, a robust feature selection method 

is needed. Redundancy in the data on gene expression contributes 

to low classification performance. This paper presents the 

combination for gene selection and classification methods using 

ranking and wrapper methods. In ranking methods, information 

gain was used to reduce the size of dimensionality to 1% and 5%. 

Then, in wrapper methods K-nearest neighbors and Naïve Bayes 

were used with Best First, Greedy Stepwise, and Rank Search. 

Several combinations were investigated because it is known that 

no single model can give the best results using different datasets 

for all circumstances. Therefore, combining multiple feature 

selection methods and applying different classification models 

could provide a better decision on the final predicted cancer 

types. Compared with the existing classifiers, the proposed 

assembly gene selection methods obtained comparable 

performance. 

Keywords—Microarray; gene selection; ensemble 

classification; cancer classification; gene expression 

I. INTRODUCTION 

Gene expression is called the process of transcription of the 
Deoxyribo Nucleic Acid (DNA) sequence into Ribo Nucleic 
Acid (RNA). The expression frequency of a gene shows the 
average number of copies of the cell-produced RNA in that 
gene and is associated with the corresponding volume of 
protein [1]. 

Microarray is the technique for simultaneous measurements 
of the expression level in a single chip of tens of thousands of 
genes. Microarrays therefore provide an effective way to 
collect data that can be used to establish the pattern of 
expression of thousands of genes. In most classification issues, 
high gene expression data is a major challenge. Therefore, not 
all genes also lead to cancer. A broad variety of genes have no 
clinical importance or insignificance. However, incorrect 
diagnosis can also be accomplished by using both genes in the 
Microarray classification of gene expression. The two key 
explanations for low classification precision are two: large 
number of features (genes) against limited sample size and 
dimensional consistency in articulated data [2]. Subsequently, 
the decrease in dimensions is necessary. Standard machine 
learning methods have not been effective, since these methods 
are better suited when there are more samples than features. 

In order to solve these problems, selection algorithms for 
dimension reduction or features (gene) were used. The gene 
selection methods are usually divided into three groups, 
namely filter, wrapper and embedded methods. The filter 
procedure requires the individual evaluation of each feature 
using its statistical characteristics in general. The wrapper 
approach uses training strategies to choose the best subset of 
features. By the precision of the particular classifier the 
efficiency of the wrapper technique is calculated. In the 
wrapper method evolutionary or bio-inspired algorithms are 
also used to direct the search process. The embedded approach 
aims for the best feature subset and is implemented in the 
classification scheme. The general structure for feature 
selection was recently complemented with hybrid and 
ensemble approaches. The filter and the wrapper approaches 
are designed to take advantage of hybrid. Extensive works 
have investigated this issue and proposed several methods such 
as [3-16]. 

Several feature selection methods have been applied. For 
instance, the authors in [17-19] proposed hybrid methods to 
combine filter and wrapper algorithms to overcome the 
disadvantage of each individual one. Conventional 
optimization algorithms are not efficiently working in the 
feature selection of large scale problems [20]. Alternatively, 
different meta-heuristic algorithms have been adapted for 
feature selection issues. Examples of these algorithms are 
Genetic Algorithm (GA) [21], Ant Colony Optimization [22], 
Simulated Annealing [23], and Particle Swarm Optimization 
(PSO) [24, 25]. In addition, a modified support vector machine 
(SVM) was also suggested to select the minimum possible 
genes [26]. Multi-objective version of bat algorithm for binary 
feature selection [27] and Genetic Bee Colony (GBC) 
algorithm [28] were successfully utilized in high dimensional 
datasets. Moreover, a hybrid feature selection algorithm was 
proposed that combines the mutual information maximization 
(MIM) and the adaptive genetic algorithm (AGA) [19]. The 
reduced gene expression dataset presented higher classification 
accuracy compared with conventional feature selection 
algorithms. 

In addition, a binary version of Black Hole Algorithm 
called BBHA was proposed for solving feature selection 
problem in biological data. However, the tested classifiers were 
under tree family, and other kinds of classifiers were not 
assessed [29]. Along this line, the assessment of different 
classifiers such as artificial neural network (ANN) [30] and 
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fuzzy decision tree algorithm [31] has been made upon 
microarray data. In addition, the two evolutionary algorithms 
of PSO and GA are usually used in wrapper form [17, 20]. 
PSO is known to be a memory enabled algorithm compared 
with other algorithms, it requires few parameters to be 
adjusted, so it is simple and efficient [18, 32]. Kar et al. [33] 
proposed a PSO–adaptive K-nearest neighbors (KNN) based 
gene selection method and they used a heuristic for selecting 
the optimal values of K, while the classification accuracies 
have been tested using SVM algorithm. Furthermore, Jain et al. 
reported a two phase hybrid model for cancer classification, 
integrating Correlation-based Feature Selection (CFS) with 
improved-Binary Particle Swarm Optimization (iBPSO) using 
Naive-Bayes as the only classifier [34]. 

Moreover, Almutiri and Saeed [35], proposed a new 
combination for gene selection that utilized Chi Square and 
SVM Recursive Feature Elimination. This proposed method 
was called ChiSVMRFE and considered as ranking method. 
The top 10% of the genes were selected based on the high 
obtained weights and then SVM-RFE was used to remove the 
genes with lower weights. Only 10 features were selected and 
fed to several machine learning methods such as random forest, 
decision tree, K-nearest neighbors Naïve Bayes, and neural 
networks to enhance the cancer classification process. 

The objectives of this paper are to propose a hybrid feature 
selection methods using the combination of filter and wrapper 
methods and apply them with different machine learning and 
ensemble learning methods to improve the performance of 
cancer classification. 

The rest of the paper is structured as follows: Materials and 
Methods are provided in Section II. The experimental design is 
presented in Section III. Section IV shows the results and 
discussion. The conclusion and future work are presented in 
Section V. 

II. MATERIALS AND METHODS 

A. Datasets 

The proposed methods have been applied on four high 
dimensional microarray datasets for gene expression of 
different types of cancers. In addition to Breast Cancer and 
Brain Cancer dataset, Lung Cancer, Leukemia Cancer, Central 
Nervous System Cancer (CNS) datasets as shown in Table I. In 
the previous studies, other datasets have been used such as 
SRBCT, Prostate, Ovarian, MLL, Lymphoma, Leukemia and 
Colon, but the dimensionality of the genes for these methods is 
not too high and the applied feature selection and machine 
learning methods on these datasets obtained satisfactory 
performance. 

TABLE I. DESCRIPTION OF DATASETS 

Dataset # Features # Instances # Classes 

Brain 5597 42 5(10,10,10,4,8) 

Breast 24481 97 2(46,51) 

Lung 12600 203 5(139,17,6,21,20) 

CNS 7129 60 2(21,39) 

The Brain cancer [36] dataset includes 42 samples, with 
5597 genes and five classes. The Breast dataset [37] includes 
97 samples; with 24,481 genes. From these samples, 46 were 
classified as cancer. The Lung dataset [38] includes 203 
samples with five classes. The number of features are 12,600 
genes. Finally, the CNS dataset includes 60 samples, among 
these samples, only 21 are classified as cancer. The number of 
features are 7129 genes. 

B. Hybrid Feature Selection Methods 

In this study, several combinations between Filter-based 
and Wrapper-based feature selection methods have been done 
to suggest the better hybrid method. In Filter-based method, the 
information gain was used to reduce the dimensionality 1% and 
5%. After that several wrapper-based methods were applied to 
investigate on the performance of gene selections, which are 
Best First, Greedy Stepwise, and Rank Search. Two 
classification methods were used in each wrapper method, 
which are: K-nearest neighbors and Naïve Bays. Fig. 1 shows 
the overall methods used in this study. 

 

Fig. 1. The Developed Methods. 
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C. Machine Learning Methods 

Several machine learning methods were applied for each 
combination in the feature selection step. These methods 
include individual and ensemble classification methods such as 
K-nearest neighbors, Naïve Bays, Support Vector Machine, 
Random Forests and Stacking Ensemble methods. The 
performance of these methods was evaluated before and after 
using the different combinations of feature selection and the 
best preforming methods were reported, as shown in Fig. 1. 

III. EXPERIMENTAL DESIGN 

The experiments have been conducted on WEKA tool 
version 3.8. Each outcome of feature selection method has 
been fed to all machine learning methods (KNN, NB, SVM, 
RM and Stacking) in order to evaluate the performance of the 
gene selection and the cancer classification methods. 

10-folds cross validation has been used for training and 
testing each dataset for all obtained combinations. The 
performance was evaluated using Accuracy and Recall 
measures, which are defined in the following equations (1) and 
(2). 

         
       

               
            (1) 

       
  

     
              (2) 

where    is true positive;    is true negative;    is false 
positive, and    is false negative. 

In addition, the performance of each method was compared 
before and after using features selection methods in order to 
discuss the enhancements obtained. 

IV. RESULTS AND DISCUSSION 

The performance of the different combinations of feature 
selection and machine learning methods is shown in the tables 
below. The best performing method for each combination is 
bolded and the best performing method among all 
combinations for each dataset is shaded. 

For Breast Cancer dataset, the performance of the used 
methods (using top 1% and 5% in the ranking method: 
information gain) are presented in Tables II and III. 

As shown in Table II, the random forest method obtained 
the best accuracy and recall values with high dimensionality 
case (all features: 24481 and top 1% features: 244). However, 
after applying different combinations using ranking and 
wrapper methods, we found that Information Gain & Wrapper 
(NB & Best First) and Information Gain & Wrapper (NB & 
Gready Stepwise) obtained the best performance compared to 
all other methods/combinations before and after applying 
feature selection.  Similarly, when the top 5% genes were 
selected in the ranking method, the performance of the used 
methods in Table III showed that random forest obtained the 
best results when high dimensional dataset was used, but when 
wrapper methods were applied, the combination of Information 
Gain and Wrapper (NB & Best First) obtained the best results. 
For Brain Cancer dataset, the results of used methods using the 
top 1% and 5% features are shown in Tables IV and V. 

TABLE II. THE FEATURE SELECTION AND MACHINE LEARNING METHODS FOR BREAST CANCER DATASET USING THE TOP 1% FEATURES 

 No. of Features Measure NB   SVM RF Stacking 

All Features:  24481 
Accuracy 0.546 0.608 0.546 0.659 0.526 

Recall 0.546 0.610 0.546 0.660 0.526 

Information Gain 1 %:  244 
Accuracy 0.608 0.804 0.722 0.845 0.814 

Recall 0.608 0.804 0.722 0.845 0.814 

Info Gain & Wrapper (KNN 

& Best First)  
9 

Accuracy 0.577 0.876 0.629 0.814 0.763 

Recall 0.577 0.876 0.629     0.814 0.763 

Info Gain & Wrapper (NB & 

Best First)  
11 

Accuracy 0.938 0.804 0.784 0.856 0.835 

Recall 0.938 0.804 0.784 0.856 0.835 

Info Gain & Wrapper (KNN 

& GreadyStepwise) 
5 

Accuracy 0.557 0.845 0.639 0.825 0.763 

Recall 0.557 0.845 0.639 0.825 0.763 

Info Gain & Wrapper (NB & 

GreadyStepwise)  
11 

Accuracy 0.938 0.804 0.784 0.856 0.835 

Recall 0.938 0.804 0.784 0.856 0.835 

Info Gain & Wrapper (KNN 

& RankSearch)  
104 

Accuracy 0.577 0.866 0.732 0.835 0.794 

Recall 0.577 0.866 0.732 0.835 0.794 

Info Gain & Wrapper (NB & 

RankSearch)  
2 

Accuracy 0.742 0.660 0.711 0.732 0.670 

Recall 0.742 0.660 0.711 0.732 0.670 
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TABLE III. THE FEATURE SELECTION AND MACHINE LEARNING METHODS FOR BREAST CANCER DATASET USING THE TOP 5% FEATURES 

 No. of Features Measure NB KNN SVM RF Stacking 

All Features:  24481 
Accuracy 0.546 0.608 0.546 0.659 0.526 

Recall 0.546 0.610 0.546 0.660 0.526 

Information Gain 5 %:  1224 
Accuracy 0.577 0.773 0.670 0.814 0.722 

Recall 0.577 0.773 0.670 0.814 0.722 

Info Gain & Wrapper (KNN 

& Best First)  
9 

Accuracy 0.557 0.907 0.557 0.845 0.845 

Recall 0.557 0.907 0.557 0.845 0.845 

Info Gain & Wrapper (NB & 

Best First)  
15 

Accuracy 0.969 0.784 0.825 0.866 0.928 

Recall 0.969 0.784 0.825 0.866 0.928 

Info Gain & Wrapper (KNN 

& GreadyStepwise) 
6 

Accuracy 0.577 0.897 0.588 0.825 0.814 

Recall 0.577 0.897 0.588 0.825 0.814 

Info Gain & Wrapper (NB & 

GreadyStepwise)  
12 

Accuracy 0.949 0.825 0.753 0.876 0.876 

Recall 0.948 0.825 0.753 0.876 0.876 

Info Gain & Wrapper (KNN 

& RankSearch)  
669 

Accuracy 0.577 0.845 0.691 0.866 0.856 

Recall 0.577 0.845 0.691 0.866 0.856 

Info Gain & Wrapper (NB & 

RankSearch)  
2 

Accuracy 0.742 0.660 0.711 0.732 0.670 

Recall 0.742 0.660 0.711 0.732 0.670 

As shown in Tables IV and V, it is clearly shown that there 
are high improvements when using the combined feature 
selection methods. The best reported method is KNN as 
classification method and Information Gain & Wrapper (KNN 
& Best First) as feature selection methods using the top 1% and 
5% features. In addition, for the top 5% features, other 
combinations obtained the same best results which are KNN 
classifier with Information Gain & Wrapper (KNN & 
GreadyStepwise), NB classifier with Information Gain & 

Wrapper (NB & Best First) and NB classifier with Information 
Gain & Wrapper (NB & GreadyStepwise) feature selection 
methods. 

For Lung Cancer Dataset, the best performing method is 
NB classifier with Information Gain & Wrapper (NB & Best 
First) feature selection method for the top 1 % features (as 
shown in Table VI), and KNN with Info Gain & Wrapper 
(KNN & Best First) and Info Gain & Wrapper (KNN & 
GreadyStepwise) for the top 5% features ( see Table VII). 

TABLE IV. THE FEATURE SELECTION AND MACHINE LEARNING METHODS FOR BRAIN CANCER DATASET USING THE TOP 1% FEATURES 

 No. of Features Measure NB KNN SVM RF Stacking 

All Features:  5597 
Accuracy 0.714 0.762 0.691 0.786 0.881 

Recall 0.714 0.762 0.690 0.786 0.881 

Information Gain 1 %:  56 
Accuracy 0.810 0.881 0.833 0.905 0.833 

Recall 0.810 0.881 0.833 0.905 0.833 

Info Gain & Wrapper (KNN 

& Best First)  
9 

Accuracy 0.904 0.100 0.810 0.880 0.905 

Recall 0.905 0.100 0.810 0.881 0.905 

Info Gain & Wrapper (NB & 

Best First)  
11 

Accuracy 0.976 0.881 0.786 0.952 0.857 

Recall 0.976 0.881 0.786 0.952 0.857 

Info Gain & Wrapper (KNN 

& GreadyStepwise) 
6 

Accuracy 0.762 0.952 0.833 0.881 0.643 

Recall 0.762 0.952 0.833 0.881 0.643 

Info Gain & Wrapper (NB & 

GreadyStepwise)  
11 

Accuracy 0.976 0.881 0.786 0.952 0.857 

Recall 0.976 0.881 0.786 0.952 0.857 

Info Gain & Wrapper (KNN 

& RankSearch)  
26 

Accuracy 0.857 0.905 0.881 0.905 0.929 

Recall 0.857 0.905 0.881 0.905 0.929 

Info Gain & Wrapper (NB & 

RankSearch)  
9 

Accuracy 0.881 0.857 0.857 0.881 0.929 

Recall 0.881 0.857 0.857 0.881 0.929 
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TABLE V. THE FEATURE SELECTION AND MACHINE LEARNING METHODS FOR BRAIN CANCER DATASET USING THE TOP 5% FEATURES 

 No. of Features Measure NB KNN SVM RF Stacking 

All Features:  5597 
Accuracy 0.714 0.762 0.691 0.786 0.881 

Recall 0.714 0.762 0.690 0.786 0.881 

Information Gain 5 %:  280 
Accuracy 0.810 0.857 0.905 0.881 0.810 

Recall 0.810 0.857 0.905 0.881 0.810 

Info Gain & Wrapper (KNN 

& Best First)  
11 

Accuracy 0.905 1.000 0.810 0.881 0.810 

Recall 0.905 1.000 0.810 0.881 0.810 

Info Gain & Wrapper (NB & 

Best First)  
8 

Accuracy 1.000 0.952 0.905 1.000 0.952 

Recall 1.000 0.952 0.905 1.000 0.952 

Info Gain & Wrapper (KNN 

& GreadyStepwise) 
9 

Accuracy 0.786 1.000 0.810 0.833 0.810 

Recall 0.786 1.000 0.810 0.833 0.810 

Info Gain & Wrapper (NB & 

GreadyStepwise)  
8 

Accuracy 1.000 0.952 0.905 1.000 0.952 

Recall 1.000 0.952 0.905 1.000 0.952 

Info Gain & Wrapper (KNN 

& RankSearch)  
191 

Accuracy 0.833 0.905 0.929 0.976 0.905 

Recall 0.833 0.905 0.929 0.976 0.905 

Info Gain & Wrapper (NB & 

RankSearch)  
8 

Accuracy 0.929 0.762 0.738 0.905 0.786 

Recall 0.929 0.762 0.738 0.905 0.786 

Finally, the performance of the combined methods for CNS 
Dataset is presented in Tables VIII and IX. The results show 
that the best performing method is KNN classifier with 
Information Gain & Wrapper (KNN & Best First) and NB with 
Information Gain & Wrapper (NB & Best First) feature 
selection methods for the top 1 % features (as shown in Table 
VIII). In addition, the RF with the combination of  Info Gain & 
Wrapper (KNN & RankSearch) obtained the same best results 
here. For the top 5% features, and KNN with Info Gain & 
Wrapper (KNN & Best First) consistently obtained the best 
results in this case as well. 

By comparing the performances of all combined feature 
selection methods with different individual and ensemble 
machine learning methods, it is clearly shown that using these 
combinations with high dimensional datasets improved the 
cancer classification using all datasets used. The results in 
Tables II to IX showed that the best performing methods were 
KNN classifier with Information Gain & Wrapper (KNN & 
Best First) feature selection method and NB classifier with Info 
Gain & Wrapper (NB & Best First) feature selection method. 
Each one obtained the best five from eight cases using different 
datasets and different thresholds in the ranking methods (top 
1% and 5% of features). 

TABLE VI. THE FEATURE SELECTION AND MACHINE LEARNING METHODS FOR LUNG CANCER DATASET USING THE TOP 1% FEATURES 

 No. of Features Measure NB KNN SVM RF Stacking 

All Features:  12600 
Accuracy 0.808 0.897 0.685 0.882 0.872 

Recall 0.808 0.897 0.685 0.882 0.872 

Information Gain 1 %:  126 
Accuracy 0.951 0.956 0.685 0.941 0.916 

Recall 0.951 0.956 0.685 0.941 0.916 

Info Gain & Wrapper (KNN 

& Best First)  
10 

Accuracy 0.867 0.970 0.685 0.921 0.897 

Recall 0.867 0.970 0.685 0.921 0.897 

Info Gain & Wrapper (NB & 

Best First)  
15 

Accuracy 0.990 0.902 0.685 0.951 0.946 

Recall 0.990 0.901 0.685 0.951 0.946 

Info Gain & Wrapper (KNN 

& GreadyStepwise) 
8 

Accuracy 0.906 0.966 0.685 0.926 0.897 

Recall 0.906 0.966 0.685 0.926 0.897 

Info Gain & Wrapper (NB & 

GreadyStepwise)  
13 

Accuracy 0.985 0.916 0.685 0.931 0.926 

Recall 0.985 0.916 0.685 0.931 0.926 

Info Gain & Wrapper (KNN 

& RankSearch)  
119 

Accuracy 0.941 0.966 0.685 0.946 0.966 

Recall 0.941 0.966 0.685 0.946 0.966 

Info Gain & Wrapper (NB & 

RankSearch)  
126 

Accuracy 0.951 0.956 0.685 0.941 0.916 

Recall 0.951 0.956 0.685 0.941 0.916 
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TABLE VII. THE FEATURE SELECTION AND MACHINE LEARNING METHODS FOR LUNG CANCER DATASET USING THE TOP 5% FEATURES 

 No. of Features Measure NB KNN SVM RF Stacking 

All Features:  12600 
Accuracy 0.808 0.897 0.685 0.882 0.872 

Recall 0.808 0.897 0.685 0.882 0.872 

Information Gain 5 %:  630 
Accuracy 0.941 0.956 0.685 0.941 0.956 

Recall 0.941 0.956 0.685 0.941 0.956 

Info Gain & Wrapper (KNN 

& Best First)  
11 

Accuracy 0.892 0.990 0.685 0.936 0.926 

Recall 0.892 0.990 0.685 0.936 0.926 

Info Gain & Wrapper (NB & 

Best First)  
12 

Accuracy 0.985 0.931 0.685 0.936 0.970 

Recall 0.985 0.931 0.685 0.936 0.970 

Info Gain & Wrapper (KNN 

& GreadyStepwise) 
11 

Accuracy 0.892 0.990 0.685 0.936 0.921 

Recall 0.892 0.990 0.685 0.936 0.926 

Info Gain & Wrapper (NB & 

GreadyStepwise)  
12 

Accuracy 0.985 0.931 0.685 0.936 0.970 

Recall 0.985 0.931 0.685 0.936 0.970 

Info Gain & Wrapper (KNN 

& RankSearch)  
213 

Accuracy 0.936 0.970 0.685 0.936 0.961 

Recall 0.936 0.970 0.685 0.936 0.961 

Info Gain & Wrapper (NB & 

RankSearch)  
232 

Accuracy 0.946 0.961 0.685 0.936 0.941 

Recall 0.946 0.961 0.685 0.936 0.941 

TABLE VIII. THE FEATURE SELECTION AND MACHINE LEARNING METHODS FOR CNS DATASET USING THE TOP 1% FEATURES 

 No. of Features Measure NB KNN SVM RF Stacking 

All Features:  7129 
Accuracy 0.617 0.567 0.650 0.667 0.550 

Recall 0.617 0.567 0.650 0.667 0.550 

Information Gain 1 %:  71 
Accuracy 0.717 0.817 0.650 0.833 0.767 

Recall 0.717 0.817 0.650 0.833 0.767 

Info Gain & Wrapper (KNN 

& Best First)  
7 

Accuracy 0.733 0.900 0.650 0.833 0.867 

Recall 0.733 0.900 0.650 0.833 0.867 

Info Gain & Wrapper (NB & 

Best First)  
12 

Accuracy 0.900 0.783 0.650 0.883 0.833 

Recall 0.900 0.783 0.650 0.883 0.833 

Info Gain & Wrapper (KNN 

& GreadyStepwise) 
3 

Accuracy 0.600 0.883 0.650 0.750 0.767 

Recall 0.600 0.883 0.650 0.750 0.767 

Info Gain & Wrapper (NB & 

GreadyStepwise)  
6 

Accuracy 0.850 0.583 0.650 0.800 0.700 

Recall 0.850 0.583 0.650 0.800 0.700 

Info Gain & Wrapper (KNN 

& RankSearch)  
40 

Accuracy 0.767 0.883 0.650 0.900 0.817 

Recall 0.767 0.883 0.650 0.900 0.817 

Info Gain & Wrapper (NB & 

RankSearch)  
55 

Accuracy 0.750 0.850 0.650 0.867 0.767 

Recall 0.750 0.850 0.650 0.867 0.767 
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TABLE IX. THE FEATURE SELECTION AND MACHINE LEARNING METHODS FOR CNS DATASET USING THE TOP 5% FEATURES 

 No. of Features Measure NB KNN SVM RF Stacking 

All Features:  7129 
Accuracy 0.617 0.567 0.650 0.667 0.550 

Recall 0.617 0.567 0.650 0.667 0.550 

Information Gain 5 %:   
Accuracy 0.667 0.617 0.650 0.783 0.733 

Recall 0.667 0.617 0.650 0.783 0.733 

Info Gain & Wrapper (KNN & 

Best First)  
13 

Accuracy 0.583 0.967 0.650 0.767 0.800 

Recall 0.583 0.967 0.650 0.767 0.800 

Info Gain & Wrapper (NB & 

Best First)  
11 

Accuracy 0.883 0.800 0.650 0.800 0.833 

Recall 0.883 0.800 0.650 0.800 0.833 

Info Gain & Wrapper (KNN & 

GreadyStepwise) 
2 

Accuracy 0.467 0.800 0.650 0.717 0.700 

Recall 0.467 0.800 0.650 0.717 0.700 

Info Gain & Wrapper (NB & 

GreadyStepwise)  
11 

Accuracy 0.883 0.800 0.650 0.800 0.833 

Recall 0.883 0.800 0.650 0.800 0.833 

Info Gain & Wrapper (KNN & 

RankSearch)  
37 

Accuracy 0.750 0.850 0.650 0.883 0.750 

Recall 0.750 0.850 0.650 0.883 0.750 

Info Gain & Wrapper (NB & 

RankSearch)  
55 

Accuracy 0.750 0.850 0.650 0.867 0.833 

Recall 0.750 0.850 0.650 0.867 0.833 

V. CONCLUSION AND FUTURE WORK 

The investigation of high dimensionality issue in 
microarray datasets has been conducted in this paper. Several 
combinations of ranking methods (using information gain with 
threshold of 1% and 5%) and wrapper methods (using KNN 
and NB with Best First, Greedy Stepwise, and Rank Search) 
were used to select the most important genes for microarray 
datasets. These datasets included Breast Cancer, Brain Cancer, 
Lung Cancer and CNS datasets. The experimental results 
showed the consistent good performance of applying all feature 
selection methods comparing with the case when all features 
were used (no feature selection methods). Among these used 
methods, the KNN with Information Gain & Wrapper (KNN & 
Best First) and NB with Info Gain & Wrapper (NB & Best 
First) obtained the best performance and overcame all other 
methods. Therefore, this study recommends to use one of these 
methods on high dimensionally microarray methods with the 
aim of obtaining better cancer classification accuracy. Future 
works will investigate other hybrid and intelligent feature 
selection methods for cancer classification using microarray 
datasets. 
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I. INTRODUCTION 

The establishment of a research University is an expensive 
task compared to a typical educational institute. Research 
Universities are expensive because they need to attract good 
researchers and provide state-of-the-art infrastructure for 
teaching and research environment. In developed countries, 
governments and organizations are investing an enormous 
amount of resources in research and development. 
Multinational companies sponsor research-funded projects at 
Universities to get the solution to the real-life problem they are 
facing at a lower cost compared to the establishment of their 
research and development team. However, in developing 
countries, the establishment of a research University is even a 
more difficult task due to the scarcity of resources. Pakistan as 
a third-world country is also facing a shortage of research 
Universities. Regulatory bodies, such as, the Higher Education 
Commission (HEC) of Pakistan is working hard to improve the 
research culture in existing Universities of Pakistan. 

Researchers produce research papers to highlight their 
contribution to the domain of their specialization. In the last 
few years, there is a great motivation to measure the quality of 
research of individuals based on different indicators [1]. Two 
most common indicators are the number of the paper published 
by an author and the number of citations [2]. There is an 
interesting discussion within bibliometrics that either 
researcher focuses on productivity or on the impact of the 
paper? [3] [4]. One of the major challenges for a researcher is 
to secure funding for a research project. Different higher 
education funding bodies provide sponsorship based on 

publication count (such as the Australian Funding System [3], 
whereas others focused on the quality of paper e.g. Netherlands 
national research assessment [4]. 

The scarcity of resources for research projects is a common 
issue, especially in developing economies. Funding 
organizations, such as, governments and R&D wings of 
multinational companies require to select competent 
researchers for their projects. The selection criteria are 
normally based on innovative idea and their impact on society 
after the completion of projects, however, the researcher’s 
academic rankings and historical history of completion of 
projects were also considered when multiple competitors have 
the same level of creativity in their proposed projects. Different 
Indexing and abstracting services, such as, Scopus, Clarivative 
Analytics (Web of Science), and Google Scholar (GS) maintain 
the ranking of researches through different performance 
indicators, such as, the number of articles published, total 
citations, h-index, i10-index, Impact factor, etc. Google 
Scholar is a free and popular tool that helps to find scholars and 
their published articles along with performance indicators. 
Most University scholars create their Google Scholar profile to 
make their work visible over the Internet. In general, tight 
integration between Google Scholar and search engine 
improves the appearance of relevant search results from 
existing articles and helps to improve the number of a citation 
for authors of those papers. 

This project extracts the important research matrices (for 
example, number of citations, the paper published, H-index, 
etc.) for all Pakistani university scholars whose profile is 
publicly available on GS. The authors of this study rank the 
universities based on their presence on GS and highlight the 
region of Pakistan where universities are more research-
oriented. One of the contributions of this study is to list down 
the top researches of Pakistan and their academic affiliations. 
Furthermore, this study discusses the ethical issue of 
misrepresentation of information on academic profiles and its 
consequences on the ranking of legitimate scholars. The 
following sections provide a brief literature review, research 
methodology, limitation of the study, results & findings, ethical 
consideration, and finally discussion and future work. 

II. LITERATURE REVIEW 

Most of the scientific work nowadays is published in the 
form of research papers in journals or conferences, which can 
be easily found in bibliographic databases [5]. PubMed, 
ScienceDirect, Scopus, Web of Science, and Google Scholar 
are among the most famous bibliographic databases used to 
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find authors' profiles and relevant articles of interest by 
researchers. GS is a freely available academic search engine [6] 
that indexes scientific literature from a wide range of 
disciplines, record types, and languages, providing an 
outstanding set of additional offerings at the same time. The 
fact that it shows the number of citations obtained by each 
paper, irrespective of their origin, opened the door to a new 
type of bibliometric study, revolutionizing the comparison 
between academic performance, especially in the Humanities 
and Social Sciences [7]. Today, the majority of students and 
scholars are beginning to scan educational information in GS 
[8] [9]. Therefore, publications that are absent from the 
consequences pages of Google Scholar may also result in large 
readership losses and maybe even a decline in citations [10]. 
Anne-Wil Harzing in [11] claimed that GS can be used as a 
tool for citation analysis and described the benefits of GS over 
the ISI Web of Science along with the advantages and 
disadvantages of each tool. 

Digital profiles are increasingly being used to assess 
potential writers, reviewers, and journal editors to exchange 
and collaborate on scholarly articles, and set up academic 
networks. Subsequently, simultaneous searches through the 
bibliographic databases and Websites, such as MEDLINE, 
Scopus, the Web of Science, and Google Scholar, make it 
possible to retrieve relevant items and navigate their extensive 
comparison through the author's profiles [12]. Editors of 
journals also refer to the profiles of their contributors in their 
editorial management systems, connected to bibliographic 
databases and search engines, in order to improve their quality 
and encourage the best contributors [13]. Furthermore, editors 
are strongly inspired to evaluate their contributors' academic 
profiles and Researcher IDs to avoid commenting on 'false' 
reviewers and misconduct of various types [14]. Alastair Smith 
[15] studied New Zealand’s Performance-Based Research 
Funding (PBRF) evaluation system for universities and 
determined a very high correlation between PBRF output and 
the total number of citations return by GS. To improve the 
chance to secure more funding or to publish a paper in a 
reputed journal, few authors include fake papers in their 
profiles to increase the h-index and other research indicates or 
not verifying auto-generated papers suggested by Google 
Scholar, which results in more citations and number of 
publications. Such behavior raises many questions of ethical 
values, norms of societies, and financial pressures on 
researchers. 

III. METHODOLOGY 

A list of Pakistani Universities was retrieved from HEC 
[16]. HEC is the official body whose main responsibility is to 
regulate, fund, and accredited Universities and Degree 
Awarding Institutes (DAI) in Pakistan. There were 217 
Universities/degree awarding institutes found in HEC 
accredited Universities database. HEC divided Pakistan into 4 
provinces (Punjab, Sindh, Khyber Pakhtunkhwa, and 
Balochistan) and three autonomous areas (Gilgit Baltistan, 
Azad Jammu & Kashmir, and Islamabad Capital Territory). 

The main aim of this study is to collect the data from 
Google Scholar profiles for all Pakistani University 
researchers, whose data is publicly available. The collection of 

scholarly data for the whole country is a difficult task if 
performed manually. Therefore, there is a need to automate this 
data collection process. Authors of the paper have developed a 
Web Bot called ―MAKGBOT‖, which crawls all University 
scholars profile automatically and collect the following 
attributes from the publicly available profiles of the researchers 
on Google Scholar: 

1) Google Scholar ID. 

2) Google Scholar Name. 

3) Total Citations. 

4) Affiliation. 

5) h-index. 

6) i10-index. 

7) Citations in the year 2016. 

8) Citations in the year 2017. 

9) Citations in the year 2018. 

10) Citations in the year 2019. 

11) Citations in the year 2020. 

12) Citations in the last five year. 

13) Total papers published by Scholar (complete). 

MAKGBOT is a Python script, which uses the 
beautifulsoup [17] library to scrape information from the 
Google Scholar Website. Beautifulsoup is a very useful tool for 
searching, iterating, and modifying parse trees. MAKGBOT is 
similar to Scholarly [18], but it differs in a way that 
MAKGBOT can retrieve information for a University rather 
than a single author. Universities list along with URL can be 
fed to MAKGBOT as a comma-separated values (CSV) file 
instead of passing one University name at a time. Furthermore, 
MAKGBOT provides extra information, such as, total papers 
published by scholars who were not present in Scholarly. 

IV. LIMITATIONS OF THE STUDY 

The authors of this paper are aware that many Pakistani 
researchers have not created an account on Google Scholar or 
they have not set their profiles public. In this scenario, authors 
are unable to collect information about such researchers as the 
study focused was on the scholars whose profiles are publically 
available and visible. Furthermore, the authors noticed that a 
few authors have not changed their affiliation after switching 
their job to another institute. Therefore, the research 
contribution of such scholars will be counted towards their 
affiliation institute, which is verified, rather than where they 
are working currently. Furthermore, the authors are aware that 
the total number of papers and citations by a particular scholar 
may not be correct, as several authors set their profiles on the 
auto-generate mechanism and not annually verified the 
statistics and papers suggested by GS against their names. 

Searching and collecting information for all researchers of 
a country is a time-consuming task. MAKGBOT restricted 
itself to limit the number of papers published by any author to 
3000. As soon as a counter for the number of papers published 
by a single author reached 3000, MAKGBOT moved to the 
next scholar of that University on the list. Paper publication 
and the addition of new scholars on Google Scholar is a 
continuous process. Therefore, it is entirely possible that 
authors may miss a few scholars and papers, which were added 
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after 10 January 2021. There is a need for a system, which is 
capable to deals with continual queries and updates the existing 
records as soon as there are changes that exist on Google 
Scholar. Adding this capability in MAKGBOT is considered as 
future work. 

V. RESULTS AND FINDINGS 

Based on the data selected by MAKGBOT until 10 January 
2021, the following results are observed: 

The pie chart in Fig. 1 shows the percentage share of 
scholars by provinces of Pakistan. Punjab is the largest 
province with the highest population and the maximum number 
of recognized Universities. Therefore, it is clear that the 
majority (33%) of the participants are from the Punjab region 
followed by Sindh (26%), Khyber Pakhtunkhwa (21%), 
Islamabad (12%), Balochistan (4%), Azad Jammu & Kashmir 
(3%) and Gilgit Baltistan (1%). Results from MAKGBOT 
illustrate that the visibility of researchers on Google Scholar is 
proportional to the population of those areas. The only 
exception is Islamabad capital territory, where the numbers of 
scholars on GS are relatively higher if compared to other 
autonomous areas of Pakistan. This variation is might due to 
the fact that Pakistan’s best universities are located in 
Islamabad (HEC ranking [19], QS Ranking [20], Times 
University ranking [21]). Furthermore, Universities from the 
capital region have the highest Google Scholar visibility rate 
(100%) along with Gilgit Baltistan (100%), where only two 
Universities are situated. 

Fig. 2 displays the top ten Pakistani Universities on Google 
Scholar based on the total number of scholars available and/or 
visible. Universities with the highest representation on Google 
Scholar are located either in Islamabad or Punjab. National 
University of Sciences and Technology ranked top with 764 
active participants followed by the University of Lahore, 
University of Management & Technology, and Quaid e Azam 
University. 

 

Fig. 1. The Percentage Share of Scholars by Provinces of Pakistan. 

 

Fig. 2. Top Ten Pakistani Universities on Google Scholar by Number of 

Scholars. 

The top three Universities in Punjab province by scholars 
count are the University of Lahore, University of Management 
and Technology, and the University of Punjab. The University 
of Lahore and the University of Management and Technology 
belong to the private sector. The University of Punjab is the 
oldest active University in Pakistan [22]. The top three 
Universities in Punjab are located in the provincial capital 
Lahore. There is a total of ten universities in the province of 
Punjab, which are not visible on GS. Table I shows the list of 
all Universities in Punjab province sorted by the total number 
of scholars visible. 

The trend in Sindh province is slightly different as two out 
of three top positions are secured by public sector Universities. 
Aga Khan University ranked first, followed by Mehran 
University of Engineering and Technology and Univerity of 
Sindh, with scholar count 272, 255, and 244 respectively. 
Twelve Universities have no scholar whose profile is 
publically visible on Google Scholar. Table II illustrates the 
details of all Universities in the province of Sindh. 

The visibility of scholars of Khyber Pakhtunkhwa 
Universities has resemblance with Sindh province as the top 
three positions were secured by public Universities. The 
number of scholar count difference between Abdul Wali Khan 
University and University of Engineering and Technology is 
only 23. Only one University of Khyber Pakhtunkhwa 
province is not visible at GS. Table III demonstrates the nitty-
gritty rundown of all Universities in the region of Khyber 
Pakhtunkhwa. 

Balochistan is the least populated province of Pakistan and 
only ten Universities are located in this region. A total of the 
three universities of Balochistan province are not visible on 
GS. Table IV highlights the important Google Scholar 
indicators. 
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TABLE I. LIST OF ALL OF THE UNIVERSITIES OF PUNJAB PROVINCE 

University Name 
Total Number of 

Scholars Visible 

Max of h-

index 

Max of 

i10-index 

Sum of total 

Citation 

Sum of Total 

Paper Published 

University of Lahore 476 92 354 123322 10322 

University of Management & Technology 443 76 691 145506 17461 

University of the Punjab 377 76 689 249661 23499 

University of Agriculture 352 59 351 282540 23808 

University of Engineering & Technology Lahore 287 81 780 141087 12379 

Lahore University of Management Sciences 272 66 649 117894 9556 

Government College for Women University 261 65 267 186651 15075 

University of Sargodha 244 73 723 124734 12245 

Bahauddin Zakariya University 239 71 638 213984 20075 

University of Engineering & Technology Taxila 208 20 37 34790 4209 

Islamia University 208 64 546 153240 14664 

University of Gujrat 183 60 362 94814 9218 

University of Veterinary & Animal Sciences 161 70 766 126843 14963 

University of Central Punjab 160 39 123 28374 3851 

Pir Mehr Ali Shah Arid Agriculture University 139 64 432 117638 9699 

Government College University Lahore 127 45 138 62838 5533 

University of Education 127 109 416 65497 4474 

Lahore Garrison University 104 48 374 20068 3251 

Information Technology University of the Punjab 95 33 75 17183 1519 

Khawaja Freed University of Engineering & Information Technology 91 32 108 14860 2013 

Lahore College for Women University 81 18 23 11384 1717 

Forman Christian College 72 126 298 57448 2150 

The Superior College 72 51 218 29610 2986 

National Textile University 71 85 934 59762 7632 

Muhammad Nawaz Shareef University of Agriculture 62 27 70 19868 3948 

National University of Medical Sciences 52 51 477 39097 5086 

Government College for Women University Sialkot 44 13 19 7499 859 

University of Okara 40 14 20 5110 758 

HITEC University 39 32 89 14197 1119 

Fatima Jinnah Women University 38 16 37 6405 889 

University of Wah 35 66 431 36505 3832 

Minhaj University 30 14 23 2559 552 

National College of Business Administration & Economics 29 15 19 2706 474 

NFC Institute of Engineering & Technology 28 14 17 2318 359 

King Edward Medical University 28 12 13 3540 670 

University of Health Sciences 27 33 48 13823 1173 

GIFT University 27 18 25 3850 360 

Ghazi University 26 36 538 22951 3794 

Kinnaird College for Women 26 13 18 2763 545 

Cholistan University of Veterinary and Animal Sciences Bahawalpur 26 21 178 11073 2681 

The University of Faisalabad 25 12 12 2361 606 

Namal Institute Mainwali 24 17 32 6667 695 

The Women University 23 13 16 2012 238 

University of South Asia 21 73 625 31340 3125 

University of Sialkot 18 35 104 11703 943 
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University of Sahiwal 16 16 19 2059 236 

Institute of Southern Punjab 15 28 81 6360 791 

Government Sadiq College Women University 12 10 10 1266 161 

Lahore Leads University 10 6 4 363 78 

Beaconhouse National University 9 29 50 6105 433 

University of Narowal 6 8 5 369 64 

Imperial College of Business Studies 5 16 19 1731 112 

Muhammad Nawaz Sharif University of Engineering & Technology 5 24 61 2443 209 

Rawalpindi Women University 4 4 1 126 29 

Pakistan Institute of Fashion & Design 3 3 1 75 15 

University of Home Economics Lahore 2 5 3 87 27 

National College of Arts 2 10 12 390 55 

Institute for Art and Culture 2 1 0 4 3 

Institute of Management Sciences 2 32 106 4106 294 

Nur International University 1 7 3 195 82 

Fatima Jinnah Medical University Lahore 1 2 0 9 12 

Qarshi University 1 1 0 4 1 

University of Mainwali 1 18 30 1077 70 

Ali Institute of Education 0 0 0 0 0 

Hajvery University 0 0 0 0 0 

Institute of Management Sciences 0 0 0 0 0 

Lahore School of Economics 0 0 0 0 0 

Punjab Tianjin University of Technology Lahore 0 0 0 0 0 

Rawalpindi Medical University 0 0 0 0 0 

Virtual University of Pakistan 0 0 0 0 0 

Global Institute Lahore 0 0 0 0 0 

Faisalabad Medical University Faisalabad 0 0 0 0 0 

Times Institute Multan 0 0 0 0 0 

Grand Total 5615 126 934 2754844 267677 

TABLE II. LIST OF ALL OF THE UNIVERSITIES OF SINDH PROVINCE 

University Name 
Total Number of 

Scholars Visible 

Max of h-

index 

Max of 

i10-index 

Sum of total 

Citation 

Sum of Total 

Paper Published 

Aga Khan University 272 77 768 285556 22921 

Mehran University of Engineering & Technology 255 27 54 46032 6319 

University of Sindh 244 57 224 66177 7736 

University of Karachi 227 76 769 208561 22388 

Sukkur Institute of Business Administration 166 26 67 23311 4763 

NED University of Engineering & Technology 141 23 36 25188 2907 

Institute of Business Management 137 17 28 13298 2207 

DOW University of Health Sciences 113 44 224 44058 4687 

Quaid-e-Awam University of Engineering Sciences & Technology 96 14 16 11771 1747 

Institute of Business Administration 73 11 11 5581 894 

Iqra University 68 29 70 10060 1212 

Shah Abdul Latif University 68 15 21 8694 1531 

Sindh Agriculture University Tandojam 66 16 29 15273 2657 

Shaheed Zulfikar Ali Bhutto Institute of Science & Technology 64 16 23 5669 790 

Hamdard University 37 12 15 2601 692 
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Sir Syed University of Engineering & Technology 37 18 31 5020 821 

Liaquat University of Medical & Health Sciences 37 15 30 7254 1470 

Karachi Institute of Economics & Technology 36 12 13 4447 734 

Sindh Madresatul Islam University 34 16 22 3413 498 

Zia-ud-Din University 34 62 448 26485 3606 

Dawood University of Engineering & Technology 27 21 29 5488 457 

Jinnah Sindh Medical University 25 34 65 8891 822 

Isra University 25 31 131 10317 1307 

Indus University 24 14 18 1230 227 

Shaheed Benazir Bhutto University Shaheed Benazirabad 24 7 6 919 279 

Habib University 22 15 21 3465 407 

Mohammad Ali Jinnah University 20 5 3 309 103 

Barret Hodgson University 19 8 8 1604 265 

Jinnah University for Women 16 10 12 1708 425 

Benazir Bhutto Shaheed University Lyari 15 25 69 2895 297 

KASB Institute of Technology 13 11 15 1053 158 

Baqai Medical University 10 28 51 6574 593 

Preston University 10 20 36 3107 317 

Peoples University of Medical & Health Sciences for Women 9 10 14 869 212 

Begum Nusrat Bhutto Women University Sukkur 6 15 21 805 88 

Shaheed Mohtarma Benazir Bhutto Medical University 5 15 19 1343 73 

Sindh Institute of Medical Sciences 4 25 74 3743 496 

Karachi School for Business & Leadership 4 17 24 1957 121 

Benazir Bhutto Shaheed University of Technology & Skill 

Development Khairpur Mirs 
4 7 6 330 14 

Shaheed Benazir Bhutto University of Veterinary & Animal Sciences 3 11 13 1924 72 

University of Sufism and Modern Sciences Bhitshah 3 2 0 15 34 

ILMA University 2 3 1 45 32 

Newport Institute of Communications & Economics 1 1 0 1 16 

Nazeer Hussain University 1 1 0 2 7 

Shaheed Zulfiqar Ali Bhutto University of Law 1 5 1 154 61 

Government College University Hyderabad 1 7 5 155 18 

Textile Institute of Pakistan 1 2 1 17 8 

Dadabhoy Institute of Higher Education 1 8 7 556 41 

Emaan Institute of Management & Sciences 1 4 0 35 23 

Gambat Institute of Medical Sciences 0 0 0 0 0 

Greenwich University 0 0 0 0 0 

Indus Valley School of Art & Architecture 0 0 0 0 0 

Pakistan Naval Academy 0 0 0 0 0 

Preston Institute of Management Science & Technology 0 0 0 0 0 

Shaheed Benazir Bhutto City University 0 0 0 0 0 

Shaheed Benazir Bhutto Dewan University 0 0 0 0 0 

Shaheed Benazir Bhutto University 0 0 0 0 0 

Sindh Institute of Management & Technology 0 0 0 0 0 

Commecs Institute of Business & Emerging Sciences 0 0 0 0 0 

The Shaikh Ayaz University Shikarpur 0 0 0 0 0 

Sohail University Karachi 0 0 0 0 0 

Grand Total 2502 77 769 877960 97553 
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TABLE III. LIST OF ALL OF THE UNIVERSITIES OF KHYBER PAKHTUNKHWA PROVINCE 

University Name 
Total Number of 

Scholars Visible 

Max of h-

index 

Max of 

i10-index 

Sum of total 

Citation 

Sum of Total 

Paper Published 

Abdul Wali Khan University 203 65 224 125957 12436 

University of Engineering & Technology 180 42 209 42800 4771 

The University of Agriculture Peshawar 167 69 668 242562 22600 

University of Malakand 101 28 71 48273 4766 

Hazara University 97 69 548 69170 7201 

Ghulam Ishaq Khan Institute of Engineering Sciences & Technology 96 29 96 23788 2510 

Kohat University of Science and Technology 91 51 500 56387 6122 

University of Haripur 66 77 282 40119 2331 

Gomal University 59 66 535 72979 8813 

University of Peshawar 50 74 725 60776 5118 

Islamia College University 48 26 64 19194 1506 

Sarhad University of Science & Information Technology 47 18 42 8955 1287 

University of Swat 46 26 39 12282 1015 

University of Swabi 46 47 153 20023 1721 

Institute of Management Sciences 42 61 545 29263 3921 

Khyber Medical University 41 15 23 10418 1245 

Shaheed Benazir Bhutto University 38 47 223 24598 2796 

Abasyn University 33 27 56 7647 949 

Bacha Khan University 31 53 484 23242 3508 

CECOS University of Information Technology & Emerging Sciences 28 34 102 15183 966 

Qurtaba University of Science & Information Technology 21 22 55 4089 255 

University of Science & Technology 19 24 34 8164 450 

Iqra National University 15 13 19 1291 336 

Khushal Khan Khattak University 15 15 23 3066 552 

University of Engineering & Technology (UET) Mardan 15 14 16 2170 546 

Shaheed Benazir Bhutto Women University 14 9 8 1234 266 

Abbottabad University of Science and Technology (AUST) 14 26 52 6448 561 

Pak-Austria Fachhochschule Institute of Applied Sciences and 

Technology Haripur 
12 20 41 4452 345 

Northern University 10 65 564 26231 2947 

Preston University 10 20 36 3107 317 

Women University Swabi 8 18 28 2354 166 

University of Chitral 8 10 10 327 66 

University of FATA 7 12 12 1229 110 

The University of Lakki Marwat 5 10 11 585 96 

Shuhada-e-Army Public School University of Technology Nowshera 4 11 12 734 97 

University of Buner 2 12 15 1155 41 

Women University Mardan 1 2 0 14 3 

City University of Science and Information Technology 1 1 0 3 3 

Brains Institute Peshawar 1 1 0 4 3 

Gandhara University 1 4 0 26 14 

Pakistan Military Academy 0 0 0 0 0 

Grand Total 1693 77 725 1020299 102756 
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TABLE IV. LIST OF ALL OF THE UNIVERSITIES OF BALUCHISTAN PROVINCE 

University Name 
Total Number of 

Scholars Visible 

Max of h-

index 

Max of 

i10-index 

Sum of total 

Citation 

Sum of Total 

Paper Published 

Balochistan University of Information Technology Engineering & 

Management Sciences (BUITEMS) 
115 21 41 18383 2185 

University of Balochistan 40 35 120 12518 1910 

Lasbela University of Agriculture Water & Marine Sciences 19 21 40 3561 611 

Balochistan University of Engineering & Technology 11 8 8 603 135 

University of Turbat 7 11 14 1386 120 

University of Loralai 6 6 4 740 78 

Sardar Bahadur Khan Women University 3 4 1 100 33 

Al-Hamd Islamic University 0 0 0 0 0 

Mir Chakar Khan Rind University Sibi 0 0 0 0 0 

The Bolan University of Medical & Health Sciences 0 0 0 0 0 

Grand Total 201 35 120 37291 5072 

Islamabad is the capital of Pakistan and most of the top-
ranked universities of Pakistan are located in the Capital 
Territory. By and large the public visibility of researchers on 
Google Scholar is higher whenever contrasted with different 
areas of Pakistan and all 23 universities have visibility on 
Google Scholar. Table V shows the quick summary of all 
Universities in Islamabad. 

Azad Jammu & Kashmir is an autonomous region of 
Pakistan. Mirpur University of Science & Technology and the 
University of Azad Jammu & Kashmir are two major 
Universities in this region. Two universities of Azad Jammu & 

Kashmir area are not visible on GS. Table VI features 
significant Google Scholar pointers of this state. 

Gilgit Baltistan is a remote area of Pakistan with a limited 
population. Just two Universities are situated in this locale. 
Table VII shows the number of academicians publically visible 
on Google Scholar. 

One of the main purposes of this study to identify the best 
researchers in Pakistan. Table VIII shows the list of top ten 
Pakistani Researchers based on their total number of citations. 

The h-index is one of the main indicators to reflect the quality 

of research papers. Table IX displays a list of the top ten 

Pakistani researchers based on the Google Scholar h-index. 

TABLE V. LIST OF ALL OF THE UNIVERSITIES OF ISLAMABAD CAPITAL TERRITORY 

University Name 
Total Number of 

Scholars Visible 

Max of h-

index 

Max of 

i10-index 

Sum of total 

Citation 

Sum of Total 

Paper Published 

National University of Sciences & Technology 764 54 239 202514 20809 

Quaid-i-Azam University 439 79 695 423528 36318 

COMSATS Institute of Information Technology 421 69 688 282658 19610 

International Islamic University 324 81 822 207479 17095 

National University of Computer & Emerging Sciences 286 45 198 57590 6449 

Bahria University 200 29 94 30839 4658 

Pakistan Institute of Engineering & Applied Sciences 157 75 815 110381 10823 

Riphah International University 150 74 613 65224 7783 

Air University 134 91 711 77741 5177 

Shifa Tameer-e-Millat University 129 26 99 17318 2276 

Foundation University Islamabad 97 36 69 19577 1735 

National University of Modern Languages 76 17 34 6350 1082 

Institute of Space Technology 65 34 66 25886 2026 

Capital University of Science & Technology 49 22 60 15760 1468 

Allama Iqbal Open University 45 24 47 11672 1172 

National University of Technology (NUTECH) Islamabad 31 37 134 10563 937 

Pakistan Institute of Development Economics (PIDE) 22 23 46 12498 729 
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Health Services Academy HSA Islamabad 14 53 74 43911 710 

National Defense University 12 15 21 1572 358 

Shaheed Zulfiqar Ali Bhutto Medical University 9 22 43 3778 892 

Federal Urdu University of Arts Sciences & Technology 8 11 15 1328 191 

Sir Syed (CASE) Institute of Technology 4 10 11 893 127 

Muslim Youth University 4 2 0 11 7 

Grand Total 3440 91 822 1629071 142432 

TABLE VI. LIST OF ALL OF THE UNIVERSITIES OF AZAD JAMMU AND KASHMIR REGION 

University Name 
Total Number of 

Scholars Visible 

Max of h-

index 

Max of 

i10-index 

Sum of total 

Citation 

Sum of Total 

Paper Published 

Mirpur University of Science & Technology 91 34 151 25648 2570 

University of Azad Jammu & Kashmir 71 75 669 98498 5329 

University of Poonch 47 23 40 13217 3245 

University of Kotli Azad Jammu and Kashmir 21 8 6 1357 202 

Women University of Azad Jammu & Kashmir 9 10 11 1390 257 

AlKhair University 0 0 0 0 0 

Mohi-ud-Din Islamic University 0 0 0 0 0 

Grand Total 239 75 669 140110 11603 

TABLE VII. LIST OF ALL OF THE UNIVERSITIES OF GILGIT BALTISTAN 

University Name 
Total Number of 

Scholars Visible 

Max of h-

index 

Max of 

i10-index 

Sum of total 

Citation 

Sum of Total 

Paper Published 

Karakurum International University 68 78 770 58333 6253 

University of Baltistan Skardu 11 13 13 2645 197 

Grand Total 79 78 770 60978 6450 

TABLE VIII. LIST OF TOP TEN PAKISTANI RESEARCHERS BASED ON TOTAL CITATIONS 

Google Scholar ID Scholar Name Affiliation 
Total 

Citations 
h-index 

i10-

index 

Citations in 

last 5 Years 

Total Paper 

Published 

vUSWHc8AAAAJ Dr. Muhammad Naeem Ahmed 
University of Azad Jammu & 
Kashmir 

77300 75 669 27181 2904 

_3WBQxYAAAAJ Muhammad Arshad Sajjad Air University 53397 91 711 41529 2002 

B6TB8IEAAAAJ Prof. Dr. Hidayatur Rahman 
The University of Agriculture 

Peshawar 
47277 69 668 28537 2978 

ByAexSYAAAAJ Muhammad Akbar Zafar Khan Islamia University 41810 60 546 31374 2799 

nAFs720AAAAJ Aysha Habib Khan Aga Khan University 41479 77 768 20955 2980 

E82kqSgAAAAJ Ejaz Khan 
Health Services Academy 
HSA Islamabad 

41218 53 74 40108 130 

upXMs64AAAAJ 
Prof. Dr. Muhammad Tahir 

Hussain 
National Textile University 39567 85 934 20767 2979 

Vqh3MKMAAAAJ Dr. Farooq Ahmad 
University of Engineering & 

Technology Lahore 
38209 81 780 23245 2957 

Hy-zuEwAAAAJ SAIF UR REHMAN 
University of Management & 
Technology 

37991 76 691 19400 2976 

-wnLx6gAAAAJ Dr. Tania Ahmed Shakoori University of Lahore 37938 92 354 18399 947 
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TABLE IX. LIST OF TOP TEN PAKISTANI RESEARCHERS BASED ON H-INDEX 

Google Scholar ID Scholar Name Affiliation h-Index 
Total 

Citations 

i10-

index 

Total Paper 

Published 

9l8oSH0AAAAJ Kauser Abdulla Malik Forman Christian College 126 37925 298 622 

QjPoerMAAAAJ MA Saeed University of Education 109 37220 416 1030 

-wnLx6gAAAAJ Dr. Tania Ahmed Shakoori University of Lahore 92 37938 354 947 

_3WBQxYAAAAJ Muhammad Arshad Sajjad Air University 91 53397 711 2002 

upXMs64AAAAJ Prof. Dr. Muhammad Tahir Hussain National Textile University 85 39567 934 2979 

Vqh3MKMAAAAJ Dr. Farooq Ahmad 
University of Engineering & 

Technology Lahore 
81 38209 780 2957 

KqaU3UMAAAAJ Asma Hussain International Islamic University 81 34537 822 2977 

b_VQd2EAAAAJ Amjad Khan Quaid-i-Azam University 79 33803 586 2889 

TqhlyQMAAAAJ Asif Khan 
Karakurum International 
University 

78 36430 770 2985 

nAFs720AAAAJ Aysha Habib Khan Aga Khan University 77 41479 768 2980 

VI. ETHICAL CONSIDERATIONS 

Ethical consideration is one of the most important parts of 
any kind of research. According to Bryman and Bell [23], it is 
mandatory for the author of a research paper to acknowledge 
the works of other researchers by use of the referencing system 
recommended by the publication committee of the journal, 
where the paper is supposed to be published. It is highly 
unethical if a scholar claimed the authorship of a paper, which 
is not written by him/her. In the previous section, Tables VIII 
and IX highlighted the top researchers of Pakistan based on 
total number of citations and highest h-index rankings 
respectively, which are currently updated on GS. The authors 
of this paper believe that many of the scholar's names shown in 
these tables did not verify their paper lists on GS, which is 
causing misrepresentation of profiles. Furthermore, such 
actions restraining other legitimate researchers to become 
visible on top of the list. There might be many reasons why 
scholars on GS are not validating their paper on GS. Two 
common reasons are mentioned in the remainder of this 
section. 

1) GS automatically generate the list of citations and paper 

published by a scholar based on its ranking algorithms. 

Scholars are either to set manual update and verify each entry 

before being added to his/her profile, or scholars are supposed 

to deleted papers that are not written by them and mistakenly 

added to their profile due to similarity of name or co-author 

affiliations. However, due to time constraints and busy 

schedules, scholars are not visiting GS to verify their profiles 

regularly. 

2) Scholars might deliberately add a few high-quality 

papers with higher citations in their profiles to improve their 

visibility on GS. According to the GS ranking algorithm [24], 

profiles with higher citations appear first in the university’s GS 

list, as well as, on the Google search engine. It is a high 

probability that papers that appear in the top position might get 

more citations compared to new papers that get less attention 

from the visitors of GS as these papers hide at the bottom of 

the list. Other possible motives for adding non-legitimate 

papers are to impress peers or to gain research funding as most 

of the sponsors are looking for GS research indicators to select 

the best researchers for their projects. 

VII. DISCUSSION AND FUTURE WORK 

The Google scholar is a very popular and useful tool to 
showcase the author's profile over the internet. Many 
universities are using Google Suite for email and other 
administrative tasks, therefore, it is easier for them to integrate 
university faculty research profiles with GS. In this study, the 
authors collected the GS scholar data (total 13769 Scholars) of 
all 217 Pakistani recognized universities. Twenty-eight 
universities have no representation on Google Scholar at all. 
Results showed that universities from Islamabad Capital 
Territory have high visibility compared to other autonomous 
areas of Pakistan. In general, the number of scholars' visibility 
on GS is logical and it is representing the population of the four 
provinces of Pakistan, where, Punjab is leading followed by 
Sindh, Khyber Pakhtunkhwa, and Baluchistan. However, 
individual academic indicators of many top researchers of 
Pakistan from their public profiles are misrepresenting and 
they contained papers and citations, which may not belong to 
specific scholars. 

Misrepresentation of information on public profiles is a 
serious ethical issue. This misrepresentation of data might be 
the result of the auto-generation of citation by GS or any other 
social stress on the scholar by the academic environment. It is 
the responsibility of the scholars to make sure that they 
frequently check their GS profiles and remove papers that were 
added by GS automatically in authors' profiles, which were not 
written by them. As a responsible citizen of the research 
community, scholars should only take ownership of those 
papers on public profiles that were produced by them and not 
those whose authors' names are similar to them. Furthermore, 
there is a need for strict control on GS, which makes sure only 
legitimate papers are added on GS public profiles, both by 
scholars and auto-recommendation features of GS. The GS 
may add the feature of verifying from one of the co-authors the 
legitimation ownership of the scholar. 

Research plays a vital role in the ranking of universities. 
Universities evaluating bodies that issue university rankings, 
such as, Higher Education Commission of Pakistan, QS, and 
Time university rankings required universities to provide them 
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their research outcomes on a yearly basis. GS is a very useful 
tool for universities to publicly present their research 
achievement systematically. As a regulatory body, HEC has a 
good influence over Pakistan universities. Therefore, it is easier 
for HEC to advise universities to maintain their research 
activities on GS. Universities can make sure that all scholars 
affiliated with their university have legitimate public profiles 
visible on GS and scholars update their profiles regularly to 
avoid ethical and social issues, which were discussed in the 
previous section. Universities/DAI make sure that scholars will 
not get any benefit because of his/her incorrect GS profile. 

Limitations of this study are already discussed in a 
dedicated section. The authors are planning to add two more 
features in MAKGBOT to overcome these limitations. Firstly, 
MAKGBOT should support real-time or periodic updates. As 
soon as, the new university is added to the HEC repository or 
the paper is published in the public profile of a Pakistani 
scholar, the system will update the results and provide basic 
reports. Secondly, MAKGBOT should check the legitimacy of 
the papers by verifying the scholar's name in the published 
paper, which is added to the public profile of GS. 
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Abstract—The purpose of automated health surveillance 

systems is to predict the emergence of a disease. In most cases, 

these systems use a text categorization model to classify any 

clinical text into a category corresponding to an illness. The 

problem arises when the target classes refer to diseases sharing 

multiple information such as symptoms. Thus, the classifier will 

have difficulty discriminating the disease under surveillance 

from other conditions of the same family, causing an increase in 

misclassification rate. Clinical texts contain keywords carrying 

relevant information to distinguish diseases with similar 

symptoms. However, these specific words are rare and sparse. 

Therefore, they have a minor impact on machine learning 

models' performance. Assuming that emphasizing specific terms 

contributes to improving classification performance, we propose 

an algorithm that enriches training samples with terms 

semantically similar to specific terms using the deep 

contextualized word embeddings ELMo. Next, we devise a 

weighting scheme combining chi-square and semantic scores to 

reflect the relatedness between features and the disease under 

surveillance. We evaluate our model using the SVM algorithm 

trained on i2b2 dataset supplemented by documents collected 

from Ibn Sina hospital in Rabat. Experimental results show a 

clear improvement in classification performance than baseline 

methods with an F-measure reaching 86.54%. 

Keywords—ELMo; SVM; contextual word embeddings; 

semantic term weighting; health surveillance; text classification 

I. INTRODUCTION 

Public health surveillance is a significant focus of National 
health policies. It is ensured by collecting epidemiological data 
from various healthcare facilities to detect disease outbreaks 
and subsequently plan appropriate response strategies early. 

In Morocco's epidemiological surveillance system, the law 
requires healthcare producers to report all confirmed cases of 
notifiable diseases. For this, physicians must fill a particular 
form with the patient's clinical and demographic data. 
However, many physicians do not respect this notification 
formality, especially in the private sector. Thus, the total 
amount of collected forms is not entirely significant for 
correctly estimating epidemiological trends. Besides, the 
notification procedures for disease and collected data 
processing are not automated for acquiring relevant 
epidemiological indicators in real-time. 

Today, several hospitals in the country have implemented 
the electronic health record (EHR), which appears to be an 
excellent opportunity for a better epidemiological surveillance 

system, because patient information captured and stored in 
EHR are so relevant for healthcare decision making [1], [2]. 

In EHRs, data is captured in a structured format, such as 
administrative data. Simultaneously, there is unstructured data 
written in a free text by practitioners. This textual data reflects 
the patient’s health status and helps determine exciting health 
indicators [3]. 

Text classification algorithms select meaningful 
information from EHRs to organize textual documents into a 
set of pre-defined categories [4]. In outbreak detection, a class 
corresponds to one disease. 

Feature selection is a crucial element in the preprocessing 
phase. Its role is to optimally reduce feature space's 
dimensionality by selecting a subset of relevant terms 
according to some criteria [5]. 

The biggest challenge of feature selection methods is to 
correctly select features with high discriminative power. For 
this purpose, some methods rely on Frequency-based feature 
selection[6], [7], others like Information Gain (IG) and chi-
square test rank terms according to their correlation with the 
class variable [8], [9]. More recently, a new research trend 
favors semantic similarity based on knowledge resources and 
the fast-growing field of deep neural networks [10]. 

The flu surveillance system's goal is to predict the spread of 
a severe form of influenza accurately. The acquired flu-related 
free-text clinical records are classified into two categories 
(severe flu or mild flu). These two forms of flu share many 
signs and symptoms. In this situation, the risk of 
misclassification increases, especially for documents related to 
severe influenza cases, since the frequency of specific features 
that characterize severe cases is low compared to common 
features frequency. 

In this respect, many research efforts attempt to improve 
feature selection algorithms by highlighting the discriminative 
power of infrequent specific terms. Thus, ontology-based 
feature selection methods like UMLS and SNOMED CT have 
been intensively experimented with real improvements in the 
medical domain. [11], [12]. 

Despite the progress achieved in utilizing ontology-based 
feature selection methods, it is not sure that they are useful in 
differentiating between two similar classes as long as they 
share many terms. We can mention two reasons: 
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1) The clinical note: "The patient with fever, cough, and 

runny nose, diagnosed as positive for H1N1", reveals a severe 

case of flu, yet the three common terms in the document (fever, 

cough, and runny nose) are preponderant compared to the only 

specific term (H1N1) which despite its importance, it is very 

infrequent in the corpora, which might reduce classifiers 

efficiency [13]. 

2) We usually calculate feature weights according to their 

frequencies or their statistical correlation with the target class. 

However, the rare term "H1N1" can be underestimated despite 

being semantically more heavily weighted than all other 

features. 

To overcome the shortcomings of statistical and ontology-
based feature selection methods, static word embeddings 
models  have been put forward because of their ability to 
capture word semantic proprieties [14]. However, they are 
inefficient in handling the widely varying medical spelling 
since they provide a unique word representation. Hence, we 
hypothesize that a contextual word embeddings representation 
[15] with a weighting scheme combining statistical and 
semantic scores can better emphasize rare medical words 
improving classification performance in outbreaks detection. 

In this paper, we propose in a first step an algorithm that 
aims to enrich training samples related to severe cases of flu 
with features that are semantically similar to specific features. 
The idea behind this algorithm is to mitigate the deficiency 
caused by the scarcity of specific features by adding new 
features to training samples in order to counterbalance the 
preponderance of common features. This algorithm is based on 
a deep contextualized word representation method named: 
Embeddings from language models (ELMo), renowned for its 
power in detecting the finest syntactic and semantic 
characteristics of words. In a second step, the weight of 
specific terms is determined by combining two measures: The 
chi-square weight calculated from the information class 
provided by labeled data and the semantic weight that 
corresponds to a score assigned considering the term’s 
association with a severe respiratory illness. 

We evaluate the proposed feature selection model using 
SVM Classifier and the clinical dataset i2b2 [16] enriched with 
clinical reports gathered from the EMR of the Ibn Sina hospital 
in Rabat. Experimental results show significant improvement 
compared to ontology-based feature methods and static word 
embeddings models with a notable decrease in 
misclassification rate of test clinical notes related to severe flu 
by reaching an F-measure of 86.54%. 

The principal contributions of this work are: firstly, a novel 
approach to extend rare and high discriminative words using a 
contextual word embeddings model. Secondly, a new 
weighting scheme combining a statistical and a semantic score. 

In the remainder of this paper, an overview of related work 
is provided, followed by a description of our feature 
engineering approach. Then experimental results are presented 
and discussed. In the last section, we conclude our work. 

II. RELATED WORK 

Traditional health surveillance systems rely on 
epidemiological data collected periodically from various public 
health system bodies to detect the appearance of a disease [17]. 
With the emergence of social media and the progressive use of 
EMRs in healthcare facilities, much health-related data is 
becoming available to feed automated health surveillance 
systems with relevant data. In the literature, different 
approaches have been proposed to take advantage of the textual 
information available in health-related documents to develop 
efficient disease prediction systems. 

Concerning statistical approaches, SVM, n-gram features, 
and negation algorithm (NegEx) are experimented in [18] to 
predict diagnoses from intensive care unit notes. They found 
that bigrams perform better than other n-gram representations. 
The negation algorithm does not improve the performance of 
unigrams. In the study described in [19], the death certificates 
are classified by type of cancer-causing death. The n-grams 
and features extracted from the SNOMED CT ontology are 
employed together to train an SVM classifier, except for 
certain rare and ambiguous cancers, the proposed model 
remains effective. In the two previous studies, the authors 
reported that their classification models are resource-intensive 
and time-consuming. To overcome this defect, feature selection 
methods are adopted because they help select relevant features 
while reducing feature space dimension. 

A feature selection approach based on chi-square and t 
statistical tests is proposed in [20]. It consists of selecting a 
ranked subset of features from different intensive care unit 
reports. A configurable threshold determines features list size. 
A binary classification model is then trained on n-grams, 
UMLS concepts, and assertion values associated with 
pneumonia expressions as features to identify pneumonia 
cases. Experiments show that the number of selected features 
has no significant impact due to noisy features. In terms of 
performance t-test, the union of t and chi-square tests and the 
combination of all feature types provide the best results. 

Motivated by the breakthrough of ontologies in the medical 
domain, many researchers are working to exploit the 
knowledge presented in ontologies to make predictions on 
events related to the medical domain. For example, the 
extended syndromic surveillance ontology is developed in [21]. 
Its role is to facilitate early disease prediction. It is designed to 
identify clinical text concepts and then associate the extracted 
concepts with a particular syndrome. This ontology is created 
around concepts and their relations, which is tedious and 
requires excellent domain expertise. Moreover, automated 
ontologies are conceived in [22] when the proposed model 
inferred new relations between medical concepts discovered in 
clinical texts. For this, the model finds its strength in using 
linked biomedical ontologies to extract relations from enriched 
concepts. 

Despite their power, ontologies are very expensive to setup, 
because they require domain expertise and are based on 
standard terminology that changes very little. Therefore they 
do not take advantage of the explosion of knowledge-rich 
textual content encapsulated in linguistic forms. An exciting 
alternative is to use deep neural networks to learn word 
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embeddings to generate a semantic representation of words in a 
vector space. In this way, the semantic similarity between 
words will be determined only by a simple vector computation. 
Feature selection approaches using neural networks are 
considered to be useful in selecting the more relevant features. 
To illustrate this point, a hybrid feature selection method is 
described in [10] to infer the population's influenza rate. For 
this, the terms strongly correlated with the target concept are 
selected from the labeled data. Then, the word2vec language 
model generates word embeddings for the selected features and 
retains those with high similarity with the target concept. The 
problem of rare and out of vocabulary words is addressed in 
[23], a biomedical word embedding is created by exploiting the 
subword information. Word embeddings are good at enriching 
the terminology of existing concepts. They are used in [24] to 
extend the terminology of dietary supplements. The 
experimental results prove that the expanded terms are more 
relevant as search keywords in clinical notes than in external 
knowledge sources. 

Term weighting is an essential step in the classification 
process. It aims to emphasize useful terms that contribute to 
better classification accuracy. Traditional methods such as TF-
IDF have long proven their effectiveness. Thus, the work 
presented in [25] elucidates that the use of word2vec word 
embeddings with TF-IDF is effective for disease classification. 
In more recent studies, a semantic weight is suggested to 
express domain relatedness between concepts in the medical 
domain. We can cite as an example the research work 
discussed in [26], where word embeddings of all medical 
concepts are extracted from a corpus of biomedical texts. Then, 
an association score between each pair of concepts is 
calculated so that the weight of a concept in a document 
corresponds to the addition of its TF-IDF frequency with the 
sum of the association scores of its co-occurring concepts 
highly associated with it. The proposed weighting scheme 
outperforms the baseline TF-IDF. 

In the literature, several feature-engineering techniques 
have been proposed. However, to the best of our knowledge, 
no existing searches explicitly address an approach that 
emphasizes rare discriminative words in the medical domain. 
Our work's novelty lies in using a contextual word embeddings 
model to extend rare features and a new weighting scheme 
combining statistical and semantic measures. 

III. OUR FEATURE ENGINEERING APPROACH 

To alleviate the problem of misclassification when the 
target classes share several common features, we present a 
feature enrichment method based on deep neural networks in 
conjunction with a term weighting scheme in order to 
strengthen the discriminative power of specific features 
contained in free-text clinical data. Our approach includes the 
following steps: Text preprocessing, specific features 
extraction, word embeddings generation and features 
weighting. The proposed model is depicted in Fig. 1. 

A. Text Preprocessing 

Clinical text is full of unnecessary and misspelled words 
that provide no added value, so before considering feature 

selection, the text was cleaned up by performing the following 
actions: 

 Text tokenization: Consists of splitting the text into 
words. 

 Text normalization: Consists of representing a word in 
its canonical form, for example, the words "went" and 
"going" will be normalized into the word "go". 

 Stopwords removal: Words such as prepositions and 
articles are very common in documents but do not bring 
useful information for classification. 

 Correcting misspelled words: As the dataset contains 
documents written in French, they are submitted to a 
spell checker before being translated into English. 

B. Medical Concept Extraction 

After eliminating stop words, documents are represented by 
terms that didn't have the same degree of relevance to 
discriminate between classes. Medical terms are more 
informative than non-medical terms, but a medical term can be 
expressed differently depending on the terminology practised 
by physicians. For example, the rise in body temperature can 
be designated by one of the terms (Fever, high temperature, 
hyperthermia). Therefore, a useful term is penalised by the 
problem of sparsity which reduces its discriminative power. To 
remedy this problem, the extraction of medical concepts plays 
a very important role in the normalisation of medical terms into 
a single synonym denser in documents. 

In the context of this work, the MetaMap [27] program 
developed by the U.S. National Library of Medicine is used to 
extract medical concepts, its role is to parse the content of a 
biomedical text in order to recognize medical terms that refer 
to UMLS concepts. 

UMLS organizes the concepts by semantic type, this 
structure of concepts provided by UMLS is helpful to exclude 
useless semantic types for prediction, thereby, in consultation 
with two physicians, we opted for the following semantic types 
deemed meaningful to predict diseases: Functional Concept, 
Finding, Virus, Sign or Symptom, Disease or Syndrome, 
Organic Chemical, Pharmacologic Substance, Medical Device. 
In Table I, an example of concepts extracted from a clinical 
text with their semantic types. 

 

Fig. 1. Architecture of our Feature Engineering Approach. 
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- Clinical text: "This is a 68-year-old patient with a history 
of Type 2 Diabetes under ADO and chronic smoking 
estimated at 30 PA, Admitted for the management of her 
respiratory distress attributed to pneumonia".  

TABLE I. EXAMPLES OF UMLS CONCEPTS EXTRACTED FROM A 

CLINICAL TEXT 

Extracted concept Semantic type 

Type 2 Diabetes, Pneuminia Disease or Syndrome 

ADO Pharmacologic Substance 

Chronic smoking Finding 

respiratory distress Sign or Symptom 

C. Word Embeddings Generation 

Concept extraction only partially solves the problem of 
sparsity, medical concepts are also written through 
abbreviations, acronyms and coding conventions of medical 
terms specific to each health system that cannot be mapped to 
UMLS. Furthermore, traditional classifiers cannot retrieve 
semantic similarities of rare words as they occur in few 
documents, and therefore have a minor contribution to 
classification accuracy. In this work, textual documents are to 
be classified into similar categories, in this case, specific terms 
are clearly in a minority compared to common terms, yet they 
are very decisive to predict severe flu. Thus, in order to 
emphasize these specific terms, documents will be extended 
with terms similar to them. 

Word embedding is a recent technique powered by 
continuous advancements in deep learning, it is used to learn 
word vector representation to capture semantic properties 
helpful to quantitatively estimate the similarity between words. 

To optimize the semantic representation of words, word 
embeddings are often pre-trained on large datasets so that 
words that occur in the same context have similar meanings. 

Word2vec [28] and Glove [29] are among the best known 
methods, they are called static methods because they only 
produce a single representation of a word regardless of the 
context in which the word appears. For example, static 
methods generate the same representation of the word fever 
even if its meaning differs depending on the context. 

 American election fever is approaching. 

 Fever is a sign of Covid-19. 

In this work, Elmo [30] is used to extend the terminology 
of medial concepts by capturing only the medical meaning of 
polysemous words. ELMo is a product of Allen NLP, its 
operating principle is based on two tasks: First, a deep 
bidirectional LSTM-based language model is pre-trained on a 
large textual dataset, then, in a second step, the hidden internal 
states of the model are used to generate the vector 
representation of words taking into account the context in 
which the word appears. ELMo can capture the finest syntactic 
and semantic aspects, and thus outperforms classic models like 
word2vec et GloVe in many NLP tasks. 

In practice, a pre-trained ELMo model trained on PubMed 
[31] is used to generate 1024-dimensional embeddings of 

specific terms collected from the training data annotated as 
"severe flu". For this, it is necessary to identify specific terms 
that will be submitted to the model, thus, we have defined a 
specific term as a term whose frequency in the training 
documents labeled as "severe flu" is clearly higher than its 
frequency in the training documents labeled as "mild flu", this 
definition can be formulated as follows: 

               {      
 (     )

 (     )
  }           (1) 

Where: 

Csf is the class label of training documents related to "severe 

flu". 

Cmf is the class label of training documents related to "mild 

flu". 

Tsf is the training set of class "severe flu". 

D(t, Csf) is the number of documents of class Csf containing 

the term t. 

D(t, Cmf) is the number of documents of class Cmf containing 

the term t. 

α is the threshold which determines the list of specific 
terms to be selected. 

Since ELMo may generate multiple embeddings per word, 
we average the vectors of all the occurrences of each term to 
obtain the corresponding word vector. 

The i2b2 dataset word vectors are associated with specific 
term embeddings to form a base of eligible words to extend 
terminology for specific words. A cosine similarity-based 
measure is calculated between each specific word and all 
eligible words, so that except words that reach a similarity 
above a certain threshold will be retained. In Table II, we list 
some specific words with their closest similar concepts with a 
threshold equal to 0.75. 

TABLE II. SOME UMLS CONCEPTS WITH THEIR CORRESPONDING MOST 

SIMILAR WORDS 

UMLS concept Most similar words 

Pneumonia Dyspnea, Desaturation, cyanosis, tachypnea 

Swine H1N1, virus, flu, SRAS, coronavirus, pandemic 

distress ARDS, respiratory, breath, dyspnea 

Intubation Ventilation, nebulization, respirator, ICU 

diabetes Sugar, insulin, hyperglycemia 

Although the word "Swine" refers to the animal domain, its 
embedding generated by the model is closely related to the 
medical context, the same for the word "Distress" which is 
encountered in several contexts but attributed to the medical 
domain. 

D. Term Weighting Scheme 

The proposed weighting scheme attempts to assign an 
appropriate weight to each extracted term and the list of 
extended features based on their power to discriminate between 
severe and mild flu. The frequency-based weighting scheme is 
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not convenient due to the fact that we have at our disposal a 
labeled training set that tells us about the degree of correlation 
between terms and the target classes, in addition, even if two 
terms have a strong correlation with the class "Severe flu", it 
may not have the same semantic importance for the target 
category, for example, the term "Pneumonia" is more 
indicative of a severe case of flu than the term "Fever". Thus, it 
makes more sense for the proposed weighting scheme to take 
into account both the degree of correlation with the target class 
and the semantic importance of terms. 

The chi-square test is performed to test the hypothesis of 
independence between two categorical variables. In text 
classification, this test is used to rank words from a corpus of 
textual documents in order to select those that strongly depend 
on the target class. This dependence between variables is 
measured by the chi-square test by applying the formula below. 

  (     )   ∑ ∑
(       )

   

 
   

 
               (2) 

Where 

O and E are respectively, the observed and expected numbers. 

The index i indicates whether the term f is present or not in 

document d. 

The index j indicates whether the document d belongs to 

class c. 

A greater value of the chi-square test indicates that there is 
a strong correlation between the term and the corresponding 
class, for that, we retain the chi-square value to calculate the 
weight of words. 

In addition to the weight generated by the statistical 
correlation between words and the target class, a weight 
reflecting the semantic importance is used to determine the 
final weight of a word so as to assign a high semantic weight to 
terms that are more indicative of severe flu,  to do this, the 
semantic weight of a term corresponds to the cosine similarity 
between the term and the class "Severe flu", and in order to 
simplify the calculation of similarity, the class "Severe flu" is 
represented by the word "Pneumonia" since it is often 
associated with severe complications of flu. In short, the 
semantic weight is formulated as follows: 

         ( )            (   ( )    (         ))   (3) 

Finally, the final weight of the term t is calculated by 
associating the chi-square weight with the semantic weight 
according to the formula below: 

           ( )             ( )  (   )   
 ( )      (4) 

Where 

semanticw
 
(t) is the semantic weight of the term t. 

 
 
 ( ) is the chi-square weight of the term t. 

β is a parameter which determines the share of semantic 

weight in the final weight. 

emb(t) is the vector word representation of the term t. 

IV. RESULTS AND DISCUSSION 

A. Datasets 

To conduct our experiment, two sources were used to 
collect clinical documents pretaining to flu. 

1) For severe flu cases: By searching with the keyword 

"Pneumonia", several clinical notes were extracted from the 

i2b2 dataset, then with the support of two physicians, 500 

documents are labelled as "severe flu". 

2) For mild flu cases: We collected and translated into 

english reports of all medical consultations carried out by the 

pneumology department of Ibn Sina hospital in rabat during the 

period between January 2017 and February 2020 provided that 

these consultations did not result in hospitalization. Among the 

collected documents, 500 reports were annotated as "mild flu". 

In the remainder of this section, "Severe flu" documents are 
considered as positive samples, while "Mild flu" documents are 
regarded as negative. 

B. Evaluation 

A health surveillance system must be efficient enough to 
accurately detect the onset and progression over time of a 
disease, so our proposed model is designed to meet the 
following two requirements: 

1) Reduce the proportion of mild flu-related documents 

classified as severe flu, this has the effect of avoiding false 

outbreak alerts. To assess this performance, the precision 

which represents the percentage of correct positive predictions 

over positive predictions is measured as follows: 

           
  

     
             (5) 

2) Reduce the proportion of severe flu-related documents 

classified as mild flu in order to prevent an outbreak going 

undetected. This performance is evaluated through the recall 

measure which is defined as the percentage of correct positive 

predictions over the total number of actual positive documents, 

and it is calculated as below: 

        
  

     
              (6) 

The proposed classification model is considered 
sufficiently perfect once high values of precision and recall are 
reached. In our model, finding a good compromise between 
precision and recall amounts to determining the values of these 
two measures which maximize their harmonic mean, also 
called F-measure. The F-measure is calculated as follows: 

            
                

                
            (7) 

Where 

TP is the number of true positive predictions. 

FP is the number of false positive predictions. 

FN is the number of false negative predictions. 
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C. Experimental Results and Discussion 

Our feature engineering approach is confronted with three 
baseline methods: 

1) Bag of words + TF-IDF: Words resulting from text 

preprocessing tasks are extracted, then weighted using TF-IDF. 

2) UMLS concepts + TF-IDF: Clinical text is mapped to 

the UMLS concepts using the MetMap program, then the TF-

IDF weight is calculated for each extracted concept. 

3) The word embeddings model word2vec pretrained on 

PubMed. 

The SVM method is applied to all types of features used in 
our experience with 90% of the dataset goes to the training set, 
and the remaining 10% to the testing set. SVM is an ideal 
choice, as it performs well on different domains [32]. 

The performance measures of our model depend on two 
parameters α and β explained in detail in the previous section. 

1) α is the threshold below which a term is considered 

specific to the positive class (Severe flu). 

2) β is the share of the semantic weight in the final weight 

of a term. 

When the value of α is very small. The model extracts 
terms specific to the positive class which rarely occur in the 
negative class. On the other hand a large value of β means that 
the semantic weight of a term is greater than its statistical 
weight. 

According to experimental results presented in Fig. 2 the 
recall value is at its lowest when the model allows selecting as 
specific term those whose frequency in the positive class is 
close to their frequency in the negative class, i.e. α close to 1, 
which can be explained by the fact that the model tends to 
extend the terminology of common terms that are already 
dominant over specific terms, causing an increase in FN. 

When the value of α decreases, we notice a clear 
improvement in recall, because the model rejects more 
common terms, and only those specific to the positive class are 
extended contributing to rebalance positive training samples by 
reducing the dominance of common terms. It is to be 
particularly noted that the recall values peak for α in the range 
of 0.2-0.3, indicating that most severe flu specific terms are 
selected when the α parameter value is between 0.2 and 0.3. It 
is also observed that recall value decrease slightly when α 
drops below 0.2, which is quite expected since specific terms 
are very rare and it is unlikely to find terms whose frequency in 
the positive class is at least 5 times higher than their frequency 
in the negative class. Except for α equal to 0, the system selects 
very discriminative terms which exist only in the positive class. 

As shown in Fig. 3, the precision varies between 55% and a 
maximum value of 94.25%. It is minimal when α is equal to 1, 
then evolves by reaching high values when α is in the interval 
(0.2-0.3) where the majority of specific words are selected. The 
precision is relatively high because the number of FP is very 
low which indicates that the system classifies into the positive 
category only test documents containing specific terms with 
very high discriminative power. 

The weight of the terms has a significant impact on the 
model performance. The maximum values of recall and 
precision are reached when the share of the semantic weight in 
the final weight is around 60%.When the final weight only 
includes the chi-square weight, i.e. β= 0, the recall and the 
precision are respectively 72.45% and 83.48%. On the other 
hand, a final weight comprising only the semantic weight (β= 
1), the recall and the precision take the values 78,35% and 
88.62% respectively, which means that the semantic weight 
contributes more to the discriminative power of the terms. 

Although SVM performs well on the most commonly used 
datasets with an F-measure that typically exceeds 93% [33], 
SVM classification performance is significantly reduced when 
trained on our dataset using only the BOW feature 
representation and the TF-IDF weighting scheme, with an F-
measure that barely reaches 53%. Which indicates that 
traditional feature engineering methods are not effective to 
discriminate between classes sharing many common features. 

The results presented in Table III show that our health 
surveillance system based on a text classification model 
constructed through an extension of specific features using 
ELMo and a weighting scheme combining the semantic and 
chi-square weights is much better than baseline methods. 

Experimental results also show that neural word 
embeddings models (ELMo and word2vec) are more effective 
than the bag of words and ontology-based approaches. 

 

Fig. 2. SVM Classification Recall when Varying Thresholds α and β. 

 

Fig. 3. SVM Classification Precision when Varying Thresholds α and β. 
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TABLE III. SVM CLASSIFICATION PERFORMANCE OF OUR FEATURE 

ENGINEERING MODEL COMPARED TO BASELINE METHODS 

Features Recall Precision F-measure 

Our feature enginnering model 80.00% 94.25% 86.54% 

BOW + TF-IDF 52.32% 55.17% 53.70% 

UMLS concepts + TF-IDF 65,50% 70,63% 67,96% 

Pretrained word2vec 75,23% 80,75% 77.89% 

V. CONCLUSION 

A system for detecting the occurrence of severe forms of 
flu by using only clinical texts recorded in EHRs is devised 
through a text classification model with the challenge of 
discriminating between severe and mild flu-related documents 
containing many common features. 

To improve classification performance, we have adopted a 
two-phase approach. In the first phase, with the aim of 
emphasizing severe flu specific terms deemed rare and 
discriminative, we have extended these terms by using the pre-
trained word embedding ELMo. In the second phase, a 
combination of two weights is assigned to each term, a 
semantic weight representing the term's similarity to the word 
"Pneumonia", and a chi-square weight measuring the 
correlation between the term and the class "severe flu". 

We have found through our experiments that the proposed 
feature engineering model based on terms extension using deep 
word representation combined with a weighting scheme that 
emphasizes discriminative words vigorously improves 
classification performance when the target classes are very 
similar. 

In this paper, only medical terms are used to determine 
cases of severe flu. However, opinion words are also useful in 
deciding the severity of an illness. Thus, mining opinion words 
occurring in clinical texts is an interesting line of research for 
our next work. 
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Abstract—Software driven technology has become a part of 

life and the quality of software largely depends on the extent of 

effective testing performed during various phases of 

development. A wide range of nature inspired searching 

techniques are employed over years to automate the testing 

process and provide promising solutions to elude the infeasibility 

of exhaustive testing. These techniques use metaheuristics and 

work by converting the problem space into search space. A 

subset of optimized solutions is searched that reduces overall 

time by shortening the testing time. Objective: An enhanced 

Artificial Bee Colony- Naïve Bayes optimizer for test case 

selection is proposed in this paper. This article also aims to 

provide brief insights into the emergence of hybrid swarm-

inspired techniques over the last two decades. Method: The 

modified Artificial Bee colony is applied after component 

selection and further optimization is achieved using Naïve Bayes 

classifier. The proposed technique is implemented and evaluated 

taking three benchmark programs into consideration. The 

proposed technique is also compared to other competitive swarm 

intelligence-based techniques of its class. Results: The 

experimental results show that the proposed technique 

outperforms other swarm-inspired techniques in terms of 

execution time in a given scenario and capable of higher 

detection of faults with minimal test case selection. Conclusion: 

The proposed approach is an improvement over existing 

techniques and helps in huge time and cost saving. It will 

contribute to the testing society and enhance the overall quality 

of the software. 

Keywords—Software testing; artificial bee colony; swarm 

intelligence; Naïve Bayes; test case selection 

I. INTRODUCTION 

Increasing demand in robust software can be seen as a 
consequence of rapidly developing hardware industry and 
outburst in evolution of technology. Smart devices have 
become our part of our surroundings. Software testing is a 
very important phase of development of robust software which 
involves finding possible faults and errors so that the final 
product meets the overall expectation of the customer without 
failing. Software testing has always been a hot topic of 
research for software industry practitioners and researchers. It 
is the procedure of the identification and authentication of the 
software services by selecting if it is fulfilling the user's needs. 
Despite checking correctness of input and output during 
testing there are many other concerns to deal with. Some of 
them include dead code, redundant code, faulty components, 
exceptions etc. These aspects principally affect the overall 
performance and customer satisfaction. Though, specifications 
are frequently ignored and there are numerous obstructions to 

the execution, including the inadequate design, phase limits, 
absence of automatic apparatuses, and so forth. The cost of 
testing increases with complexity of the system. More 
important aspects to be considered are the continuous updates 
in the system and addition of new functionalities. The 
configurable architecture of the software now- a- days makes 
the testing process more difficult due to the behavioral 
changes of components at each configuration (Myra B. Cohen 
et al. 2007). Poor testing ultimately leads to system failure and 
lowers down the faith of the customer. The significance of 
software testing is that it helps the software programmers for 
building error-free and acceptable software. A worthy and 
quality test suite can catch most of the errors without jumping 
time constraints. The process of testing is carried out at 
functional (Black Box) as well as structural level (White Box). 
Functional testing aims to check correctness of the input and 
output only whereas structural testing checks the deep insights 
at the root level considering the architectural aspects of the 
program. 

Optimization of testing processes can be done at several 
levels of software testing life cycle. The field of automated 
testing is growing day by day due to various underlying 
benefits. With the increase in dependence of software and 
ever-growing system requirements, manual testing is not 
possible at every level of development. Manual testing is time 
consuming whereas automated testing is fast and repeatable. 
Smaller projects are feasible to be tested manually but this is 
not the case for large dynamic projects. The manual testing 
time rises exponentially with increase in the length of code but 
this is not the case in automated testing. All you need to do is 
to write an isolated code called a ―Test Code‖ to test the main 
functional code. This code can be executed any number of 
times to find errors whenever required. One more important 
benefit to mention here is that automated testing permits you 
to refactor (―changing the structure without altering the actual 
functionality‖) the code without any hustle to manually test 
the code every time you refactor the code. From automated 
generation of effective test suites to test case selection and 
prioritization, research is going on which encompasses meta-
heuristics and artificial intelligence. Automated testing helps 
you emphasize more on the quality of the software rather than 
memorizing what and how to test. Test automation can be 
done at various levels. Unit testing automation involves 
testing each independent functional unit without considering 
the external dependencies. Optimization of such activities 
utilizes various engineering domains like data mining, 
artificial intelligence, machine learning, swarm intelligence 
and many more. Over years, soft computing has emerged as a 
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promising solution towards optimization problems that 
involves metaheuristics [1]. Various evolutionary algorithms 
are also preferred over random search techniques for test suite 
generation that attracts researchers in this field [2]. This paper 
also aims to utilize a swarm-based approach for optimization 
in the testing process. 

Rest of the paper is organized as: Section II briefs the 
emergence of various swarm inspired techniques according to 
the timeline over the past two decades. Section III presents 
related work present in different literature over recent years in 
the similar domain of hybrid Artificial Bee Colony (ABC) 
optimization techniques. The proposed method in the form of 
a flowchart is presented in Section IV. Results and evaluation 
of the research are reported in Section V. Finally, the overall 
conclusion of the paper is given in Section VI along with the 
future scope of the article. 

II. RELATED WORK 

Swarm Intelligence (SI) is a popular field of research that 
is motivated by the natural phenomenon of a population 
(group) of various living organisms in their natural habitat for 
search of food, shelter and security. Over the past few decades 
swarm-based optimization techniques are emerging at a very 
fast pace due to the inherent flexibility and robustness [3]. SI 
refers to collective intelligence that has attracted researchers in 
almost every area of industry. The community behavior of real 
living organisms dwelling in nature to protect and feed their 
community is the real inspiration behind SI. The individuals of 
a swarm interact mutually with each other and also locally 
with their surroundings in a decentralized way for survival 
forming a coherent system that can be modelled into a 
functional pattern [4]. SI laid its roots in the early 1990s and 
has become an ever-evolving field since then. This section 
gives brief glimpses of some important swarm-based 
optimization techniques that have emerged till date and 
applied in the field of software testing. 

In 1999, ―Ant colony optimization (ACO)‖ was proposed 
which is inspired by food searching behavior of colonies of 
real ants [5]. Ants communicate with each other by secreting a 
chemical substance on their path. The concentration of this 
chemical increases on the shorter path when the number of 
ants taking that path increases over time. This simple but 
robust behavior gave the inspiration to build a meta-heuristics 
model that can be used in various search optimization 
problems. ACO is well utilized in test case generation, 
selection and prioritization problems in past few years [6] [7] 
[8]. The problem of testing optimization is first converted to 
graphical search problem and then ACO is applied [9]. 
Various hybrid approaches with ACO have also been 

proposed with other techniques such as Genetic Algorithm 
(GA) which aims to select a minimal test suite for higher fault 
coverage [10]. 

An efficient algorithm inspired from the social behavior of 
bees in the search of food was given by Dervis Karaboga et al. 
in [11] named as ―Artificial Bee Colony (ABC)‖ 
Optimization. They considered three types of bees and 
converted their behavior to a mathematical model. Initially 
half of the bees in the beehive are termed as ―Employed 
Bees‖. They search for the food randomly near the hive and 
come back to the hive. They dance in front of the second set of 
the bees called ―Onlooker Bees‖. This dance serves as the 
probability function for comparison and selection of the better 
food source. If the food source of any Employed Bee is 
exhausted then it becomes the scout and serves as the stopping 
criteria for the algorithm. 

Due to its lightweight deployment with very small 
amounts of controller factors, numerous hard works have been 
done to discover ABC research. ABC has gained popularity 
since its origin and researchers are more interested in making 
hybrid algorithms that provide more diversification in 
searching the solution. ABC is inspired from natural behavior 
of honeybees in the search of nectar and their community 
behavior in maintaining the highest nectar collection. The 
success of ABC can be anticipated by vast literature available 
under reputed indexing that shows the interest of researchers 
in this approach. Originally the ABC technique employs three 
types of bees: Employed, Onlooker and Scout bees [11]. The 
employed bees are linked to a definite food source. Initially 
one employed bee is assigned to a food source. They transmit 
vital information such as navigation information, location and 
the profitability of the food source and carry the data with the 
rest of bees at the beehive. The onlooker bees are accountable 
for food source detection exploiting the information delivered 
by employed bees. The scout bees dispensed randomly to hunt 
the new food source whenever there is no further improved 
solution is found by either employed or onlooker bees [D. 
Karaboga, 2005]. The assumption is that the employed bees 
whose food source is exhausted are transformed into ―scout 
bees'' and commence a new exploration for the food source. 
The parallel conduct of these three bees speeds up the 
generation of feasible independent paths and software test 
suite optimization. ABC performs competitively to other 
conventional soft computing techniques and has gained 
popularity over last decade due to its easy implementation. 
Various hybrid and enhanced ABC techniques evolved over 
the past decade that are used for optimization problems 
especially in the field of software testing. Table I provides a 
brief insight into such hybrid ABC techniques: 
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TABLE I. EXISTING HYBRID ARTIFICIAL BEE COLONY BASED OPTIMIZATION TECHNIQUES 

Author Year Technique used Application Area 

[Lakshminarayana P et al. [12]] 2021 Hybrid Cuckoo Search and Bee Colony Algorithm 
Optimization of test cases and generation of 

path convergence within 

[Hussain, Kashif et al. [13]] 2020 Scoutless ABC Model-driven testing 

[Saju Sankar S et al. [14]] 2020 
Comprehensive Improved Ant Colony Optimization 

(ACIACO) 
Automated test case generation 

[Ammar K. Alazzawi et al. [15] [16] ] 2019, 2020 
Hybrid artificial bee colony algorithm and practical 
swarm optimization with constraint support 

Generation of variable t-way test sets 

[Snehlata Sheoran et al. [17]] 2019 Memory based ABC 
Data flow testing to find out and prioritize 

the definition-use paths 

[Hu Peng et al. [18]] 2019 Best Neighbor-guided artificial bee colony Continuous optimization problems 

[Sandeep Dalal et al. [19]] 2018 BCO-m-GA Test case selection 

[Faten Hamad [20]] 2018 Modified ABC Software structural testing 

[Sahoo, Rajesh et al. [21]] 2017 Hybrid PSO and BCA Model-driven testing 

Zohreh Karimi Aghdam et al. [22] 2017 Modified Fitness Function in ABC 
Generate Test Data 

for Software Structural Testing 

Xianneng Li et al. [23] 2016 Artificial bee colony algorithm with memory Continuous optimization problems 

D. Karaboga et al. [24] 2014 
Quick ABC with different functions for employed and 

onlooker bees 
Numerical Optimization Problems 

III. PROPOSED APPROACH (ENHANCED ABC- NAÏVE BAYES 

OPTIMIZATION) 

In this section, a novel ―Enhanced ABC- Naïve Bayes 
Optimization (ABC-NB)‖ is proposed for software test case 
selection. Fig. 1 shows the flowchart of proposed 
methodology that is inspired from memory-based ABC [17], 
[19], [23] along with the Naïve Bayes Classifier to further 
enhance the results. 

ABC is highly exploited in the field of software testing 
that shows the capability of the method. ABC also provides 
the inherent advantage of independent and parallel behavior of 
three types of honey bees. Also, this is a non- pheromone-
based technique that decreases the computational complexity 
up to a great extent [25]. That’s why we prefer ABC over 
other swarm-based techniques for optimization of the testing 
process. The algorithm starts with the selection of the project. 
We are considering Components Based Software (CBS) 
development paradigm into account due to the inherent 
modularity and capability of handling complex projects. 

The proposed approach works as follows: component-
based projects are selected and uploaded to the repository and 
their individual components are extracted. Here components 
refer to each individual unit of work that has predefined 
interfaces and boundaries. Further each component is 
subdivided into modules. A component may consist of one of 
more modules and other components. ―Enhanced ABC with 
memorizing capability‖ is applied for selecting a subset of test 
cases in the given fault matrix. The memory element is used to 
store the best solution found so far to maintain overall 
intensification as well as diversification. Originally ABC has 
three phases each related to three different types of bees in the 
beehive. This behavior is inspired from real beehives where 
nectar collection is a result of highly organized and 
collaborated team work. Fig. 1 shows the detailed flowchart of 

the proposed technique. The various phases and role of 
different type of bees is as follows: 

A. Initialization 

First of all, we need to initialize the population size i.e., 
no. of candidate solutions (initial number test cases in our 
case) that is denoted by TN. Each solution (test case) is related 
to D dimensional parameter vector that defines a particular 
solution based on fault matrix i.e. 

Xi = {  
 ,   

  , . . .,   
 }, i = 1, 2, . . ., TN. 

Initially the memory element is kept empty. 

For a fault j in fault matrix for ith test case, the initial value 

  
 
is generated by 

  
 
=     

 
+ rand(0, 1) × (    

 
−     

 
)           (1) 

where, i = 1, 2, . . ., TN and j = 1, 2, . . ., D. rand(0, 1) is a 
random number whose value belongs to [0, 1], max and min 
are the maximum and minimum value in case of each 
parameter respectively. 

B. Employed Bees 

Each employed bee maintains individual solutions so their 
number is equal to the total number of test cases, that is, TN. 
For each test case i, employed bees generate a new vector Yi. 

The neighbor search is performed by modifying jth 
parameter of Yi where j ∈ {1, 2, . . ., D} is selected randomly. 
The following equation is used for updates done by employed 
bees (Karaboga and Basturk 2007): 

  
 
=   

 
+   

 
×(   

 
−   

 
).             (2) 

Here k is randomly selected and i ≠ k. Xi will be replaced 

by Yi; in the population if Yi is better.   
 
 is for randomness 

ranging in [−1, 1]. 
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Fig. 1. Flowchart of Proposed Methodology. 

Each employed bee also has memory MEi, that stores the 
best solution found so far. After every iteration memory is 
also updated. During next cycle, MEi is searched first before 
randomly selecting neighbor solution. 

C. Onlooker Bees 

The probability of selecting a test case ―i‖ by an onlooker 
bee is denoted by pi, which is calculated by 

    
    

∑     
  
   

               (3) 

where fiti denotes the fitness value of ith test case, which is 
calculated on the basis of probability of a test cases to find 
given set of errors. The onlooker bee also generates a new 
solution Yi using equation (2) similar to the employed bee. 
Each onlooker bee also has memory MOi, that stores the best 
solution found so far. After every iteration memory is also 
updated. During next cycle, MOi is searched first before 
randomly selecting neighbor solution. 

D. Scout Bee 

When a solution cannot be further improved by either 
employed or onlooker bee that solution is considered as poor 
performing in the process of evolution as must be removed 

from the final solution set. In such a scenario, a scout bee is 
generated, it abandons the poor performing test cases and 
starts with a whole new random solution. Scout bees maintain 
randomness and diversification in the algorithm. 

After the application of Enhanced ABC, a solution set of 
promising test cases is returned to the system. Here comes the 
role of Naïve- Bayes Classifier. It generates the probability 
matrix over the solution set that is returned in the previous 
stage and further classifies the solution set. Hence a reduced 
result set is generated. Naïve Bayes is a family of 
classification techniques that assumes all features into 
consideration as independent and of equal weight. The 
proposed technique is applied on three component-based 
student projects and implemented in ten iterations with fault 
matrix of size 50*50 in each project. Errors are induced using 
mutation to test the efficiency of the proposed method. 

IV. RESULTS AND DISCUSSION 

The proposed approach is implemented in ―Visual C# 
Express 2010‖ using three student’s projects namely: Café 
Management (CM), Hospital Management (HM), and Payroll 
System (PS). All of them are implemented in C# using 
component-based paradigm. The reason for selecting Visual 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

224 | P a g e  

www.ijacsa.thesai.org 

C# projects is the intrinsic component-based approach that is 
offered by this platform. The details of these projects are 
given below in Table II: 

TABLE II. DETAILS OF STUDENT'S PROJECTS 

Project Name kLOC 
Number of 

Components 

Total Number 

of Modules 

Café Management (CM) 69 6 46 

Hospital Management (HM) 78 5 53 

Payroll System (PS) 43 3 34 

A. No. of Selected Test Cases vs No. of Faults Detected 

The experiment is conducted for ten iterations to rule out 
any chances of error and for averaging of the results with fault 
matrix of size 50*50 in each project. Initially it is assumed 
that each test case is capable of finding at least one error. 
Errors are induced using mutation to test the efficiency of the 
proposed method. Gradually as the algorithm converges, a 
smaller fault matrix with a lesser number of selected test 
cases, Table III shows the performance of the proposed 
technique in terms of percentage of test case selected and 
percentage of faults detected. 

Fig. 2 shows the results in graphical form. It is depicted 
that the proposed ABC-NB technique selects less than 47 % of 
test cases to achieve near optimal fault coverage. The size of 
the test suite the faster the process is. The results of the 
proposed technique prove promising in selecting better and 
shorter test suite so that overall execution time can be reduced. 

B. Comparison of Execution Time 

Being a costly and time-consuming process, software test 
execution time plays a very important role. Cost can be greatly 
minimized by decreasing the execution time without 
compromising with the quality of test suite. On the basis of 
fault matrix, the execution time of selected test cases by the 
proposed approach is compared with the execution time of 
selected test cases by other swarm-based techniques namely 
PSO, ACO, ABC and the results are summarized in Table IV. 

Fig. 3 shows the comparative graph for the same depicting 
the clear time saving that can be achieved using the Enhanced 
ABC- Naïve Bayes technique. It can be argued from the 
experimental results that the proposed hybrid technique is 
capable of providing time saving as compared to other 
competitive techniques. As it shortens the execution time in 
the given scenario, efforts and cost are automatically reduced. 

TABLE III. PERFORMANCE OF ENHANCED ABC- NAIVE BAYES FOR 

SELECTION OF TEST CASES AND FAULTS COVERED 
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CM 50 50 21 42% 49 98% 

HM 50 50 19 38% 50 100% 

PS 50 50 23 46% 50 100% 

 

Fig. 2. Performance of Enhanced ABC- Naive Bayes. 

TABLE IV. EXECUTION TIME OF SELECTED TEST CASES IN MILLISECOND 

(MS) 

Algorithm/ Project CM HM PS 

PSO 165 133 124.3 

ACO 160 145.5 120.4 

ABC 125.6 143 111.9 

Enhanced ABC- Naive Bayes 127.3 129.4 105.4 

 

Fig. 3. Comparison of Execution Time. 

V. CONCLUSION AND FUTURE SCOPE 

Swarm intelligence always inspired researchers to 
optimize the search problems to save time and money. In this 
paper, a novel Enhanced ABC – Naïve Bayes algorithm is 
proposed that is inspired from the colony of honey bees for 
optimization of test case selection. Being a time consuming 
and important task, testing always requires optimization. The 
proposed technique is applied on three component-based 
student projects and implemented in ten iterations with fault 
matrix of size 50*50 in each project. Errors are induced using 
mutation to test the efficiency of the proposed method. The 
results show that the proposed method is able to find near 
optimal (i.e.,~ 100%) faults in less than 47 % of total test 
cases. Thus, a huge amount of time saving can be achieved. 
The proposed method ABC-NB is also compared with other 
swarm-based techniques of its class by taking execution time 
of the selected test cases as a parameter. The proposed 
technique outperforms PSO, ACO and original ABC as 
depicted by the results. In future, the proposed method will be 
compared and evaluated with other swarm-based techniques 
of its class using more parameters to assess the efficiency and 
accuracy of the proposed method. 
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Abstract—An agricultural greenhouse is an environment to 

ensure intensive agricultural production. The favorable 

climatological conditions (temperature, lighting, humidity ...) for 

agricultural production must be reproduced in a non-natural 

way by controlling these parameters using several actuators 

(heating/air conditioning, ventilation, and humidifier/ 

dehumidifier). The objective of this study is to control the 

humidity inside the greenhouse; it is a problem that remains to 

be negotiated. To that end, an actuator based on a humidifier 

and a dehumidifier was installed in an experimental greenhouse 

and activated by a fuzzy logic controller to achieve the desired 

optimal indoor humidity in the greenhouse. 

Keywords—Greenhouse; climate; humidity; fuzzy logic 

controller; humidification; dehumidification 

I. INTRODUCTION 

A greenhouse is intended to protect plants and promote 
greenhouse production by creating climatic conditions that are 
more favorable than the local climate. Therefore, the 
regulation of the indoor climate, in particular the relative 
humidity, is necessary to create an ideal environment for plant 
growth. Greenhouse climate management is controlled by 
different actuators: ventilation, heating, humidification, and 
dehumidification system. Many different sensors can measure 
the actual climate conditions for a precise real-time control 
method. The need to improve these climatic conditions has 
called for advanced control algorithms due to the complexity 
and nonlinearity of the greenhouse system. Many researchers 
have developed several control strategies to improve the 
indoor microclimate such as Proportional - Integral - 
Derivative controller (PID controller) [1], Neural Network 
[2,3], the PI controller (SSODPI and PI-SSOD event 
controllers) [4], Adaptive Neuro-fuzzy controller [5,6,7,8], 
Genetic algorithm [9], Optimal control [10], Predictive Neural 
Control [11], four control techniques have been developed 
[12]: Adaptive Neuro-Fuzzy Control (ANFIS), Fuzzy Logic 
Control (FLC), PI Control and Artificial Neural Network 
Control (ANN), to adjust the temperature inside the 
greenhouse, and a Fuzzy Logic Controller (FLC) [13,14] 
which is a valuable element in the control of hardly 
identifiable and non-linear systems. Also, several studies have 
established the importance and usefulness of the FLC 
controller and its tool to solve the problem of complexity and 
non-linearity of the greenhouse system [15] from which 
presented a comparative study of a basic fuzzy controller and 
optimized fuzzy controllers to show their advantages and 
disadvantages. The author in [16] have developed a fuzzy 
modeling application to control the indoor air temperature of a 
MISO greenhouse, [17] have used this application with a new 

approach that automatically organizes a fuzzy flat system into 
a hierarchical collaborative architecture, this architecture 
adapted to transfer the information contained in the fuzzy rule 
sets to another fuzzy subsystem. 

In this paper, an FLC is developed to manage humidity 
combined with a humidifier and a dehumidifier to ensure the 
optimization of the microclimate. The importance of this work 
comes from the fact that humidity is the most difficult 
environmental factor to control in an agricultural greenhouse, 
and whether the humidity level is too high or too low; the loss 
of quality decreases the selling price of the crops and increases 
the production costs, thus reducing profits. This work is 
organized as follows; the second section deals with a 
description of the experimental set-up studied with the 
measuring equipment followed by dynamic modeling of the 
greenhouse's internal moisture behaviors. The third section 
describes the Fuzzy Logic Controller strategy that was 
developed and applied to the greenhouse to improve the 
humidity inside the greenhouse. In the fourth section, a 
presentation of the results is given followed by a discussion. 
Finally, this study will be complemented by a general 
conclusion. 

II. DYNAMIC MODEL OF THE AGRICULTURAL 

GREENHOUSE 

A. Greenhouse Modeling 

The dynamic modeling of the agricultural greenhouse 
presents the balance of energy and mass exchanges inside the 
microclimate. The study of such a model can be useful to 
observe the actuator's influence on the system’s behavior 
containing two differential equations describing the energy 
balance of the indoor humidity and the indoor air temperature. 
According to the law of energy conservation, the equations 
describing the heat balance of the indoor air can be obtained 
from the following equation [18]. 

  
       

  
                                        

                                              (1) 

With : 

   : The thermal capacity of the air (product of air specific 

thermal capacity, air density and greenhouse volume) and all 

other elements thermal equilibrium with the air. 

                  : heat gain by solar radiation (     . 

               : heat transfer from the envelope between 
the inside and outside of the greenhouse [19].       . 
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            : heat transfer to the ground       . 

          : the heat gain of the heating system (     . 

              : the cooling effect of the humidification 
system      . 

              : heat loss due to ventilation        
[20,21]. 

Indoor air is also characterized by its relative humidity. 
The indoor humidity equation can be expressed by: 

    

  
 

                                                 
                                      (2) 

Avec : 

                    : vapour transferred from the ground 
to the indoor air by evapotranspiration       of water). 

              and                    are, respectively, 
the humidifying and dehumidifying rates :       of 
water). 

              : water exchanged by ventilation       of 
water). 

               : the water condensation process       
of water). 

B. Experimental Setup 

The agricultural greenhouse used has a transparent plastic 
cover (PVC), it is located north of Tunis with its axis parallel 
to the east-west direction. The process is surrounded by a 2.5 
m high wind breeze to reduce the influence of the wind. The 
experimental device is 1.5 m long with a width of 1 m and a 
height of 1.15 m (Fig. 1) and is equipped with a data 
acquisition and processing system. A humidifier is placed 
inside the greenhouse. A dehumidifier type VERODRY 2009 
LCD was also used; its role is to decrease the humidity level. 
A data acquisition system with several probes is used to 
measure different climatic parameters such as temperature, 
humidity, and solar radiation inside and outside the 
greenhouse; two sensors type LM35CZ are used to measure 
temperature, two sensors type SY-230 to measure relative 
humidity. The sensor's technical characteristics are listed in 
Table I [22,23,24]. The electronic components are protected 
by naturally ventilated boxes inside and outside the 
greenhouse (Fig. 2). 

A thermopile cell type LPYRA03 is used to measure solar 
radiation. A data acquisition, processing, and control board 
type STM32F407VG Discovery is used to take measurements 
of different climatic parameters. The signals delivered by the 
sensors are amplified and conditioned using instrumentation 
amplifiers type AD620 before being transferred to the 
acquisition board (Fig. 3). The "STM Studio" software is used 
to process and transfer the data from the acquisition board to 
the computer; these data are measured every 30 seconds day 
and night then stored in files constituting a fairly large 
database of the greenhouse in different climatic conditions. 

 

Fig. 1. Experimental Greenhouse. 

TABLE I. SENSORS CHARACTERISTICS 

 
Temperature 

sensor LM35 

Humidity 

sensor SY-230 

Thermopile cell 

LPYRA 

Temperature 

range 

-55ºC to 
150ºC 

 -40 ºC to 80 ºC 

Rated voltage 4 to 30 volt 
Dc 5.0 volt 

nominal voltage 
 

Rated power < 60 μA 
≤ 3.0 mA 

Nominal power 
 

Operating 

humidity 
 10 – 90 % RH  

Measuring 

range 
  0 to 2000 W/   

Typical 

sensitivity 
  10 μV/(W/m^2) 

Impedance 

Low 

impedance 
output 0.1 Ω 

for 1mA load 

 33 Ω to 45 Ω 

Field of view   2π sr 

Spectral field   305 nm to 2800 nm 

 

Fig. 2. Humidity Sensor. [25]. 
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Fig. 3. Data Acquisition and Control Board. 

III. FUZZY CONTROL SCHEME  

A. Fuzzy Logic Concept 

Climate regulation is of vital importance for the plant 
grown in the greenhouse. In this research work, a 
methodology based on fuzzy logic control is used. This 
particular technique is a valuable element in the control of 
systems whose parameters are subject to significant variations. 
Fuzzy logic control uses inferences with several rules linking 
input fuzzy variables to an output fuzzy variable so the fuzzy 
model is generally composed of fuzzification which involves a 
transformation of input variables into linguistic. Each input 
has its group of membership functions. The inference step 
consists of defining a logical relationship between the system 
inputs and outputs in the form of membership rules which can 
be drawn up in an inference table. The de-fuzzification step is 
the inverse of the fuzzification step, it allows to reconvert the 
fuzzy output into a net output (I can't find any other synonym 
for net) (Fig. 4). 

B. Humidity Fuzzy Control 

We have focused our study on indoor relative humidity 
control. This study is done because of the importance of 
humidity in greenhouse agricultural production. Humidity 
control was ensured by two actuators: the humidification 
system and the dehumidification system. 

The fuzzy logic controller was developed to regulate the 
humidity inside the studied greenhouse where the included 
inputs are the error (between the set-point and the indoor 
humidity) and the previous control action of the actuators. 

The linguistic terms used to describe the values of the 
inputs were negative (neg), null, positive (posi). The linguistic 
terms for the previous control action are dehumidification 
(dehumid), no_action and humidification (humid). The 
linguistic terms for the fuzzy control output are mf1, mf2 and 
mf3. The outputs are described by three levels where each one 
is associated to a different value; 1 is associated to the 
humidifier activation, the dehumidifier activation is associated 
to -1 and zero when both actuators are not activated. The same 
values are used in the input of the fuzzy controller since it 
represents the previous control action, (see Fig. 5, 6 and 7). 

Initially, the inputs in each rule are fuzzified; their values 
are used as inputs of the membership functions belonging to 
each rule, the result are then used in a product method. The 
weight of each rule is obtained from each product. 

 

Fig. 4. Block Diagram of the Fuzzy Regulator. 

 

Fig. 5. Membership Functions of the Input Error. 

 

Fig. 6. Membership Functions of the Input Action. 

 

Fig. 7. Membership Functions of the Output. 

It is worth noting that the defuzzification process is not 
applied here. That is deeply related to the On/Off activation 
way used by the actuators. Instead, the result of the inference 
process is used to determine the maximum weight between all 
the rules then apply the associated control output to the 
actuators (see Table II). The fuzzy controller uses nine rules. 

TABLE II. FUZZY RULES OF THE RELATIVE HUMIDITY 

Error Action Command 

       Humid Posi Mf3= 1 

       Humid Null Mf3= 1 

       Humid Neg  Mf1= -1 

No_action Posi Mf3= 1 

No_action Null Mf2= 0 

No_action Neg Mf3= 1 

       Dehumid Posi Mf3= 1 

       Dehumid Null  Mf1= -1 

       Dehumid neg  Mf1= -1 
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IV. RESULTS AND DISCUSSION 

The samples used for climate control were taken from 
14/10 to 16/10 at the LAPER laboratory. These measurements 
include solar radiation and humidity inside and outside the 
greenhouse. 

Fig. 8 shows the solar radiation measured for about 46 
hours, while the indoor and outdoor humidity is shown in 
Fig. 9 measured at the same time. 

The responses of the two sensors (internal and external 
humidity) follow a periodic phenomenon of humidity 
variation and show almost identical evolutions with some 
differences. The external humidity depends on the solar 
radiation, for this reason, it increases during the night. 
Likewise, the indoor humidity increases during this period to 
approach that of the outside (and exceeds (80%), and this 
excess requires the use of the dehumidifier to lower its value 
to a level suitable for the plant. On the contrary case, during 
the day the interior humidity decreases until it reaches its 
minimum value (20%) that requires the use of a humidifier to 
increase the humidity. 

The main objective of the control is to gently force the 
humidity inside the greenhouse to follow their desired 
trajectory. The response of the greenhouse interior humidity is 
shown in Fig. 10 for a period of 46 hours from 22/10 to 24/10 
where the relative humidity set point was equal to 60%. The 
activation of the humidification is associated to 1, that of the 
dehumidification is associated to -1 and 0 describes the 
deactivation of the two actuators. 

It can be seen that the humidity level during the day and 
night is maintained around its 60% set point except when the 
application time is between 22 and 24 hours. At that time, the 
humidification operates continuously but the humidity 
response cannot keep up. That can be explained by the high 
level of solar radiation reached in those moments. Apart from 
that period, one can observe that the dehumidifier system is 
more active in the night when the indoor humidity tends to 
surpass the set point. In the daytime, the humidifier system is 
more active or else the indoor humidity will decrease under 
the level of the set point. 

The relative humidity evolution inside the studied 
greenhouse without and with the fuzzy controller is shown in 
Fig. 9 and 10, respectively. The fuzzy controller shows 
satisfactory results by better stability which proves the 
efficiency of this controller hence this study aimed to show the 
performance of FLC for setpoint monitoring and disturbance 
rejection. 

 

Fig. 8. Variation of the Intercepted Solar Radiation. 

 

Fig. 9. Indoor and Outdoor Humidity Behavior without Control. 

 

Fig. 10. The Variation of the Relative Humidity with the Controller FLC, the 

Irradiation Profile and the Humidifying/Dehumidifying Rate. 

V. CONCLUSION 

Climate management in greenhouses requires the choice of 
an automatic control system that is more reliable. In this 
article, we have developed a greenhouse environmental 
control system that manages the non-linearity of the system, 
using the fuzzy model for humidity control and real-time 
actuators that have been tested on a real greenhouse. This 
control strategy allows us to effectively regulate greenhouse 
humidity even in the presence of disturbances. 

The simulation results show the performance and 
efficiency of the developed fuzzy logic control to manage the 
relative humidity inside the greenhouse in an efficient way. 
This controller ensures a careful follow-up of the predefined 
setpoint while reducing the operating time of the actuators. 
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Abstract—The exponential advancements in Information and 

Communications Technology has led to its prevalence in 

education, especially with the arrival of COVID-19. Ubiquitous 

learning (u-learning) is everyday learning that happens 

irrespective of time and place and it is enabled by m-learning, e-

learning, and social computing such as social media. Due to its 

popularity, there has been an expansion of social media 

applications for u-learning. The aim of this research paper was to 

establish the most relevant social media applications for u-

learning in schools. Data was collected from 260 respondents, 

which comprised learners, and instructors in high schools who 

were asked to rank 14 of the top social media applications for 

ubiquitous learning. Fuzzy TOPSIS (Technique for Order 

Preference by Similarity to Ideal Solution) was the method 

employed for the ranking of the 14 of the most popular social 

media applications using 15 education requirements, 15 

technology criteria, and 260 decision makers. The simulation was 

implemented on MATLAB R2020a. The results showed that 

YouTube was the most likely social media application to be 

selected for u-learning with a closeness coefficient of 0.9188 and 

that Viber was the least likely selected social media application 

with a closeness coefficient of 0.0165. The inferences of this 

research study will advise researchers in the intelligent decision 

support systems field to reduce the time and effort made by 

instructors and learners to select the most beneficial social media 

application for u-learning. 

Keywords—Social media applications; Ubiquitous learning; 

fuzzy Technique for Order of Preference by Similarity to Ideal 

Solution (TOPSIS); Multiple criteria decision-making tools 

I. INTRODUCTION 

Ubiquitous learning (u-learning) is a learning paradigm 
which advocates the employment of ubiquitous computing 
devices to retrieve learning and teaching resources via. 
wireless networks [1]. It is evident from the extant literature 
that education has been indelibly transformed by technology. 
It enhances and simulates the traditional learning experience, 
developing instructor and learner behaviour, and creates 
opportunities for discovery and experimentation [2-4]. As 
technologies and online tools have progressed, social media 
has become an essential tool for facilitating applied learning 
activities [2]. Social media relates to computer-based 
technology that enables the dissemination of information, 
thoughts, and ideas through the construction of virtual 
communities and networks [5]. Social media technologies 
offer instructors a means to involve learners with self-
regulated and time-on-task learning [2, 6, 7]. Generally, social 
media affords avenues for end-users to communicate and to 
cultivate connections regardless of geographical barriers and 
time constraints [2]. In South Africa (SA) alone, out of the 

36,4 million people that are internet users, 22 million have 
social media accounts [8]. 

School-based learners are captivated by social media [9]. 
Studies have explained that the adolescent brain has a more 
sensitive nucleus accumbens and this makes their brain‟s 
reward circuitry more activated by social media. Research has 
also found that the region of the brain linked to visual 
attention and the social brain are stimulated by social media 
[10]. An interesting observation is that youth between the ages 
thirteen and eighteen comprise no less than a fifth of the 
twelve million Facebook users in SA [9, 11]. A survey 
revealed that individuals between the ages twelve to nineteen 
spend ordinary 16,6 hours each week on social networking 
websites [12]. Recently, there has been a drive towards u-
learning with more and more schools being fixated on student 
centered learning. U-learning is a popular platform to support 
student centered learning [13]. Furthermore, in unprecedented 
times such as Covid-19 u-learning is considered as the 
platform normal teaching and learning practice. 

Therefore, there exists a need to support school-based 
decision makers on which social media applications are most 
appropriate for u-learning. Much scope exists to address this 
research gap. A novel application of fuzzy TOPSIS 
(Technique for Order Preference by Similarity to Ideal 
Situation) will be used to support decision making on the 
selection of social media applications for u-learning. 

Section 2 discusses the literature review of the top social 
media applications employed for u-learning, the main 
technology criteria and education requirements for ranking 
social media applications for u-learning, and introduces the 
multi-criteria decision-making tool fuzzy TOPSIS. Section 3 
presents the materials and methods employed, while Section 4 
discusses the results of fuzzy TOPSIS generated. Section 5 
concludes the study. 

II. LITERATURE REVIEW 

The various features of social media have given rise to a 
myriad of platforms which can be classified as media sharing 
tools, social networking tools, experience and resource sharing 
tools and communication tools [14]. 

Learners of today have a lot of experience with photo and 
video-sharing media like YouTube [15, 16]. YouTube 
facilitates a constructivist classroom which incorporates 
learning tools for learners actively produce their own learning 
encounters through creating and viewing videos; and 
educators can employ these learning tools to meaningfully 
engage learners [15, 16]. 
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Facebook has collaborative and social characteristics that 
encourage active participation and social networking of 
teachers and learners [15]. Facebook has over one billion users 
and it permits users to share articles, pictures, videos, music, 
videos, and users‟ opinions and thoughts. The use of Facebook 
as a teaching and learning tool has steadily increased over the 
years [15]. 

WhatsApp is a cross-application instant messaging service 
with one and a half billion active users globally [17, 18]. 
WhatsApp enables end-users to share image, text, video, and 
voice messages, and to make voice calls and video calls. The 
differentiation and ubiquity of WhatsApp, has interested a 
host of studies in various educational research areas [17, 19]. 
Academic advantages comprise teacher availability, better 
accessibility of learning materials, and learning extension 
beyond class hours, peer collaboration, and peer assessment 
[17, 20]. As an assessment tool, WhatsApp can maintain the 
anonymity of the learner in the group chat whilst allowing the 
teacher to read all responses [17]. 

Facebook Messenger is standalone instant messaging 
application which was originally part of the Facebook Chat. 
Facebook Messenger‟s use in education has rarely been 
documented but there are several features of the application 
that can be used in education such as generating attractive 
posts with videos, text, and images; sharing web content; 
generating and sharing infographics; posting social proof of 
learner‟s success stories to engage prospects; organising 
contests to entice learners to engage with content; and 
inspiring an online learning community [21]. 

WeChat is a text communication and voice messaging 
service application. The study with Shi and Luo [22] discussed 
the WeChat teaching platform which facilitated the 
communication between teachers and learners. Such 
communication made ubiquitous learning feasible for 
university students. Furthermore, the study proved that the 
WeChat teaching platform efficiently developed students‟ 
translation competence and facilitated communication in 
translation teaching [23]. Instagram allows users to edit 
images and videos with digital filters and asynchronously 
share and publish images and videos. Additionally, Instagram 
affords Instagram Stories which publishes time-limited 
content [24]. The key educational application of Instagram is 
sharing images or videos for analysis or reference by learners. 
Other educational affordances of Instagram are supporting 
direct communication between learners and teachers, 
facilitating communication, promoting collaboration, posting 
relevant videos and articles to improve the learning experience 
[24]. Studies into Instagram for education zone into aspects 
such as its employment in library contexts and in health and 
medicine [24]. 

TikTok has over 1 billion users with most users being 
between the 14 to 30 age group. Due to the application being 
very popular in India, EduTok was launched to assist 
Mathematics and English teaching. Pedagogical affordances 
of TikTok include motivational influence, delivery of realistic 
experiences, control and review of content, and engagement of 
learners as creators [25]. 

QQ is a powerful communication tool that has proved to 
support numerous learners with online learning, ensure 
timeous learner feedback, and active interaction between 
teachers and learners. The QQ group video allows for 
synchronous and asynchronous teaching where learners can 
respond on the video call. Teachers can share their computer 
screen with learners, which enables learners to learn quickly 
and conveniently [26]. 

QZone is a multimedia (audio, image, video, text, etc.) 
weblog fused with instant message software. It has a user-
friendly interface and allows resource access with sharing 
needs permission. The use of Qzone in the teaching and 
learning of English has been reported in many studies where 
the application motivated peer feedback, fulfilled instructional 
feedback, stimulated in-depth communication, and accelerated 
learning resource sharing [27-29]. Qzone has no limitation of 
storage, words, and length, and fulfils the requirements of text 
editing and processing for various specific purposes [30]. 

Reddit is the most widespread online content aggregator in 
the world. Users can publish content, down-vote or up-vote 
content they dislike or like, and comment on posts. Reddit 
uses a ranking algorithm to make the most up-voted content 
more visible in the list of posts [31]. Educational stakeholders 
can contribute to reflective, meaningful, and stimulating 
discussions about research, educational policy, politics, 
research, and technology. Reddit offers teachers and learners a 
practical platform to engage with educational content in a way 
that is inquiry-based, open to numerous strategies and 
engaging [31, 32]. 

Snapchat‟s main demographic comprises of millennials. 
Snapchat is a multimedia sharing and mobile photo 
messaging. Users can generate Snapchat Stories merging text 
and visual elements making the application attractive for 
literacy purposes and multimodal composition [17, 33]. 

Twitter is a microblogging social media application, which 
has been found to promote collaborative learning and 
participation hence transcending traditional classrooms in 
various studies [34, 35]. Studies also reflected that Twitter 
was most used for assessment and communication purposes. 
The most beneficial uses of Twitter included teachers sending 
homework assignments, test deadlines, and important course 
information, and facilitating peer interaction [34]. 

Pinterest is an application for organising, harvesting, 
sharing, and re-sharing images with comments or updates 
through republishing. The pedagogical value of Pinterest 
mostly depends on searching for, organizing, and 
incorporating digital sources into projects [17, 36]. From a 
teacher‟s perspective, Pinterest provides an opportunity for the 
creation and sense making of instructional resources [17, 37]. 

Viber is a Voice over IP and an instant messaging 
application. Users can exchange videos, images, and audio 
media messages. The study by Farahmand [38] revealed that 
Viber provided an attractive environment for learners, 
enhanced communication, improved human interaction, and 
improved learning [38]. 

Each apposite social media application for u-learning has 
numerous characteristics and features, which can be largely 
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considered as education requirements and technology criteria 
that need to be investigated by the instructor for it to correlate 
with the outcomes of the lesson [1]. According to literature, 
general technology criteria of u-learning include: scalability to 
accommodate various class sizes, ease of use, the technical 
support and support availability and hypermediality; cost of 
use and required equipment [39]; user-focused participation 
and accessibility standards [40], embedding or integration 
within an Learning Management System, computer operating 
system and browser and need for additional downloads; 
offline access, mobile access, and mobile functionality; 
privacy, data protection and rights [41]. The typical education 
requirements of ubiquitous learning that need to be considered 
are collaboration via. synchronous and asynchronous 
opportunities, user accountability and diffusion relating to the 
users‟ comfort with the tool; teacher facilitation, learning 
customisation and learning analytics; metacognitive 
engagement, higher order thinking, and enhancement of 
cognitive tasks [41]; instructor/learner attitude and beliefs, 
instructor/learner motivation and incentive, and alignment 
with learning outcomes and objectives (usefulness) [42]. 

Therefore, selecting social media applications for u-
learning would require a multi-criteria decision-making tool. 
Existing literature has proved the efficiency of using fuzzy 
TOPSIS for selecting social media applications with multiple 
criteria [42, 43]. Fuzzy TOPSIS is a technique first developed 
by Hwang and Yoon [44], which is employed to 
systematically and objectively evaluate various alternatives 
against multiple selected criteria to solve multi-criteria 
decision-making (MCDM) problems [45]. The rationale of 
fuzzy TOPSIS is that the solution that minimises the cost 
criteria and maximises the benefit criteria will be denoted by 
an alternative with the smallest distance from the positive 
ideal solution (PIS). Alternately, the solution that minimises 
the benefit criteria and maximises the cost criteria will be 
denoted by an alternative with the largest distance from the 
negative ideal solution (NIS) [46]. Since human opinions are 
vague and cannot be quantified, classical TOPSIS cannot be 
applied as it assigns crisp numerical data to the alternative‟s 
performance ratings and criteria weights [47]. Thus, the fuzzy 
set theory has been incorporated in many MCDM approaches, 
namely, TOPSIS [48]. 

In recent times, fuzzy TOPSIS techniques and its functions 
have been covered extensively by more scholars [49]. This 
paper will use fuzzy TOPSIS to select social media 
applications for u-learning in high schools. 

III. RESEARCH METHOD 

A. Population 

The target population was school-based instructors and 
learners from the eThekwini Region, namely, Pinetown 
District and Umlazi District in KwaZulu Natal, South Africa. 
As per the March 2020 Schools Masterlist Data derived from 
the Department of Basic Education in South Africa [50] the 
study‟s population size was approximately 129 421 
individuals which comprised 4 853 school-based instructors 
and 124 388 learners. For clarification of the target 
population, the school-based instructors and learners were 
treated as a single population. Thus, the decision makers were 

inclusively the learners and instructors that used social media 
applications for u-learning. 

B. Sample 

In accordance with the guidelines set by Sekaran and 
Bougie [51], as the target population size of the study was 
approximately 129 421 (Department of Basic Education, 
2020), the sample size was 384 respondents. However, the 
response rate was 67,71% with the total number of responses 
received being 260. According to literature, the goal of 
researchers conducting a survey questionnaire should be 
approximately 60% [52]. Thus, the response rate of the current 
study was acceptable. 

C. Questionnaire 

To collect the dataset, a link to the survey questionnaire 
was forwarded to respondents‟ devices. Online survey 
questionnaires on Google Forms delivered a user-friendly 
interface on all respondents‟ devices and a cost-effective and 
time-efficient data collection. When compared to other 
survey-generating platforms, an unlimited number of matrix-
formatted questions could be generated on Google Forms. The 
questionnaire comprised closed ended questions using a Likert 
scale where the respondent chose one suitable answer for each 
question. The possible answers were „very poor‟, „poor‟, 
„fair‟, „good‟, or „very good‟ and „not sure‟. The „not sure‟ 
option was presented to respondents who were unfamiliar with 
certain social media applications. The first part of the 
questionnaire consisted of questions pertaining to the 
respondents‟ demographic data. The questions involved 
education requirements and technology criteria resulting from 
the existing literature that is important to the social media 
diffusion management in school-based u-learning. The 30 
most commonly occurring education requirements (15) and 
technology criteria (15) were chosen. Table I shows a snippet 
of the survey questionnaire. 

ADAPTABILITY: the social media application provides 
personalized learning, which aims to give efficient, effective, 
and customized learning paths to attract each learner. 

TABLE I. SNIPPET OF SURVEY QUESTIONNAIRE GENERATED ON GOOGLE 

FORMS 

 
Very 
Good 

Good Fair Poor 
Very 
Poor 

Not 
Sure 

Facebook ❏ ❏ ❏ ❏ ❏ ❏ 

WhatsApp ❏ ❏ ❏ ❏ ❏ ❏ 

YouTube ❏ ❏ ❏ ❏ ❏ ❏ 

Facebook 

Messenger 
❏ ❏ ❏ ❏ ❏ ❏ 

Instagram ❏ ❏ ❏ ❏ ❏ ❏ 

TikTok ❏ ❏ ❏ ❏ ❏ ❏ 

QQ ❏ ❏ ❏ ❏ ❏ ❏ 

QZone ❏ ❏ ❏ ❏ ❏ ❏ 

Reddit ❏ ❏ ❏ ❏ ❏ ❏ 

Pinterest ❏ ❏ ❏ ❏ ❏ ❏ 

WeChat ❏ ❏ ❏ ❏ ❏ ❏ 

SnapChat ❏ ❏ ❏ ❏ ❏ ❏ 

Twitter ❏ ❏ ❏ ❏ ❏ ❏ 

Viber ❏ ❏ ❏ ❏ ❏ ❏ 
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The data was analysed and synthesised using fuzzy 
TOPSIS programmatically on MATLAB R2020a. 

D. Fuzzy TOPSIS Method 

The fuzzy TOPSIS method assesses various alternatives 
against the selected criteria. In the TOPSIS method, the best 
alternative is typified by a calculated distance that is closest to 
the Fuzzy Positive Ideal Solution (FPIS) and furthest from the 
Fuzzy Negative Ideal Solution (FNIS) [53]. An FPIS involves 
alternatives with the best performance values and the FNIS 
involves alternatives with the worst performance values. In 
fuzzy TOPSIS linguistic variables are utilised to describe all 
the ratings and weights which in turn are expressed by fuzzy 
numbers [54]. The fuzzy set theory illustrates a triangular 
fuzzy number (TFN) as a triplet (a; b; c) where: 

     can be expressed as: 

  ̃    {

   

   
      

   

   
       

            

            (1) 

The fuzzy triplets a, b and c are real numbers and     
  [53]. There are a series of steps as outlined below that must 
be adhered to when conducting the fuzzy TOPSIS algorithm 
[54]. 

E. Steps of the Fuzzy TOPSIS method 

The steps below illustrate the fuzzy rating and importance 

weight of the     decision maker, about the     alternative on 

    criterion [53]. 

Step 1: Assignment of ratings to the alternatives and the 
criteria. 

Assume that there are 𝑚 possible alternatives called 
  {           }  which must be evaluated against   
criteria,   {            }. Criteria weights are represented 
by               . Each decision maker‟s      
         ratings for each alternative            𝑚  

regarding criteria               are indicated by  ̃   ̃    

    with the membership function   ̃ 
   . 

The fuzzy ratings for the criteria by decision makers are 
shown in the Table II. 

The fuzzy ratings for the alternatives are shown in the 
Table III. 

Step 2: Computation of aggregated fuzzy ratings for the 
alternatives and the criteria. 

 If the importance weight and fuzzy rating of the 
decision maker   are [53]: 

 ̃                                 (2) 

and  ̃                       

       𝑚                       (3) 

respectively, then the aggregated fuzzy ratings  ̃    of each 

alternative relating to each criterion is presented as: 

 ̃                               (4) 

where:     𝑚   {    }              (5) 

     
 

 
∑     

 
                 (6) 

    𝑚   {    }             (7) 

 The aggregated fuzzy weights ( ̃  ) of each criterion is 

calculated as 

 ̃                             (8) 

where:     𝑚   {    }      
 

 
∑     

 
     

     𝑚   {    }             (9) 

Step 3: Computation and normalisation of the fuzzy 
decision matrix. 

The fuzzy decision matrix is computed as such: 

 ̃  

  

  

  

 (

 ̃   ̃    ̃  

 ̃   ̃    ̃  

 ̃   ̃    ̃  

)          (10) 

 ̃    ̃   ̃      ̃             (11) 

The various criteria scales are normalised into a 

comparable scale. The normalised fuzzy decision matrix is  ̃ 
and is presented as: 

 ̃    ̃                                     (12) 

thus, the benefit criteria:  ̅   
   

   
  

   

   
  

   

   
          (13) 

where:    
          of the benefit criteria (14) 

and for cost criteria:  ̃   
 ̅ 

   
 
 ̅ 

   
 

 ̅ 

   
         (15) 

where:  ̅              of the cost criteria        (16) 

TABLE II. LINGUISTIC TERMS FOR CRITERIA 

Linguistic term Triangular fuzzy numbers 

Very poor (VP) (1, 1, 3) 

Poor (P) (1, 3, 5) 

Fair (F) (3, 5, 7) 

Good (G) (5, 7, 9) 

Very good (VG) (7, 9, 9) 

TABLE III. LINGUISTIC TERMS FOR ALTERNATIVES 

Linguistic term Triangular fuzzy numbers 

Very poor (VP) (1, 1, 3) 

Poor (P) (1, 3, 5) 

Fair (F) (3, 5, 7) 

Good (G) (5, 7, 9) 

Very good (VG) (7, 9, 9) 
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Step 4: Computation of the weighted normalised matrix 

The weighted normalised fuzzy decision matrix  ̃   is 

derived by: 

 ̃  [ ̃  ]   
                              (17) 

where:  ̃    ̃    ̃            (18) 

Step 5: Computation of the FPIS (  ) and FNIS (  ) 

The FPIS of the alternatives are computed as: 

     ̃  
   ̃  

     ̃  
              (19) 

where:    
      {    }   

                              (20) 

and the FNIS of the alternatives are computed as: 

     ̃  
   ̃  

     ̃  
             (21) 

where:  ̃  
  𝑚   {    }   

                   𝑚          (22) 

Step 6: Calculation of the distance of each alternative to 
get the   matrix and    matrix 

The distance         of the    and the    from each 
weighted alternative         𝑚  is calculated using 
formula: 

 ( ̅ ̅)  √
 

 
                                   (23) 

Step 7: Calculating the distance of each weighted 
alternative  

The sum of the distance of each weighted alternative is 
calculated by: 

  
   ∑   ( ̃    ̃  

 )         𝑚  

 

   

 

                     (24) 

  
  ∑     ̃    ̃  

           𝑚   
                    (25) 

Step 8: Computation of the closeness coefficient       of 
each alternative 

    signifies the distances to the FNIS and the FPIS, 
simultaneously. The calculation of each alternative‟s     is as 
follows: 

       
  

 

  
    

   ,         𝑚          (26) 

Step 9: Ranking the alternatives 

The ranking order of all the alternatives can be derived 
from the    . The closer the     is to the FPIS and the farthest 
it is from the FNIS the better the alternative. This means the 
higher the     the higher the rank of the alternative [54]. 

F. MATLAB R2020a 

Fuzzy TOPSIS was coded using MATLAB R2020a 
running on a windows i7 computer. MATLAB

®
 merges a 

desktop environment set for design processes and iterative 
analysis with a programming language that articulates array 
and matrix mathematics directly [55]. The MATLAB code 
followed a modular programming design. Sub programmes for 
Weighted normalized fuzzy decision matrix for alternatives; 
Aggregate Fuzzy Weights for Criteria, Distances, and the final 
calculation of     values were called by a main program. The 
dataset was read by the code using a „xlsread‟ statement. 
Intermediate matrices were generated in the MATLAB 
workspace. The results obtained is presented in the next 
section. 

IV. RESULTS AND DISCUSSION 

This section presents the results of the 260 respondents‟ 
rating of the social media applications using the criteria for the 
evaluation of social media applications for u-learning. In this 
study, criteria comprised the technology criteria and the 
education requirements. In terms of fuzzy TOPSIS an analysis 
was conducted using 14 alternatives, and 30 criteria with 
ratings by 260 decision makers (DM). As the criteria formed 
the top 30 technology criteria and education requirements, the 
ratings of the attributes were either Good (G) or Very Good 
(VG). Thus, their weightings were either (5, 7, 9) or (7, 9, 9), 
respectively. Table IV reflects the weightage of the criteria 
(C), namely education requirements and technology criteria: 

Table IV shows 15 education requirements and 15 
technology criteria for selection of social media applications 
for u-learning. The weightage for each criteria is given in 
terms of a triangular fuzzy number. The criteria weights will 
be factored into decision making for the ranking of social 
media applications for u-learning. 

The social media applications were the alternatives in the 
study and were labelled as per Table V for the simulation on 
MATLAB. 

The multi-criteria decision making using Fuzzy TOPSIS is 
applied to rank the set of 14 alternatives as shown in Table V. 

Table VI shows an extract of the combined decision matrix 
for A1 which was Facebook. The decision makers rated the 
alternatives in terms of linguistic scales. 

The linguistic terms were assigned fuzzy numbers. The 
“Not Sure” option termed “N” was zero-rated as it is not a 
linguistic term identifiable on fuzzy TOPSIS. The aggregated 
fuzzy ratings for the alternatives and the criteria were 
computed. Once combined decision matrix was normalised 
and multiplied by the criteria weightage, the weighted 
normalised fuzzy decision matrix was achieved. The FPIS 
(  ) and FNIS (  ) were determined and the distance of each 
alternative to get the    and    matrix was calculated. Table 
VII shows the    and    matrix of the Facebook alternative. 

The sum of the distance of each weighted alternative was 
calculated using formula (24) and (25). Thereafter the     was 
calculated using formula (26). Table VIII reflects the     and 
ranking of each alternative. 
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TABLE IV. WEIGHTED ATTRIBUTES OF SOCIAL MEDIA APPLICATIONS FOR UBIQUITOUS LEARNING 

C# Education Requirements Weightage C# Technology Criteria  Weightage 

1. Ownership of Learning (5, 7, 9) 16. Operational Stability (7, 9, 9) 

2. Adaptability (5, 7, 9) 17. Fault Tolerance of Technology (7, 9, 9) 

3. Quality Assurance (5, 7, 9) 18.  Hypermediality (7, 9, 9) 

4. Peer Learning (5, 7, 9) 19. Multimedia Control (7, 9, 9) 

5. Instructional Design (5, 7, 9) 20. Security of Technology (7, 9, 9) 

6. Academic Integrity (5, 7, 9) 21. Facilitation of e-Content (7, 9, 9) 

7. U-learning training factors (5, 7, 9) 22. Technical Information (7, 9, 9) 

8. Archiving/ Repository (5, 7, 9) 23. Software Characteristics Quality  (5, 7, 9) 

9. Social Interaction (5, 7, 9) 24. Ease of Use (7, 9, 9) 

10. Curriculum Management (7, 9, 9) 25. Operating System (5, 7, 9) 

11. Facilitation (5, 7, 9) 26. Browser (7, 9, 9) 

12. Learning Analytics (5, 7, 9) 27. Access on a Mobile Platform (5, 7, 9) 

13. Enhancement of Cognitive Tasks (5, 7, 9) 28. Data Privacy and Ownership (7, 9, 9) 

14. Higher Order Thinking (5, 7, 9) 29. Downloading, Saving and Exporting Data  (5, 7, 9) 

15. Metacognitive Engagement (5, 7, 9) 30. Additional Download (5, 7, 9) 

TABLE V. LABELLED SOCIAL MEDIA APPLICATIONS 

Social Media Application Alternative (A) Social Media Application Alternative (A) 

Facebook 1 QZone 8 

WhatsApp 2 Reddit 9 

YouTube 3 Pinterest 10 

Facebook Messenger 4 WeChat 11 

Instagram 5 SnapChat 12 

TikTok 6 Twitter 13 

QQ 7 Viber 14 

TABLE VI. ASSIGNMENT OF RATINGS TO FACEBOOK BY DECISION MAKERS 

Criteria  
FACEBOOK (A1) 

DM1 DM2 DM3 DM4 DM5 DM6 DM7 DM8… DM260 

C1 N P N N N F G G G 

C2 F P VP N N G F G G 

C3 F P N N N F F F VG 

C4 N P N N N F G G F 

C5 N P F N N F VG G F 

C6 F P N N N G F G VG 

C7 N P N N N F N G G 

C8 N P F VP VP G VG VG VG 

C9 N P N N N F G G F 

C10… N N F N N G G VG F 

C26 G N VG N VP G VG G F 

C27 G N VP N N VG VG G G 

C28 G N G N F VG VG VG VG 

C29 G N N N N VG VG VG VG 

C30 G N N N N VG VG VG VG 
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TABLE VII. THE FPIS (  ) AND FNIS (  ) OF FACEBOOK 

Criteria FPIS (  ) FNIS (  ) Criteria FPIS (  ) FNIS (  ) 

C1 1.4887 0.5526 C16 1.2538 0.5993 

C2 1.5578 0.5285 C17 0.7616 0.4110 

C3 1.4645 0.5008 C18 0.9930 1.0621 

C4 1.2866 0.8221 C19 0.8342 1.0293 

C5 1.5405 0.5077 C20 0.6425 0.6597 

C6 1.0949 0.4680 C21 1.0621 0.6425 

C7 1.4300 0.6701 C22 0.7236 0.6459 

C8 1.9274 0.0000 C23 0.7461 0.6822 

C9 1.4922 0.8894 C24 0.9067 0.9153 

C10 1.4783 0.0846 C25 0.6580 0.9205 

C11 1.0138 0.5526 C26 0.7443 0.8894 

C12 0.9032 0.5665 C27 0.4473 0.9792 

C13 1.1312 0.6079 C28 0.4628 0.6908 

C14 1.3246 0.4197 C29 0.7098 0.8583 

C15 0.8894 0.5526 C30 0.6217 0.7910 

TABLE VIII. CLOSENESS COEFFICIENT (   ) AND RANKING OF ALTERNATIVES 

Ranking # Alternative  (   ) 

1 YouTube 0.9188 

2 WhatsApp 0.8691 

3 Instagram 0.4835 

4 TikTok 0.3877 

5 Facebook 0.3817 

6 Facebook Messenger 0.3249 

7 Pinterest 0.2801 

8 SnapChat 0.2484 

9 Twitter 0.2108 

10 Reddit 0.1601 

11 WeChat 0.1379 

12 QQ 0.0720 

13 QZone 0.0344 

14 Viber 0.0165 

Since                                  
                     , YouTube is the preferred social 
media platform considering the given criteria. For example, if 
the criterion „Ownership of Learning‟ is explored in relation to 
YouTube, it is evident that YouTube fulfils all the 
expectations of the end-user being motivated, engaged and 
self-directed. According to Husain et al. [58], YouTube allows 
teachers and learners ubiquitous access on any digital device 
to videos and content made by subject experts from all around 
the world that would have otherwise been expensive to 
acquire. Teachers and learners can learn skills from step-by-
step videos made by skilled individuals on YouTube that can 
be replayed countless of times. YouTube is an unlimited 
digital library with multimedia tools and is a platform where 
teachers and learners can make their own videos to display 
their skills and talents on a global scale. The use of YouTube 

facilitates for flipped classrooms which allows individuals to 
take ownership of their learning in a manner that is free and 
fair to all that want to learn [59]. Regarding Viber, several 
sources revealed that it has poor messaging services and voice 
call quality without Wi-Fi connection [60]. 

V. CONCLUSION 

Social media has become an integral tool in the affordance 
of ubiquitous learning for schools, especially in unprecedented 
times such as COVID-19. According to HelloYes [56], the 
most used social media applications in South Africa in ranking 
order are WhatsApp, YouTube, Facebook, FB Messenger, 
Instagram, Twitter, Pinterest, LinkedIn, Snapchat, Skype, 
Reddit, TikTok, Tumbler, WeChat, Twitch, and Viber. 
However, according to Smart Insights [57] Generation Z 
individuals prefer the following social media applications: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

238 | P a g e  

www.ijacsa.thesai.org 

Facebook, YouTube, WhatsApp, Facebook Messenger, 
WeChat, Instagram, TikTok, QQ, QZone, Reddit, Snapchat, 
Twitter, Pinterest, and Viber. This study ranked 14 of the top 
social media applications at the time using the multiple criteria 
decision-making tool fuzzy TOPSIS and 30 ubiquitous 
learning criteria with the 260 decision makers. The results 
revealed that YouTube proved to be the most significant social 
media application for ubiquitous learning with a     
      , closely followed by WhatsApp with a           . 
Viber was identified as being the least likely application 
suitable to ubiquitous learning with a           . 

A limitation of the current study was that it had to be 
representative of the high school population in the Pinetown 
and Umlazi Districts in the province of KwaZulu Natal, South 
Africa, responses from a large sample population had to be 
acquired. The opinions of 260 decision makers comprising 
instructors and learners in high schools was a novel approach 
that proved to be initially challenging to configure on 
MATLAB R2020a. An implication of this study is that it 
contributed to the gap of literature on the use of fuzzy TOPSIS 
in school-based education and enriched the literature on the 
application of fuzzy TOPSIS within a South African schooling 
context. Additionally, given the current pandemic, getting 
“online now” presents a different focus for decision making 
around social media platforms as ubiquitous learning tools. 
Future studies will focus on intelligent decision support 
systems to reduce the time and effort made by instructors and 
learners to select the most beneficial social media application 
for ubiquitous learning. 
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Abstract—Jordan is suffering a chronicle water resources 

shortage. Rainfall is the real input for all water resources in the 

country. Acceptable accuracy of rainfall prediction is of great 

importance in order to manage water resources and climate 

change issues. The actual study include the analysis of time series 

trends of climate change regards to rainfall parameter. Available 

rainfall data for five stations from central Jordan where obtained 

from the Ministry of water and irrigation that cover the interval 

1938- 2018. Data have been analyzed using Nonlinear 

Autoregressive Artificial Neural Networks NAR-ANN) based on 

Levenberg-Marquardt algorithm. The NAR model tested the 

rainfall data using one input layer, one hidden layer and one 

output layer with a different combinations of number of neuron 

in hidden layer and epochs. The best combination was using 25 

neurons and 12 epochs. The classification performance or the 

quality of result is measured by mean square error (MSE). For 

all the meteorological stations, the MSE values were negligible 

ranging between 4.32*10-4 and 1.83*10-5. The rainfall prediction 

result show that forecasting rainfall values in the base of 

calendar year are almost identical with those estimated for 

seasonal year when dealing with long record of years. The 

average predicted rainfall values for the coming ten-year in 

comparison with long-term rainfall average show; strong decline 

for Dana station, some decrees for Rashadia station, huge 

increase in Abur station, and relatively limited change between 

predicted and long-term average for Busira and Muhai Stations. 

Keywords—Jordan; rainfall distribution; time series analyses; 

Levenberg-Marquardt algorithm; climate change 

I. INTRODUCTION 

Climate change is now becoming a reality rather than 
hypothesis. Over the last few decades, the atmospheric 
concentration of carbon dioxide has increase significantly [1]. 
This increment beside several other factors induced the average 
temperature of the planet to increase ≈ 0.2 °C per decade in the 
past 30 years [2]. The effect of global warming on the 
variability of rainfall is an important issue .Understanding such 
variability is essential to a reasonable interpretation of a 
hydrological cycle response to such increase in earth 

temperature [3] The variability of rainfall is a crucial climate 
component for society , environment, agriculture, and over all 
water management plan. Increasing precipitation variability 
can produce a long series of effects, from reducing the 
productivity of agriculture to affecting the growth of children 
[4], [5]. 

Jordan is considered one of the poorest countries in water 
resources. Therefore, water resources related issues are always 
present a source of concern and at the same time a source of 
interest. Among these issues, we could specify the climate 
change, groundwater over abstraction, water quality 
deterioration. Groundwater depletion and precipitation 
decreasing or precipitation time shifting. As a result, climate 
change studies are increasingly important [6]. There are 
historical indications of climate change, or at least there are 
apparently some areas that used to have Ecosystems that need 
more water sources than what is available now days [7], [8], 
[9]. One of the good examples that show these supposed 
climatic changes is the murals in the Umayyad palaces 
scattered in the Jordanian deserts. The murals present 
landscape, fauna and flora that require much water than 
available resources now days [10], [11]. The Dead Sea is 
another example of the supposed climate change. The Dead 
Sea suffers from a continuous decline in its level, and 
consequently a significant decrease in its area, as well as the 
disappearance of a number of streams and small rivers that 
used to discharge to it [12], [13], [14]. The official water 
resources policy pays great emphasis on climate change, 
because the country's future and prosperity are related to the 
abundance of water resources and their adequacy to meet 
current or expected future requirements [6]. It should be noted 
that in addition to climate change, the large and irregular 
increase in population, whether due to natural reproduction or 
migrations from neighboring countries, complicates the water 
resources management efforts in Jordan. The rapid growth of 
population is partially attribute of massive immigration from 
neighboring countries due to wars and insecurities [15], [16]. 
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Climate change and related issues are of great concern to 
government agencies, scientific entities and even public 
masses. By this means, until 2014 the Jordanian ministry of 
Environment had patronage at least three National 
Communications on Climate Change. Many scientific articles 
that deal with climate change, its indicators and impacts have 
been published especially since 2004 [17], [18]. 

For common population in Jordan, climate change is of 
increasing concern. The Dead Sea tragedy presents a chock 
hup for public awareness regards to climate change. Only in 
approximately one quarter of hour, a heavy rainfall produced 
huge flash flood that swept more than 20 people to their death 
on October 25

Th
, 2018. On November 10

th
 of the same year 

another flashflood killed and injured more than 40 people and 
inundated more than 1000 people in Maan area [19]. This study 
represent a sample of the scientific response to the massive 
social worry regards to climate change. Where a good 
prediction for the pattern and distribution of the future rainfalls 
will be very helpful for safe management of water resources 
and anticipate some rainfall related disasters. 

In order to forecast the rainfall many methods have been 
used. Among these methods; simple regression analysis, 
autoregressive integrated moving average, and exponential 
smoothing techniques. The accuracy of these methods still in 
debate until the moment [20], [21], [22]. The development of 
computing techniques and capabilities enhance the using of 
certain methods in climate parameters forecasting. The 
Artificial neural networks is good example of the new 
techniques where in many studies present a good accuracy 
[23], [24]. 

Recently, Artificial intelligent is used in many applications 
such as power [25], health [26-31], communication [32], text 
classification [33], [34], texture classification [35],[36], and 
optimization [37]. Technology and AI applications can be 
applied in many different sectors and industries to generate 
maximum production from the operational front. Artificial 
neural networks are one of the recent trends used in AI 
applications such as communication [38], wind power 
prediction [39],[40], text classification [41], civil engineering 
[42], health [43], image processing [44], climate prediction 
[45],[46],[47], and power load forecasting [48]. One of the 
most important features of ANN is its ability to recognize time 
series data and predict data with high efficiency compared to 
other methods, especially nonlinear relationships. Predicting 
the amount of rain that will fall in a given area for a long term 
is a difficult problem that is still been studied. 

There are several theories used in the literature to make 
long-term prediction, such as linear and nonlinear techniques. 
Common nonlinear methods are Neural Networks, Support 
Vector Machine (SVM) and fuzzy logic. Artificial Neural 
Networks (ANN) has been successfully applied to solve some 
complex practical problems. ANN can discover and learn 
relationships between sets of data and link them together. ANN 
has great capabilities in dealing with nonlinear prediction 
problems. In addition to that, it has the ability to handle 
massive numbers of variables. There are several types of them, 
as mentioned in the following references. After training, it can 
be used to predict the rainfall. 

There has been an increasing interest in the scientific 
literature regarding accurate prediction in the case of linear and 
nonlinear systems using artificial neural networks. There are 
many practical applications in this field. In this scientific paper, 
the possibility of obtaining annual forecasts of precipitation 
quantities through neural networks is studied and analyzed. 
NAR neural networks based on Levenberg-Marquardt 
algorithm is used here. Prediction results showed a high degree 
of accuracy of long-term forecasts. 

The aims of the actual study are the followings: 

 Investigate the availability of rainfall data for a 
conscious predation study. 

 Predict the future rainfall quantity on the base of 
seasonal year and calendar year in the study area. 

  Check the accuracy of ANN techniques for climate 
forecasting in the study area. 

 Observe the climate change pattern related to rainfall 
parameter in the study area. 

II. SYSTEM DESIGN AND METHODOLOGY 

In this section system design for rainfall amount forecasting 
is presented. In addition, the used methodology is explained. 

A. Study Area and Data Collection 

Define abbreviations and acronyms the first time they are 
used in the text, even after they have been defined in the 
abstract. Abbreviations such as IEEE, SI, MKS, CGS, sc, dc, 
and rms do not have to be defined. Do not use abbreviations in 
the title or heads unless they are unavoidable. Five rainfall 
stations were selected in the central region of the Hashemite 
Kingdom of Jordan (Fig. 1). One of these stations (Mohi) is 
located in Al-Karak Governorate and the others are in Al-
Tafila Governorate. All these stations are located at an altitude 
of more than one thousand meters above sea level. The areas 
represented by these stations are the most populated centers in 
the two governorates. 

A large part of the population in these areas practices 
agriculture, and therefore changes in rainfall levels will have a 
great impact on the lives of citizens in addition to their impact 
on the water balance and water resources in general. 

 

Fig. 1. Study Area Map shows the Spatial Distribution of the Five Rainfall 

Stationes. 
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Available rainfall data for the five metrological stations 
were obtained from the Ministry of Water and Irrigation. The 
data cover time span extend since the station started working 
till the 2018 rain season. For some stations the first data back 
to 1937 where for other the first data backs to 1969 (Table I). 
The density of data is also a varying issue. Some stations have 
a good record of data while others have some temporal gapes. 

 The data include the daily rainfall quantities in mm. The 
collected data from the five different locations are combined to 
form one central database. Fig. 2 shows the elevation map of 
the study area with station ID’s. 

Table II shows an example of a data from one of the sites 
(Dana). Fig. 3 shows plot of real rainfall data of the same 
station from 1945-2010. 

B. Data Preprocessing Phase 

The pre-process of the data, including data cleaning and 
missing data treatment. The unnecessary information for 
rainfall amount model such as Object ID is removed from the 
database. Then the missing rain in a certain date is replaced by 
the average value of the rain on the same year. The calendar 
rainfall values are calculated by summing the daily values from 
January 1

st
 to December 31

st
 of the calendar year. 

TABLE I. TEMPORAL COVERAGE OF RAINFALL DATA FOR THE FIVE 

STATIONS 

Comments Observation period Station 

Sporadic short gaps 1968-2017 Muhi 

Data available since October 1937 1938-2018 Tafila 

Data available since October 1937 1938-2018 Busira 

Sporadic short gaps 1970-2018 Rashadia 

big gap between 2005-2009 1946-2011 Dana 

 

Fig. 2. Elevation Map of the Study Area. 

TABLE II. SAMPLE FROM DANA STATION DATABASE 

Station ID Station Name Date Rain Amount 

DE0001 Dana 17-Nov-1945 20.0 

DE0001 Dana 18-Nov-1945 11.3 

DE0001 Dana 29-Nov-1945 15.1 

DE0001 Dana 1-Dec-1945 2.1 

DE0001 Dana 2-Dec-1945 4.0 

DE0001 Dana 15-Dec-1945 7.5 

 

Fig. 3. Plot of Real Rainfall Data of Dana Station from 1945-2010. 

The seasonal rainfall values are calculated by summing the 
daily values from September 1

st
 of a year to August 31

st
 of the 

followed year. In some studies they suppose that the rain fall 
season starts in October 1

st
 to September 30 of the next year. 

Practically this is not issue for the actual study area, where the 
rainfall from June to end of September is almost zero [16]. 
Fig. 4 shows the long-term monthly distribution of rainfall in 
Tafila governorate where practically no considerable rainfall is 
recorded during June, July, August and September. 

C. Nonlinear Autoregressive Artificial Neural Networks 

Model 

The template is designed so that author affiliations are not 
The NAR network is a feed forward neural network with three 
layers; input, hidden and output layers. NAR network is used 
to solve a time series problem. NAR neural network uses 
historical data of the rainfall in order to do the prediction. The 
topology of a NAR network is shown in Fig. 5. The number of 
delays and the number of neurons in the hidden layer are 
adjustable. These numbers are optimized through trial-and-
error testing in order to get accurate model responses. 

 

Fig. 4. Long Term Monthly Distribution of Rainfall in Tafila Governorate. 
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Future values of time series values y(n) are forecasted 
based on its delays values as shown in (1). 

 ( )  ∑    [ (∑      (   )      )
 
   ]     

 
      (1) 

Where k is the number of delays, m is the number of 
neurons in a hidden layers with activation function f, and wij is 
the weight of the connection between the input I and the hidden 
neuron j, wj is the weight between the hidden neuron j and the 
output layer. woj is the initial weights (bias) between input layer 
and j neuron in the hidden layer and and wo is the initial weight 
of the output layer.  is the error of the approximation of the 
series at a given time. Sigmoid function, a continuous non-
linear function, is the most commonly used activation function 
for neural network design with back propagation training. 

 

Fig. 5. Nonlinear Autoregressive Artificial Neural Networks 

ModelTopology. 

This formula is used to predict the value of a data series y 
at time n, y(n), using the p past values of the series. In the 
training phase, the true output is available and it was used as 
the input to the network as shown in Fig. 6. 

During The training of the neural network aims to 
approximate the function f by means of the optimization of the 
network weights and neuron bias. After training, the developed 
model is used to forecast the rainfall amounts. 

The most common learning rule for the NAR network is the 
Levenberg-Marquardt backpropagation Algorithm. The 
Levenberg–Marquardt (LM) algorithm is widely used for 
training the NAR network it has fast convergence speed. The 
training time of the algorithm is decreased because LM 
algorithm uses an approximation of the Hessian matrix without 
direct calculation. The LM equation to update the weights is 
shown in (2). 

        [ 
     ]     (  )            (2) 

 

Fig. 6. Developed Rain Forecasting Model using NAR and Levenberg–
Marquardt. 

Where J is the Jacobian matrix. The Jacobian matrix has the 
first derivatives of the network error with respect the weights 
and biases. I is the identity matrix. The variable e is a vector of 
the network errors in every training sample. The Hessian 
matrix is J

T
J and J

T
e is the gradient. The parameter   is the 

learning coefficient and is automatically updates based on the 
error at each iteration. The Levenberg-Marquardt update rule is 
a blend of both gradient descent and Gauss-Newton iteration. 
The effectiveness of the model is measured by using mean 
squared error (MSE) and R Squared in (3) and (4), 
respectively. 

     
 

 
∑ (    ̂)               (3) 

      
∑ (    ̂)  

∑ (    ̅)  
             (4) 

Where yi is the actual value of the sample i and n is the 
number of samples,  ̂  is the forecasted value and  ̅ is the 
average value. 

III. RESULT AND DISCUSSIONS 

The NAR has been trained using the historical rainfall data 
over the period 1938-2018 years. Accordingly, the historical 
data comprising input-target patterns have been divided into 
three parts: 70% for training, 15% for validation, and 15% as 
test data. The initial weights in the network are assigned 
randomly and they were adjusted at each iteration (i.e., epoch) 
to reduce the error. The procedure continued until the network 
output met the stopping criteria. The delay of input n = 7. NAR 
consists of one input layer, one hidden layer, and one output 
layer. The NARs are based on LM back-propagation training 
algorithms that were used for long-term time series prediction. 
MATLAB® software is used to build the models. 
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The NAR structure with 30 hidden neurons was found to be 
the most effective. It must be noted that increasing the number 
of neurons in the hidden layer makes a system more complex 
and decreasing the amount of neurons in the hidden layer will 
lower the computing power and generalization of the ANN. 
The results shows clearer trends using seasonal year data sets 
in comparison with calendar year data sets as shown in Fig. 7 
to Fig. 10 for two locations Dana and Muhai. 

 

Fig. 7. Annual Rainfall Values Forecasting Dana Location. 

 

Fig. 8. Seasonal Rainfall Values Forecasting Dana Location. 

 

Fig. 9. Annual Rainfall Values Forecasting Muhai Location. 

 

Fig. 10. Seasonal Rainfall Values Forecasting Muhi Location. 

Both of prediction sets has very good accuracy where the 
value of mean square error (MSE) between the actual response 
and the target for test data is less than 5*10

-4 
in all cases 

(Table III). The MSE error obtained can be considered 
negligible for nonlinear systems and it is less than what achieve 
in some other studies which enhance the credibility of rainfall 
prediction of the actual study. The annual prediction results 
shows that using 25 neurons in hidden layer, 5 delay and 12 
epoch produces predictions that perfectly match the input data 
(Table IV). This table present the prediction results of NAR 
NN with n=25 neurons in hidden layer and changing the 
number of delay. 

Table IV show that R=1 when delay equal 5, so NAR 
performs best when delay is set 5. This means 5 earlier years’ 
prediction is meaningful to future prediction. When the delay is 
larger than 5, It will cause over fit issue which make the trained 
network less adaptable. 

TABLE III. MEAN SQUARE ERROR (MSE) BETWEEN THE ACTUAL 

RESPONSE AND THE TARGET FOR TEST DATA 

MSE Calendar Year Seasonal Year 

CA0006 4.32*10-4 4.67*10-4 

DB0002 1.83*10-5 4.92*10-6 

DC0001 1.42*10-4 1.09*10-4 

DC0002 3.34*10-5 2.12*10-4 

DE0001 1.34*10-4 2.14*10-4 

TABLE IV. NUMBER OF DELAYS AND EPOCH AND R OF DANA LOCATION 

R Epoch Delay 

0.32 22 1 

0.93 15 3 

1 12 5 

0.8 43 8 

0.63 91 10 

0.78 31 12 

0.48 75 15 
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Prediction results of NAR NN with delay=5 and changing 
the Number of neuron in hidden layer of Dana location is 
shown in Table V. In this table it is obvious that NAR performs 
best with number of neuron in hidden layer is set 25. This 
means 25 hidden is meaningful to future prediction. When 
number of neurons is larger, the NAR become worse. 

Some models with different delays and hidden neurons 
combinations are shown in Table VI. This table shows that the 
model with 5 delay and 25 hidden neurons offers the best 
prediction accuracy where the value of Training R, Testing R 
and Validation R equal 0.98 or more. 

The prediction in the time spam where the data is available 
is to validate the method and to check the model accuracy, 
which is an important issue. However, expanding the adapted 
method to cover certain time in the future is the real purpose of 
prediction. In this study, the future forecasting cover ten years 
beyond the last available rainfall data. 

TABLE V. NUMBER OF NEURON IN HIDDEN LAYER AND EPOCH AND R OF 

DANA LOCATION 

R Epoch Number of neuron in hidden layer 

0.25 55 3 

0.33 40 5 

0.45 81 9 

0.64 14 15 

0.78 22 20 

0.98 12 25 

0.89 27 30 

TABLE VI. RESULT OF SOME MODEL WITH DIFFERENT DELAYS AND 

HIDDEN NEURONS COMBINATIONS 

Validation R Testing R Training R Model Structure 

0.1 0.22 0.34 3 delay, 5 hidden neurons 

0.2 0.31 0.54 8 delay, 15 hidden neurons 

0.44 0.62 0.78 2 delay, 20 hidden neurons 

0.99 0.98 1 5 delay, 25 hidden neurons 

0.48 0.62 0.88 
10 delay, 30 hidden 

neurons 

 

Fig. 11. Annual Rainfall Values Forecasting Dana Location. 

Fig. 11 to Fig. 14 show the plot results of predicting for 10 
years of two locations for the best-achieved model. The red 
colored line represents the predicted rainfall values for 10 
years. 

 

Fig. 12. Seasonal Rainfall Values Forecasting Dana Location. 

 

Fig. 13. Annual Rainfall Values Forecasting Muhi Location. 

 

Fig. 14. Seasonal Rainfall Values Forecasting Muhi Location. 
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The data presented in the Fig. 11 to Fig. 14 are summarize 
in Table VII. This table list long term recorded rainfall average 
and the rainfall average of the ten predicted years for each 
location. As the long-term average is almost the same in case 
of seasonal or calendar year base, the table prepared using the 
calendar year rainfall data. The comparison of average ten 
years predicted rainfall with the long term average revile that 
for Tafila station the predicted value is much higher than long 
term average (371 vs 286). For Muhi and Busira stations, the 
predicted values are quiet higher than the long-term average 
(149 vs 141 and 238 vs 234 respectively). For Rashadia station, 
the predicted rainfall is less than the long-term average (203 vs 
218). While for Dana station the ten years average prediction is 
about 20 % less than long-term rainfall average (286 vs 236). 
The difference between the long-term average rainfall and the 
average of predicted rainfall for the coming ten years seem to 
have a spatial pattern.  

TABLE VII. LONG TERM RAINFALL AVERAGE AND AVERAGE OF 10 YEARS 

PREDICTED RAINFALL VALUES FOR THE FIVE STATIONS (MM / YEAR) 

 
Station 

Muhi Tafila Busira Rashadia Dana 

Long term average 142 286 234 218 286 

Predicted 10 years 
average 

149 371 238 203 230 

In Tafila station, which locate in the center of study area 
the prediction, expect high increase (Fig. 15). In the next 
stations toward north and south (Muhi and Busira) the 
prediction is some increase. Moving more toward south to 
Rashadia station, the expectation is decrease. While in Dana 
station which is the most southern station, the expectation is 
high decrease. 

This study showed that there is no clear trend for future 
expectations, as it is evident from the above that some stations 
are expected to receive more precipitation, some less and some 
of them are almost stable. This result is consistent with the 
findings of [49] and [17], that there is no specific trend in their 
study areas. With regard to spatial related changes, many 
studies agree with this research, where they expected different 
changes in different places, but many of these studies used 
short time coverage data, and since precipitation rates in Jordan 
in general are highly variable, changing the length of the record 
may lead to different results [18]. 

 

Fig. 15. Average 10 Year Predicted Rainfall – Long Term Average for the 

Five Stations in the Study Area (mm). 

IV. CONCLUSIONS 

The results of the study show that the rainfall forecast 
efficiency is nearly identical for both seasonal and calendar 
years. The ANN technique proves to be highly efficient and 
accurate, and the MSE values were less than 5 * 10

-4
 in all 

cases. The best accuracy was achieved with 25 hidden neurons 
and 5 delays. The results obtained showed that the future 
projection of precipitation is not uniform in the whole region. 
The expected rainfall amounts showed relative stability in two 
stations, a low decrease in one station, a significant decrease in 
one station, and a high increase in one station. According to the 
long-term mean, the projected shift in rainfall shows a spatial 
pattern, as there is a very large increase in the central station 
(Tafila) and the highest projected decline in the southern 
station (Rashadiya). 
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Abstract—The economy of Pakistan mainly relies upon 

agriculture alongside other vital industries. Fungal blast is one of 

the significant plant diseases found in rice crops, leading to 

reduction of agricultural products and hindrance in the country's 

economic development. Plant disease detection is an initial step 

towards improving the yield and quality of agricultural products. 

Manual Analyzation of plant health is tiresome, time taking and 

costly. Machine learning offers an alternate inspection method 

providing benefits of automated inspection, ease of availability, 

and cost reduction. The visual patterns on the rice plants are 

processed using the machine learning classifiers such as support 

vector machine (SVM), logistic regression, decision tree, Naïve 

Bayes, random forest, linear discriminant analysis (LDA), 

principal component analysis (PCA), and based on classification 

results plants are recognized as healthy or unhealthy. For this 

process, a dataset containing 1000 images of rice seed crop is 

collected from different fields of Kashmore, and whole analysis of 

image acquisition, pre-processing, and feature extraction is done 

on the rice seed only. The dataset is annotated with healthy and 

unhealthy samples with the help of a plant disease expert. The 

algorithms used for processing data are evaluated in terms of F1-

score and testing accuracy. This paper contains results from 

traditional classifiers, and alongside these classifiers, transfer 

learning has been used to compare the results. Finally, a 

comparative analysis is done between the results of traditional 

classifiers and deep learning networks. 

Keywords—Fungal blast; machine learning; support vector 

machine (SVM); logistic regression; decision tree; Naïve Bayes; 

random forest; linear discriminant analysis (LDA); principal 

component analysis (PCA); image acquisition; pre-processing; 

feature extraction; F1-Score; convolutional classifier; deep 

learning 

I. INTRODUCTION 

Rice is one of the major agricultural crops in Pakistan, 
which has a great influence on the country's economy. It is 
subject to different diseases in its leaves, root, and seed, which 
may reduce its yield and lead to a reduction in agricultural 
products [1]. Farmers do not have a specific idea regarding 
pesticides as per diseases on rice crops [2]. Hence, the rice 
seed health monitoring with the help of image processing and 
machine learning algorithms plays an important role in 
increasing the yield and production of rice [3]. Different 
related work has been done using machine learning algorithms 
on rice as well as other crops, which is discussed in Section II. 
The uniqueness of this research is a dataset of rice seed which 
is mentioned in Section V. The image processing helps to 
visualize the plant's images clearly while removing the extra 
background and extracting the infected region of the plant 
with the help of feature extraction and segmentation [4]. All 

the image processing and classification techniques that have 
been used are mentioned in the proposed workflow in 
Section III. Machine learning helps to analyze the plant's 
health based on the extracted features or cropped images of 
the dataset [4] [5]. With the help of this process, a disease can 
be detected in rice crops, and based on that disease, farmers 
can use the specific pesticide, which will lead to a reduction in 
cost and time [5]. The current methods for rice disease 
detection in Pakistan involve the experience of farmers in 
detecting rice disease, which is not very reliable. Further, the 
inspection by the disease detection expert is too costly, and 
local farmers are unable to afford it. This, in turn, affects the 
production and yield of the rice crops. With the recent 
advancement in machine learning, this paper proposes the 
vision-based approach to detect rice plant disease. One of the 
critical requirements of any machine learning problem 
solution is data generation and collection. Further, for the 
machine learning technology to be implemented in real-time 
requires the handling of different image vision problems such 
as occlusion detection, background/foreground detection, 
suitable feature selection, and extraction from the rice crop 
images to complete the required disease detection task. To 
imitate the real-time solution implementation, the image data 
of rice plant from a number of different rice fields in 
Kashmore, city of Pakistan, has been collected, and with the 
help of a disease detection expert, the data set has been 
labeled. Further, recent and state-of-the-art machine learning 
algorithms are implemented and tested on the dataset for rice 
disease detection, and the results are compared in terms of F-
score and accuracy. All the proposed work which successfully 
have been implemented is mentioned in section IV, which has 
multiple results. A final conclusion has been made over 
different classification results, which is mentioned in 
Section VI. This paper helps summarize the recent and state-
of-the-art algorithms for rice disease detection and also helps 
the authors to cater upon problems for the implementation of 
the algorithms in real-time rice disease detection. 

II. LITERATURE REVIEW 

Kawcher Ahmed et al. [7] implemented a machine 
learning algorithm for the detection of three common rice leaf 
diseases which are leaf smut, bacterial leaf blight, and brown 
spot diseases. The dataset used was already refined and 
collected from an online website [8]. For classification 
purposes, KNN (K-Nearest Neighbor), Decision Tree, Naïve 
Bayes, and Logistic Regression [8] [9] are used. It is 
concluded that the decision tree algorithm after 10-fold cross-
validation has better performance with an accuracy of 97% 
applied on the test dataset. Neha G. Kurale et al. [9] analyzed 
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leaf diseases in plants generally using the texture features and 
neural network. They summarized that for the plant's leaf 
disease detection, support vector machine (SVM), KNN (K-
Nearest Neighbor), and Neural Networks techniques [9] have 
the most appropriate and effective results. Anjna et al. [10] 
have worked on capsicum disease symptoms, and she has used 
k-means clustering, BPNN classifier, neural network 
classifier, thresholding-based segmentation, minimum 
distance criterion, and SVM [10]. The authors have extracted 
GLCM features on which they have classified the capsicum of 
diseases. The SVM and KNN classifiers have 100% accuracy 
being the highest [10]. It is concluded that neural network 
classifier gives better results as compared to others in a short 
time with texture, shape, and co-efficient features [11] [12]. 
Naga Swetha R. et al. [13] analyzed and detected four 
different diseases in rice plants which are the bacterial blight 
of rice, rice blast, and false smut. The dataset of total 115 rice 
disease images have been collected by themselves and some 
have been collected from the internet [13]. Only two 
classifiers, support vector machine (SVM) and KNN (K-
Nearest Neighbor) are used based on shape and color features 
[13]. A mobile application for the automatic diagnosis of 
diseases in rice plants has also been developed [13]. 
Muhammad Kashif et al. [14] analyzed the different feature 
techniques regarding plant disease detection generally. The 
authors used the texture, Scale-Invariant Feature Transform 
(SIFT), Speeded-Up Robust Features (SURF), Binary Robust 
Invariant Scalable Keypoints (BRISK), Binary Robust 
Independent Elementary Features (BRIEF), and Fast Retina 
Keypoints (FREAK) features for plant disease detection [14]. 
They concluded that dense SIFT features give the best results 
with an accuracy of 98.36% [14] [15]. Harshadkumar B. 
Parjapati et al. [16] analyzed and implemented a machine 
learning algorithm for the three different leaf diseases of rice 
plants which are bacterial leaf blight, brown spot, and leaf 
smut. They collected datasets from the rice fields [16]. They 
have applied three different techniques of segmentation and 
for the accurate features, they used K-means clustering 
segmentation [16] [17]. For the classification, they used an 
SVM classifier based on color, shape, and texture features 
[17]. They got an accuracy of 93.33% for the training dataset 
and 73.33% for the testing dataset. They have also applied k-
fold cross-validation and got an accuracy of 83.80% for 5-
folds and 88.57% for 10-folds [17]. Efetkhar Hossain et al. 
[18] used only KNN (K-Nearest Neighbor) classifier based on 
texture features for the detection of plant diseases. They used 
the dataset of 237 plant leaf images that were already refined 
and have been collected from two different database websites 
[18]. They proposed that the KNN classifier can classify the 
diseases like Alternaria alternate, anthracnose, bacterial blight, 
leaf spot, and canker of various plant species [18]. They 
concluded that the proposed KNN classifier with texture 
features could detect diseases with 97.76% accuracy [18]. 
Budiarianto Suryo Kusumo et al. [19] proposed a machine 
learning algorithm for disease detection in the Corn crop. The 
dataset used was already refined and has been collected from 
the PlantVillage dataset website [19]. They used several image 
processing techniques for feature extraction such as SIFR, 
SURF, BRIEF, and HOG [19][20][26]. For classification 
purposes, they used SVM, decision tree, random forest, and 

Naïve Bayes algorithms [20]. Finally, it is concluded that the 
color features are most important for disease detection in the 
corn crop. Sandeep Kumar et al. [21] used support vector 
regression (SVR) with different classification based on shape, 
color, texture, and cosine features of plant species for plant 
disease detection. The authors used a limited plant leaf dataset 
that has been collected by themselves. They proposed three 
different computer vision techniques for plant disease 
detection which are feature discovery, feature explanation, and 
image depiction [5] [4] [13]. The proposed approach uses 
SIFT and SURF features and the clustering is done by F-
Dbscan [5]. Sachin D. Khirade et al. [1] discussed the 
different techniques and processes for plant health monitoring 
and disease detection. The dataset they used, is captured by 
themselves [1]. They proposed the image processing 
techniques such as image pre-processing and image 
segmentation are the most useful for plant disease detection 
[4] [6] [7]. They used different feature extraction techniques 
for the extraction of texture, shape, and color features. For 
classification purposes, they used ANN (Artificial Neural 
Network) such as self-organizing feature map, back 
propagation algorithm, and SVM [12]. Pushkara Sharma et al. 
[19] conducted a study in India on various plant leaves to 
detect the diseases using pre-processing techniques and 
segmentation to get the useful part of the leaf. After 
preprocessing and segmentation, they used   Logistic 
regression, KNN, SVM, and CNN classifiers [19].  The 
highest accuracy that he got was 98.0% from the CNN model. 
The authors proposed that through segmentation, the diseased 
portion of the input image can be detected [21]. For the feature 
extraction, different feature extraction techniques and different 
classifiers are used. Arsa, D. M. S et al. [22] has used VGG-16 
pre-trained model in Batik based on random forest. They have 
used precision, recall, F-score, and accuracy to evaluate their 
proposed method performance [22]. Ufaq Khan et al. [25] 
divided plant disease detection techniques into two phases; the 
first is segmentation, and the other is classification. In this 
paper, the author generally described the techniques for plant 
disease detection, so they did not use any dataset [25]. 

After reviewing all the mentioned studies, the proposed 
work is novel because in the above studies, mostly plant 
dataset used consists of less than 300 images from one field, 
and mostly dataset has been collected from the internet, which 
was already refined and did not necessarily reflect the real 
field scenario. But in this case, the unique dataset of 1000 
healthy and unhealthy rice seed images have been captured 
from different rice fields. Another uniqueness from the above 
studies is that most have extracted limited image features 
while in this case, three different types of features of an 
image, such as texture, SURF, and BRISK features have been 
extracted. Moreover, for the testing and training results in the 
above studies, limited classifiers have been used, such as 
SVM and decision tree, while in this case, six different 
classification algorithms such as SVM, LDA, decision tree, 
logistic regression, Naïve Bayes, and random forest have been 
used. For the most accurate results, the dataset has been used 
with different image sizes such as 128x128, 256x256, 
512x512, and 1024x1024. PCA and k-fold cross-validation 
have been applied to every classifier for better accuracy 
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performances, and finally, the comparatively better results are 
with SVM and random forest classifiers. 

III. PROPOSED METHODOLOGY 

In this section, a complete methodology for fungal blast 
disease detection has been proposed in a block diagram, 
shown in Fig. 1. Every step is performed for the best accuracy 
results. In image acquisition, a unique dataset has been 
collected, and different image processing techniques are 
applied, such as image cropping, color enhancement, and 
image resizing for a better understanding of the dataset. 
Further, feature extraction techniques are used, such as 
BRISK, SURF, and texture features, to remove the extra 
background and to get the infected region of dataset. The 
extracted features are used for the classification purposes 
while taking 80% of the training dataset and 20% of the 
testing dataset. Different classifiers such SVM, LDA, Logistic 
Regression, Decision Tree, Random Forest, Naïve Bayes and 
PCA classifiers with 10-fold cross validation are used for a 
comparative analysis based on F1-score and testing accuracy. 
A descriptive analysis is given as under: 

 

Fig. 1. Proposed Work Flow Chart for Traditional Classification. 

A. Image Acquisition 

A unique dataset of healthy and unhealthy rice crop has 
been captured through an android camera from the different 
fields of Kashmore. The dataset has been captured from 
September 5

th
 to 7

th
, 2020 and the age of the crop at that time 

was 50 to 60 days. The captured images were in RGB (Red, 
Green, and Blue) form. The whole dataset consists of both 
healthy and unhealthy crops of 1300 different data samples of 
rice seed plants annotated with the help of a plant disease 
expert. 

1) Dataset description: Initially, a total of 1500 images of 

healthy and unhealthy rice crops have been captured from the 

field. Due to huge distortion in the background and extra parts, 

images that were not helpful have been removed, and finally, 

the 1000 healthy and unhealthy images are left in the dataset. 

The dataset is uploaded on “Kaggle” website, which is now 

open to use for everyone. The sample images of the healthy 

and unhealthy dataset are shown in Fig. 2. 

  
(a)    (b) 

  
(c)    (d) 

Fig. 2. Sample Images from the Dataset of Rice Seed Plant uploaded on 

Kaggle: (a) and (b) are Healthy Plants of Rice Crop While (c) and (d) are 

unhealhty Crop because it has Brownish Spots on Seeds. 

B. Image Pre-Processing 

different pre-processing techniques have been used to 
prepare data for machine learning classification and 
evaluation, such as image cropping, image resizing, and image 
enhancement [20] [21] [22]. 

1) Image cropping: Image cropping has been performed 

manually for every image to remove the extra part from the 

images [17] [18] [20]. 

2) Image resizing: Image resizing has been done to take 

all the datasets of equal size, which will help in feature 

extraction to get the balanced features [6] [7] [13]. For the 

comparison of better results, all the image sizes have been 

taken, such as 128 x 128, 256 x 256, 512 x 512, and 1024 x 
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1024. Better results have been achieved for the image size of 

256 x 256 in every classifier. The comparison histograms are 

shown in Fig. 6. 

3) Image enhancement: Image enhancement has been 

performed for the whole dataset to increase the contrast of 

images. The RGB dataset has been converted into grayscale 

for better performances [6] [7] [13]. 

C. Feature Extraction 

Feature extraction is a key step to analyze the image 
deeply with the help of features. It helps to get useful 
information from the image [1]. Multiple features of the rice 
plant dataset have been extracted, such as Gray level co-
occurrence matrix (GLCM) or texture features [1] [3], brisk 
and surf features [14] [3], shown in Table I. This table shows 
the feature types and their name that have been extracted from 
the dataset of rice crops. A total of three feature types have 
been extracted, and normalization is applied for all the 
features before classification. 

1) Texture features: Texture features define the 

distribution of color, roughness, and hardness in an image. It 

helps mainly for the detection of infected areas in the image of 

rice crop [5]. Texture-based features are contrast, correlation, 

energy, entropy, and homogeneity [14]. Contrast is the 

intensity measurement between a pixel and its neighbor in an 

image. Correlation defines that how correlated a pixel is with 

its neighboring pixel in the entire image. Energy is the 

measurement of uniformity which means how much 

homogeneous an image is, the large the energy. Entropy is the 

measurement of image intensity or disorder. Homogeneity 

defines the similarity of pixels in an image [13]. Equations for 

all the texture features or gray level co-occurrence matrix of 

these features are shown in Table II. 

2) Speeded-Up Robust Features (SURF): The SURF 

algorithm is related to the Scale Invariant Feature Transform 

(SIFT). It is used to detect the local features of an image in a 

very quick and reliable manner [10]. In SURF, first of all, the 

key-points of an image are perceived, and then related 

consistent descriptors are calculated [6]. 

3) Binary Robust Invariant Scalable Keypoints (BRISK): 

BRISK is a binary descriptor in which key-points are selected, 

and then a sampling pattern is applied to the neighbors of 

those key-points in an image. Every pair of pixels around the 

key-points is separated by two subsets, such as long-distance 

pair and short-distance pair [14]. 

D. Classification 

Classification is important for the detection of fungal blast 
disease in rice crops. It imposes a class on the new sample 
with the help of learning from different classifier models by 
training [3]. Classification can be performed by using the 
actual image of the dataset or by using the features which have 
extracted. The main reason purpose of using classification is, 
it can detect plant disease automatically [9]. Classification 
with traditional classifiers can be done with the help of 
features. For the classification of rice crops, both 
convolutional and traditional classifiers have been used. All 

the feature values have been given as input to the below-
mentioned classifiers by splitting 80% of data for training and 
20% for testing. 

1) Support Vector Machine (SVM): SVM is a supervised 

learning algorithm that uses Support Vector Classification 

(SVC) for classification purposes. It is a linear classification 

technique and has been found most competitive in machine 

learning algorithms for the classification of high-dimensional 

datasets [10]. SVM is easy to use and controls the complexity 

of decision and frequency error [20]. Equation (6) shows how 

the SVM classifier works at the backend. The accuracy 

achieved in the SVM classifier with the image size of 256 x 

256 has the highest accuracy before PCA [6] as compared to 

other classifiers. The accuracy comparison of SVM with 

different sizes of the dataset is shown in Fig. 6. 

             
 ( )         ( )  ∑     

 
 (    )   

  
     (6) 

2) Linear Discriminant Analysis (LDA): LDA is a 

supervised learning algorithm that finds the linear 

combination based on different features that can split two or 

more classes. It can also be used for dimensionality reduction 

purposes because it can be used for more than two classes for 

classification [21]. Like SVM, it is a linear classification 

technique. Equation (7) shows the discriminant for the linear 

variable, so this is the equation for the linear discriminant. The 

accuracy achieved in the LDA classifier before PCA for 256 x 

256 image size is comparatively less than SVM classifier. The 

accuracy comparison for different image sizes is shown in 

Fig. 6. 
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     (  )            (7) 

TABLE I. FEATURES THAT HAVE BEEN USED 

Sr. No. Features Type Features Name 

1 Texture Features 
Contrast, Correlation, Energy, Entropy, 

Homogeneity 

2 Brisk Features Scale, Orientation, Metric 

3 Surf Features Scale, Orientation, Metric 

TABLE II. FORMULA FOR TEXTURE FEATURES 

Eq. No. Features Type Features Formula 

1 Contrast ∑∑(   )  (   )

 

   

 

   

 

2 Correlation ∑
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3 Energy ∑∑( (   ))
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3) Logistic Regression (LR): Logistic regression is a 

statistical supervised machine learning algorithm that is used 

for classification purposes. It works based on the concept of 

probability, so it is also known as a predictive analysis 

algorithm. It uses the complex cost function known as 

'Sigmoid function' instead of a linear cost function that is why 

sometimes it is not said as linear regression [23]. Equation (7) 

shows the complex cost function of logistic regression, and 

equation (8) is used for the multiple regression problems, 

which take more than one predictor. The results for multiple 

logistic are comparatively better than linear regression. The 

accuracy achieved in the LR classifier before PCA for an 

image size of 256 x 256 is smaller than both SVM and LDA 

classifiers. The accuracy comparison histogram for logistic 

regression classifier for different image sizes is given in 

Fig. 6. 

    (  ( )  )  {
    (  ( ))                         

    (    ( ))                 
           (8) 

   (
 ( )

   ( )
)                           (9) 

4) Naïve Bayes (NB): Naïve Bayes is a probabilistic 

algorithm that works based on the Bayes' theorem. This 

classifier takes every feature conditionally independent with 

others [10]. With this assumption, it calculates the likelihood 

of the data using Bayes' theorem with the product of 

conditional probability [24]. The best hypothesis in Naïve 

Bayes theorem can be chosen based on equation (10). The 

accuracy achieved in the NB classifier is the lowest accuracy 

than all other classifiers. The accuracy comparison plots are 

given in Fig. 6. 

 ̂          ( ) ∏ ( (  | )) 
 
            (10) 

5) Decision Tree (DT): The decision tree is the most 

useful classifier in machine learning algorithms because it 

takes the most suitable attribute at its root node [23]. It works 

based on the entropy and information gain approach for the 

construction of its tree. Equation (11) shows the formula for 

entropy, and equation (12) is for gain. If the entropy is more 

positive, then the instances will be more heterogeneous [24]. 

The accuracy achieved in the DT classifier for 256 x 256 

image size is more than SVM and all other classifiers before 

PCA. The accuracy comparison histograms are given in Fig. 6. 

  ∑          
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    (   )         ( )  ∑
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6) Random Forest (FR): Random forest is a supervised 

machine learning algorithm, mainly used for classification 

purposes. It has comparatively better accuracy results than that 

decision tree classifier because it works based on a decision 

tree [7] [9] [10]. Random forest is mostly used to avoid 

overfitting in decision tree classifiers. It constructs the trees 

which have been trained using the data samples training and 

features [10]. The accuracy achieved in the RF classifier for 

256 x 256 image size before PCA is greater than all other 

classifiers. The accuracy comparison histograms are shown in 

Fig. 6. A random forest classifier has been concluded best for 

the fungal blast disease detection based on already defined 

features. The feature importance graph for random forest 

classifier is shown in Fig. 9, which shows that the Metric of 

BRISK features has the most importance in the random forest 

algorithm. 

a) Performance of classification: The performance of 

all the above classifiers can be measured based on their 

classification report in terms of training and testing results [3]. 

The performance can be measured based on four parameters 

accuracy, precision, recall, and f1-score on the testing results. 

All these parameters are measured with true positive (TP), true 

negative (TN), false positive (FP), and false-negative (FN) 

from the confusion matrix [3]. The formula for every 

parameter is shown in Table III. This table shows the formula 

for terms used in the classification report.The histogram is 

plotted only for f1-score because it is the combination of both 

precision and recall. The accuracy comparison of the f1-score 

for all classifiers is shown in Fig. 5. 

TABLE III. CLASSIFICATION REPORT PARAMETERS FORMULA 

Eq. No. Features Type Features Formula 

13 Accuracy 
     

           
 

14 Precision 
  

     
 

15 Recall 
  

     
 

16 F1-Score   
                

                
 

E. K-Fold Cross Validation 

Cross-validation is a machine learning algorithms 
technique which mostly used to test the machine learning 
models are performing effectively. In the case of the limited 
dataset, the cross-validation can also be used as resampling to 
evaluate a model [14]. In this case, K-fold cross-validation has 
been performed on the training dataset taking 10 folds for the 
confirmation that all the created classifiers have not been 
overfitted [3]. In K-Fold the process repeats itself for k times 
so there can be k times Mean Square Error (MSE), and 
equation (13) shows the formula for MSE. All the accuracy 
results have been achieved with 10 fold cross-validation; the 
comparison histogram is shown in Fig. 6. 

  ( )  
 

 
∑     
 
              (17) 

F. Pricncipal Component Analysis (PCA) 

PCA is an unsupervised machine learning algorithm used 
for dimension reduction in the case of a large number of 
dimensions or features. It shows better accuracy results after 
reducing the dimension of features of the original dataset 
because the models with high dimensions or a huge number of 
features can perform very slowly and most of the time fail to 
perform classification [6]. PCA is also used to remove the 
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overfitting in classifier models and it also improves the 
performance of model accuracy at a very low cost [20]. In this 
case, PCA is also applied because there are total 11 number of 
features and it is difficult for a model to make the decision so 
from these 11 only 6 PCA components have been taken for the 
classification purposes and the accuracy results for the 6 
components are comparatively similar to the results before 
PCA. This proves that reducing the dimension or the number 
of features gives almost the same accuracy as without PCA. 
For comparison purposes, the computed accuracy for PCA 6 
and 7 components, and all the comparison plots are given in 
the results section, shown in Fig. 7 and Fig. 8. 

G. Transfer Learning 

Transfer learning is a machine learning method where a 
model developed for a task is reused as the starting point for a 
model on a second task [27]. It is a popular approach in deep 
learning where pre-trained models are used as the starting 
point on computer vision and natural language processing 
tasks given the vast compute and time resources required to 
develop neural network models on these problems and from 
the huge jumps in a skill that they provide on related 
problems. Transfer methods tend to be highly dependent on 
the machine learning algorithms being used to learn the tasks 
and can often simply be considered extensions of those 
algorithms [17]. In transfer learning, the initial steps of image 
acquisition and image preprocessing are the same as shown in 
Fig. 3, which are applied for traditional classifiers. Data 
augmentation is a strategy that enables us to significantly 
increase the diversity of data available for training models 
without actually collecting new data [23] [24]. In this process, 
the dataset has been divided into an augmented and 
unaugmented form which has been further passed for transfer 
learning techniques, such as cropping, padding, and horizontal 
flipping are used to augment the data to train a large neural 
network with small dataset. 

H. VGG-16  

 VGG16 is a convolutional neural network model proposed 
by K. Simonyan and A. Zisserman [25], the model achieves 
92.7% top-5 test accuracy in ImageNet, which is a dataset of 
over 14 million images belonging to 1000 classes. The model 
of VGG-16 is shown in Fig. 4, it includes 13 Convolutional 
layers, 5 pooling layers, and 3 dense/fully connected layers. 

a) Convolutional layer: The Convolutional layer is the 

building block of the neural network; it is application of a 

filter to an input that results in an activation. A feature map is 

generated with the repeated application of the same filter in a 

map of activations, indicating the locations and strength of a 

detected feature in an input, such as an image [26]. 

b) Pooling layer: The pooling layer is placed right after 

the convolutional layer, it provides downsampling of feature 

maps by summarizing the presence of features in patches of 

the feature map. Average pooling and max pooling are two 

common methods that summarize the average presence of a 

feature and the most activated presence of a feature 

respectively [22][27]. 

c) Fully connected layer: Fully connected layers are an 

essential component of Convolutional Neural Networks 

(CNNs), which have been proven very successful in 

recognizing and classifying images for computer vision. The 

CNN process begins with convolution and pooling, breaking 

down the image into features, and analyzing them 

independently. The result of this process feeds into a fully 

connected neural network structure that drives the final 

classification decision [27]. 

d) Softmax/sigmoid layer: The Softmax function is 

sometimes called multi-class logistic regression because the 

softmax is a generalization of logistic regression that can be 

used for multi-class classification, whereas the sigmoid 

function is used for logistic regression or binary classification 

[27]. 

 

Fig. 3. Proposed Work Flow Chart for Transfer Learning. 

 

Fig. 4. VGG-16 Model which Includes 13 Convolutional, 5 Pooling and 3 

Dense/Fully Connected Layers. 
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7) Regularization: Dropout is a regularization method that 

approximates training a large number of neural networks with 

different architectures in parallel [22]. During training, some 

number of layer outputs are randomly ignored or "dropped 

out." This has the effect of making the layer look-like and be 

treated-like a layer with a different number of nodes and 

connectivity to the prior layer. In effect, each update to a layer 

during training is performed with a different "view" of the 

configured layer [27]. The dropout layer is used in the transfer 

learning VGG16 model after the relu activation layers to 

randomly drop the weights and generalize better to remove the 

overfitting. 

IV. RESULTS AND DISCUSSION 

In this section, all the results of classification accuracy and 
report have been discussed thoroughly. A comparative 
analysis has been taken for every classifier's performance and 
accuracy results before PCA and after PCA. All the resulting 
histograms are discussed in this section. 

A. F1-Score Classification Analysis 

The accuracy of all the above discussed classifiers is 
shown in Fig. 5. The given F1-score comparison plot is the 
average of both healthy and unhealthy rice crops. F1-score is 
the combination of precision and recall, so here, F1-score 
values for the SVM and random forest classifiers with an 
image size of 256 x 256 and 512 x 512 are higher than other 
classifiers. It proves that for the fungal blast disease in rice 
seed, the classification with SVM and the random forest is 
much better than other classifiers. The random forest has 
better results for the image size of 256 x 256. F1-score values 
for the Naïve Bayes classifier are lowest than other classifiers, 
but for the case of 256 x 256 image size, it has a high score. 
The remaining classifier has an almost related F1-score, so 
from this comparison histogram, it has been concluded that 
based on precision and recall results, the SVM and random 
forest, both classifiers have higher results and can perform 
better for the image size of 256 x 256. 

B. Classification Accuracy Analysis before PCA 

The accuracy comparison histogram before PCA is shown 
in Fig. 6. Based on the healthy and unhealthy dataset for the 
fungal blast disease, the final results are shown in the 
histogram conclude that the accuracy of SVM and random 
forest classifiers are higher than other classifiers. Six different 
classification models are applied for 10 folds cross-validation 
on 80% of the training and 20% of testing of the dataset. The 
classification has been performed on all image sizes of the 
dataset and it has been observed that the results for 256 x 256 
image size are most accurate. The accuracy results that are 
achieved with 256 x 256 image size for 10-fold cross 
validation before PCA are given as under: 

The SVM classifier has better performance with testing 
accuracy of 73.50%. Random Forest classifier also has best 
performance of 74.80% of testing accuracy. LDA classifier 
performed well with an accuracy of 70.55%, which is less as 
compared to SVM and random forest. Logistic regression 
classifier has an accuracy of 68.05%, which is less than LDA. 
The Decision Tree classifier has got an accuracy of 65.55%, 

which is smaller than logistic regression. While, Naïve Bayes 
achieved an accuracy of 62.33%, which is the lowest as 
compared to all classifiers, shown in Fig. 6. From the above 
classification results, Naïve Bayes classifier has very low 
accuracy while LDA and logistic regression have almost the 
same accuracies. The decision tree classifier also has good 
performance, but the results are smaller than SVM and 
random forest. Finally, it has been concluded that the SVM 
and random forest both classifiers have better performance 
with 10 folds cross-validation, and the accuracy is almost 
73.50% and 74.80%. 

C. Classification Accuracy Analysis after PCA 

The PCA classifier is used to reduce the dimension or the 
features to get better results. In this case, PCA is also applied 
to reduce the number of features. PCA is applied with 10-fold 
cross-validation for 6 and 7 components with the reduction of 
5 and 4 dimensions from 11 dimensions (features), shown in 
Fig. 4 and 5. From the comparison histogram before PCA, it 
can be seen that the results are good, but possibly due to the 
huge number of features, models get confused and did not 
perform well. So, here 6 and 7 PCA components are taken, 
which help the models to for a better decision. The 
comparison histogram after applying PCA is shown in Fig. 4 
and 5. After applying PCA to every classifier similarly, 10 
folds cross-validation has been applied for the removal of 
overfitting. 

The accuracy results that are achieved with 256 x 256 
image size for 10-fold cross validation for 6 PCA components 
are given as under: The SVM classifier has better performance 
with a testing accuracy of 69.03%. Random Forest classifier 
also has the best performance of 72.52% of testing accuracy. 
LDA classifier performed well with an accuracy of 68.55%, 
which is less as compared to SVM and random forest. Logistic 
regression classifier has an accuracy of 68.05%, which is less 
than LDA. The Decision Tree classifier has got an accuracy of 
67.88%, which is smaller than logistic regression. While, 
Naïve Bayes achieved an accuracy of 65.53%, which is the 
lowest as compared to all classifiers, shown in Fig. 6. From 
the above classification results for 6 PCA components, it has 
been concluded that the testing accuracy for random forest 
classifier is higher than all others. So, for 6 PCA components, 
random forest classifier has better performance. 

The accuracy results that are achieved with 256 x 256 
image size, for 10-fold cross validation for 7 PCA components 
are given as under: The SVM classifier has better performance 
with testing accuracy of 71.45%. Random Forest classifier 
also has the best performance of 70.65% of testing accuracy. 
LDA classifier performed well with an accuracy of 68.67%, 
which is less as compared to SVM and random forest. Logistic 
regression classifier has a accuracy of 69.08%, which is less 
than LDA. The Decision Tree classifier has got an accuracy of 
67.18%, which is smaller than logistic regression. While, 
Naïve Bayes achieved an accuracy of 66.12%, which is the 
lowest as compared to all classifiers, shown in Fig. 6. From 
the above classification results for 7 PCA components, it has 
been concluded that the testing accuracy for SVM classifier is 
higher than all others. So, for 7 PCA components, SVM 
classifier has better performance. 
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From overall results, it has been concluded that the 
accuracy for 6 and 7 components is almost similar to the 
accuracy for all components. It proves that after reducing the 
number of features in PCA almost the same results are 
achieved as before applying PCA. The dimensionality is 
reduced up to 4 and 5 features. So, both results before PCA 
and after PCA are almost the same and with the help of these 
traditional classifiers, maximum achieved accuracy is 75%. 

D. VGG-16 Performance Analysis 

The VGG-16 classifier is used to classify healthy and 
unhealthy images, it has been used in two conditions, without 
data augmentation and regularization, and with data 
augmentation and regularization. Both VGG-16 classifiers 
have top layers disabled, and a new model has been created 
using the pre-trained weights of VGG-16. 

The results of VGG-16 without data augmentation and 
regularization are shown in Fig. 10, the validation accuracy is 
a maximum of 64%, and it has stopped learning, which 
indicates that the model is overfitting. Two techniques are 
used to reduce overfitting in the model, i.e., augmentation and 
dropout. In data augmentation, the data is increased artificially 
for the model to learn better in training epochs and 
regularization, and then dropout regularization is used in 
which the model randomly drops learned weights after every 
epoch, which helps the model not to become general. In 
Fig. 11, it can be seen that the validation accuracy of the 
model has increased to 71.28% after applying the data 
augmentation and dropout regularization technique. These 
techniques play a crucial part in the fine-tuning of the model 
to achieve the best results. 

 

Fig. 5. Comparison Histogram of Every Classifier Discussed above for Classification Report Parameters, F1-Score which is Combinaion of Precision and Recall, 

this Histogram shws that F1-Score Values for SVM and Random Forest Classifier are Higher. 

 

Fig. 6. Comparison Histogram of Every Classifier for Every Size of Image before PCA which Shows that SVM and Random Forest Classifiers have Higher 

Accuracy for the Image Size of 256 x 256. 
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Fig. 7. Comparison Histogram of Every Classifier after PCA for 6 PCA Components which shows that SVM And random Forest Classifiers have Higher 

Accuracy for the Image Size of 256 x 256. 

 

Fig. 8. Comparison Histogram of Every Classifier after PCA for 7 PCA Components which Shows that the Accuracy Results for SVM and Random Forest are 

Higher for Image Size of 256x256. 

 

Fig. 9. Feature Importance Histogram for Random Forest Classifier where B and S in Features Axis Stands for BRISK and SURF which Shows that Metric of 

BRISK Features is the Most Important Feature in Random Forest Classifier. 
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Fig. 10. Training Accuracy and Validation Accuracy along with Training Loss and Validation Loss of VGG-16 Model using Unaugmented Dataset and no 

Regularization. 

 

Fig. 11. Training Accuracy and Validation Accuracy along with Training loss and Validation Loss of VGG-16 Model using Augmented Dataset and 

Regularization. 

V. MAJOR CONTRIBUTION 

In this comprehensive research, the major contribution is 
the unique dataset of rice crops which has been collected from 
different fields of Kashmore, Pakistan. There are many 
publications for plant disease detection in general, but 
regarding the rice plant diseases, limited research work is done 
that is only for rice leaf diseases. In this research, the fungal 
blast disease has been detected on rice crop seed with different 
image processing techniques and machine learning algorithms, 
which is another major contribution. 

VI. CONCLUSION 

Plant disease detection plays an essential role in the 
growth of the economy and healthy crop production. In the 
proposed work, the fungal blast disease is detected in the seed 
of rice crop. This paper discussed the different image 
processing and machine learning techniques to detect fungal 
blast disease in rice crops. Image processing is used for the 
extraction of multiple features and extracted 11 different 
features from the models such as texture, SURF, and BRISK. 
As per this research, the mentioned features are beneficial for 

the detection of fungal blast disease, in which rice has 
brownish spots on its seed, shown in Fig. 2. In the machine 
learning portion, a comparative analysis regarding different 
machine learning algorithms based on disease detection with 
varying accuracies has been made. Seven different classifiers 
are used, including traditional and convolutional classifiers. 
After analyzing these traditional features and classifiers, the 
dataset has been used as input to transfer learning VGG-16 
model, then trained the model with the unaugmented dataset 
and augmented dataset. After training, the validation accuracy 
of the trained model with the unaugmented dataset was 64%, 
while the accuracy of the trained VGG-16 model with the 
augmented dataset was 71.28%. 

Finally, it has been concluded that after applying PCA 
with 10-fold cross validation, the random forest algorithm has 
still the best performance for the fungal blast disease detection 
with an accuracy of 73.12% for the testing dataset in the 
traditional classifiers whilst the highest accuracy from transfer 
learning dataset is of 71.28%. If analyzed, it is not a big 
difference as compared to the efforts that have been put in 
order to run the traditional classifiers while the images data 
was input to the transfer learning model. 
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VII. FUTURE SCOPE 

In future work, the plan is to develop a mobile application 
and an agricultural cultivating drone for fungal blast disease 
detection in rice crop seed during the field. This mobile 
application will help farmers to detect the disease in rice seed 
by capturing an image of the plant in the field, and they will 
get the most accurate and fast results on the spot. Similarly, an 
agricultural drone will visit the whole field and will monitor 
the plant's health. Based on those results of drone and mobile 
applications, the farmers can use related pesticides and 
fertilizers to improve the health of the crop. This technology 
will reduce the cost for extra use of pesticides, and farmers 
will get a good profit while giving only the needed pesticides 
to crops, it will be more beneficial for the economy of this 
country. 
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Abstract—Job satisfaction or employee satisfaction has 

various definitions, but we can generalize it by how gratified an 

individual is with his or her job. Happy employees help to 

strengthen the company by lowering turnover and increasing 

loyalty. Job satisfaction also promotes a healthy working 

environment that helps to attract talent and increase 

productivity. However, little research has been done that focuses 

specifically on the IT sector. The goal of this research is to 

measure the level of satisfaction among Kuwaiti IT workers and 

discover tangible and intangible factors affecting their job 

satisfaction. To highlight factors contributing to positive 

satisfaction in the IT jobs in Kuwait, we propose a six-factor 

structural model, including compensation, workplace, intangible 

benefits, support, communication, and satisfaction. A targeted 

snowball descriptive survey was distributed via WhatsApp 

messages to Information Technology workers; 209 responses 

were collected after data cleaning. SPSS statistical software was 

used to analyze the data, with results indicating IT employees felt 

an average level of satisfaction. Additionally, several work-

related variables were significantly associated with job 

satisfaction. Work position showed a statistically significant 

association with work satisfaction. Finally, individuals in a 

leading position reported higher satisfaction compared to 

individuals in non-leading positions. 

Keywords—Job satisfaction; IT sector; productivity; intangible 

benefits; communication 

I. INTRODUCTION 

Job satisfaction determines how happy a person is with 
their job. Job satisfaction can have an immensely positive and 
negative effect on the workplace. Dissatisfied employees can 
decrease productivity and cause high turnover [1]. It can also 
enhance performance and affect customers' satisfaction directly 
and indirectly. In addition, job satisfaction is important as it 
can affect the quality of service provided to customers and 
affect customer retention [2]. 

A range of variables can affect the degree of job 
satisfaction of individuals. Pay and benefits, the perceived 
fairness of the promotion system, social relationships, upper 
management, job challenges, and job clarity are factors. 

Previous studies have highlighted factors that lead to 
positive satisfaction, where other studies focused on exploring 
reasons behind dissatisfaction and turnovers. Factors were 
divided, into tangible including skills mismatch, commitment, 
gender differences, and stress [3,4,5]. Researchers classified 

these factors mainly into two categories: tangible and 
intangible factors. Tangible factors are simply those that can be 
quantified and measured such as salary, compensation, 
rewards, bonuses, work flexibility, training seminars, family or 
self-insurance, travel allowance, work environment, office 
location, office size, and promotion. 

Whereas intangible factors are those of a qualitative nature. 
Hoppock defined intangible as the combination of 
psychological, physiological, and environmental circumstances 
that lead the worker to say I am satisfied [6]. Examples of such 
factors could be impressions, pressure, work relations, skills 
mismatch, commitment, flexible working hours, gender 
differences, stress, and feeling secure [3,4,5,7,8,9,10,11]. 
Promoting Ethical work standards is also considered an 
intangible factor [12]. Additionally, fairness of treatment can 
also be considered one [13]. 

It is hard to measure, yet we all differ in nature, and just as 
tangible benefits could be crucial to some employees, 
intangible factors could be more important to others, especially 
in an economy where there are a lot of cutbacks or layoffs. 

Prior to moving forward with our study, we conducted a 
review of the related research conducted over the past twenty 
years. The next section will summarize these studies. Based on 
the findings we designed our survey with consideration of 
cultural differences. 

The collection of the literature was directed towards the IT 
sector, as we lack such studies in Kuwait. As information 
technology departments became the backbone of every 
company, it became hard to find any organization that does not 
have an IT department. If we are allowed to generalize, as 
using technology became a required skill for every worker, we 
might consider all workers as IT workers. 

This study would like to contribute and enrich studies in 
that subject, in a middle eastern country such as Kuwait. The 
concluding points will help decision-makers in improving 
workplace environments. 

The following sections are arranged as follows: Section 2 
will visit various previous studies focusing on job satisfaction 
for IT workers. Our approach will be discussed in Section 3. In 
Section 4, our results will be given. And finally, in Section 5, 
we will sum up our findings. 
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II. LITERATURE REVIEW 

A. Defining Job Satisfaction 

Hoppock defined job satisfaction as “any combination of 
psychological, physiological and environmental circumstances 
that cause a person to truthfully say I am satisfied with my job” 
[11]. Yet, the most widely used definition of job satisfaction 
was made by Locke, who defines it as “a pleasurable or 
positive emotional state resulting from the appraisal of one’s 
job or job experiences” [14]. According to Vroom, job 
satisfaction is positive feedback from individual workers 
towards their current job [15]. Wanous and Lawler state job 
satisfaction as the “sum of job facet satisfaction across all 
facets of a job” [16]. This is very similar to Spector, who 
defines it as “how people feel towards their job from different 
aspects” [17] and Schermerhorn,” as the emotional response 
towards various aspects of an employee’s work” [18]. More 
definitions supported the same meaning. 

Reilly describes job satisfaction as the feeling that a worker 
has towards his job, influenced by the perception of one’s job 
[19]. Mansoor, Muhammad, Fida, Nasir, and Ahmad suggested 
a similar definition: how positively people feel about their job 
[20]. Ellickson and Logsdon defined job satisfaction as the 
degree to which employees like their work [21]. 

Phillips and Connell defined it as “the degrees to which 
employees are content with the job they perform” [22]. More 
attempts to define the concept of satisfaction have resulted in 
the definition being the final state of the psychological process 
[23]. Many studies have suggested many definitions, with the 
majority focusing on how the employee feels about his job in 
general. 

B. Job Satisfaction Factors 

There are, according to Arnold and Feldman, a number of 
factors that make people feel positive or negative about their 
jobs [24]. Researchers have contributed heavily to prioritize 
these factors based on their influence on job satisfaction. 

Nwagwu conducted a Nigerian study to observe job 
satisfaction among IT artisans. The study’s main discovery 
showed 300 IT artisans surveyed were dissatisfied with their 
jobs; however, high expectations of a breakthrough and the 
trend of IT were key reasons for staying in their jobs [25]. 

However, other studies have shown that financial factors 
and promotions are the leading factors for job satisfaction 
[6,26,27,28]. Studies have shown that low financial income 
leads to high insecurity [29]. In addition to financial factors, 
Akbar et al. explored additional factors such as prospects for 
the working environment, training, career growth and 
improvement [28]. 

Frontczak and Else focused on the indoor work 
environment’s quality and building design, defining a good 
workplace space as when workers are granted a private office 
space with windows close by [8]. Lottrup, Stigsdotter, Meilby, 
and Claudi supported this claim in their research, empathizing 
on the importance of having buildings with green surroundings 
and window views [10].Additional factors such as flexible 
working hours, work relations, family insurance, allowance, 
promotion, and benefits were discussed by Alam and Shahi [9]. 

In addition, they highlighted the significance of positive 
reviews from an employee’s superior. Other researchers found 
that work relationships and higher morale significantly 
influence the level of satisfaction [30,31]. Furthermore, high 
ethical expectations in the workplace lead to greater 
satisfaction [12]. Additional studies have concentrated on 
gender and how it can play an important role in work 
satisfaction [32, 33]. However, other studies have denied this 
claim [20, 34]. Kowal and Roztocki have argued that women 
are less satisfied with their jobs [35]. 

A study by Clark discovered that although females occupy 
a lower position in their average job and get lower income than 
their male counterparts, the expectations of females have been 
contended to be lower in comparison to males. Therefore, 
females tend to report greater job satisfaction levels [36]. 

A study by Bordin, Carina, Bartram, and Casimir 
conducted in Singapore amongst IT workers shows that 
psychological empowerment can increase job satisfaction and 
organizational commitment. Additionally, the study revealed 
that similarly supervisory support is an important factor for the 
same reasons [37]. 

When examining other factors, other studies revealed that 
employees with flexible working hours had been seen to have 
higher job satisfaction than those without [9]. They tend to 
have more time in their private lives and harmonize with their 
profession [9]. They also found that forcing ethical work 
standards increased job satisfaction [14]. 

Lim discovered that wage, degree, a sense of belonging, 
faith in wanting to belong, a feeling of acceptance, job 
autonomy, and promotion opportunities were related to job 
satisfaction while evaluating it for library Information 
Technology staff [38]. 

Lumley, Coetzee, Tladinyane, and Ferreira carried out a 
cross-sectional analysis on a group of IT workers in companies 
in South Africa to investigate the connection between job 
satisfaction and employee organizational commitment. It 
suggested a significant relationship between job satisfaction 
and affective and normative commitment [39]. 

A study was conducted in India on IT workers has 
concluded that there is a strong link between job satisfaction 
and employee loyalty. And the main determinants of job 
satisfaction and employee loyalty are supervisory support, 
career growth, and job security [40]. 

Another research conducted in Singapore showed that 
personal accomplishment intercedes the relationship between 
emotional intelligence and job satisfaction for IT workers [41]. 

Wong, in a study from Hong Kong, argued that the effects 
of organizational culture on knowledge sharing leads to job 
satisfaction, which leads to an improvement in organization 
performance [42]. 

To Kumar, Roshan, Yashu, and Saran, Technostress leads 
to job dissatisfaction causing reduced productivity, high 
turnover, absenteeism, and poor performance, leading to job 
dissatisfaction and then lower organizational satisfaction [43]. 
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Another study conducted by Adebiaye found that work 
attitude, cordial working relationships, and management 
support affect job satisfaction [44]. 

Sunil Misra and Kailash B. L. Srivastava, found that team 
building between bank employees generates competencies that 
positively affect employee effectiveness and job satisfaction 
[45]. 

Spann designed a study to investigate the relationship 
between the conflict and ambiguity role and job satisfaction for 
non-managerial IT. They concluded that there is a direct 
relationship of job satisfaction with both role conflict and role 
ambiguity [46]. 

Indian research conducted on IT professionals examined 
the relationship between work exhaustion and job satisfaction 
and discovered a negative correlation, additionally a positive 
correlation between work exhaustion and turnover intention. 
The study also considers the impact of emotional dissonance, 
role ambiguity, role conflict, the fairness of rewards, 
autonomy, and the perceived workload on IT professionals 
[47]. 

III. METHODS 

A survey of a descriptive nature was used [48] to achieve 
our study goals, answering the following questions: 

RQ1: What is the average job satisfaction score for Kuwaiti 
IT workers? 

RQ2: What are the tangible and intangible factors 
influencing Kuwaiti IT workers job satisfaction? 

RQ3: Which job characteristics are significantly associated 
with job satisfaction? 

A targeted snowball survey was distributed via WhatsApp 
to Information technology workers, of which 209 responses 
were collected after data cleaning. The survey contained five-
part sections completed by all respondents. The first-part is the 
demographic questions that consists of four questions, 

followed by the job characteristics the job characteristics 
which comprises of seven questions. The next sections were 
organized as follows: tangible benefits, intangible benefits, 
work relations questions, and general satisfaction related 
questions. 

Independent variables were conceptualized within five 
domains: 1) Compensation, 2) workplace, 3) intangible 
benefits, 4) work relations, and 5) support. Job satisfaction is 
considered a dependent variable. 

Continuous variables were summarized using means and 
standard deviations and categorical variables such as 
demographic and work characteristics were summarized using 
counts and percentages. 

Histograms were used to assess the presence of univariate 
outliers. Scaled variables were also examined for points above 
or below three standard deviations from the mean. Data was 
explored for missing observations prior to the analysis. 
Histograms were also inspected for normality. Mahalanobis 
distance was used to check for multivariate normality. 

Exploratory factor analysis was performed using maximum 
likelihood. Oblimin rotation (with Kaiser Normalization) was 
used. Variables were removed if they loaded on more than 1 
latent variable (>0.4 on more than 1 latent variable) or did not 
load significantly on any of them (< 0.5). 

Confirmatory factor analysis was performed to assess 
whether the data fit the hypothesized measurement model 
previously defined. Six, five, and four factor solutions were 
tested to assess the most appropriate factor structure to use. 
Reliability of the constructs was assessed using Cronbach’s 
alpha and composite reliability. A value greater than 0.7 was 
considered satisfactory. The convergent validity of the 
constructs was assessed using the average variance extracted 
which should be greater than 0.5 for all constructs. Divergent 
validity was assessed by comparing the correlations between 
latent variables to square root the average variance extracted 

√   . Divergent validity was met if none of the correlations 
between latent variables was higher than square root the    . 
Individual indicators were allowed to load on only one factor 
and the latent variables were allowed to freely co-vary. The 
overall model fit was assessed using the following indices: 

 Cmin/df. 

 The root mean square error of approximation 
(RMSEA) and the corresponding 90% Confidence 
interval. 

 The Tucker–Lewis index (TLI). 

 The comparative fit index (CFI). 

 The standardized root mean square residual 
(SRMR). 

The lower bound of good fit for the TLI and the CFI is 
considered to be 0.90. For the RMSEA and the SRMR, the 
upper bounds for good fit are considered to be 0.08 and 0.10, 
respectively. Cmin/df less than 5 was considered an indication 
of good model fit (Table I). These cut off criteria for model fit 
were used as previously defined [49]. 

Hypotheses were tested using structural equation modelling 
(SEM). 

Scale reliability analysis was performed using Cronbach’s 
alpha. Cronbach’s alpha is a measure of internal consistency 
which assesses how closely related a set of items are as a 
group. Cronbach’s alpha is a function of the number of test 
items and the average inter-correlation among the items. The 
acceptable value for Cronbach’s α is > 0.7. 

TABLE I. THRESHOLD TO IDENTIFY GOOD MODEL FIT 

Measure Threshold 

X2/df (Cmin/df) <3 good, < 5 acceptable 

TLI >0.95 excellent, > 0.9 good 

CFI >0.95 excellent, > 0.9 good 

SRMR < 0.08 

RMSEA < 0.05 good, 0.05 – 0.1 moderate 

RMSEA 90% CI < 0.1 
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SEM was performed to assess the association of the 
independent latent variables with the main DV (satisfaction 
with work). Model fit was assessed using the same previously 
mentioned fit measures. The R

2
 was also calculated for the DV. 

R
2
 represents the proportion of variance in the DV that is 

explained by IVs. Hypothesis testing was performed at 0.05 
significance level. 

Standardized coefficients were used to compare the effects 
of the independent variables included in the SEM. The 
standardized coefficients divide the size of the effect by the 
relevant standard deviations. So instead of being in terms of the 
original units of X and Y, the standardized regression 
coefficients are in terms of standard deviations which 
facilitates comparing regression coefficients. The R

2
 is the 

squared multiple correlation and was used to assess the 
proportion of variance in the dependent variables that is 
explained by the independent variables. Statistical analysis was 
performed using SPSS v25 and R studio v1.1.463. 

A. Satisfaction Across Kuwaiti IT Workers 

Means and standard deviations were used to summarize the 
distribution of job satisfaction across various demographic and 
work characteristics. Scores for latent variables were computed 
by averaging the scores for the items included in the final CFA 
and SEM. One-way ANOVA was used to assess the 
association of various demographic and work factors with job 
satisfaction. One-way ANOVA was used since the DV (job 
satisfaction) is continuous in nature. Moreover, it can 
accommodate IVs with two or more levels unlike independent 
t-test which can only accommodate IVs with only two levels. 

IV. RESULTS 

The initial data included 218 responses (n = 218). Nine 
responses were identified as outliers using Mahalanobis 
distance and were removed from the analysis (n = 209). 
Table II shows the characteristics of the study sample. 

Table III shows the final factor structure. Six factors were 
identified: compensation (2 variables), workplace (6 variables), 
intangible benefits (2 variables), communication (2 variables), 
support (3 variables), and satisfaction (3 variables). 

After excluding variables that did not meet the criteria, 18 
items were used in the final analysis. These items formed a six-
factor structure and none of the items loaded on more than a 
factor (latent variable). 

A. Confirmatory Factor Analysis Results 

1) Model choice: Results for CFA show that the six-factor 

solution provided an appropriate fit for the data. Workplace 

and compensation were used as two separate latent variables 

although both of them represent one aspect of the tangible 

benefits. This was done since model fit showed that 

combining them as one latent variable (five-factor model 1) 

resulted in poor model fit compared to the six-factor structure. 

Poor fit was also observed when communication and support 

were forced to load as one latent variable (five-factor 

model 2). 

Results show that the six-factor model fits the data better 
compared to all remaining models as indicated by the AIC, and 
RMSEA. The TLI and CFI were also higher for the six-factor 
model. Likelihood ratio test showed that the six-factor model 
was significantly better compared to the remaining three 
models (Table IV). Thus, the six-factor solution was deemed 
appropriate since all fit measures were within the acceptable 
range. In addition, the Cmin/df and the SRMR were 0.511 and 
0.05 for the six-factor model, respectively. 

TABLE II. DESCRIPTIVE STATISTICS FOR THE STUDY SAMPLE 

 Count % 

Age 

20-25 16 7.7% 

26-31 65 31.1% 

32-37 85 40.7% 

38+ 43 20.6% 

Gender 
Male 102 48.9% 

Female 107 51.1% 

Education 

High school or equivalent 29 13.9% 

Bachelor degree 125 59.8% 

Graduate 55 26.3% 

Marital 

status 

Single 33 15.8% 

Married 133 63.6% 

Divorced or separated 35 16.7% 

Widowed 8 3.8% 

Income 

(month) 

less than 700 KD 8 3.8% 

700 to less than 1000 KD 40 19.1% 

1000 to less than 1300 KD 75 35.9% 

1300 or more 86 41.1% 

Work 

Public Sector 113 54.1% 

Privet Sector 66 31.6% 

Mixed 30 14.4% 

Position 
A leading position 60 28.7% 

Non- leading position 149 71.3% 

Experience 

at current 

job 

Less than one year 6 2.9% 

1-5 years 65 31.1% 

5-10 years 78 37.3% 

More than 10 years 60 28.7% 

Prior jobs 

This is my first job 60 28.7% 

1 90 43.1% 

2+ 59 28.2% 

Relations at 

current job 

Yes 67 32.1% 

No 142 67.9% 

Job close 

to home 

Yes 57 27.3% 

No 99 47.4% 

Somewhat 53 25.4% 
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TABLE III. PATTERN MATRIX FOR THE FINAL ROTATED FACTOR SOLUTION 

 
Factor 

Cm SAT WP SP NT CP 

I am compensated for my hard work      0.537 

I am satisfied with the benefits and payments made by my company      0.697 

Comfortable office furniture positively affects my performance   0.704    

The color of the furniture affects my mood   0.701    

I feel more comfortable in a private office   0.804    

My office window view increases my productivity   0.800    

A clean workplace increases my performance   0.677    

Office space positively impacts my performance   0.618    

My current job matches my skills     -0.711  

My job takes advantage of my skills and abilities     -0.601  

I am encouraged when I have a good communication with my superiors 0.519      

Good communication between me and my colleagues increases my productivity 0.919      

I am receiving enough support from my supervisors / managers    -0.638   

My supervisor clearly identifies my daily responsibilities    -0.676   

My officials provide regular feedback on my performance    -0.982   

I am associated with my work  0.768     

I'm never considering leaving my current job  0.944     

In general, I am satisfied with my work  0.721     

Extraction Method: Maximum Likelihood.  

 Rotation Method: Oblimin with Kaiser Normalization. 

CM: Communication, Sat: Satisfaction, WP: Workplace, SP: Support, NT: Intangible benefits, CP: Compensation 

TABLE IV. CONFIRMATORY FACTOR ANALYSIS FOR VARIOUS MODELS 

Model Df AIC CFI TLI RMSEA LR test X2 (P) 

Six-factor model 51 9466 0.952 0.939 0.076 - 

Five-factor model 1 46 9554 0.922 0.904 0.096 97.85 (< 0.001) 

Five-factor model 2 46 9764 0.853 0.82 0.131 308 (< 0.001) 

Four-factor model 42 9845 0.825 0.792 0.141 397 (< 0.001) 

Four factor model: Tangible, intangible benefits, communication, satisfaction. 

B. Convergent and Divergent Validity 

Results show that reliability was acceptable for all 
constructs (~0.7 or higher for all constructs). Convergent 
validity was confirmed by the fact that AVE was greater than 
0.5 for all constructs (Table V). Divergent validity was 

assessed by comparing  √    of the construct to the 

correlation with the remaining latent variables (√    should 
be higher than any corresponding correlation). This assumption 
was met for all constructs except for workplace that showed a 
strong correlation with communication (0.89). Factor loadings 
were greater than 0.7 for all variables (Fig. 1). 

C. Structural Equation Modelling 

A structural model was assessed in which satisfaction was 
used as the DV while all remaining five constructs were used 
as IVs. The proposed structural model (Fig. 2) was a good fit 
for the data as shown by CFI (0.964), TLI (0.954), RMSEA 
(0.065), upper 90% RSMEA confidence interval (0.078), and 
SRMR (0.054). All the proposed relations were statistically 
significant (Table IV). 

Results show that the five IVs explain 72.1% of the 
variance in the DV (satisfaction of IT workers) as shown by the 
R

2
. All five variables showed a statistically significant 

association with satisfaction with work. Compensation showed 
a statistically significant positive association with satisfaction 
(Std. β = 0.263, P < 0.05). This means that satisfaction 
increases by 1 standard deviation (SD) for each 1 SD increase 
in compensation which indicates that IT workers are more 
likely to be satisfied with work if they report satisfaction with 
payment. Effect of workplace showed a statistically significant 
negative association with job satisfaction (Std. β = -0.433, P = 
0.002). This indicates that workers who are more affected by 
the workplace are less likely to be satisfied with the job. 

Intangible benefits showed a statistically significant 
positive association with job satisfaction (Std. β = 0.413, P < 
0.001). A similar result was observed with communication 
(Std. β = 0.323, P = 0.019) and support (Std. β = 0.278, P = 
0.003). These results indicate that better communication with 
co-workers, support, as well as intangible benefits are 
associated with higher satisfaction with work. Comparing the 
standardized coefficients show that intangible benefits were the 
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strongest positive influencing factor. For each 1 SD increase in 
intangible benefits, satisfaction with work increases by 0.413 
SD. 

D. Job Satisfaction among Kuwaiti IT Employees 

The average satisfaction with work was 3.04 (1.04) among 
Kuwaiti-IT workers which indicates a neutral state of 
satisfaction among the IT employees (Table VI). Table VII 
shows that several work-related variables were significantly 
associated with job satisfaction. Position showed a statistically 
significant association with satisfaction with work (F = 3.514, 
P < 0.1). Individuals in a leading position reported higher 

satisfaction compared to individuals in non-leading positions 
(3.26 vs. 2.96). 

Number of previous jobs showed a statistically significant 
association with satisfaction (F = 5.47, P < 0.05). The mean 
satisfaction score was also lower among participants with two 
or more previous jobs compared to individuals who had 1 
previous job or less (2.78 vs. 3.1). Job location also showed a 
statistically significant association with satisfaction (F = 4.987, 
P < 0.05). Individuals who reported having a job near home 
reported higher satisfaction compared to those who did not (3.3 
vs. 3). 

TABLE V. CORRELATION, DIVERGENT AND CONVERGENT VALIDITY FOR LATENT CONSTRUCTS 

Model α AVE CP WP NT CM SP SAT 

CP 0.73 0.58 0.76      

WP 0.93 0.69 0.63 0.83     

NT 0.69 0.77 0.69 0.63 0.88    

CM 0.77 0.84 0.62 0.89 0.678 0.92   

SP 0.84 0.69 0.67 0.43 0.738 0.518 0.83  

SAT 0.76 0.76 0.67 0.41 0.75 0.53 0.73 0.87 

AVE: Average variance extracted 

√    is shown on the diagonal in bold 

CM: Communication, SAT: Satisfaction, WP: Workplace, SP: Support, NT: Intangible benefits, CP: Compensation. 

 

Fig. 1. Confirmatory Factor Analysis Results. 
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Fig. 2. Proposed Structural Model. 

TABLE VI. STRUCTURAL MODEL ANALYSIS RESULTS (R2
 = 0.721) 

IV β Std. β SE Z P 

CP 52..0 52..0 0.095 2.376 0.017* 

WP -0.354 -0.433 0.114 -3.118 0.002* 

NT 0.352 0.413 0.096 3.661 < 0.001* 

CM 0.241 0.323 0.102 2.355 0.019* 

SP 0.278 0.3 0.092 3.008 0.003* 

Satisfaction was used as the dependent variable in the model 

CM: Communication, SAT: Satisfaction, WP: Workplace, SP: Support, NT: Intangible benefits, CP: Compensation 

TABLE VII. DESCRIPTIVE STATISTICS FOR LATENT VARIABLES 

Latent variable Score 

CP 2.72 (1.15) 

WP 3.39 (1.15) 

NT 3.14 (1.14) 

CM 3.51 (1.24) 

SP 2.91 (1.01) 

SAT 3.04 (1.04) 

CM: Communication, SAT: Satisfaction, WP: Workplace, SP: Support, NT: Intangible benefits, CP: Compensation 
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TABLE VIII. SATISFACTION ACROSS VARIOUS DEMOGRAPHIC AND WORK CHARACTERISTICS 

 Mean SD F P 

Age 

20-25 3.31 1.30 

0.514 0.673 
26-31 2.96 0.97 

32-37 3.07 0.96 

38+ 3.03 1.19 

Gender 
Male 2.97 1.07 

0.92 0.339 
Female 3.11 1.01 

Education 

High school or equivalent 2.89 1.12 

0.45 0.638 Bachelor degree 3.05 1.05 

Graduate 3.11 0.98 

Marital status 

Single 2.95 1.10 

0.821 0.483 
Married 3.00 1.06 

Divorced or separated 3.26 0.87 

Widowed 3.29 1.09 

Income (month) 

less than 700 KD 3.08 0.99 

0.757 0.52 
700 to less than 1000 KD 2.83 1.12 

1000 to less than 1300 KD 3.05 0.95 

1300 or more 3.13 1.08 

Work 

Public Sector 3.05 1.16 

0.077 0.926 Privet Sector 3.07 0.82 

Mixed 2.98 1.00 

Position 
A leading position 3.26 1.08 

3.514 0.062# 
Non- leading position 2.96 1.01 

How long have you been at this job 

Less than one year 3.83 1.83 

1.614 0.187 
1-5 years 3.12 0.97 

5-10 years 3.02 0.99 

More than 10 years 2.92 1.06 

Previous jobs 
<2 3.15 1.04 

5.47 0.02* 
2+ 2.78 1 

Nearly relation at current job 
Yes 3.17 1.07 

1.537 0.216 
No 2.98 1.02 

Job near home 
Yes 3.3 1.04 

4.987 0.027* 
No/Somewhat 3 1 

# P < 0.1, * P < 0.05 

V. CONCLUSION 

Job satisfaction is one of the main challenges facing the 
administration of all organizations. The average satisfaction 
score in the current analysis indicates a moderate level of 
satisfaction for Kuwaiti IT workers. The proposed six-factor 
structural model (compensation, workplace, intangible 
benefits, support, communication and satisfaction) was a good 
fit for the data as indicated by fit measures, convergent and 
divergent validity. Analysis results supported the pre-defined 
hypotheses. Compensation (tangible benefits), communication, 
support, intangible benefits showed a statistically significant 

positive association with job satisfaction. Higher levels of these 
variables result in higher job satisfaction. The perception of 
workplace (tangible benefits) showed a statistically significant 
negative association with job satisfaction. Individuals who are 
more affected by the workplace environment were less likely to 
report job satisfaction which supports the association between 
workplace and job satisfaction. The five IVs explained 72.1% 
of the variance in the DV (job satisfaction). 

Our findings suggest that managers need to review current 
pay policies in order to build a satisfactory working 
atmosphere and offer fair pay, provide clear job instructions, 
and facilitate positive co-worker relationships. 
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Three characteristics related to work have shown a 
statistically significant association with job satisfaction: job 
position, number of previous jobs and location of work. 
Participants in a leading position are more likely to be satisfied 
with the job than those who are not. Participants with two or 
more previous jobs were less likely to be satisfied with the job 
than those with one or less previous job. Finally, participants 
who work in a job near their home were more likely to be 
satisfied than others who live far from their work. 

As the present study was confined to participants working 
in IT field, it is not possible to generalize the findings to other 
professional contexts and regions. Furthermore, the sample is 
very narrow with limited factors, including more factors and a 
broader sample, to be considered in future studies. 
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Abstract—Video compression ratio, quality and efficiency are 

determined by the motion estimation algorithm. Motion 

estimation is used to perform inter frame prediction in video 

sequences. The individual frames are divided into blocks the 

motion estimation is computed by a video codec such as H.264. A 

video codec computes the displacement of block between the 

previous frame (reference frame) and the current frame, for each 

block in current frame the best motion vector is determined in 

the reference frame as a block belongs to a current frame. In this, 

research paper, a novel technique has been presented for motion 

vector calculation, using fuzzy Gaussian membership function. 

The motion estimation block uses fuzzy membership function to 

estimate the connectedness of different blocks of the current 

frame to that of the reference frame The fuzzy decision matching 

is done based on the matching criterion and the best matching 

block is selected. The motion vectors are thus calculated with 

respect to the reference frame. The fuzzification process 

produces optimally matched blocks, which are then utilized to 

calculate the motion vectors of the predicted frame. Using fuzzy 

based search the search area is automatically updated and 

adaptive search steps provides an optimized result of search. As 

in real time streaming no file is exchanged during the 

transmission user is not able to download the file the only way for 

smooth transmission is frame management fuzzy based search 

for the motion estimation provides a better compression for the 

predicted frames. 

Keywords—Fuzzy logic; motion estimation; compression; 

current frame; reference frame; predicted frame 

I. INTRODUCTION 

High resolution images and videos have been made 
accessible to everyone by the use of the technology. Everyday 
millions of videos and images are being generated by users 
over the internet, which is being shared across different 
platforms freely and fastly. A video consists of an image 
series known as frames. Image frames need to be stored and 
transmitted in time and space using broadband transmission. 
This includes a modern video encoding format to safely and 
easily share video data in real time. H.261, H.263, H.264, and 
MPEG1, MPEG2, and MPEG4 are common video codec 
formats. These standards commonly use temporal redundancy 
reduction to enable video compression [1]. 

Motion estimation (ME) in general video-coding systems 
can effectively eliminate time-redundancy between adjacent 
videos. ME is also used as an integral part of a video encoder 
since many computing resources are needed. At the same 

time, ME contributes in particular to the difficulty of the 
encoder for its various block sizes and fractional pixel 
precision motion quest in the video encoding format H.264 
[2]. Two main motion vector estimation techniques currently 
are available pel-recursive algorithm and the block matching 
algorithm. The pel-recursive technique offers a motion vector 
estimation method for each pixel that consists of a current 
frame pixel position in the previous frame [3]. Each picture is 
divided into a fixed size that does not overlap rectangular 
blocks of either current or reference frames in the 
corresponding block algorithms. These blocks are then 
matched, based on some cost function, to find the best 
matching block, for which motion vectors are calculated. It is 
very apparent that only objects displaying motion will change 
their location in the frames between two frames, while the 
remaining context remains unchanged. The discrepancy 
between the present frame and the frame of reference is a 
residual frame. This contains the details of the frame on which 
the modifications take place. The encoder describes the model 
that defines the movement of objects in the system, measuring 
the forecast frame or motion picture. The video coding 
standards were primarily used for block matching algorithms 
for the motion calculation. The hardware is easy to incorporate 
and predicts movement in real time. 

Many strategies exist to find the best matching block. The 
full search algorithm is the easiest algorithm to find a block 
with minimal SAD in the reference frame. It's a basic routine 
that compares the best-matched block to a block in any search 
area. Although this algorithm seems simple, complicated 
computations are required which prevent it from being a real-
time scheme [4]. Several algorithms for fast search and real 
time deployment were proposed to resolve the limitations of 
the complete search algorithm. Some of these algorithms look 
for the matching block only in a set of blocks in the search 
area. The logarithmic search, three step searches, four step 
search, diamond search, and octagon search algorithms are 
some of these algorithms. In all of these algorithms, unimodal 
error surface assumption is made. The pixel redundancy 
within frames of a video sequence may differ depending on 
the movement in the video. Thus regular boundary conditions 
to determine the blocks may not as effective. The uncertainty 
in pixel redundancy can be alleviated by using fuzzy 
techniques. Several fuzzy-based motion estimation have also 
been presented by the researchers. Spatio-temporal fuzzy 
search algorithm using a look-up table structure (LUT) is 
employed [5]. 
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II. LITERATURE REVIEW 

There has been an innumerable number of researches in 
the field of motion estimation in the last 50 years or so. In this 
section, some latest research works have been discussed. Yun 
Cheng et al [6] suggested an algorithm named Modified 
Diamond Quest. MDS uses Small Diamond Search Pattern 
(SDSP), which evaluates if the MBD (Minimum Block 
Distortion) is the original search hub. Where the MBD point is 
not placed in the search centre, the following search stage 
would use Simplified Large Diamond Search Pattern 
(SLDSP). If the MBD point is not within the circular spectrum 
of a single-pixel radius, SLDSP would be continuously used to 
find the best equivalent block with a large vector until it 
becomes the MBD point. Finally, SDSP shall be taken to 
boost the motion vector, particularly with simple and slow 
motion vectors for certain video sequences. 

A. Anusooya Devi et al. [7] suggested the algorithm 
entitled 'Efficient Motion Estimation Modified Diamond-
Square Search Technique.' This manual includes an updated 
diamond search algorithm that updates the two DS search 
patterns. Compared to current search algorithms, the MDSS 
algorithm is advantageous since the amount of search objects 
used is reduced while the video quality is maintained. 
Moreover, relative to the diamond search algorithm, it 
attempts to accelerate the search. 

A Fuzzy Logic Based Three Step Search Algorithm for 
Motion Vector Estimation [8] was proposed by Suvojit 
Acharjee and Sheli Sinha Chaudhuri. A fuzzy dependent logic 
has been introduced into this three step search algorithm. This 
is a superior algorithm than the Four steps (FSS), the Three 
step search (TSS) algorithm, the New Tree step search 
(NTSS). 

The Fuzzy Logic Based Four Step Search Algorithm for 
Motion Vector Estimation. Suvojit Acharjee and Sheli Sinha 
Chaudhuri [9]. A fuzzy membership value added by strength 
for each block is used in the Four Step Search algorithm based 
on fuzzy logic. A value that determines whether the macro 
block is in the darker or lighter area is determined from the 
intensity values of the pixels within a macroblock. Only if the 
macro block's macro frame macro membership value is 
beyond the permitted macro block region of the current frame 
will the search continue. The pattern of quest and the other 
stage is like four stages of the search. 

The proposed Fuzzy Thresholding Quick Motive 
Estimating Scheme for Video Coding was proposed for Fuzzy 
Thresholding Cheng et al. [10]. The suggested algorithm is an 
early termination scheme based on fluctuating inference 
threshold values. Using the MDGDS algorithm search 
patterns, we used the fluctuating inference variables for the 
MDGDS three-round alternate search pattern. It is decided 
before each search round to avoid needless computation that a 
search is to be terminated at an early stage. In contrast with 
the MDGDS, the proposed algorithm will reduce the average 
considerable number of search points. The algorithm increases 
the motion prediction greatly. 

Y. Pattnaik et al. [11] recommended the use of the adjacent 
blocks to predict the motion vector of the block. They 

implemented a sorting search algorithm that is more likely to 
aid in the prediction by using the motion vectors of adjacent 
lines. With the aid of these motion vectors, a search centre is 
located and around it, a search window is mounted. The search 
approach was compared by the authors using a particular 
neighborhood combination and after a detailed analysis, the 
sorted algorithm was found to produce the other current PSNR 
and computing algorithms. 

The Fuzzy logic inference system-based hybrid prediction 
model for the wireless 4k UHD 4k H.265 coded video 
streaming was proposed by Mohammed Alreshoodi, et al. 
[12]. The calculation techniques available that follow a 
complete reference model are inefficient for streaming in real 
time, as the original video sequences on the recipient side are 
required. Investigations of service quality (QoS) parameters in 
the experimental setting for 4kUHD H.265 coded video 
transmission; secondly, an objective model based on the fuzzy 
logic inference method is created, with the goal of predicting 
the visual quality by mapping of the calculated quality of 
experience parameters with QoS. 

For high delay applications of HEVC, Davoud Fani et al. 
[13] suggested an algorithm for GOP level fuzzy rate 
management. A Rate Control Algorithm (RCA) has been 
developed with this algorithm for high-delay HEVC Standard 
applications with buffering constraints. This RCA is fitted 
with a fluid controller and a simulated buffer. The fluctuation 
of the quantization parameter (QP) is designed to eliminate 
variability when the buffer restriction is complied with. For 
each pictures category (GOP), it determines a QP basis in 
order to avoid unwanted variations of the QP at the GOP 
stage. 

The new quick motion evaluation algorithm was 
developed by Masahiro Hiramori et al. [14]. It concurrently 
scans 4-pixel groups and uses the value concatenated with the 
exclusive OR of the low 6-bit absolute upper 2-bit gap. The 
search accuracy results reveal that, as opposed to the search-
related algorithm with a 4-bit absolute difference accumulator, 
the cumulative difference is improved to 4 of 7 video 
sequences. The synthesis findings have seen a 61 percent 
decrease in the required loop, a 15.2 percent decrease in the 
circuit size, and the operating frequency is improved from 
334.67 MHz to 616.90 MHz relative to a total 4-bit absolute. 

C. Wu and J. Wu and J. Huang [15] implemented the 
mobile application motion prediction root predictive pattern 
search algorithm. The adaptive Root pattern search algorithm 
is combined to increase the accuracy of the image and reduce 
search points for two kinds of predictive patterns. The motion 
vectors of top-left and upper-middle macroblocks are chosen 
as candidates of ARPS if the block is placed on the right-hand 
side of the picture. As otherwise, ARPS candidates are the 
motion vectors of the macro-blocks upper-left, mid-right, and 
top-right. Where motion vectors are introduced into the 
algorithm in the previous and neighboring blocks, the trend of 
the surrounding blocks and the probability for trapping in the 
local optimum decreases. The results of experiments 
demonstrated better than other block matching processes, 
particularly for large and quick motion chips, the image 
quality of the proposed system. 
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Arnaudov and Ogunfunmi proposed Fast Motion 
Prediction adaptive search patterns for HD video. The 
algorithm tried, not based on the video set, to make the search 
mode versatile or adaptable for each scene within a given 
video. As for the writer, it will have a certain output penalty 
relative to a fixed pattern scan. Every „I‟ frame is taught a new 
pattern. It has emerged from the findings that the Adaptive 
Search Pattern makes around 10% - 70% of the PSNR 
difference between current fixed and complete search 
algorithms [16]. 

Nijad A-Najdawi [17] suggested a real-time video 
encoding device that can render immersive, including video 
conferencing, inexpensive, real-time applications. The 
proposed algorithm looks at frequency domain motion 
estimation. Block matching is conducted in the frequency 
domain, where a group of carefully selected frequencies is 
checked to accurately classify each block. 

Ali Al-Naji et al. [18] suggested quality video 
measurement index based on the fuzzy inference system, 
suggesting a new solution based on a floating interface system 
known as the quality assessment system (QES). As inputs to 
three fluctuating logic controller systems, their feedback to 
another fluctuating logic controller system was used as inputs 
to achieve nine quality metrics; PSNR, visual signal-to-noise 
ratio; weighted signal-to-noise ratio, structural similarity 
(SSIM), multi-scale SSIM, uniform image quality index, 
visual information fidelity; and noise quality analysis (IFQA) 
Despite the inability of some IQA approaches to provide the 
quality output of the input video in certain cases, this approach 
leads to the obtaining of a specific quality index. 

Linh Van Ma, et al. [19] suggested an Adaptive Streaming 
algorithm to boost mobile data efficiency in order to reduce 
DASH's entropy rate of Bitrate Fluctuation. Dynamic adaptive 
Hypertext Transmission Protocol (HTTP) streaming is a state-
of-the-art video streaming technology that while always and 
constantly evolving, has one downside. The quality of viewing 
of videos fluctuates along with changes in the network which 
could decrease service quality. The average moving 
bandwidth and buffer values are first determined for a given 
time. In order to deduce the importance of the video quality 
representation in the following request, a fuzzy logic method 
is used based on discrepancies between actual and average 
values. The entropy speed is often used to calculate the 
predictable/stabilizing of a bandwidth measurement chain. 
The experiment leads to decreased video quality variability in 
contrast with the current approaches and increased 40% of 
bandwidth consumption. 

The suggested modification of the Fuzzy logic-based 
performance enhancement scheme of DASH (mFDASH) has 
been proposed by Hyun Jun Kim et al. [20]. By changing the 
Fuzzy Logic Controller (FLC) for the next line, a more 
acceptable bandwidth is calculated for the proposed scheme 
by using the history-based TCP Throughput Calculation, than 
for FDASH. In addition, mFDASH decreases the number of 

shifts in the video bit rate by using the SBFM section and uses 
Launch Function to produce high-quality videos at the very 
early stage. Finally, the Sleeping Mechanism is used to 
prevent the predicted overload of buffers. The NS-3 Network 
Simulator had been used to check mFDASH results. The 
MFDASH displays a buffer overflow not assured in the 
FDASH within a restricted buffer capacity. Of the three 
systems, mFDASH presents DASH consumers with the best 
quality. 

Adaptive Order Cross–Hexagonal Quest for H.264 in 
motion estimate suggested by Bachu Srinivas and K 
Manjunathachari [21]. The algorithm uses a smaller cross-
shaped model before the first step of a square pattern and in 
subsequent steps replaces the square pattern with the 
hexagonal search patterns. The patterns of searches help locate 
the best matching block, regardless of a large number of 
search points. The matching points can be measured using the 
speed and distortion parameters using a fluid-based tangent 
weighted function. In order to reach visual quality and 
distortion targets, the suggested approaches are used 
successfully in the block estimation process. 

Srinivas Bachu and N. Ramya Teja have also suggested 
“Fuzzy Adaptive Selection Mode for H.264 Video Coding 
based Holoentropy”. The main downside, as indicated by the 
developers, in H.264 is a detailed check over the prediction of 
the interlayer to obtain the best rate distortion. A new 
approach for interdiction mode selection, based on the fuzzy 
holoentropy, has been implemented to reduce the overall 
measurement due to a comprehensive search on the mode 
prediction process. In order to determine mode, the device 
uses pixel values and probabilistic distributions of pixel 
symbols. This selection of adaptive mode is made possible by 
the consideration of the pixel values of the current block to be 
coded using the fuzzy holoentropic for the motion-
compensated referential block. The mode judgment that is 
adaptively chosen will minimize the time of the computation 
without impacting frame vision [22]. 

III. PROPOSED METHODOLOGY 

Real-time videos involve slow and fast content mixtures of 
motions. No set quick-block matching algorithm will 
essentially eliminate the temporal redundancy of wide-motion 
video sequences. Larger motions warrant a bigger search 
parameter but make the motion estimation more costly. The 
complete search motion estimation algorithm coincides with 
all potential displaced blocks in the reference frame's field of 
search, among all block matching algorithms, to find a block 
with minimal distortion. In order to perform a full search, a 
huge amount of calculation is required. Adaptive step size 
should also be used to obtain actual motion vectors. The fuzzy 
logic method can be used to calculate motion by adopting 
measures. Fig. 1 shows the block diagram of the proposed 
model. 
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Fig. 1. Block Diagram of Proposed Technique. 

The motion estimation based methodology is based on 
selecting suitable blocks in the video frames. As shown in 
Fig. 1, the current frames and the reference are both subjected 
to blocking, i.e. dividing the individual frames into smaller 
sub-frames or blocks. The motion estimation block uses fuzzy 
membership function to estimate the connectedness of 
different blocks of the current frame to that of the reference 
frame. Gaussian membership function has been used to 
evaluate the fuzzy membership values for every macroblock. 
The fuzzy decision matching is done based on the matching 
criterion and the best matching block is selected. The motion 
vectors are thus calculated with respect to the reference frame, 
which can then be used further for facilitating the video 
compression. The definition of a fuzzy set begins with fuzzy 
logic. A fuzzy set has no narrow, specifically defined limit. 
Elements with only a partial membership can be included. A 
function that defines the extent to which a certain input is part 
of a set. The membership degree implies that the production is 
often restricted to a membership function between 0 and 1. 
Also referred to as a membership or membership category. 

IV. PROPOSED ALGORITHM 

The key factor of the proposed algorithm is adaptive step 
size search minimize the search cost because it does not have 
the fixed steps it depends on the fuzzy membership (Gaussian 
Membership Function)of each pixel and the value of sum of 
difference. These steps are followed by the algorithm Fig. 2 
shows the initial point of the search and Fig. 3 the updated 
search point and the new search area. 

Step 1: This algorithm tends to reduce the search steps for 
this an adaptive step search strategy is taken and the key factor 
is the sum of absolute differences (SAD) which is a 
measurement of the similarities between the blocks which are 
taken for comparison as block size 8x8 or 16x16 the absolute 
difference between each pixel in the reference frame block 

and the corresponding pixel in the block of target frame. 
Unlike the other algorithm here the SAD is calculated by the 
Gaussian membership function (GMF) which is assigned for 
macroblock for previous frame and the macroblocks of target 
frame for each pixel and a membership data matrix is created. 

Step 2: Start searching for the pixel with minimum SAD as 
compared to target frame the centre point of membership 
function is decided on the basis of minimum SAD and a 
search area is constructed and with a updated centre of the 
membership function a new search area is constructed. 

Step 3: The Sum of Absolute Differences (SAD) parameter 
is utilized to obtain the motion vectors of the moving blocks. 
The blocks for which minimum SAD is obtained constitute the 
candidates for motion vectors. 

This work determines the membership values of block 
coefficients to show the consistency of the coefficients by 
using numeric values to determine the fluctuating and unsure 
pixel quality. Fuzzy sets can then be employed to measure the 
degree of value for any pixel. 

 

Fig. 2. Sketch Diagram of Proposed Algorithm Initial Search. 

 

Fig. 3. Sketch Diagram of Proposed Algorithm Updated Search. 
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The Gaussian membership function has only two 
parameters that can be determined by macro block pixels; 
thus, image pixels distribution can be treated as a regular 
distribution according to the membership function. A macro 
block with size “M x N” can be treated as the data matrix, and 
for this the corresponding membership matrix can be obtained 
using Gaussian membership functions. This membership 
matrix contains an array of fuzzy sets, namely the fuzzy set of 
corresponding pixels values. u(imij) represents the degree of 
membership each pixels [23], as in eq 1. After formulating the 
membership function, each crisp pixel value im(i,j) is assigned 
as a membership value u(imij) value which is the 
corresponding membership degree of the fuzzy set. 

u(imij) =  
          

                 (1) 

Where imij represents the macroblocks' intensity, φ is the 
amplification factor, σ the macroblocks standard deviation and 
their width is the GMF, c the centre of the GMF and the 
macroblock's average value is described. 

σ =√
∑ ∑              

   
 
   

   
             (2) 

  
 

   
∑ ∑             

   
 
               (3) 

Where im(i,j) is the pixel value at position (i, j),M and N is 
the size of the block. 

The membership functions as defined in above equations 
are calculated for both current frame and the previous or 
reference frame. The fuzzy decision for the predicted frame 
motion vectors is calculated by finding difference of the two 
membership values. 

em=(abs(ur(imij)-uc(imij)))            (4) 

where ur(imij) is membership of reference block and 
uc(imij) is membership of current frame blocks. The sum of 
absolute difference of membership value of all blocks is the 
de-fuzzification expression. 

SAD= ∑    
                (5) 

where “B” represents all the macroblocks. The Sum of 
Absolute Differences (SAD) parameter is utilized to obtain the 
motion vectors of the moving blocks. The blocks for which 
minimum SAD is obtained constitute the candidates for 
motion vectors. 

V. RESULT AND DISCUSSION 

The proposed algorithm was implemented using 
MATLAB software and tested with „football.mp4‟ video 
sequence. The frames have been derived from the original 
video sequence which is of the size 352x288. The bit rate of 
the video is 4Mb/s. In most of the researches done earlier a 
grayscale or monochrome version has been chosen for 
analysis but here in this work, colored frame retrieved as from 
the original video has been utilized for the analysis. Fig. 4, 5 

and 6 show comparative results of Full Search(FS), H.264, 
Three Step Search(3SS) and proposed Algorithm using 
different search area “p”, and block size “b”. Fig. 4(a), 4(b), 
4(c), 4(d), 4(e), 4(f), 4(g), 4(h), 4(i), 4(j), 4(k) and 4(l) show 
the predicted frame, residual frame and motion vector plot for 
FS,H.264, 3SS and the Proposed Method for p=8 and b=8. 
Similarly in Fig. 5(a), 5(b), 5(c), 5(d), 5(e), 5(f), 5(g), 5(h), 
5(i), 5(j), 5(k) and 5(l) similar results for the three techniques 
and a proposed fuzzy method have been shown for, p=8 and 
b=16 and in Fig. 6(a), 6(b), 6(c), 6(d), 6(e), 6(f), 6(g), 6(h), 
6(i), 6(j), 6(k) and 6(l) all these three technique and a 
proposed fuzzy method have been applied for the p=16 and 
b=16. 

A. Results for clip football.mp4 sequence Search area p=8, 

Block Size, b=8. 

 

 

 

 

Fig. 4. (a) Predicted Frame(FS), (b) Residual(FS), (c) Motion Vector(FS), 

(d) Predicted Frame(H.264), (e) Residual(H.264). (f) Motion Vector(H.264), 

(g) Predicted Frame3SS), (h) Residual(3SS), (i) Motion Vector(3SS), (j) 
Predicted Frame(Proposed) (k) Residual(Proposed) (l) Motion 

Vector(Proposed). 
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B. Results for clip Football.mp4 Sequence Search Area p=8, 

Block Size, b=16. 

 

 

 

 

Fig. 5. (a) Predicted Frame(FS), (b) Residual(FS), (c) Motion Vector(FS), 

(d) Predicted Frame(H.264), (e) Residual(H.264), (f) Motion Vector(H.264), 
(g) Predicted Frame3SS), (h) Residual(3SS), (i) Motion Vector(3SS), (j) 

Predicted Frame(Proposed), (k) Residual(Proposed), (l) Motion 

Vector(Proposed). 

C. Results for clip football.mp4 sequence Search area p=16, 

Block Size, b=16 

 

 

 

 

Fig. 6. (a) Predicted Frame(H.264), (b) Residual(H.264), (c) Motion 
Vector(H.264), (d) Predicted Frame(H.264), (e) Residual(H.264), (f) Motion 

Vector(H.264), (g) Predicted Frame3SS), (h) Residual(3SS), (i) Motion 

Vector(3SS), (j) Predicted Frame(Proposed), (k) Residual(Proposed), (l) 
Motion Vector (Proposed). 

D. PSNR Analysis Comparison Table Football.mp4 

The Peak Signal-to-Noise Ratio is expressed for the ratio 
between two values the maximum possible value of a signal 
and power of distortion the higher the value the image quality 
is better because of the Mean square error between the original 
frames and predicted is very low. Here the PSNR value is 
computed between the target frame and predicted frame 
.While computing the PSNR value of different algorithm as 
Full search, three step search and H.264 the proposed 
algorithm shows that it has higher PSNR value than other 
algorithms. The comparison results are shown in Table I and 
the related graph in Fig. 7. 

TABLE I. PSNR COMPARISON TABLE (FOOTBALL.MP4) 

Method p=8,b=8 p=8,b=16 p=16,b=16 

FS 69.4792 68.7755 68.8051 

H.264 67.0061 66.8010 66.7552 

3SS 69.8856 69.0901 69.0413 

Proposed Fuzzy 70.6926 69.4762 69.3484 
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E. PSNR Graph Representation Football.mp4 

 

Fig. 7. PSNR Comparison Graph (Football.mp4). 

F. SSIM Comparison (Football.mp4) 

Structural Similarity index which measures the difference 
between predicted frame and target frame, based on visible 
structures in the image and perceptual metric is given in the 
Table II and the related graph in Fig. 8. 

TABLE II. SSIM COMPARISON TABLE (FOOTBALL.MP4) 

Method p=8,b=8 p=8,b=16 p=16,b=16 

FS 0.9996 0.9994 0.9994 

H264 0.9989 0.9988 0.9988 

3SS 0.9996 0.9995 0.9995 

Proposed Fuzzy 0.9998 0.9996 0.9996 

G. SSIM Comparison Graph (Football.mp4) 

 

Fig. 8. SSIM Comparison Graph (Football.mp4). 

VI. CONCLUSION 

In Table I, the PSNR value for the different algorithms has 
been evaluated for various values of p & b parameters. For 
p=8,b=8, the proposed fuzzy based method achieves a PSNR 
of 70.6926 as compared to 69.4792,67.0061,69.8856 of full 
search, H.264 and three step search algorithms for p=8,b=16 
and p =16,b=16, the proposed fuzzy based search algorithm 
achieves better PSNR values of 69.4762 and 69.3484 
respectively. It proves that the fuzzy based search provides an 
optimal search and maintains the frame quality which is more 
suitable in real time video streaming. Thus it can be asserted 
that the proposed algorithm achieves a better PSNR as 
compared to other algorithms. In the same way SSIM is also 
found better than other algorithms. This proves the fact that 
the proposed motion estimation algorithm is more suitable for 
the compression standards to yield the optimized performance. 
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Abstract—Since the Tactile Internet has been considered as a 

new era of Internet, delivering real-time interactive systems as 

well as ultra-reliable and ultra-responsive network connectivity, 

tremendous efforts have been made to ensure authentication 

between communication’s parties to secure remote surgery. Since 

this human to machine interaction like remote surgery is critical 

and the communication between the surgeon and the tactile actor 

i.e. robot arms should be fully protected during the surgical 

procedure, a fully secure mutual user authentication scheme 

should be used in order to establish a secure session among the 

communicating parties. The existing methods usually require a 

server to ensure the authentication among the communicating 

parties, which makes the system vulnerable to single of point 

failure and not fit the design of such critical distributed 

environment i.e. tactile internet. To address these issues, we 

propose a new decentralized blockchain based authentication 

solution for tactile internet. In our proposed solution, there is no 

need for a trusted party; moreover, the decentralized nature of 

our proposed solution makes the authentication immutable, 

efficient, secure, and low latency requirement. The 

implementation of our proposed solution is deployed on 

Ethereum official test network Ropsten. The experimental results 

show that our solution is efficient, highly secured, and flexible. 

Keywords—Tactile internet; blockchain; human to machine 

interaction; authentication; remote surgery 

I. INTRODUCTION 

Emerging industrial trends suggests that the new 
generation systems would increase the penetration robotics 
hardware, virtualization technologies and mobile platforms 
systems. Those new technologies will absolutely switch the 
role of machines to the human to machine interactions. 
Especially, the use of the next generation network such as 
Tactile Internet by mixing ultra-low latency, availability, 
reliability with high level of security, will represent a 
revolutionary level of development for society, health, 
economics and culture. 

The mobile internet allowed us to exchange data and make 
human-to-human relationship. The next step is the Internet of 
things IoT, which is the interconnection and communication 
between objects through the internet like sensors and 
actuators. The Tactile Internet is the next evolution that will 
not only enable the control of the IoT in real time and low 
latency. But it will also add a new dimension to human-to-
machine interaction by enabling tactile and haptic sensations. 
In other words, the Tactile Internet is the democratizing of 

skills and expertise to promote equity between people 
independently of age, gender and religion. 

Now, we summarize some of the key requirements and 
challenges of industrial Tactile Internet architecture: 

Latency: Latency is a measure of delay, in networks 
domains; it defines the time that takes a data packet to reach 
its destination. Typically, it is measured as the time taken by 
data to be transmitted to the recipient and returned to the 
transmitter. In other words, latency is the time required to 
make a round trip between two entities. It relies on four delays 
such as transmission and propagation delay, device-processing 
delay and storage delay. Ideally, it should therefore be as close 
to zero as possible. In Tactile Internet environment, latency 
must not exceed 1 ms in order to ensure real time interaction. 
Otherwise, the human to machine relationship will be 
established [1]. 

Reliability: Tactile Internet actors like, robots and 5G 
configured smartphone, need a reliable ubiquitous 
connectivity under all environments such as Tactile Internet 
environment guarantying high availability, almost 99.999 %, 
and decreasing the mean time between failures MTBF for 
optimal operation of all aspect of the applications including 
maintenance, assembly, construction and repair [1] [2]. 

Resilience: Several applications like e-Health require the 
scalability in terms of Tactile Internet architecture, that least 
should be resilient when several autonomous robot hardware, 
sensors, and Tactile Internet actors connect through the 
networks, offering a plethora of recovering from failures and 
other services. In order to realize that, Tactile Internet 
networking resilience have to be improved by enabling 
ubiquitous uptime and fastest main time to repair MTTR, in 
turn of creating an „always on‟ system [3]. 

Security: The Tactile Internet architecture cannot be 
secured with the traditional technics of internet technologies. 
For example, Tactile Internet actors are vulnerable and not 
secure against the distributed denial of service (DDoS) 
attacks, which decrease the availability, remote hijacking, 
cloning attacks and man in the middle. Any single Tactile 
Internet actor could represent a single point of failure (SPOF) 
for the entire network and thus damage the availability of data, 
confidentiality and integrity. Which could cause many 
disasters especially in health field. 
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Nobody can deny that Tactile Internet will allow doctors in 
devastated areas, far from the border, to operate remotely their 
patients. Therefore, doctors from large hospitals will be able 
to help colleagues from smaller institutions. That kind of 
surgery deals with the life and death situations of patients. 

In order to make the remote surgery in Tactile Internet 
environment commercially successful, some factors like 
security decide the performance of such next generation 
technologies [25]. 

Consequently, we have to conceive a model for 
authentication in order to secure human to machine 
interactions, like remote surgery, in Tactile Internet 
environment. Thus, a surgeon can now authenticate to a robot 
arm using good-shared session key and build a high level of 
security in communication. 

The reminder of this paper is organized as follows: We 
present firstly an overview of the different related work in 
Section II, we derive with a detailed description of all 
components of our architecture including the functions and 
events in Section III, after we proceed our contribution with 
an implementation of that solution in Section IV. We present 
then the security analysis and evaluation of the proposed 
blockchain based authentication solution in Section V. Finally, 
we conclude our paper with future work and conclusion. 

II. RELATED WORK 

Before presenting the related works, we introduce this 
section with a brief paragraph describing how internet of skills 
work. 

The tactile internet, principally, gives human senses the 
opportunity to enhance, enable and improve interactions with 
new technologies. 

Haptic interactions will be enabled by the internet of skills 
using visual feedback. This least will not only include robotic 
systems and actuating robots that can be controlled in real 
time. But also, it encompasses the audiovisual interaction. 

Different technologies will be mixed by the Tactile 
Internet, at the network and application level of the open 
system interconnection (OSI) model. At the edges, robots or 
5G configured smartphones will enable the Tactile Internet. 
Touch in terms of data will be transmitted over a 5G network 
via the air interface and optic fiber between the e-nodes, while 
artificial intelligence, especially reinforcement learning, will 
be enabled close to the user equipment through mobile edge 
computing (MEC). At the application level, automation, 
robotics, remote surgery, telepresence, augmented reality 
(AR) and virtual reality (VR) will all play a part. 

 Many use cases of authentication schemes have been 
proposed in different domains. We can consequently use the 
features of these mechanisms in order to propose our new 
authentication model for securing one of the most critical use 
case of the Tactile Internet, which is the remote surgery, 
which will be the object of section II of our paper. 

Challa et al. [4] proposed in their work a user 
authentication scheme for next generation network like 
Internet of things applications. The scheme proposed is based 

on Elliptic curve cryptography (ECC) signature, it also 
provides user intractability and anonymity features. But, this 
model requires more computation in internet of things 
environment. 

Hsieh and Leu [5] presented a new model to enhance 
authentication in the proposed solutions cited in [6] [8]. Wu et 
al. [8] proposed after a security analysis for Hsieh et al.‟s 
model and gave then a proof that their solution was vulnerable 
to different attacks like user forgery, offline guessing, physical 
capture and privileged insider. Furthermore, the proposed 
model by Leu et al. lacks mutual authentication and does not 
ensure session key security. To resolve this problem, Wu et al. 
and Vaidya et al. conceived a user authentication model in the 
wireless sensor networks WSNs and adopted it to the Internet 
of Things environment [7] [8]. 

Li et al. [9] studied the model of Jian et al. [10] and proved 
that their proposed mechanism was susceptible to key session 
attack. Then, they improve the solution by proposing an 
enhanced model for user authentication. Later, He et al. [11] 
Proposed an architecture based on hierarchical cryptography 
for the Mobile Healthcare Social Networks. However, owing 
to the identity based cryptography technic, this solution 
requires more computation and communication. Another user 
authentication model is also proposed by Feng et al. [12], their 
work entitled ideal lattice based anonymous authentication 
protocol for mobile devices provided a high level of security. 
Nevertheless, it also need some computation efforts. 

Farash et al. [13] provided a scheme for key agreement 
and user authentication in heterogeneous wireless sensor 
networks architecture and in Internet of Thing environment. 
Later, Amin et al. [14] improved performances of the Farash 
et al. mechanism. After, they gave a proof that their solution 
knew many security failures. As cited in their work, the Farash 
et al suffers from offline guessing, specific temporary 
information leakage and spoofing attacks. Srinivas et al. [15] 
observed and analyzed in other work that the mechanism of 
Amine et al. was susceptible to user impersonation, spoofing 
and stolen smart card attacks. Consequently, they provided an 
enhanced mechanism for user authentication in WSNs and 
Internet of Things field in future research [17-18]. 

Khalil et al. [16] proposed the integration of WSNs into 
the IoT. Like the WSNs. In the other hand, Yeh et al. [19] 
proposed Elliptic Curve Cryptography (ECC) technic for user 
authentication in wireless sensor networks. However, their 
technic lacks mutual authentication. To overcome this 
limitation, Shi and Gong [20] Discussed about another elliptic 
curve cryptography base user authentication model, which will 
be applied in the wireless sensor networks. Later on, 
Turkanovic et al. [21] presented a new method to enhance key 
agreement and user authentication in WSNs. But, their method 
suffers from many problems such as offline password and 
identity of guessing, impersonation and smart card stolen 
attacks. Furthermore, it does not provide secure mutual 
authentication [22]. 

Hidar et al. [1], which is our previous work, proposed 
physical unclonable function to ensure performances and 
security in the tactile internet; they proposed a mutual 
authentication protocol basing on the PUFs to resolve the 

https://5g.co.uk/guides/what-is-5g/
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problem of security with guarantying the same latency, but 
this solution suffer from the problem of single point of failure 
(SPOF). 

Furthermore, Friedrich Pauls et al. [23] propose a latency-
optimized accelerator for hash-based digital signature 
processing for the Extended Merkle signature scheme XMSS 
algorithm. Their architecture improves the latency of 
establishing sessions and the verification into the sub-
millisecond range. But it also needs more computational 
efforts. 

Most of the available mechanism presented in this section 
for user authentication and key agreement are not protected 
against different attacks. In addition, some of the schemes 
discussed above are not lightweight, as they require more 
computational efforts. To summary, the existing related work 
presented in this section cannot be adequate for ensuring 
security, especially in a critical case like a remote surgery. 
Therefore, we need to design a concept for user authentication 
in the Tactile Internet environment. To the best of our 
knowledge, we propose a generalized authentication 
mechanism basing on Blockchain and Smart Contract for 
remote surgery in a human to machine relationship. 

III. BLOCKCHAIN MUTUAL AUTHENTICATION SOLUTION 

In this section, we begin with a general background, and 
then we present our proposed authentication solution for the 
remote surgery. 

A. Blockchain 

According to Nakamoto Satoshi in 2008 [24], the 
blockchain is a distributed database for transactions between 
entities. All those transactions are stored into ledgers, which 
ensure security. The non-trusting entities can thus exchange 
data with each other with a cryptographically verifiable way. 

The blockchain paradigm is based on four fundamental 
blocks: 

Source and destination‟s identifying: All users in a 
blockchain send and receive transactions with digital identities 
called addresses. The address must not only give any idea 
about its owner (Anonymous), but also it should be 
independent of any given authority (self-generated). 

Smart contract: An entity control the condition of auto 
processing for transactions. In other words, Smart contract. 

Transaction: It refers to the act of transmitting data from 
source to destination. It is generated by sender and 
broadcasted within the network. All nodes must mine 
transactions in order to be valid. 

Consensus: In blockchain technology, each user or node 
has absolutely the same ledger as all other users in the 
network. Consequently, a complete consensus from all nodes 
is ensured. 

B. Proposed Solution 

In this part, we provide a description of a generalized user 
authentication mechanism in the Tactile Internet environment 
such as remote surgery using our decentralized blockchain 
user authentication solution. 

Our architecture will be described as: a remote surgeon 
performs a remote surgery on a patient residing in other 
country, using a robot arm. The surgeon thus does not only 
need to be physically near to the patient that he operates, but 
also that least does not need to change his place in critical 
cases. 

To ensure Security and implement our contribution, we 
propose the following transactions between actors as 
displaying in Fig. 1: 

1) The Surgeon with his remote surgery system 

authenticates to the smart contract using his wallet address. 

2) If the transaction is valid, the smart contract spread a 

Token access and the IP address of sender. Then, the surgeon 

and Robot Arm, residing in a smart home, receive the 

broadcasted data from the blockchain. 

3) The surgeon creates a message containing Access 

token, IP address and the blockchain public key. This package 

will be signed using the blockchain private key then sent with 

its corresponding public key. 

4) When the robot receives the message, it checks if: 

 Both received public keys are similar. 

 The signed message is real. 

 The public key belongs to the sender address. 

 Access token is massively valid. 

 The two IP addresses of message and sender are 
similar. 

 

Fig. 1. Steps for user Authentication Model in Tactile Internet based Remote 

Surgery. 

IV. IMPLEMENTATION 

We consider an organization that would like to manage the 
remote surgery using blockchain. First, we create our surgery 
smart contract using the high-level language programming 
solidity of Ethereum blockchain [26]. Then, we compile our 
remote surgery smart contract into Ethereum Virtual Machine 
(EVM) byte code. Afterwards, we deploy our remote surgery 
smart contract to the private blockchain (i.e., Ganache [27]) 
and to the public blockchain (i.e., Ethereum official test 
network Ropsten [28]). First, we generate a keypair of 
Externally Owned Account (EOA), the public key (i.e., 
o.EOA) and corresponding private key (i.e., o.EPK). This 
keypair of public and private keys are used to create our 
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remote surgery smart contract (surgery -SC) and execute the 
functions of the surgery -SC (see Fig. 2). Then, we add via, 
our smart contract, the authorized users (i.e., remote surgeon) 
into the smart contract. It includes the smart contract‟s address 
and some other information (e.g., surgeon notes). Our surgery 
smart contract allows to easily add users as well add access 
policies to the system and to manage and modify the remote 
surgery access control in a fully decentralized, secure, and 
transparent manner. Our surgery smart contract ensures the 
flexibility in the process of adding and removing access 
control policies. 

Moreover, each access control transaction is verified by all 
nodes of blockchain (i.e., miners), thus ensuring the 
decentrazlid and trustworthiness of our proposed access 
control. 

To show that our proposed is cost effective, we have 
estimated the cost of our surgery smart contract as well as the 
execution of each of its functions. When conducted the 
experiment, the gasPrice is set to 1Gwei, where 1Gwei=     
ether, and 1 ether is equal to 379.26 USD. Fig. 3 shows the 
surgery smart contract functions costs of different functions 
implement by our proposed access control. We have varied the 
number of users from 1 to 100. The cost of the execution of 
different functions of our proposed solution is 0.017, 
0.0050.007 And 0.006 USD for add policy, remove policy, 
delete policy, and check policy functions, respectively. We 
observe that all the operations have low costs. 

 

Fig. 2. Surgery Smart Contract. 

 

Fig. 3. Surgery Smart Contract Functions Costs. 

V. EVALUATION AND SECURITY ANALYSIS 

After the implementation of our proposed solution for 
ensuring mutual authentication by using blockchain in a 
Tactile Internet environment. We move to the next section of 
our paper wish is the evaluation and the security analysis. 

In this section, we present an evaluation of our proposed 
solution in order to assure its quality, we compare it to the 
previous solutions presented in related work. The metric of 
this evaluation will be based on if our offered authentication 
solution solved problems occurring in the other authentication 
mechanisms proposed in different. 

Table I shows a comparison between our solution and the 
other proposed solutions in section II based on: 

 Availability. 

 Decentralization. 

 Scalability. 

 Session key leakage. 

 Online and offline password guessing. 

 Man in the middle. 

 Denial of services. 

 Physical capturing of devices. 

Table I shows how our proposed solution for the remote 
surgery is secured againt all the attacks proposed. 

TABLE I. COMPARISON OF SECURITY FEATURES AND ATTACKS 

Features Challa Amin Li Jiang Turkanovic Farash Hidar Our solution 

 et al. [4] et al.[14] et al.[9] et al.[10] et al. [21] et al.[13] et al.[1]  

Availability ×  × × × ×   

Scalability   ×  × × ×  

Decentralization × ×   × × ×  

Privileged insider  ×   × ×   

Session key agreement     ×    

Password guessing  ×   ×    

Man in the middle         

Denial of service      ×   

Physical capturing    × × ×   
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VI. CONCLUSION 

 In this paper, we present a real contribution for Tactile 
Internet security, which is based on the deployment of the 
blockchain and smart contract for user authentication in a 
remote surgery within a Tactile Internet environment. After 
discussing the existing related work, concerning Tactile 
Internet and other fields such as wireless secure networks and 
Internet of things, we showed some vulnerabilities of these 
proposed solutions, we then propose a general user 
authentication model by describing highly all various steps 
needed by remote surgeon in order to get access to the Tactile 
Internet environment and then operate the patient via the arm 
robot. After we presented an implementation of our 
contribution, then we evaluated our work with presenting a 
comparison between our solution and the others described in 
related works. In our future work, as the Tactile Internet based 
remote surgery architecture requires real time reaction, extra 
low latency and ultra-fast authentication. We are now working 
on an extension of this paper; we focus on the latency aspect 
of our mechanism by integrating some technologies like Fog 
Computing [25] in order to ensure a high level of quality of 
experience. 
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Abstract—Body coupled communication (BCC) is an efficient 

networking approach to body area network (BAN) based on 

Human-centric communication. The BCC provides interference 

only between humans in very close proximity. In this work, an 

efficient Physical layer (PHY) based digital transceiver) is 

designed for BCC. The digital transceiver Module mainly 

contains a Digital transmitter (TX) with Manchester encoder, 

clock synchronization unit, and Digital receiver (RX) with 

Manchester decoder. The TX and RX modules are designed 

using a finite state machine as per the IEEE 802.3 Standards. 

The complete work is also varied for BAN applications by 

connecting two Application layer transceivers and two Physical 

layer-based digital transceivers. The architecture is simulated in 

a Model-sim simulator. The complete Module is synthesized 

using different FPGA families, and the hardware design 

constraints are contrasted. The digital transceiver works at 

231.28 MHz operating frequency, consumes 0.113W power, and 

provides a 7.7 Mbps data rate and 4.67 Kbps/Slice efficiency on 

Artix-7 FPGA. The proposed transceiver is also compared with 

existing digital transceivers with hardware constraints 

improvements. 

Keywords—Body coupled communication; physical layer; 

digital; FPGA; radiofrequency; human body 

I. INTRODUCTION 

The body area network technology with wireless 
connectivity is one of the promising technologies in the Health 
care domain because of its flexibility and portability. The 
BAN visualizes and controls the operating sensors, which can 
measure the critical physiological and physical parameters. 
Radiofrequency (RF) based wireless technology is deployed in 
BAN systems, which lag battery power, security, and 
electromagnetic issues [1]. Intra body-communication (IBC) is 
an alternative non-RF technology, which uses the human body 
as a transmission medium for signals (electrical) and 
overcomes most of the RF-technology-related issues [1-2]. 
The IBC gives lower power and better data rates; this results 
in an alternative to short-range communications. The IBC has 
different types, each having unique properties. The well-suited 
wireless communications types are Ultrasound (US), galvanic 
coupling, resonant coupling, and capacitive coupling [3-4]. 
There are many electrical coupling techniques available for 
data transmission through the human body. In general, 
electromagnetic wave and electrostatic coupling are the two 
commonly used transmission methods in IBC. The IBC is 

used in many applications like touching voice system, blind 
person assistance system, speech assistance for dumb persons 
[5]. The wireless BAN comprises mainly three PHY schemes: 
Narrowband (NB), ultra-wideband (UWB), and Human body 
communication (HBC) as per IEEE 802.15.6 standardization 
[6]. The NB and UWB schemes are related to RF 
technologies, whereas HBC is related to Non-RF technologies. 
The HBC is also considered body channel communication and 
body coupled communications in the current work [7]. The 
human body is used as a signal transmission medium in BCC, 
connected with electronic devices nearby, to provide human-
centric communication. The BCC transceiver [8-9] is designed 
to achieve better power efficiency and data rates by avoiding 
the fading effects. The Overview of the BCC transceiver 
architecture is represented in Fig. 1. It mainly contains BCC 
TX and RX modules. The BCC-TX mainly has three parts: 
Application layer, PHY-based digital TX, and Analog front-
end (AFE) part. Similarly, BCC-RX has an AFE part, 
followed by a PHY-based digital RX and application layer. 

The Digital Transmitter receives data from the application 
layer (AL) and converts it into a packet sent using unified 
communication over the human body. These packets are 
processed further in the AFE part of the transmitter. The 
Digital receiver collects the data serially from the AFE 
receiver part and recovery the data with proper operation in 
DR. It sends it back to the application layer. The complete 
PHY-based D-TR is working in full-duplex communication 
mode for BCC. The application layer collects data from the 
user on the transmitter side and displays its output. The 
Ethernet protocol is used in PHY as per IEEE 802.3 standards 
for transmitting and receiving BCC transceiver data. The 
Manchester encoding and decoding modulation techniques are 
incorporated in the transceiver, which is used significantly in 
the human body with capacity coupling. The transmission line 
or capacitive approaches are used as a coupling mechanism, 
interconnecting BCC TX and BCC RX of the Human body. 
There is always a challenge to design communication 
protocols for BCC by analyzing each layer's -fundamental 
features like the application layer, Media Access Control 
(MAC) layer, and physical layer. The MAC layer supports the 
IEEE 802.3 ethernet Protocol, which provides a high data rate, 
and more influenced for real-time application cases for the 
BBC system. 
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Fig. 1. BCC Transceiver Architecture Overview. 

The PHY-based digital transceiver architecture is designed 
for BCC and Prototyped on the FPGA platform in this work. 
The proposed transceiver provides effective data rates and that 
can be used for Human Body. The rest of the paper is 
organized as Section II explains the existing BCC works and 
its transceiver modules using different design parameters. The 
proposed PHY-based digital Transceiver architecture is 
explained in detail in Section III. Section IV discusses the 
different design constraints of PHY-based digital transceivers 
on different FPGA families. Finally, Section V concludes the 
overall work of the PHY-based digital transceiver and 
suggests the future scope. 

II. RELATED WORK 

In this section, the review of the existing body coupled 
communication architectures is done. Arenas et al. [10] 
present the BCC module for streaming music using Universal 
software Radio peripheral (USRP) hardware module and GNU 
radio. The signal generator is used to measure the body 
channel frequency and its response. The obtained 128 kbps 
data rate is verified using a Vector network analyzer (VNA). 
Achieving a higher data rate is noted to be difficult in this 
work. Yoo et al. [11] discuss the energy-efficient BCC for 
Body area network applications. The work analyses the space, 
time concerning channel gain, environmental variation, power 
consumption details, and benefits. The work uses a pseudo 
OFDM transceiver module, which consumes more chip area 
and power in real-time implementations. Kado et al. [12] 
present the embedded transceiver architecture for the human 
body. The work is based on near field coupling architecture 
using human Area networks (HAN). The work discusses the 
better packet error rates (PER) by concerning the received 
signal power for uplink and downlink transmission. The 
embedded transceiver achieves minimal data rate and 
consumes more power for received packets. Matias et al. [13] 
discuss the Capacitive BCC via the ECG acquisition system. 
This work elaborates on capacitive coupling with the BCC 
transceiver system connected to the ECG monitoring system. 
It analyses the received ECG signal with a 100kbps data rate 
on the mobile device. The designed BCC system is suitable 
only for ECG monitoring applications and not applicable for 
HBC. Takeuchi et al. [14] present the wearable Near-field 
coupling (NFC) Transceiver architecture using handshaking 
communication. The battery-powered TR with a digital 
synthesizer is an equivalent circuit for handshaking 
communication between two humans. The results of signal 
propagation loss and received voltage concerning two human 
bodies are analyzed. The work is suitable only if humans were 
600-800 mm apart and is reported to be not suitable for higher 
ranges. 

Saadeh et al. [15-16] implement the BCC TR for Binaural 
hearing aids for BAN. This work uses Pseudo OFDM TR with 
Frequency shifting keying schemes for BCC TR to improve 

TR's Bit error rate at a 1 Mbps data rate. The traditional 
Pseudo OFDM TR consumes more chip area and power and 
not suitable for real-time HBC. Zhao et al. [17] present 
Human Body communication TR compatible with IEEE 
802.15.6 and achieves less BER and 5.25 Mc/s chip rate. The 
mask-shaped transmitter and digital controlled calibration-
based receiver are designed for HBC TR. The designed work 
is intricate and consumes more area on the 65nm- CMOS chip 
process. Chung et al. [18] implement the BCC TR using 
Walsh codes on the FPGA platform for HBC. The jitter 
tolerance and code rate are improved using Walsh codes. The 
BCC TR achieves the 10-8 BER at a 6.25 Mcps data rate. The 
implemented BCC TR uses only Walsh code-based data 
transmission without using MAC features. 

Park et al. [19] discuss the Magnetic HBC TR by enabling 
5Mbps data at 40MHz carrier frequency. This work discusses 
the design challenges of different HB TR modulation and 
demodulation schemes. The results are obtained on the ASIC 
Platform and analyze the data rate and power consumption. 
The data rate can be further improved by using a suitable 
modulation scheme. Muzaffar et al. [20] present the BCC TR, 
which provides low-power, self-synchronization, and low 
complexity while implementing on the human body. The TR 
is verified on the oscilloscope for received and transmitted 
signals through the body. The work also analyses the energy 
and power consumption of BCC TR with an average data rate 
of 21Mbps at 125MHz. Krhac et al. [21] present the HBC 
channel analysis on the simulation platform, which provides a 
forward transmission coefficient for various capacitive return 
paths and electrode distances. The work is analyzed in the 
software environment and not compactable to real-time HBC. 
Jeon et al. [22] discuss the BCC TR for Bionic arms using a 
galvanic coupling. The BCC TR is designed using CMOS 
0.18 µm, which provides better energy efficiencies of 4.75 
pJ/b and 26.8pJ/b for TX and RX, respectively, and improves 
the 10-8 BER using a galvanic coupling at 100Mbps data rate. 
Yoo et al. [23] present the BAN TR using BCC, which 
provides a better energy-efficient TR communication system. 
The conventional pseudo –OFDM-based BCC TR is designed 
for BAN, which offers a 1Mbps data rate. 

Wei et al. [24] present the intra-body communication 
(IBC) TR with galvanic coupling (GC) using differential 
phase shifting keying (DPSK) schemes. This work achieves a 
1Mbps data rate with 0.6mA of coupling amplitude. The data 
acquisition module is designed in a Lab-view environment, 
and TR is designed on FPGA, which consumes more chip 
area. Chen et al. [25] discuss the GC-based IBC TR using 
Direct sequence spread spectrum (DS-SS) Technology. The 
DSSS-DPSK based TR achieves better BER and SNR than 
DPSK based TR. The designed TR is complex and works at a 
50kbps data rate, and will not effective in WBAN. Botero et 
al. [26] review the HBC channel characteristics' issues using 
different coupling techniques with different measurement 
approaches. Slot et al. [27] present the heartbeat-based MAC 
architecture for BCC applications. The TDMA based MAC 
protocol is introduced for packet transmission and reception in 
capacitive BCC architecture for heartbeat sensing. Ormanis et 
al. [28] discuss human body frequency response as a case 
study in BCC for e-Health. The human body frequency 
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response range is up to 30MHz using BCC. Li et al. [29] 
present the Differential AFE receiver for Galvanic-coupled 
HBC. The Stability of AFE in the frequency range is up to 
1MHz, and AFE reduces the interference margin to a great 
extent. Vizziello et al. [30] present PHY implementation for 
IBC links using a galvanic coupling. The Galvanic coupling 
method analyses the selection of modulation schemes, 
frequency parameters, and recovery of baseband signals. 

It has been noticed from the above existing work that most 
of the BCC transceivers are entirely designed on software and 
very few on FPGA and ASIC Platform. Significantly less 
work on the PHY-based digital transceiver with MAC features 
support for BCC system. There remains a scope to develop 
schemes to achieve higher data rates with novel transceiver 
architecture designs. In this proposed work, an efficient PHY-
based digital DTR is designed to overcome data rate 
limitations. 

III. PHY BASED DIGITAL TRANSCEIVER 

The physical layer-based D-TR is designed for BCC and is 
detailed in this section. The IEEE 802.3 Ethernet protocol 
standard is adopted for transmitting and receiving the packets 
in PHY-based D-TR. The IEEE 802.3 Ethernet protocol 
supports the 10Mbps data rate with the baseband signaling 
method, and the co-axial medium is selected in PHY. The 
PHY-based D-TR module contains a digital transmitter, digital 
receiver, Manchester encoder and decoder, and clock 
synchronization module (CSM), as represented in Fig. 2. The 
PHY-based digital TR sub-modules are explained in the sub-
sections next. 

A. Digital Transmitter (D-TX) 

The AL provides the data information to the D-TX and 
proceeds with Manchester encoded data serially in the 
transmitter's AFE part. The D-TX mainly contains two 
memory modules-one for preamble generation and another for 
data storage. The D-TX has a Packet framing unit (PFU), shift 
register, Frame check sequence (FCS) unit, Transmitter-FSM 
for controlling the D-TX, and Manchester encoder. The D-TX 
clock frequency is set at 100MHZ. The D-TX receives the 
data from the application layer, temporarily stores the data in 
memory, and assembles the packet form data. It is represented 
in Fig. 3. The preamble generation information is stored in 
memory 1 (MEM1). The MEM1 holds eight 8-bit preamble 
values and is used for clock synchronization with PHY. The 
Packet framing unit processes the application layer data as per 
the IEEE 802.3 standard. 

Digital Transmitter Manchester Encoder

Clock synchronization Unit

Digital Receiver Manchester Decoder

Data input

Received Data  

Fig. 2. PHY based Digital Transceiver (D-TR) Architecture. 
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Fig. 3. PHY based Digital Transmitter Architecture. 

The IEEE 802.3 Packet format for Ethernet protocol is 
represented in Fig. 4. The Packet format starts with a 
preamble, followed by the frame (SOF) Delimiter, Length 
field, Source and destination ID, payload data, and Frame 
check sequence. 

The 7-bytes preamble is used to synchronize the clock 
with the physical layer and intimates incoming frames to the 
receiver station. The SOF delimited initiates the first-byte 
frame data. The 2-6 bytes of Source and destination ID 
contains address information of transmitting and receiving 
station, respectively. The 2-byte length field provides payload 
(data) information. The 46-1500 bytes of the payload can be 
accessed in the Ethernet frame. The 2-4 bytes of frame check 
sequence provides error detection features using cyclic 
redundancy check (CRC). In the D-TX module, 7-Bytes of 
Preamble, 1-byte of SOF delimiter, 1-byte of source and 
destination ID, 2-bytes of length, 64-bytes of payload data, 
and 2-bytes of FCS data is considered. 

The transmitter-FSM is mainly used to control switching 
activity between the different fields and provides proper 
communication. The detailed TX-FSM is represented in 
Fig. 5. 

Preamble SOF
Destination 

ID
Source ID Payload FCS

7-bytes 1-byte 2-6 bytes 2-6 bytes 2-bytes 46-1500 bytes 2-4 bytes

Length

 

Fig. 4. Standard IEEE 802.3 Packet format (Ethernet). 
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Fig. 5. Transmitter-FSM Diagram. 
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The five states are used in FSM, IDLE state, Initial state, 
Preamble state, data state, and FCS state. In the IDLE state, 
the transmission process (TX started) is started when RX is 
not busy. The initial state provides first Packet data by 
providing two handshaking signals (start of packet (sop) =1 
and end of packet (eop) =0) from the PHY medium. When eop 
is activated, the preamble state sends the preamble data by 
activating Pr_done=1 to the data state. In the data state, the 
input data receiving from the memory unit and activates the 
done signal. In the FCS state, the CRC is used to check the 
packets' status, like packet data is valid or not; the packet is 
short or long; any error occurs in the packet or not. The CRC 
has also detected errors and validate the packet. The shift 
register is used to generate the serial data by shifting 1-bit left 
using a framed packet. The FCS module receives the serial 
data and checks the error status using CRC. If the CRC data is 
activated, the FCS data else shift register's serial data is used 
in the Manchester encoder. The CRC is modeled using a linear 
feedback shift register (LFSR). The 16-bit LFSR polynomial 
is used for error detection for the given packet. The 16-bit 
LFSR polynomial for CRC module is expressed as: 1 + x4 + 
x11+ x15. The Manchester encoder provides better baseband 
modulation to the D-TX module. 

The clock signal is XOR with serial data for the generation 
Manchester encoded data (Tx_data) as a D-TX output. The 
Encoded data is in the form of '0' or '1'. The transition occurs 
either from '0' to '1' and from '1' to '0' in every clock cycle. In 
further, these encoded data are used in the clock 
synchronization unit to recover the clock. 

B. Clock Synchronization Unit 

The clock synchronization unit receives the encoded data 
serially in an oversampling manner. The clock 
synchronization unit uses the clock signal 8 times faster than 
the D-TX clock signal. This clock signal provides the 
transition edges by using the receiving the data signal. If the 
Manchester encoded data is one, the clock detects it as a 
positive edge; otherwise, it is a negative edge. The 
combination of positive and negative edges detects the 
recovered clock when similar data bits match. If the received 
data is not matched, then the central transition signal is 
activated, with the clock signal's absence in the received data. 
The recovered clock is oversampled with received data for the 
formation of the decoded output. The Manchester decoder 
uses X-NOR operation to decodes the received data with the 
recovered clock. The decoded data is used as a serial input to 
the D-RX module. 

C. Digital Receiver 

The PHY-based Digital Receiver Architecture and The 
RX-FSM are represented in Fig. 6 and Fig. 7, respectively. 
The D-RX mainly contains a Delay unit, Preamble checking 
unit, SOF finding unit, length activation unit, packet recovery 
unit, matching unit, Memory unit, and RX-FSM. The D-RX 
receives the Manchester decoded data and input it into the 
delay unit. The delay unit contains many data flip-flops (D-
FF), which synchronize the decoded data for proper packet 
recovery. The RX-FSM is used to control all the submodules 
with proper interconnection signals. 
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Fig. 6. PHY based Digital Receiver Architecture. 
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Fig. 7. Receiver-FSM Diagram. 

The RX-FSM mainly contains five states, namely: 
Preamble checking state, SOF state, length activation state, 
packet recovery state, match state. The Preamble checking 
state checks the first 16-bits of the data; if it matches, then 
move to the SOF delimiter state. In SOF State, the two 
successive '1' appear, then the state transitions to the Length 
activation state. Decode the first two bytes of the data using a 
shift register and delay unit to check the packet's length and 
store these two bytes of the packet length in the Memory unit. 
The packet state recovers the data packet after the recovery of 
the complete data from the delay unit. The match state checks 
the source ID with the next consecutive of the recovered 
packet, if it matches, the recovery operation is completed, and 
signal r_done is activated. The D-RX Module Stop receiving 
data from the clock synchronization unit. The recovered data 
stored in memory to validate the received and transmitted data 
packets are not. If the recovered packets are not matched, then 
the same process repeats until valid packets are recovered. 

The designed PHY-based digital transceiver is verified for 
Body area network applications, represented in Fig. 8. Two 
Application layer transceivers (AL-TR1 and AL-TR2) and 
Two PHY-based digital transceivers are used for verification. 
The AL-TR1 received the data (Tx) from the user, passed to 
the PHY-TR1, and received the output data (Rx) from PHY-
TR1. Similarly, The AL-TR2 received the data (Tx) from the 
user, passed to the PHY-TR2, and received the output data 
(Rx) from PHY-TR2. The standard clock signal is used for 
two PHY-TR, which is received from the AL-TR. The clock 
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signal frequency may vary upon application usage. For 
example, when the PHY-TR1 wants to send the data to PHY-
TR2, it first checks the availability of PHY-TR2. If it is ready, 
the data is sent to the PHY-TR2, which decodes the data 
packet until the destination ID matches and processes further 
to the AL-TR-2. 

PHY Transceiver 

(TR-1)

PHY Transceiver 

(TR-2)AL-TR1 AL-TR2

Tx

R

x

clk

Tx
R

x

clk

 

Fig. 8. PHY-Transceiver Verification overview for BAN Application. 

IV. RESULTS AND DISCUSSION 

The results of the PHY-based digital transceiver are 
discussed in this section. The Complete architecture is 
designed using VHDL on the Xilinx ISE environment and 
simulated using a Modelsim simulator. The PHY-based digital 
transceiver module is implemented and prototyped using 
Artix-7 FPGA (XC7A100T-3CSG324). The PHY-based 
digital transceiver submodules design constraints are tabulated 
in Table I. The Digital TX utilizes 750 slices, works at 297.38 
MHz, and consumes 0.088W total power. 

Similarly, the clock synchronization (Clock_Sync) unit 
utilizes 45 slices, works at 352.78 MHz, and consumes 
0.104W total power. The clock synchronization module uses 
an 800MHz clock frequency, which is 8-times faster than the 
Digital TX clock frequency. The Digital RX utilizes 696 
slices, works at 219.13 MHz, and consumes 0.090W total 
power. 

The Performance parameters for PHY-based Digital 
transceivers using different FPGA families like Spartan-6, 
Artix-7, and Viretx-7 are tabulated in Table II. The Spartan-6 
FPGA uses 45-Nm CMOS Technology, whereas Artix-7 and 
Virtex-7 use 28nm CMOS Technology. The PHY-based D-TR 
utilizes 1672 slices, 2586 LUT's, works at 145.21 MHz, and 
consumes 0.092W total power on Spartan-6 FPGA. Similarly, 
The PHY-based D-TR utilizes 1646 slices, 2517 LUT's, works 
at 231.28 MHz, and consumes 0.113W total power on Artix-7 
FPGA. The PHY-based D-TR utilizes 1646 slices, 2518 
LUT's, works at 310.01 MHz, and consumes 0.22W total 
power on Virtex-7 FPGA. 

The PHY-based Digital Transceiver latency is calculated 
based on the simulation results obtained using the Modelsim 
simulator. The PHY-based Digital Transceiver takes 240 clock 
cycles (CC) to receive the first packet data. The period of one 
clock cycle is defined as 16 ns. The PHY-based Digital 
Transceiver throughput is calculated using latency (CC), the 
number of input data passed, and the design's maximum 
operating frequency. So, throughput (Mbps) = (Input data * 
Max. frequency)/latency. Only 7 input packets are considered 
for simulation purposes. The throughput (data rate) of 
4.84Mbps, 7.7Mbps, and 10.33Mbps obtained on Spartan-6, 
Artix-7, and Virtex-7 FPGA families PHY-based Digital 
Transceiver. The *Throughput of 3.33 Mbps is obtained for 
Maximum operating frequency 100MHz, a suitable BCC 
Transceiver [9] Module. The Hardware efficiency is 

calculated based on Throughput per slice (Kbps/Slice). The 
Hardware efficiency of 2.89 Kbps/Slice, 4.67 Kbps/Slice, and 
6.27 Kbps/Slice was obtained for Spartan-6, Artix-7 Virtex-7 
FPGA families, respectively. 

The Chip Area utilized for PHY-based Digital Transceiver 
on different FPGA families like Spartan-6, Artix-7, and 
Viretx-7 are represented in Fig. 9(a), 9(b), and 9(c), 
respectively. The Chip Area Utilization on different FPGAs is 
obtained after the place and route operation using the Xilinx 
FPGA editor Tool. 

TABLE I. RESOURCES UTILIZED FOR PHY BASED DIGITAL TRANSCEIVER 

SUB-MODULES ON ARTIX-7 FPGA 

Resource Used Digital TX Clcok_Sync Unit Digital RX 

Slice Registers 750 45 696 

Slice LUTs 760 99 1129 

LUT-FF pairs 230 43 662 

Minimum Period (ns) 3.363 2.835 4.563 

Max.Frequency (MHz) 297.38 352.787 219.13 

Total Power (W) 0.088 0.104* 0.09 

*800 MHz clock Frequency (which is 8 times faster than TX clock frequency) 

TABLE II. PERFORMANCE PARAMETERS FOR PHY BASED DIGITAL 

TRANSCEIVER USING DIFFERENT FPGA'S 

Resource Used 
PHY based Digital Transceiver on Different 

FPGA Families 

FPGA Family Spartan-6 Artix-7 Virtex-7 

FPGA Device 
XC6SLX45T-

3CSG324 

XC7A100T

-3CSG324 

XC7V330T-

3FFG1157 

CMOS Technology 45nm 28nm 28nm 

Slices 1672 1646 1646 

LUTs 2586 2517 2518 

Max. Frequency 

(MHz) 
145.214 231.28 310.017 

Total Power (W) 0.092 0.113 0.22 

Latency (Clock 

cycles) 
240 240 240 

Throughput (Mbps) 4.84 7.7 10.33 

*Throughput (Mbps) 3.33 3.33 3.33 

Efficiency 

(Kbps/Slice) 
2.89 4.67 6.27 

*Efficiency 
(Kbps/Slice) 

1.91 2.02 2.02 

*100 MHz Operating Frequency suitable for BCC [9] 

   
(a) Spartan-6 (b) Artix-7  (c) Virtex-7 

Fig. 9. Chip Area utilized for PHY based Digital Transceiver on different 

FPGA. 
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The comparison results of different PHY based Digital 
Transceiver's on hardware platform is tabulated in Table III. 
For the comparison, different hardware constraints like the 
selection of FPGA device, Slice, LUT's Power (mW), and 
throughput (Mbps) are considered. The baseband transceiver 
[31] is implemented on spartan -6 FPGA for BAN 
communication. The work utilizes 2843 slice registers, 3915 
LUT's, consumes 192mW power, and works at 0.187Mbps. 
The Proposed digital transceiver is compared with the existing 
transceiver [31], with an improvement in overhead for 41.18% 
in slices, 33.94% in LUT's and 52% in power utilization. The 
physical transceiver [32] is designed on Virtex-6 FPGA for 
WBAN applications, which utilizes 2668 slice registers, 3161 
LUT's, consumes 117mW power, and works at 0.121 Mbps. 
The Proposed digital transceiver is compared with the existing 
PHY transceiver [32], with an improvement in overhead for 
37.33% in slices, 18.19% in LUT's and 21.3% in power 
utilization. The proposed PHY-based digital transceiver 
provides better throughput than the other two compared 
transceivers. 

The proposed digital transceiver is designed, and it is 
optimized with the help of FSM's. The proper data packets 
transmission and reception are achieved using TX and RX-
FSM's with a clock synchronization mechanism. The FSM is 
activated only when necessary or in the initial state while 
transmission/ reception of data packets. 

TABLE III. COMPARISON RESULTS OF DIFFERENT PHY BASED DIGITAL 

TRANSCEIVER'S 

Resources Ref [31] Ref [32] Proposed  

FPGA  Spartan-6 Virtex-6 Spartan -6 

Slices 2843 2668 1672 

LUT's 3915 3161 2586 

 Power (mW) 192 117 92 

Throughput (Mbps) 0.187 0.121 4.84 

V. CONCLUSION 

In this paper, an efficient PHY-based D-TR is designed for 
BCC. The PHY-based D-TR receives or transit the packets to 
and from the application layer and supports full-duplex 
combination using 802.3 IEEE communication protocol 
standards. The PHY-based D-TR incorporates Manchester 
encoding-decoding mechanism to recover the complete data 
packet with proper clock synchronization. The architecture 
utilizes 1% slices, 3% LUT's, works at 231.28 MHz maximum 
frequency, and consumes a total power of 0.113W on Artix-7 
FPGA. The architecture works at 7.7 Mbps throughput with an 
efficiency of 4.67 kbps/slice on Artix-7 FPGA. The PHY-
based Digital Transceiver synthesized on different FPGA 
families like Spartan-6, Artix-7, and Virtex-7 and obtained 
different design constraint results. The PHY-based D-TR 
obtains a throughput of 3.33Mbps at 100 MHz, suitable for the 
BCC [9] system. In the future, the design of a complete BCC 
transceiver using the proposed PHY-based digital transceiver 
design of Human body communication transceiver can be 
modeled as per 802.15.6 IEEE standard for BAN applications. 
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Abstract—The health crisis and the unprecedented upheaval 

in the education systems which it caused are far from being over, 

consequently, the adaptation of the learning experience is most 

needed, and it should take into consideration the criteria of this 

specific crisis and its impact on the physical and mental health of 

the learners. In this article, we aimed to present an ontology-

based learner model that will bring together the pedagogical and 

psychological characteristics, but also the health risks generated 

by the epidemic on the learners, following a Knowledge-

Engineering Methodology. We developed an ontology that 

combines the IMS-LIP standard features and the learner 

characteristic. It is ready for different uses in different systems 

and situations during and after the COVID-19 pandemic, and it 

will give a global representation of the learner in order to allow 

him to get the best-adapted courses. 

Keywords—Learner model; personalization; adaptive learning; 

ontology; COVID-19 

I. INTRODUCTION 

With the pandemic and the closure of schools and 
universities, in order to control the spread of the virus. 
Different distance learning approaches have been developed to 
ensure the continuity of education. The transition from face-to-
face to distance education with little to no experience has 
generated an educational crisis in addition to the health and 
economic crisis, especially in countries with a low Human 
Development Index [1]. 

Even before the pandemic, teachers always tried to prepare 
and offer adapted courses to their learners, taking into 
consideration that learners are the center of the learning 
experience, and that every learner is special and learns 
distinctively according to his learning style, cognitive style, 
previous knowledge, as well as his behavior and motivation 
[2]. Whether in hybrid, or distance education adaptive systems 
are the best tools to provide learners with the best learning 
objects based not only on their preferences but also on their 
needs noting that learners themselves might not even be aware 
of their own needs, particularly in times of crisis such as this 
pandemic. 

Adaptive systems utilize individual informations available 
on learners, in order to offer a specific and accurate learning 
experience to each learner. Therefore, the learner model should 
be the most radical part because it helps to understand the 
learner and give him an active role in his learning [3]. 

There are several ontological learner models that discuss 
various characteristics such as the learner's learning style, 
performance [4-7], motivation [8], knowledge [6, 9]. However, 
during the pandemic, and being in lockdown, other 
characteristics related to COVID-19 and to learner’s mental 
health has emerged. Yet there is no model that addresses those 
characteristics or the impact of the crisis time on the mental 
state of learners. 

The absence of learner models that take into account the 
learners' mental health and the impact of times of crisis on their 
well-being is the problem that this article tries to solve by 
developing an ontological learner model that represent relevant 
pedagogical, psychological, and physical characteristics, using 
the health crisis related to the COVID-19 pandemic and the 
resulting isolation impacts. 

This article will present a learner model ontology, which 
will not only feature the characteristics of each learner such as 
knowledge, background, goals, interests, learning styles, and 
learning activities [10], but also other properties relevant to the 
time of the pandemic, and helpful to cope with the effects of 
confinement on the mental health of learners, as if the learner 
or a member of his family is affected by COVID-19, the 
presence of the symptoms of anxiety and/or depression, as well 
as if he lives in a cluster site. The proposed ontology will allow 
the reuse of data, it is evaluated and structurally validated [11], 
so all the requirements and constraints are met to make use of 
it. 

The rest of this article is organized as follows. The 
following section will present the standard learner models and 
their attributes, and the effects of COVID-19 on the learner’s 
mental health. It will then describe the methodology of 
designing the ontology in the third section. And in the fourth 
section, the learner model ontology will be presented. Later in 
the fifth section some examples of uses of the ontology will be 
suggested. And will conclude in the last section. 

II. RELATED WORK 

A. Learner Model 

The learner model is a representation of cognitive and non-
cognitive characteristics of the learner. This model allows the 
representation and management of each learner with his own 
individual properties and characteristics [12, 13]. 
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The learner model is different from the learner profile 
which only contains static data. While the model contains both 
static and dynamic data [12]. So, the profile can be the basis of 
the model, which is a more like an abstract representation, and 
the ontologies allow to define a common vocabulary on an 
abstract domain, and to specify the complex relations between 
the concepts of domain [14]. This is among the reasons they 
have become one of the most widely used learner modeling 
approaches [15], and due to its advantages, such as ease of 
reuse, availability of effective design tools, etc. [16]. 

The purpose of learner modelling is to give a complete and 
accurate description of all aspects of the user's behavior [17]. 
User models in adaptive hypermedia are generally compatible 
with learner standards. There are several standard learner 
models like IMS ACCLIP (Accessibility for Learning 
Information Package), IMS RDCEO (Reusable Definition of 
Competency or Educational Objective), and others but the most 
used are PAPI learner (Public and Private Information) and 
IMS-LIP [18,19] and they’re the models that the next section 
presents, they organize a certain number of user data according 
to different structures. 

1) PAPI Learner standard (Public and Private 

Information) aims to specify the semantics and syntax of 

learner’s information (knowledge acquisitions, preferences, 

performance, skills, and relationships with other learners, etc.) 

[20]. In the PAPI model, a learner profile is defined by: 

 PAPI Learner Performance: organize the information 
related to the learner's performance, 

 PAPI Learner Personal: present personal information 
about the learner, 

 PAPI Learner Preference: provide details Information 
related to learner preferences, 

 PAPI Learner Portfolio: a collection of the learner's 
work ―portfolio‖, 

 PAPI Learner Relations: report relational information, 
relationships with other users (professors, other 
learners, etc.), 

 PAPI Learner Security: register Security information 
like Passwords, keys, etc. 

2) IMS LIP standard (Learner Information Package) is 

based on a data model that describes the characteristics 

required of a learner for general use. It defines a user data 

structure that can be imported or exported between 

interoperable systems [21]: 

 Accessibility: Describes general accessibility (language 
skills, disabilities, eligibility requirements, and learning 
preferences), 

 Activity: describes all relevant activities related to 
learning, 

 Affiliation: gives information about the professional 
organizations to which the learner belongs, 

 Competency: the learning skills acquired, 

 Goal: assemble information about the learning goal, and 
other learner objectives such as personal goals and 
inspiration, 

 Identification: learner's personal data (name, address, 
contact, …), 

 Interest: information describing the learner's hobbies 
and recreational activities, 

 QCL (Qualifications, Certifications & Licenses): lists 
the qualifications, certifications, and licenses obtained 
by the learner, 

 Relationships: learner's relationship with other 
resources (identification, accessibility, activities, 
interests, etc.), 

 Security key: security data (passwords, access rights, 
and security keys assigned to the learner),  

 Transcript: presents a summary of the academic results. 

IMS-LIP and PAPI Learner present a basic representation 
of the learner model. Yet IMS-LIP is a more stable extension 
of PAPI, with other specifications that are more detailed and 
more likely to contain other features [5, 22]. Without forgetting 
that the attributes of the two models are optional and reusable. 
Subsequently, to design a learner model for a particular 
situation or system, it is enough to have a certain number of 
predefined attributes, some of which may be optional, and to 
provide a framework to facilitate the creation of non-
predefined attributes [23]. 

B. Covid-19 and Mental Health 

The Quarantine, isolation, and social distancing have an 
impact on people's psychological well-being. Several studies 
have detected the harmful damage that the pandemic has on 
mental health: anxiety, fear, frustration, loneliness, anger, 
boredom, depression, stress, etc. [24]. 

Sanguino et al. found out that 18.7% of the people they 
diagnosed revealed depressive symptoms, 21.6% anxiety, and 
15.8% Post-Traumatic Stress Disorder (PTSD) [25]. Under the 
same theme the results of Cao et al. were related specifically to 
students because they are among the groups of people that 
were most affected by the pandemic damages. They state that 
24.9% of learners suffered from anxiety due to the COVID-19 
epidemic and almost 1% of them suffered from severe anxiety 
[26]. 

Anxiety, depression, and PTSD are the most mental 
disorders found among students in times of crisis. Thus, the 
approach proposed will focus on adding these disorders to the 
learner model. The question that now arises is how to diagnose 
learners to find out if they are at risk of having a mental 
disorder. For this, screening tests and rating scales are useful in 
order to identify the presence of a disorder and to quantify its 
severity if it occurs [27]. 

1) Rating scales for depression: There are several scales 

and psychological tests that examine the presence and the 

severity of depression; the three golden standards are The 

Hamilton Rating Scale for Depression (HAM-D), The Beck 
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Depression Inventory (BDI), and Inventory of Depressive 

Symptomatology (IDS) [28]. 

The Hamilton depression scale (HAM-D) is among the 
most used scales to test depression clinically [29] with an 
optimized 17 item, it tests the existence and sorts the severity 
of depression: no depression (0–7); mild depression (8–16); 
moderate depression (17–23); to severe depression (≥24) [30]. 
The second one is The Beck Depression Inventory (BDI) 
which is a self-report scale designed to measure the severity of 
depressive symptoms; the first version contained 21 items 
associated to relative scores [31]. The third is the Quick 
Inventory of Depressive Symptomatology (QIDS), is a self-
report version of the IDS 28 items that should be administered 
clinically, QIDS is a short questionnaire that takes 5 to 7 
minutes with 16 items that reveal the severity of symptoms, 
and symptomatic change. The severity of depression ranges 
from 0 to 27 as follows (0-5) None, (6-10) Mild, (11-15) 
Moderate, (16-20) Severe, (21-27) Very severe [32]. 

2) Rating Scales for anxiety: Specialists can administrate 

criterions of general or specific anxiety disorder to get an idea 

of the level of anxiety of a patient [33]. There are several 

measures of anxiety, and in this section, we will focus on 

measures of general anxiety (GAD) such as The Hamilton 

Rating Scale for Anxiety (HAM-A) which is a 14-item anxiety 

symptom scale, administered by a clinician to measure the 

occurrence and severity of the disorder from 0 (not present) to 

4 (very severe) [34]. And the Generalized Anxiety Disorder 

(GAD-7) scale, a 7-questions scale in its first version as the 

name suggests which was subsequently developed into a 13-

questions questionnaire adding questions to assist the duration 

of symptoms [35]. GAD-7 has demonstrated to have good 

reliability to test for anxiety disorders and to sort out 

symptoms of mild, moderate, and severe anxiety [35-37]. 

3) Rating Scales for post-traumatic stress disorder 

(PTSD): A trauma is ―the experience, witnessing, or 

confronting of an event that involves actual or threatened 

death or serious injury, or other threat to one’s physical 

integrity‖ [38] and for the person to react with ―intense fear, 

helplessness, or horror‖ [38], it exists plenty of scales to assess 

the PTSD symptoms like Clinician-Administered PTSD Scale 

(CAPS), an established interview of 10 items that assess the 

symptoms. The total severity score for the CAPS (CAPS-total) 

ranges between 0 and 136. Although it’s time-consuming [39]. 

And the PTSD Checklist (PCL) which is a self-report scale 

that consists of 17 items to rate symptoms from 1 to 5 

according to their severity [40], it helps to distinguish between 

patients at high or low risk of having an anxiety disorder [41]. 

III. ONTOLOGY CONSTRUCTION METHODOLOGY 

Ontologies represent complex concepts and they have the 
possibility of being reusable and extensible and even 
interoperable with content on the web. The use of ontologies to 
model learners subsequently facilitates the adaptation of 
educational objects by adaptive systems. The learner model 
ontology proposed is structured according to the IMS Learner 
standard (IMS LIP), which allows to take the attribute needed, 

since all elements in LIP are optional and even add other 
attributes that will be pertinent to our context [14-13]. 

Our aim is to connect potential mental disorders with the 
relevant characteristics of the learner, in addition to data related 
to Covid-19 infection. 

A. Process 

In this work, we followed the Knowledge-Engineering 
Methodology which is an iterative process in 7 steps. It starts 
with determining the domain and scope of the ontology and 
leads us to create our instances [14]. 

1) Determine the domain and scope of the ontology: The 

first step is to define the scope of the ontology by deciding on 

which questions it should provide answers to (competency 

questions) [42]: 

Q1: What are the essential characteristics of a learner? 

Q2: What are the effects of the pandemic on the learner’s 
mental health? 

Q3: Is the learner or a family member was affected by the 
virus? 

From these questions, we can see that the ontology will 
include various information about the learner both essential 
information out of the crisis and information about the 
learner’s mental health and detect if he was affected by the 
pandemic or in the general time of crisis. 

2) Consider reusing existing ontologies: In this step, we 

have studied the standard learner models and chosen the most 

used which are presented in section 2. We will reuse the 

attributes of the IMS-LIP standard because of its stability and 

its ability to exchange all types of information about the 

learner, so it can manage other functionalities required by new 

uses [22]. In addition to existing ontological modules such as 

Labib et al. who have worked on learning styles [4]. Zine et al. 

who regroup several standard models in order to realize its 

ontology [18]. Or [43] and [5] who have developed two 

ontologies in order to model lifelong learning with different 

relevant components. We have also taken into account the 

concept of reuse when developing our ontology, to ensure the 

possibility of reusing it in different systems, contexts and 

scenarios, for example, at different times of crisis such as 

natural disasters or even personal crises such as the death of a 

loved one, and not only in the case of a pandemic, which has 

inspired our research. 

3) Enumerate important terms in the ontology: This step, 

as its name indicates, makes it possible to list the terms related 

to the ontology (terms that we would discuss about and their 

properties, the relationship between them, etc.). To create a 

useful list, we started by writing terms related to learner 

modelling, we scanned articles on learner modelling [3, 10, 

12, 44, 45], and on mental disorders that are relevant to our 

research [27, 36, 38, 46] which we discussed in the second 

part. In addition to the various glossaries. Table I arranges 

some terms we have listed. 
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TABLE I. COLLECTION OF RELEVANT TERMS 

Learner Mental disorder Pandemic  

Knowledge Anxiety Covid-19 

Level depression Confinement 

competence PTSD isolation 

characteristic FEAR virus 

identity symptoms infected 

skill scale transmission 

performance Standard assessment Cluster site 

degree Severity health crisis 

4) Define the classes and the class hierarchy: We started 

by grouping similar items into classes using a combination of 

top-down and bottom-up approaches. First, we chose the most 

relevant and independent terms, then organize the specific 

information. We have tried to keep some attributes of the 

IMS-LIP in order to meet the standard. At the end of this step, 

we have obtained the following classes: 

 Information: this class regroup the different IMS-LIP 
attributes. 

 Mental disorder: represents the mental disorders that 
learners may have due to the pandemic and 
confinement. 

 COVID-19 History: to determine if the learner or a 
family member is or has already been infected with the 
virus, has spent a period of confinement, lives in cluster 
site (Place where the number of cases is higher than 
expected). 

Fig. 1 shows the different classes of our ontology. 

 

Fig. 1. The Upper-Level Concepts. 

5) Define the properties of classes: After selecting 

classes, the next step is determining the 

properties/relationships to specify taxonomies for classes and 

properties. (e.g., ―has_crisis‖,‖ has_covid_history,etc). 

6) Define the facets of the slots: In this step we determine 

the slots cardinalities, type values, its range and domain, to 

limit the possible value for example ―anxiety_level‖ is of type 

symbol and take the values (mild, moderate, severe). 

7) Create instances: The last step is creating individual 

instances of classes in the hierarchy as well as the slot values 

for specific classes. 

IV. ONTOLOGY IMPLEMENTATION 

We chose the Web Ontology Language (OWL) of the 
World Wide Web Consortium's Web to encode our ontology 
and Protégé 4.3 ontologies editor to develop it. OWL helped us 
to specify the taxonomy for the classes and the different 
properties. Then we checked it with Protégé standard reasoner. 

The proposed approach evolves from the standard learner 
model and existing ontologies cited in the previous section. 
However, it integrates other useful information about the 
COVID-19 pandemic and learner mental health and ensures a 
better representation of the learner. 

We have organized the characteristics of our learner model 
into facets. The class of learner as shown in Fig. 2, is the key 
concept of our ontology, it includes all the details about the 
learner, and it is associated with other classes via has_info, 
has_crisis, and has_covid. 

Info (Cf. Fig 3): this class answers the first question asked 
when establishing the scope of the ontology on the essential 
characteristics of the learner. Therefore, the class is composed 
of the different attribute of IMS LIP Identification as defined in 
the second section, Activity, Transcript, Interest, Competency, 
Accessibility, Security, and Affiliation. For example, as shown 
in the figure bellow the subclass QCL has degree which 
contains all the degrees of the learner (High School, Bachelor, 
Master, Doctoral) and his certification. The subclass 
competency class the competence of the learner in one of three 
levels {beginner, intermediate, expert}. 

Mental_disorder (Cf. Fig. 4): The class presents relevant 
information about the learner’s mental health after a crisis. 
Citing the troubles which might affect the learners. To test or 
diagnose the learner we choose some psychological scales as 
described in Section 2. This class answers the second question 
related to the effects of the pandemic and the confinement on 
the learner's mental health. 

Covid_history (Cf. Fig. 5): The last important class is the 
one related to COVID-19 history (the last question of the first 
step). This class allow us to determine if a learner or a member 
of his family is affected by the virus, if he’s confined in the 
moment and also if he lives in a cluster site (A specific site 
where the number of cases of an infectious disease that occurs 
over a specific period of time is higher than the expected 
number).

1
 

                                                           
1 https://www.btb.termiumplus.gc.ca/publications/covid19-eng.html 
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Fig. 2. The Learner Graphs. 

 
Fig. 3. The Info Class. 

 

Fig. 4. Mental Disorder Class. 

 

Fig. 5. Covid_History Class. 
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Fig. 2 to 5 illustrate the graphical representation of the 
proposed learner ontology. They capture all the concepts that 
describe learner profiles and are intended to answer questions 
about learner characteristics in times of crisis and beyond. Our 
ontology is IMS-LIP compliant. 

Our main objective is to relate potential mental disorders to 
relevant learner characteristics, including data related to Covid-
19 infection as shown in Fig. 6, which details the hierarchies of 
our ontology. 

 

Fig. 6. Learner Model Ontology. 

V. DISCUSSION AND SUGGESTION 

There are several ontological models in the literature [4-7, 
9, 18] presenting different aspects and characteristics of the 
learner such as abilities, learning style, prior knowledge, 
preferences, motivation, goals and many others. However, 
none of these models address criteria such as the mental 
disorders that the learner may have, especially in times of 
crisis, also the covid_history feature that is special to the time 
of pandemic and will be in use for the school and universities 
to control the pandemic situation. 

Table II gives a comparison between the different learner 
models [5-8,17,18,43,] and the proposed model. It shows the 
difference between the models in the literature and our model 
according to the learner characteristics. The COVID-19 history 
data were not discussed due to its direct connection to the 
pandemic situation and never been discussed before in any 
work. 

The table confirms that the mental health of learner is not 
taken in consideration despite its relevance to the learner 
ability to learn. 

The proposed approach aims to give a representation that 
brings together the pedagogical and psychological 
characteristics, but also the health risks generated by the 
epidemic on the learners, by answering the three questions 
specified in the previous section. The first question with the 
objective of specifying the essential characteristics of the 
learner. Thus, our ontology defines the main characteristics of 
the learner (coordinates, diplomas, level, interest, etc.). It can 
be used in adaptive hypermedia systems, to propose specific 
courses according to the learner's objective and abilities, also 
according to his level of knowledge after having passed tests to 
detect it. The system will adapt a set of courses according to 
the learner's profile. During the learning session, the system 
can update learner information. 

The second question addresses the damaging effects of the 
pandemic on the mental health of learners. According to Cao et 
al. anxiety, depression, and Post Traumatic Stress Disorder 
(PTSD) are the most diagnosed mental disorders among 
learners [26]. Our ontology can be used in systems to detect 
these disorders through psychological self-assessments that the 
learner can go through in order to provide psychological 
support or counselling, and eventually enable them to 
overcome these difficult circumstances. Or in educational 
systems to suggest less overwhelming educational objects. To 
give him more time for his homework, or other, taking into 
consideration his psychological state. 

TABLE II. COMPARATIVE STUDY BETWEEN THE PROPOSED MODEL AND 

SURVEYED MODEL 

Learner model ontology [5] [6] [7] [8] [17] [18] [43] 

Personal 
data 

Accessibility    +  + + 

Affiliation +   +  +  

Identification + + + + + + + 

Interest + +  +  +  

Security  +  +  +  

Pedagogica

l data 

Activity  +  +  +  

Competency + + + + + + + 

Goal + +  +  + + 

QCL + +  +  + + 

Relationships +   +    

Transcript +  + + +  + 

Psychologi

cal Data 

Anxiety    +    

PTSD        

Depression        
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The final question that the ontology should answer is that 
of the health of the learner in relation to Covid-19. The 
proposed ontology ensures the detection if the learner or a 
family member is affected by the virus. It can be used to warn 
classmates, teachers and others who may be in contact with 
him, or in other examples if one of the learners’ reports that he 
is living in a cluster site, this information can be used to 
identify others who are living in the same neighborhood to 
transfer them directly to distance learning. 

The proposed ontological model is able to answer all three 
research (competency) questions. It is subsequently able to 
provide a representation of learners during and after the 
COVID-19 pandemic and in other times of crisis. 

Reusability is also a very important part of our work. 
Besides the three examples of uses presented. The proposed 
ontology can be used and reused in different situations and 
different areas, not only in the case of a pandemic but in other 
times of social or personal crisis, including, but not limited to, 
natural disasters, terrorist attacks, loss of a loved one, divorce, 
etc. The proposed ontology allows the detection of the three 
mental disorders, but it gives the possibility to add others with 
their different scales according to the need. It gathers 
pedagogical, psychic, and health criteria related to COVID-19, 
but we can always add other characteristics on the learner such 
as motivation, commitment or other to enrich the ontology. 

VI. CONCLUSION 

In this paper, we modelled, created, and presented a learner 
model ontology during a time of crisis precisely in the Covid-
19 pandemic. The ontology was constructed according to the 
knowledge engineering methodology using the Protege 4.3 
Ontology Editor, and validated by the integrated HERMIT1.3.8 
reasoner to validate its consistency, and to verify that it did not 
contain contradictory classes. 

The focus was on the mental and physical health of the 
learners during and after Covid-19. The recorded information 
about the learner can be categorized into three main classes, the 
first one capturing academic information compliant with the 
IMS-LIP standard. The second collects information related to 
the mental disorders that the learner may have (anxiety, 
depression, PTSD) and their respective degrees of severity. 
The last one is the most related to Covid-19, it gathers the 
necessary information on the state of health of the learner if he 
is contaminated or at risk of contracting the virus. 

Our approach gives the possibility to add other mental 
disorders with their scale for diagnosis if necessary and even 
other scale to the disorders that were mentioned in several 
conditions of a crisis in society (pandemic, natural disaster, 
terrorist attack, ...) or even in the case of personal or family 
crises (loss of a loved one, divorce ...). The choice to use 
ontologies to model our learner profile is as a consequence of 
their reusability, and in a context of adapting educational 
content, ontologies allow the semantic annotation of data and 
offer a better organization, indexing and management of data 
in order to provide the learner with relevant educational 
supports according to his profile. This ontology is a work in 
progress that we are working on improving considering 
different characteristic as the learning styles, the preferences, 

and the different constraints that the learner might be 
confronted with as low internet connection or lack of it. 

The next step will be to integrate the ontology in an 
adaptive system, regroup similar learners for a better 
collaborative work, all to assure a good learning experience for 
every learner despite the circumstances. 

ACKNOWLEDGMENT 

This work is supported and financed by the University 
Hassan II of Casablanca- Morocco and The National Scientific 
research and technology Center (CNRST) under the program 
"support program for scientific and technological research 
related to covid-19", project "Elaboration of a psychological 
and pedagogical support platform". 

REFERENCES 

[1] U. Nations and Secretary-General, "Policy Brief: Education during 
COVID-19 and beyond," 2020. [Online]. Available: 
https://unsdg.un.org/resources/policy-brief-education-during-covid-19-
and-beyond. 

[2] S. Cassidy, "Exploring individual differences as determining factors in 
student academic achievement in higher education," Studies in Higher 
Education, vol. 37, no. 7, pp. 793-810, 2012/11/01 2012, doi: 
10.1080/03075079.2010.545948. 

[3] A. Abyaa, M. K. Idrissi, and S. Bennani, "Learner modelling: systematic 
review of the literature from the last 5 years," Educational Technology 
Research and Development, vol. 67, no. 5, pp. 1105-1143, 2019. 

[4] A. E. Labib, J. H. Canós, and M. C. Penadés, "On the way to learning 
style models integration: a Learner's Characteristics Ontology," 
Computers in Human Behavior, vol. 73, pp. 433-445, 2017. 

[5] K. Rezgui, H. Mhiri, and K. Ghédira, "An Ontology-based Profile for 
Learner Representation in Learning Networks," International Journal of 
Emerging Technologies in Learning, vol. 9, no. 3, 2014. 

[6] S. Ouf, M. Abd Ellatif, S. E. Salama, and Y. Helmy, "A proposed 
paradigm for smart learning environment based on semantic web," 
Computers in Human Behavior, vol. 72, pp. 796-818, 2017. 

[7] S. A. Hosseini, A.-R. H. Tawil, H. Jahankhani, and M. Yarandi, 
"Towards an Ontological Learners' Modelling Approach for 
Personalised E-Learning," International Journal of Emerging 
Technologies in Learning, vol. 8, no. 2, 2013. 

[8] D. Milosevic, M. Brkovic, and D. Bjekic, "Designing lesson content in 
adaptive learning environments," International Journal of Emerging 
Technologies in Learning (iJET), vol. 1, no. 2, 2006. 

[9] R. Hammad and M. Odeh, "eLEM: A novel e-learner experience 
model," International Arab Journal of Information Technology, vol. 14, 
no. 4A, 2017. 

[10] P. Brusilovsky and E. Millán, "User models for adaptive hypermedia 
and adaptive educational systems," in The adaptive web: Springer, 2007, 
pp. 3-53. 

[11] D. Vrandečić, "Ontology evaluation," in Handbook on ontologies: 
Springer, 2009, pp. 293-313. 

[12] V. Vagale and L. Niedrite, "Learner Model's Utilization in the E-
Learning Environments," in DB&Local Proceedings, 2012: Citeseer, pp. 
162-174. 

[13] S. Somyürek, "Student modeling: Recognizing the individual needs of 
users in e-learning environments," Journal of Human Sciences, vol. 6, 
no. 2, pp. 429-450, 2009. 

[14] N. F. Noy and D. L. McGuinness, "Ontology development 101: A guide 
to creating your first ontology," ed: Stanford knowledge systems 
laboratory technical report KSL-01-05 and …, 2001. 

[15] M. Al-Yahya, R. George, and A. Alfaries, "Ontologies in E-learning: 
review of the literature," International Journal of Software Engineering 
and Its Applications, vol. 9, no. 2, pp. 67-84, 2015. 

[16] M. Winter, C. A. Brooks, and J. E. Greer, "Towards Best Practices for 
Semantic Web Student Modelling," in AIED, 2005, pp. 694-701. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

296 | P a g e  

www.ijacsa.thesai.org 

[17] A. Behaz and M. Djoudi, "Approche de Modélisation d'un Apprenant à 
base d'Ontologie pour un Hypermédia adaptatif Pédagogique," in CIIA, 
2009. 

[18] O. Zine, A. Derouich, and A. Talbi, "IMS Compliant Ontological 
Learner Model for Adaptive E-Learning Environments," International 
Journal of Emerging Technologies in Learning (iJET), vol. 14, no. 16, 
pp. 97-119, 2019. 

[19] A. Paramythis and S. Loidl-Reisinger, "Adaptive learning environments 
and e-learning standards," in Second european conference on e-learning, 
2003, vol. 1, no. 2003, pp. 369-379. 

[20] IEEE P1484.2.1/D8, PAPI Learner — Core Features, I. C. Society, 
2001. [Online]. Available: https://studylib.net/doc/18787880/ieee-
p1484.2.1-d8--papi-learner-%E2%80%94-core-features. 

[21] IMS Learner Information Packaging Information Model Specification 
v1.0, I. G. L. Consortium, 2001. [Online]. Available: 
http://www.imsglobal.org/profiles/lipinfo01.html. 

[22] O. HULL, "Metadata standards for the description of portal users: a 
review," 2003. 

[23] C. Jacquiot, "Modélisation logique et générique des systèmes 
d’hypermédias adaptatifs," PhD thesis, Department of Computer 
science, France, Supelec, 2006. 

[24] D. Talevi et al., "Mental health outcomes of the CoViD-19 pandemic," 
Rivista di psichiatria, vol. 55, no. 3, pp. 137-144, 2020. 

[25] C. González-Sanguino et al., "Mental health consequences during the 
initial stage of the 2020 Coronavirus pandemic (COVID-19) in Spain," 
Brain, Behavior, and Immunity, vol. 87, pp. 172-176, 2020/07/01/ 2020, 
doi: https://doi.org/10.1016/j.bbi.2020.05.040. 

[26] W. Cao et al., "The psychological impact of the COVID-19 epidemic on 
college students in China," Psychiatry research, p. 112934, 2020. 

[27] M. Blais and L. Baer, "Understanding rating scales and assessment 
instruments," in Handbook of clinical rating scales and assessment in 
psychiatry and mental health: Springer, 2009, pp. 1-6. 

[28] C. Cusin, H. Yang, A. Yeung, and M. Fava, "Rating scales for 
depression," in Handbook of clinical rating scales and assessment in 
psychiatry and mental health: Springer, 2009, pp. 7-35. 

[29] J. B. Williams, "Standardizing the Hamilton Depression Rating Scale: 
past, present, and future," European Archives of Psychiatry and Clinical 
Neuroscience, vol. 251, no. 2, pp. 6-12, 2001. 

[30] M. Zimmerman, J. H. Martinez, D. Young, I. Chelminski, and K. 
Dalrymple, "Severity classification on the Hamilton depression rating 
scale," Journal of affective disorders, vol. 150, no. 2, pp. 384-388, 2013. 

[31] A. T. Beck, R. A. Steer, and G. Brown, "Beck depression inventory–II," 
Psychological Assessment, 1996. 

[32] A. J. Rush et al., "The 16-Item Quick Inventory of Depressive 
Symptomatology (QIDS), clinician rating (QIDS-C), and self-report 

(QIDS-SR): a psychometric evaluation in patients with chronic major 
depression," Biological psychiatry, vol. 54, no. 5, pp. 573-583, 2003. 

[33] L. Marques, A. Chosak, N. M. Simon, D.-M. Phan, S. Wilhelm, and M. 
Pollack, "Rating scales for anxiety disorders," in Handbook of clinical 
rating scales and as-sessment in psychiatry and mental health: Springer, 
2009, pp. 37-72. 

[34] E. Thompson, "Hamilton rating scale for anxiety (HAM-A)," 
Occupational Medi-cine, vol. 65, no. 7, p. 601, 2015. 

[35] R. L. Spitzer, K. Kroenke, J. B. Williams, and B. Löwe, "A brief 
measure for as-sessing generalized anxiety disorder: the GAD-7," 
Archives of internal medicine, vol. 166, no. 10, pp. 1092-1097, 2006. 

[36] K. Kroenke, R. L. Spitzer, J. B. Williams, P. O. Monahan, and B. Löwe, 
"Anxiety disorders in primary care: prevalence, impairment, 
comorbidity, and detection," Annals of internal medicine, vol. 146, no. 
5, pp. 317-325, 2007. 

[37] E. Moreno et al., "Factorial invariance of a computerized version of the 
GAD-7 across various demographic groups and over time in primary 
care patients," Journal of affective disorders, vol. 252, pp. 114-121, 
2019. 

[38] A. P. Association, Diagnostic criteria from dsM-iV-tr. American 
Psychiatric Pub, 2000. 

[39] D. D. Blake et al., "The development of a clinician-administered PTSD 
scale," Journal of traumatic stress, vol. 8, no. 1, pp. 75-90, 1995. 

[40] F. W. Weathers, B. T. Litz, D. S. Herman, J. A. Huska, and T. M. 
Keane, "The PTSD Checklist (PCL): Reliability, validity, and diagnostic 
utility," in annual convention of the international society for traumatic 
stress studies, San Antonio, TX, 1993, vol. 462: San Antonio, TX.  

[41] A. J. Lang and M. B. Stein, "An abbreviated PTSD checklist for use as a 
screening instrument in primary care," Behaviour research and therapy, 
vol. 43, no. 5, pp. 585-594, 2005. 

[42] M. Grüninger and M. S. Fox, "Methodology for the design and 
evaluation of ontologies," 1995. 

[43] D. Nurjanah, "LifeOn, a ubiquitous lifelong learner model ontology 
supporting adaptive learning," in 2018 IEEE Global Engineering 
Education Conference (EDUCON), 2018: IEEE, pp. 866-871.  

[44] M. R. F. Sani, N. Mohammadian, and M. Hoseini, "Ontological learner 
modeling," Procedia-Social and Behavioral Sciences, vol. 46, pp. 5238-
5243, 2012. 

[45] L. Oubahssi and M. Grandbastien, "From learner information packages 
to student models: Which continuum?," in International Conference on 
Intelligent Tutoring Systems, 2006: Springer, pp. 288-297.  

[46] M. G. Craske, S. L. Rauch, R. Ursano, J. Prenoveau, D. S. Pine, and R. 
E. Zin-barg, "What is an anxiety disorder?," Focus, vol. 9, no. 3, pp. 
369-388, 2011. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

297 | P a g e  

www.ijacsa.thesai.org 

A Survey on Dental Imaging for Building Classifier 

to Benefit the Dental Implant Practitioners 

Shashikala J
1 

Research Scholar, Department of Electronics and 

Communication, JAIN (Deemed-to-be University), 

Assistant Professor, BMS Institute of Technology & 

Management, Bengaluru, Karnataka, India 

Thangadurai N
2 

Professor and Research Coordinator, Department of 

Electronics and Communication, Faculty of Engineering and 

Technology, Centre for Emerging Technologies, JAIN 

(Deemed-to-be University), Bengaluru, Karnataka, India

 

 
Abstract—Endo-osseous implants are considered an ideal 

dental fixture. It is becoming the preferred choice of the 

edentulous patient to rehabilitate toothlessness because of their 

aesthetic and functional outcome. Despite the successful surgery 

and implant placement, complications occur, which may be 

related to several factors, like operative assessment, treatment 

planning, patient-related factors, surgical procedures, and 

surgeons' experience. Comprehensive radiological assessment 

plays a vital role in clinical analysis for better treatment 

planning, avoiding complications, and increasing the Implant's 

success rate. However, despite the variety of dental imaging, 

choosing the right imaging technology has become difficult for 

clinical experts. The investigative survey conducted in this paper 

aims to determine the correlation between different imaging 

modalities, their essential role in implant therapy. This review 

extensively discussed which types of computational operations 

applied to image modalities in the existing literature address 

various noises and other relevant issues. These study findings 

reveal significant issues with various dental imaging modalities 

and provide an understanding to bridge all existing research 

gaps towards building cost-effective classification and predictive 

models for accurate dental treatment planning and higher 

implant success rates. 

Keywords—Dental implant; complication; implant failure; 

dental imaging; pre-processing 

I. INTRODUCTION 

It is said that the mouth is a mirror of health that reflects the 
health condition of a person, or in other words, it is a 
cautionary system for disease. The mouth consists of both teeth 
and gums; their health condition is significant for oral health as 
poor oral health leads to various fatal diseases, too [1]. Apart 
from the fatal diseases, an issue of Edentulism-
(toothlessness) is found in both kids, adults, and old aged 
people due to respective reasons leads to the inconvenience of 
chewing the food so, poor nutritional intake and as a result a 
poor health condition [2]. However, the stage of Edentulism 
also creates an issue of the hollowness of speaking-
(pronunciation) along with other discomforts [3]. The 
traditional treatments of bridging and dentures were adopted 
for a long time as this was only a choice of treatment for the 
condition of Edentulism. However, the modern technique, 
namely dental implant surgery, is gaining popularity as an 
alternative solution to meet the deficiency of natural teeth by 
artificial tooth replacement [4].The dental implant procedure is 
based on the conception of direct contact between bone and the 

metal implant-(osseointegration), whose ultimate objective is 
to restore all the functional and aesthetic aspects [5]. An 
extensive planning and clinical examination performed by the 
dentist before surgery as a minor causality may cause serious 
harm to the patient. Therefore, an implant's success depends on 
several mutual factors, like implant region, bone quality, 
medical history of patient, skills, and the surgeon or dentist's 
experience. One of the significant challenges in dental 
implantation practice is the complex surgical procedures, 
which require preoperative and postoperative evaluation for 
achieving a higher success rate in dental implants [6]. The 
preoperative evaluation includes various factors such as the 
patient's general health conditions, bone quality, alveolar bone 
axis, and transplant site. The postoperative evaluation is carried 
out after the implantation to prevent any bias and risk of 
failure. Medical imaging technology plays a crucial role in the 
preoperative evaluation process. It provides the patient's 
anatomical details for the dental Implant-based on the 
maxillofacial structure and the two-dimensional geometric 
projection, helping clinical experts decide whether the implant 
surgery is suitable for the patient [7]. A systematic 
radiographic evaluation can provide an effective direction for 
precise positioning, which has important clinical significance 
in terms of accuracy and functional and aesthetic effects of the 
Implant [8]. Many imaging techniques are used in clinical 
dentistry practices, including conventional radiographic images 
and Computed Tomography (CT) for preoperative assessment 
and analysis of the complex jawbone structures. However, each 
imaging modality has some advantages and limitations too. 
Therefore, choosing the most suitable imaging method for 
dental implants is still tricky in dental practices. Another major 
issue is that the dental imaging is mostly associated with the 
poor image quality and superimposition factors that need to be 
process with an effective image enhancement and pre-
processing techniques. In order to make the dental image 
representation more explanatory, several studies on dental 
image analysis have been conducted using digital image pre-
processing methods. The proposed study aims to determine the 
prevalence of digital imaging modalities in dental implants and 
how they can help improvise the dental implant success rate. 
Therefore, this paper conducts a review analysis to highlight 
the importance of various imaging modalities and pre-
processing techniques to explore the research gap. The rest of 
the sections of this paper are organized as follows: Section II 
discusses the background highlighting complications in the 
implant procedure and dental implant failures. This section also 
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discusses how to improvise the dental implant success rate by 
prediction using image analysis. Section III presents a thorough 
analysis of what kinds of dental imaging are used and for what 
purposes. A comprehensive analysis is conducted on dental 
imaging modalities to highlight their importance and 
limitations in this section. Section IV presents an analysis of 
the current state-of-the-art, observing the trends towards 
adopting radiography and cone-beam computed tomography to 
avoid anatomical structures critical to dental implant surgery. 
Section V discussion and perspective are presented. In this, 
significant research direction based on evidential proofs, open 
research issues, and inferences is explored to develop effective 
predictive models to benefit dental implant practitioners. 
Finally, the overall contribution of this paper is concluded in 
Section VI. 

II. STUDY BACKGROUND 

Success and failure are two critical terms in dental 
implantology. The term implant success can be an ideal clinical 
setting, meaning that the Implant is into the jawbone and 
functions well and pleasingly. The term implant failure refers 
to the loss of osseointegration. Another statement is that it is an 
initial instance at which the Implant's efficacy, evaluated 
quantitatively, drops below a cut-off value or specified level 
[9].Dental implants may fail for various reasons, with the scope 
that distinguishes between complications and implant failures. 
This study uses the term implant failure, which is the complete 
loss of osseointegration, and the severity of implants that 
require to be removed from the implant site. In order to avoid 
any form of ambiguity, the study made a distinction between 
discussing implant failure and complications. Implant 
complications can be stated as an event that requires 
quantifiable clinical attention, and if such measures are not 
taken, the outcome of the implant therapy may be impaired. 
Implant complications may be caused due to poor patient 
selection, inadequate pre-assessment of the patient. Also, the 
degree of complications that are difficult to control may lead to 
implant failure. Therefore, through the proper patient selection 
and treatment planning, surgical fixing of implants can provide 
long-lasting functional and aesthetic restoration to the 
Edentulous Patient. Various studies have attempted to identify 
and quantify the rate of dental implant-related complications. 
However, to date, no single standard system for classifying 
dental implant-related complications. The authors in [10] 
discussed specific categories of complications related to dental 
implants. Existing studies [11-14] suggested the classification 
of complications associated with implant therapy considering 
all factors and causes. Other studies [15-16] considered the 
classification based on the particular phase of implant 
treatment that they tend to occur. The work carried out in [11] 
and [6] performed a classification of complications based on 
surgical, bone loss, implant loss, peri-implant soft tissue 
mechanical factor, and aesthetic/phonetic factor. In [13], the 
authors discussed the classification of dental implant 
complications, mechanical, technical, and biological. 
Classification of Surgical complications, Biological 
complications, and Restorative complications is carried out in 
[14]. The existing work of [15][16] discusses surgical 
complication based on three factors viz. i) implant treatment 
associated (wrong angulation, the judgment of improper 

implant-site, and lack of Communication among dental 
disciplines), ii) anatomy associated (nerve injury, bleeding, 
Sinus membrane complication, and devitalization of adjacent 
teeth), and iii) procedure associated-(Mechanical 
complication), lack of stability, mandibular fracture, aspiration, 
and ingestion. The authors in [17] discussed reversible 
complications are obstructions that are either temporary or 
easily fixed. 

A proper surgical procedure analysis, including careful 
radiograph analysis, is significant to reduce the possibility of 
any implant complications and dental implant failure. Closer 
evaluation of dental radiographs helps to establish an 
appropriate treatment strategy for implant patients [18]. Several 
reviews and remarks have been given since the past few 
decades that described the significance of imaging techniques 
in dental disciplines [19-20]. Dental imaging plays a major-role 
in implant procedures to determine comprehensive information 
about the patient's maxillo-facial area to understand whether 
the surgical procedure is suitable for the patient. However, the 
role of imaging is not limited to determining only the maxillo-
facial area but also at different stages of the treatment 
processes, leading to the ease of surgical practice towards 
achieving higher success in dental implants [21-22].Imaging in 
dental treatment stage-1 subjected to patient diagnosis and 
clinical analysis conducted before implant surgery. Imaging 
evaluation assists the dentist in making a clinical decision and 
effective treatment planning based on past radiographs, 
medical history, and new radiographs evaluations that 
determine bone angulations, quality of bone, the critical 
structure of the maxillo-facials, presence of disease, and 
analysis of the implant site. In dental treatment phase-2, the 
role of imaging is to care about surgical intervention by 
assessing the surgical site and implant position during and after 
surgery and estimates the duration required for healing. Phase-
3 of dental treatment begins after the intra-operative 
assessment and continues until the Implant remains in the jaw. 
At this stage, dental imaging helps determine the care plan. If 
any changes or complications are noted during this period, the 
necessary clinical steps are taken to prevent any possibility of 
the risk of failure. 

However, despite the variety of dental imaging, choosing 
an appropriate imaging technique has become a challenging 
task for clinical experts. Each imaging modality is associated 
with certain advantages and limitations. One of the major 
issues encountered in the dental image is the poor image 
quality due to poor contrast, uneven illumination, low 
resolution, and noise inclusion during the dental image 
acquisition process. In order to avoid any ill-effect, the 
radiation is kept low while taking the dental X-ray. The dental 
x-ray constructed at low-radiation generates very poor-quality 
images with lower contrast and brightness, causing visibility 
differences during analysis. The specific noises during the 
radiography cause degradation to the dental image. [23]. 
Therefore, an effective mechanism should be implemented to 
enhance the quality of the image that can provide a significant 
clinical analysis in dental implant surgical procedures. The 
criteria that need to be considered as follows: 
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 The dental image must provide cross-sectional 
interpretations that describe the spatial relationships 
between internal structures. 

 The dental radiograph should not be compromised with 
distortion to a greater extent. However, the smallest 
distortion can be considered with a predictable average 
error to obtain a quantified analysis and precise 
measurement. 

 It should provide an accurate description of bone 
density and cortical plate thickness to achieve the 
initial equilibrium and stability in the Implant. 

 Radiography must provide higher dimensional 
accuracy in implant treatment procedure that includes 
analysis of implant placement site, pre-existing 
pathological condition of the patient, and evaluation 
alveolar thickness. 

 The imaging tool should be available/provided at a 
reasonable price, and radiology doses should be as 
little as possible. 

At present, there is various research works carried out 
towards dental imaging. However, there is always an 
impediment towards accurate diagnosis when it comes to 
medical image processing, as it demands a higher degree of 
accuracy. Hence, the prime statement of the problem of the 
proposed study is "To explore the strength and effectiveness of 
existing methodologies associated with dental imaging 
approach with respect to classification." The next section 
discusses about the different dental imaging modalities 
highlighting their advantage and limitations. 

III. DENTAL IMAGING MODALITIES 

In this modern era, a variety of imaging technologies are 
widely used in the dental field. The traditional implant 
practitioners depend on 2D radiography. The advancement in 
imaging technology provided a 3D imaging technique, which 
offers advanced clinical evaluation in dental implants [24] and 
[25]. This section presents the adoption of verities of imaging 
modalities and their uses in different dental implant disciplines. 

A. Conventional Imaging Modalities 

Two-dimensional conventional imaging aims to 
complement the clinical analysis in dental implants by gaining 
a deep understanding of the internal teeth structure and alveolar 
bone. The different conventional imaging modalities are 
illustrated as follows: 

 Periapical Radiography-It offers a systematic detail 
about the anatomical structures like teeth and 
surrounding tissues around the implant site. It is used 
for preoperative assessment to understand the implant 
area's structure, vertical height, and bone quality. 
However, these imaging modalities may be difficult to 
adopt due to accurate instrument positioning support's 
unavailability. This imaging technique is associated 
with distortion and magnification, limiting the 
quantified bone quality assessment, and suffers from 
providing accurate spatial relationships between 
internal overlapping dental structures [26]. 

 Cephalometric Radiography- This helps to capture the 
image of the head with the mandible in a lateral view 
to examine the associations between teeth, jaw, and the 
remaining part of the facial skeleton. This technique 
outlines the geometrical structure of the anterior 
alveolar region. The limitation is that it only displays 
cross-sectional images of bones associated with low 
magnification and overlapping issues [27]. 

 Panoramic Radiography- It is an x-ray radiography 
image that captures the entire mouth structure in a 
single image representation using a tomographic 
technique. It visualizes both maxillary-(upper jaw) and 
mandibular-(lower jaw) dental curves and supporting 
structures. It is mostly adopted as an initial screening 
x-ray image to assess dental and bone support, identify 
affected teeth, and the condition of dental implants. 
This imaging technique is primarily used in the 
preoperative assessment to depict jaws in a single 
radiograph film or a charge-coupled device image 
receptor [28]. The distinct advantage of the panoramic 
imaging technique is that it offers a low patient 
radiation dose and is cost-effective in terms of time and 
computation complexity. It involves easy functioning 
and takes little time to capture the entire image of 
dentition in a single film or image receptor. Like other 
conventional radiography imaging techniques, it also 
has some limitations. Since this imaging technique is 
an extra oral technique, it does not provide delicate 
anatomy than periapical radiographs. It suffers from 
the issues like geometric distortion, superimposition, 
and magnification. Some other problems, like 
positioning error and technical/ processing error during 
panoramic radiography [29]. 

 Digital Radiography- It is direct digital radiography 
carried using several functional units that includes x-
ray–sensitive plates, sensors, mechanism of dividing it 
into electronic segments, and transferred to a computer 
to present and store the image. Compared to 
conventional imaging modalities, direct digital 
radiography offers good image quality with very little 
radiation. Few studies have mentioned that the overall 
reduction of radiation dose is up to 80% [30] and about 
50% to 70% radiation reduction in intra oral and extra 
oral digital imaging [31]. Direct digital radiography has 
reduced processing time; images can be obtained 
immediately during the surgical procedure. Since this 
image is stored and processed in a computer, it can be 
manipulated with software programs to obtain 
enhanced visualization and accurate measurement. 
However, one of the significant disadvantages of 
digital radiography techniques is that the localization 
of sensors in the implant site sometimes becomes very 
challenging due to sensor size and positioning of the 
connecting cord. 

Various conventional imaging modalities are discussed 
above. The limitation of conventional technology is that it 
encounters the superimposition of overlapping structures. The 
overlapping structure is caused due to the depiction of three-
dimensional maxillofacial structures onto a two-dimensional 
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image plane, which results in the loss of spatial information 
that complicates the identification of objects of interest. The 
next sub-section discusses the applications and advantages of 
advanced imaging modalities in dental treatment. 

B. Advanced Imaging Modalities 

The conventional imaging modalities provide evidence for 
routine dentistry practices. Advanced imaging mechanisms are 
needed to demonstrate more information, complex diagnostics, 
and dental implant treatment plans. Hence, several techniques 
have changed the diagnosis and treatment planning strategies 
of dentistry. Some advanced dental imaging modalities are 
given below: 

 Computerized Axial Tomography (CAT) - This is a 
unique X-ray imaging mechanism named computed 
tomography (CT), displaying the detailed images of the 
patient's anatomy with hard-and-soft tissues of the 
maxillofacial region. The CT uses multiple X-rays to 
construct a two-dimensional maxillofacial region and is 
converted into a three-dimensional image through 
processing. CT can obtain multiple, cross-sectional 
image-(slices) and generate high-contrast resolution 
images without suffering from superimposition and 
noise issues [32]. CT scans used to determine the 
quality of bones and the arrangement of teeth that 
cannot be efficiently obtained by the periapical 
imaging technique. CT identifies the diseases and 
immediacy of critical structures where implants are 
placed with the differentiation of tissues for analysis. 
The limitation of CT radiographs is that it has higher 
radiation exposure, high scan cost, and may not 
provide a good view of the small fissure resulting in 
false-negative readings [33]. 

 Magnetic Resonance Imaging (MRI) - MRI includes 
radio waves and adopts hydrogen atoms ‘behaviour 
within a large magnetic field to look at body regions 
and generates an MR image of the internal structure. 
MRI represents soft tissue differences with high 
contrast sensitivity, which makes it advantageous over 
CT imaging. MR images can distinguish minor 
alveolar ducts and the contours between cortical bone 
and cancellous bone, thus obtaining necessary 
information about the maximum implant length, angle, 
and stability [34]. The MRI in the dental implant 
procedure seems to be an effective mechanism for 3-D 
imaging as it avoids the radiation risk of CT imaging. 
The adoption of MRI depends on the specific use 
conditions for an accurate diagnosis. The MRI achieves 
a flexible acquisition plane without changing image 
quality and resolution. However, MRI is susceptible to 
artifacts, distortion, and signal loss due to high 
magnetic susceptibility materials, while dental 
amalgam has little effect [35]. 

 Cone Beam Computed Tomography (CBCT) – CBCT is 
a variation of conventional CT. The application of 
CBCT is mainly for carrying diagnosis and planning of 
surgery in dental implants. One scan can produce many 
images of the area-of-interest. CBCT involves the 
mechanism of a cone-shaped-X-ray-beam moving 

around the patient to produce a large number of 2D 
views of ROI, and it is then converted into a 3D view 
using a cone-beam algorithm. CBCT in dentistry offers 
a high-resolution representation of bone and teeth, 
giving a spatial relationship between the adjacent 
structures. CBCT is used to evaluate osseous disease 
and identify jaw bone infections and diseases that help 
perform risk-free surgery, i.e. complications (pain and 
swelling) [36]. CBCT includes fast scanning 
procedures associated with lower radiation dose, lower 
scan cost and DICOM compatibility and has reduced 
metal product interference than other methods [37-38]. 
The limitation of CBCT is that it has a limited contrast 
range, gives fewer details of internal soft tissues, and 
has a large noise factor and artifacts. 

C. Primary Findings 

All the imaging methods have a vital role in dentistry 
applications. The conventional 2D and advanced 3D 
radiographs provide necessary information for dental treatment 
and Implant, while a dental digital panoramic image can offer a 
clinical diagnosis of the jawbone. The significance of digital 
panoramic imaging is that it has a low radiation dose and 
shorter exposure time [39]. But intraoral imaging has issues 
like low image quality, variable magnification, and ghost 
images. The superposition of the upper cervical spine is the 
main limitation of panoramic X-ray photography [40], and 
osseointegration cannot be detected due to overlapping issues 
[41]. Hence, it is limited to preoperative diagnostic, leading to 
implant failure [42]. Hence, implantation surgery may 
compromise the health of nearby soft tissues and cells [43]. 
The use of CT and CBCT is described in [44-45] over 2D 
radiographs to assess complex structures like the maxillary 
sinus. However, the limitations of these imaging modalities are 
i) not available in many local hospitals due to higher cost and 
multi-disciplinary technical requirements. The researchers also 
informed that the patients were exposed to higher radiation 
doses when CT examination is done than of 2D digital imaging 
and CBCT examination. Some research works also compared 
CBCT and digital panoramic imaging to assess the bone height 
towards planning treatment in different dental implant phases 
[46] and revealed that digital panoramic is self-sufficient to 
describe the incisor area but lacks in the canine area. Also, [47] 
have performed a comparison of error estimation and found 
CBCT has a better result, which holds a low average 
preoperative assessment error in the maxillary area than the 
digital panoramic imaging technique. 

IV. STATE-OF-THE-ART REVIEWS 

This section presents a review study on the state-of-the-art 
in the context of digital radiographs adopted in dental implant 
surgery. Digital radiography is cost-effective and is used in 
dental radiography. The study (Choi et al. [48]) investigates the 
impact of enhancement over periapical radiographs by 
considering three pre-processing techniques for diagnostics. 
The outcome gives quality differences between the processed 
image and the input image. A work of (Hao et al. [49]) 
considered denoising CBCT dental images where improved 
non-local means filtering is applied [49]. The outcomes 
demonstrated in terms of PSNR and MSE. The segmentation 

https://febs.onlinelibrary.wiley.com/doi/toc/10.1002/(ISSN)1742-4658(CAT)StateoftheArtReviews(VI)SoAReviews
https://febs.onlinelibrary.wiley.com/doi/toc/10.1002/(ISSN)1742-4658(CAT)StateoftheArtReviews(VI)SoAReviews
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operation over digital radiograph image is performed in (Cunha 
et al.) for the accurate visualization of dental Implant and 
crestal bone line [50]. A contrast enhancement over Digitized 
film-based panoramic dental image using the CLAHE-
Rayleigh is found in the study of (Suprijanto et al.). The study 
outcome shows that this method has achieved better 
performance in terms of PSNR [51]. The authors in the study 
of (Yin et al.) have used approaches of noise filtering technique 
for CBCT image based on thresholding mechanisms and 
wavelet transform [52]. (Mortaheb and Rezaeian) introduces an 
automated dental CT image approach for identifying the 
vertical structure and arrangement of the teeth [53]. The study 
(Lamecker et al.) focuses on automated segmentation operation 
for Computer-assisted craniomaxillo facial surgery using cone-
beam volumetric tomography-(CBVT) dental image [54]. A 
noise that occurred by positioning error in the digital 
panoramic dental image is considered in the work of (Amiri 
and Moudi et al.) and (Kandan and Kumar), which achieves 
better visualization of the roots of maxillary teeth in the digital 
radiograph [55-56]. The work carried out by (Naik et al.) used 
the histogram equalization technique for enhancing the overall 
visualization of the digital radiographs for accurate analysis of 
the bone structure and quality [57]. The authors (Kamezawa et 
al.) used a multiple noise filtering approach for CBCT imaging 
for exposure radiation dose reduction in an automated guided 
patient positioning system [58]. An edge enhancement-based 
pre-processing technique is applied on panoramic X-Ray in the 
study (Jufriadif et al.) to detect proximal caries [59]. The work 
of (Supriyanti et al.) used a point processing mechanism for 
contract stretching of a digital panoramic dental image [60]. In 
the study of (Khatter et al.), the authors have applied a multi-
scale retinex mechanism over CBCT to perform a precise 
assessment of root canal anatomy for endodontic therapy [61]. 
An image pre-processing I2I scheme based on neural network 
architecture is adopted in the research work of (Zhao et al.), 
which considers generative adversarial networks (GAN) to 
suppress ring artifacts [62]. Mean-shift algorithm-based image 
segmentation is adopted in the study of (Gunawan et al.). The 
authors have identified a fuzzy region in the segmented image 
and performed fuzzy merging processes based on similarity 
measurement [63]. A work towards brightness preserving in 
dental digital periapical images using entropy and histogram 
analysis is found in the study of (Qassim et al.) [64]. A most 
recent research work carried out by (Abdallah et al.) [65] have 
used Anisotropic filtering to eliminate noise, and Contrast 
Limiting Adaptive Histogram Equalization (CLAHE) to 
enhance contrast, and sharpness of the dental panoramic image. 

V. DISCUSSION AND PERSPECTIVE 

Several radiographic modalities were described with their 
respective features and limitations. Each has its applicability in 
respective dental conditions to assist the dentists in planning, 
evaluation, and implant treatment. A precise strategy can 
reduce the surgical complexity and postoperative 
complications and lead to higher success considering both 
aesthetic and functional aspects. Therefore, suitable 
radiographic selection plays an important role, and the 
advanced 3D radiograph technique provides all the functional 
utilities compared to the conventional radiograph technique. 
Due to the cost factor, digital, panoramic radiography is in 

wide use. However, advanced imaging modalities like (MRI, 
CT, and CBCT) provide better visualization and compatibility 
with analysis tools so that many complementary and significant 
information for successful dental implant planning is made 
available. The MRI facilitates precise localization of the 
complex structures and useful when the differentiation of soft 
tissue analysis is requiring, but it carries artifacts like 
geometric distortion. CT imaging is more suitable for the 
analysis of bone quantity and quality because it can quickly 
cover the expanded anatomical area and generate images with 
reduced noise caused by the patient's movement. The advanced 
and recent modality, namely, Cone Beam CT (CBCT), offers 
fast data acquisition of the complete field of view with minimal 
radiation exposure. It is useful in the diagnosis and Endodontic 
treatment. In all the above discussed, dental imaging modalities 
suffer image quality degradation due to various factors like 
superimposition, geometric distortion, loss of signal, contrast, 
motion artifacts, and positioning errors that cause challenges 
during interpretation. The efficient pre-processing techniques 
can enhance image quality; thereby, significant interpretations 
for accurate treatment planning in the pre-assessment phase 
during surgery can be achieved. The post-surgery complication 
can be avoided to illuminate the possibilities of implant failure. 

A systematic review of existing research literature with 
these imaging modalities is inferred, used while proposing 
models for segmentation of ROI and classification of complex 
anatomical structures of the oral region. This paper potentially 
identifies the trend of the pre-processing techniques adopted 
and also found that both 2-D dental radiographs and CBCT are 
advantageous over other modalities. It is recommended that 
adopting 2D dental imaging with an efficient pre-processing 
technique for enhancement will be a better choice in implant 
treatment planning and surgical process until CBCT matures. 
In the future, CBCT with efficient pre-processing for 
enhancement and noise filtering may provide a way better path 
towards an effective modality for successful dental 
implantation. 

A.  Research Gap 

Based on the above discussion and review analysis, the 
significant open research problem is highlighted as follows: 

No standard open-source dataset is available for the 
analysis of CBCT. In most research works, the dataset was 
either collected from the hospitals or considered based on the 
experimental setup. It has also been seen that few research 
works have considered dental image data from internet sources. 

 Most image enhancement techniques are in the 
transform domain so that some artifacts may appear in 
the output image. As a result, it may lead to over-
enhancement and issues related to the edge of the 
image. 

 Lack of novelty is analyzed in most of the existing 
literature subjected to dental image pre-processing 
tasks. Most of the existing research works follow a 
similar pattern towards pre-processing the medical 
image. An improvement and optimization mechanism 
should be considered. 
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 The research works towards a predictive model have 
also not focused on the computational complexity 
associated with their prediction model for classification 
of the anatomical structure in preoperative assessment 
for the Dental Implant. 

 Analysis of dental Images based on consideration of 
suitable parameters is missing in the existing literature. 
In order to perform effective image analysis, 
researchers must Analysis and evaluate image quality 
based on the HSV feature and statistics error metrics 
like Peak-Signal-to-noise-ratio, MSE-(Mean square 
error), SNR-(Signal to noise ratio), CNR-(Contrast to 
noise ratio), SD-(Spectral Distance) and SSIM-
(Structural Similarity index.). 

 Standard benchmarking is also missing in most of the 
existing image pre-processing methods. 

VI. CONCLUSION 

A dental implant is a complicated procedure that involves 
multi-disciplinary activities for treatment and surgical 
planning. Appropriate knowledge and understanding of the 
complexity and evaluation of implant failure factors is crucial 
for dental practitioners. Apart from this, digital imaging 
analysis is critical stage clinicians need to understand the 
technical parameters. However, equally, it is essential to 
manipulate these dental radiographs using a suitable pre-
processing mechanism to know the potential factors associated 
with each stage of implant treatment. This paper has presented 
an investigative review analysis of different complications 
factors, various dental imaging modalities, and state-of-art pre-
processing techniques. Finally, the proposed survey also 
explored the significant issues in the existing literature and 
discussed the significant point of highlighting the open 
research problem. Therefore, the proposed review works 
provide an effective future research direction for establishing 
predictive models with effective pre-processing schemes to 
benefit dental implant practitioners. 
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Abstract—The present state of agriculture and its demand is 

very much different than what it used to be two decades back. 

Hence, Precision Agriculture (PA) is more in demand to address 

this challenging demand. With consistent pressure to develop 

multiple products over the same agricultural land, farmers find 

PA’s adoption the best rescue-based solution with restricted 

resources. PA accelerates the yield and potentially assists in 

catering up the demand of scarcity of demands of food. With the 

increasing adoption of PA-based technologies over farming, there 

are best possibilities to explore efficient farming practices and 

better decision-making facilitated by real-time data availability. 

There isan evolution of various novel technologies to boost 

agricultural performance, i.e. variable rate technology, 

Geomapping, remote sensing, automated steering system, and 

satellite positioning system. Apart from this, it is also observed 

that Internet-of-Things (IoT) and Wireless Sensor Network 

(WSN) have been slowly penetrating this area to acceleratePA's 

technological advancement. It is noticed that the adoption of 

sensing technology is a common factor in almost all the 

techniques used in PA. However, there is no clear idea about the 

most dominant approach in this regard. Therefore, this paper 

discusses existing approaches concerning standard conventional 

PA and sensing-based PA using WSN. The study contributes 

towards some impressive learning outcomes to state that WSN 

and IoT are extensive to boost PA. 

Keywords—Precision agriculture; smart farming; wireless 

sensor network; internet-of-things; remote sensing; variable rate 

technology 

I. INTRODUCTION 

Technological advancement has penetrated agriculture in 
the present time, right from small to large scale farming [1]. 
Two decades back, the Global Positioning System (GPS) usage 
permits the farmers to collect necessary farming data, which 
facilitates autonomous steering control system development 
[2]. However, the present times make use of more advanced 
technologies, e.g., fixed solutions for Internet-of-Things (IoT), 
aerial devices, sensors, etc., to carve the progressive path of 
Precision Agriculture (PA). The prime goal of PA is to 
achieve, i) opt for the appropriate crop to ensure increased 
quality yield and make more revenue in the commercial 
market, ii) using the proper data to assess the performance of 
the farming land, iii) improve the economics of farming and 
another offer better sustainability towards the environment, and 
iv) making a prediction of climatic fluctuations and taking 
necessary countermeasures to protect from upcoming threat 
towards agriculture [3]-[5]. The significant beneficial aspectof 

PA is minimizing and controlling crop waste and adverse 
influence over the environment.Farmers are facilitated with the 
appropriate anticipated yield for their farming land. 
Investigation towards PA could offer potential insight towards 
solving the crisis of food demand globally [6]. Farmers are 
now able to identify the beneficial aspects of PA introduced by 
IoT. The return of investment and quality of decision-making 
can be ensured by adoption PA by business owners.There is the 
inclusion of various metrics to carry out PA, e.g., fertilizer 
input, a sample of soil, nutrient availability of soil, rainfall 
level, temperature, etc. [7]. 

Acquisition of this information via sensors can lead to 
precision decision-making by the farmers. It can also furnish 
various real-time data of their farming land, identifying 
specific production patterns or identifying any associated risk 
factors during cultivation and harvesting season. Adopting PA 
also facilitates exclusive access to the agricultural records via 
cloud-based resources where the data can be accessed anytime 
and anywhere [8]. It also leads to an adequate formulation of 
measures towards crop protection. Usage of sensors can 
quickly identify the health statistics of a plant concerning soil 
pressure, presence of chemicals, environmental impact, pest, 
etc. [9]. This information leads to a better decision in planning 
for fertilizer input by the farmer. The most potential benefit of 
PA is associated with irrigation management. Any form of the 
crop demands an adequate water supply in appropriate 
quantities and channel them throughout the farming land. 
Usage of various controllers, actuators, and sensors further 
offers relevantwater supply statistics for better irrigation 
management. To effectively operational, PA demands the use 
of progressive technologies, i.e., usage of sensors [10], 
precision farming software [11], connectivity protocols [12], 
and location monitoring tools [13]. Irrespective of PA’s known 
benefits, it is still yet to get a discloser about the research 
progress regarding more insights over challenging state of 
farming, minimal resource waste, identifying the unique 
pattern of production or risk. Therefore, this manuscript offers 
an exhaustive review of standard and upcoming potential PA 
approaches to providea more precise research state. The 
significant contributionsin the proposed paper aredescribed as 
follows: 

 The present state of conventional approaches in PA is 
highly scattered. So this paper contributes towards 
offering a compact discussion of conventional standard 
approaches concerning its taxonomies. 
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 Presents an elaborative discussion of all the potential 
implementation carried out in present times towards 
conventional standard approaches in PA. 

 Discussion about the existing approaches carried out by 
Wireless Sensor Network (WSN) to identify the 
strength and weaknesses. 

 Presents a compact discussion about existing research 
trends to have a real picture of existing approaches, 
targeted issues, and technological adoption. 

 Contributes towards more in-depth insight of the study 
findings concerning learning outcomes to visualize the 
clear picture of PA approaches 

The remaining sections of the proposed manuscript 
areorganized as follows: Section II discussesthe essentials of 
precision agricultureconcerning all standard taxonomies and 
conventional research-based approaches. Since WSN is 
identified as upcoming technology and IoT in precision 
agriculture, Section III discusses various techniques used in 
WSN in precision agriculture; Section IV discusses the 
research trend. In contrast, Section V highlights about learning 
outcome of this manuscript. Finally, Section VI summarizes 
the overall contribution of the proposed review study and briefs 
about future work direction in precision agriculturebased on 
study findings. 

II. PRECISION AGRICULTURE 

Precision Agriculture (PA) targets improving crop 
production with the adoption of advanced technologies. This 
concept deals with improving agricultural management based 
on various scientific observations [14]. The primary aim of 
precision agriculture is to construct an appropriate decision-
making system capable of optimizing productivity without 
consuming expensive resources [15]. It is believed that crop 
production is significantly affected by the terrain features 
studied in the phytogeomorphological mechanism [16]. The 
evolution of the phytogeomorphological mechanism is due to 
the realizationthat the hydrological factors of farmland are 
controlled by geomorphic components [17].The proliferation of 
various satellite navigation systems has further boosted the 
adoption of precision agriculture [18]. Adopting such a 
navigation system helps localize an appropriate location of the 
agricultural land suitable for production. Such geographic 
information obtained from satellite navigational system also 
furnishes spatial information of land concerningactual contents 
required for cultivation viz. potassium, manganese, pH level, 
nitrogen level, moisture level, crop yield, etc. [19].  A sensory-
based satellite navigation system helps further more data 
collection, right from a degree of water in the soil to the level 
of chlorophyll. More granularity can be obtained from 
hyperspectral imaging in this regard. At present, there are 
different forms of variable rate technology (e.g., sprayers, 
seeders) that are used along with satellite images for 
optimizing the resources [20]. However, the current advances 
in technologies are more inclined to use sensors planted within 
the soil. This sensor can directly forward the aggregated data to 
the user autonomously without any dependency on human 
interactivity. 

The adoption of airborne vehicles is also used in precision 
agriculture due to their cost-effective nature and does not 
require specialized skills to make them airborne. Such 
approaches make use of photogrammetric techniques by using 
different forms of the camera (for both color and hyperspectral 
images) are used over airborne vehicles to extract information 
associated with the field images [21]. The images obtained by 
this technique can be used for evaluating the different forms of 
vegetative index [22]. Apart from this, a different form of other 
information, e.g.,the elevation of land, can also be captured by 
airborne vehicles subjected to variousconditions of 
sophisticated software models for constructing topography 
[23]. Therefore, a better probability of enhancing crop 
cultivation can be achieved by studying such a topography 
map. This information can be used for improving the inputs 
towards healthy cultivation, e.g., growth regulators, different 
types of chemicals, fertilizers, water, etc. Therefore, using 
different forms of technologies in precision agriculture is used 
to study crop science, accelerate the economics associated with 
the production, and protect the environment by controlling 
different possibilities of risk and agricultural footprints. 

A. Standard Taxonomies of Technologies in PA 

The novel approaches of agricultural practices are now 
facilitated by the advent of different technologies in PA. The 
optimization is now possible for PA for both profitability and 
productivity based on decision-making and real-time 
information over the field. The prime targets of the 
technologies used in PA are mainly to control the agricultural 
input along with environmental protection. On this basis, it is 
seen that there are five standard taxonomies of precision 
farming,including 1) Satellite Positioning System, 2) Variable 
Rate Technology, 3) Geomapping, 4) Automated Steering 
System, and 5) Remote Sensing as in (Fig. 1). 

In Satellite Positioning System, the prime technological 
contributor is the Global Positioning System (GPS), mainly 
using data associated with geo-references of production and 
auto-steer system. The agricultural machines (e.g., tractors) are 
better controlled with accuracy using GPS inbuilt within the 
machine. The farming operation is improved when the driver is 
provided with error-free information with machine movement 
patterns (Fig. 2). 

Technologies 

in PA

Automated 

Steering 

System

Variable 

Rate 

Technology
Remote 

Sensing

Geomapping

Satellite 

Positioning 

System

 

Fig. 1. Standard Taxonomies of Technology used in PA. 
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Parallel Linear Swathing Curve Following 

 
(a)   (b)  (c) 

Fig. 2. Patterns of Field Traffic enabled by GPS. a) Linear-Parallel Pattern, 

b) Curve Pattern, and c) Circular Pattern. 

In Variable Rate Technology, the agricultural inputs are 
controlled by farmers. Adopting this standard technology 
offers planting density to be optimized while increasing the 
applicate rate's efficiency towards nutrients and pest protection. 
This significantly minimizes the farming cost as well as 
effectively control the adverse impact onthe environment. 
When variable rate technology is integrated with application 
equipment, the system offers precise information about the 
field’s location and appropriate time for obtaining input for 
rates corresponding to the region-specific application. Fig. 3 
highlights the soil map used for variable-rate technology to 
find the different nutrients needed in the soil. 

In Geomapping and Remote Sensing, sensors are usually 
used to construct a map with the different crop and soil 
conditions, e.g., pest, soil pH, type of soil, nutrient level of the 
soil. Sensors are attached to different machines and vehicles to 
be dominantly used for creating soil maps. Sensors collect the 
information from the field and GPS to assess the health 
statistics of crops and soil. This information is then passed on 
to a specific location in an area. Farmers can carry out 
identification of specific events or any significant alteration in 
the properties of soil. Fig. 4 highlights the mapped field which 
is used by the sensors built over the agriculture machine. 

In the Automated Steering System, the vehicles used in 
agriculture are involuntarily steered by the navigation system. 
This technology reduces human-related errors while 
controlling the movement of the vehicle. It also permits 
effective management of the field by providing overhead 
tuning andcontrolling the machinerybased on edge information. 
The existing system uses differential correction for real-time 
kinematics to offer accuracy in the form of centimeters. Fig. 5 
highlights overlapping factors of auto-steering system and 
manual machine. 

However, to offer higher accuracy for the machinery over 
the deployed path, installing a specific communication system 
with a base station is required. A precise point positioning 
system does not require any form of data communication in the 
auto-steering system [24]. On the other hand, machinery can 
also be allowed to be moved using GPS based navigation 
system. 
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Fig. 3. Usage of Soil Map for Analyzing the Level of Nutrients in the Soil, 

a) Presence of Potassium, b) the Presence of Phosphorus, c) Presence of 

Magnesium, and d) the Presence of pH. 

 

Fig. 4. Geomapping and Remotely Sensed Soil Map with its Properties from 

the Sensor Fitted in the Machine. 

 
(a)    (b) 

Fig. 5. Automated Steering System. (a) Manual Machine Guided Field 

Overlapping (Blue), b) Auto-Steering based Field Overlapping. 
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B. Review of Studies on Conventional PA Technologies 

This section discusses the various research work being 
carried out towards different standard technologies in PA 
briefed in the prior section. 

 Satellite Positioning System:  This approach uses two 
prominent techniques, i.e., GPS (Global Positioning 
System) and GNSS (Global Navigation Satellite 
System). It is found that GPS, when integrated with the 
robotic application, could significantly contribute 
towards PA. However, the GPS signal’s availability 
could be impacted due to occlusion towards GPS-
enabled Real-Time Kinematic (RTK) in farming. This 
problem is addressed in Levoir et al. [25] by evolving 
out with a smart rover that uses sophisticated image 
processing and statistical analysis to perform 
localization tasks by the rover. Further studies show 
that integrating GPS with the sensory application could 
improve the data acquisition with more accuracy 
(Rodriguez et al. [26]). A prototype was developed for 
herbicide ballistic technology integrated with sensors 
and GPS to automate data acquisition. Prototyping-
based modeling is evolving in an existing system 
where GPS is integrated with a micro-
electromechanical system.The idea was to offer a 
precise steering angle of the agriculture vehicle (Si et 
al. [27]). An unscented Kalman filter did the 
computation of the steering angle. Existing study 
towards the adoption of GPS has mainly emphasized 
achieving better accuracy for the receivers (Dabove et 
al. [28]).It should be noted that GPS is an integral 
section of GNSS with variable ranges of transmission 
frequency. Literature has also studied the adoption of 
GNSS towards precision farming (Marucci et al. [29]); 
however, it does not work effectively in hilly regions. 
There is still a better possibility of improvement when 
the GNSS system is combined with different 
technologies to overcome this issue. GNSS is also 
found with various artifacts, e.g., multipath error, 
atmospheric interference, satellite configuration 
(Stombaugh et al. [30]). 

 Variable Rate Technology: This kind of technology is 
used for managing crop production specific to the 
farming region (Rubio and Mas [31], Ayaz et al. [32]). 
The recent work carried out by Nordblom et al. [33] 
have used variable rate technology in PA focusing on 
nitrogen fertilizer input. The study integrates such 
application with Geographic Information System (GIS) 
and rainfall data to determine the reason for 
waterlogging in a specific geographic area. The study 
has also simulated data distribution of financial risk in 
predictive mode to signify variable rate technology. A 
similar direction of work is also carried out by Steffani 
[34], where a statistical model is used for analyzing 
lint. The idea is to emphasize adequate control over the 
environment and maximization of profit, as discussed 
in the study of Kweon et al. [35]. A study carried out 
by Colaco [36] has analyzed the impact of this 
technology on yield, the fertility of the soil, and 
fertilizer consumption. The study outcome shows that 

the variability factor can successfully achieve increased 
production without much dependency on excessive 
fertilizers. A study carried out by Nawar et al. [37] 
highlights that this technology, when integrated with 
region delineation management approach then it could 
lead to better efficiency in farming in contrast to 
application with uniform rate. At present, the 
implementation of variable rate technology is further 
boosted by the proliferation of novel solutions by 
manufacturers of farming equipment. The work carried 
out by Thomasson et al. [38] has discussed the 
frequently adopted manufacturers using crop sensors 
associated with this technology of nitrogen fertilizers. 
The study also suggestsusing automatic differential 
harvesting as another promising actuation process for 
promoting the harvesting process over the field. 
Adoption of differential harvesting process is reported 
in Sethuramasamyraja [39], where infrared sensors 
were used over vineyards to analyze the quality of 
graph based on anthocyanin present in berries. The 
implementation is carried out as follows viz. 
i) anthocyanin contents of the grapes are sensed, ii) a 
certain level of the threshold for this content is 
considered to generate a quality map for this data, and 
iii) forwarding the generated map to the user 
(harvester). 

 Geomapping and Remote Sensing: There are various 
forms of Geomapping and remote sensing approaches 
used towards PA (Kim et al.[40]). This approach leads 
to the generation of agroecological zones where 
different attributes are subjected to analysis (Muthoni 
et al. [41]). The imageries obtained from satellite 
images are studied for boundary delineation using 
feature extraction and image segmentation method 
(North et al. [42]). The existing study has also 
witnessed increased adoption of Sentinel-2 data in PA 
(Sharifi [43]) for analyzing nitrogen usage. Nitrogen is 
the essential input for PA has also been studied by Yao 
et al. [44] using an active crop sensor.  Apart from 
these conventional approaches, the advanced integrated 
approach of drone technology and Internet-of-Things 
are also deployed in precision farming (Uddin et al. 
[45]). Another interesting study carried out by Xu et al. 
[46] has used data from cameras and terrestrial laser 
scanning to monitor crop health in PA. The majority of 
the approaches associated with Geomapping and 
remote sensing are associated with capturing the field 
image followed by performing analysis. Proximal 
sensing is most recently integrated with remote sensing 
from multiple sources to study the leaf area index 
(Asad et al. [47]). This work connects the health 
statistics of the leaf with the topographical map of the 
earth. This model has three distinct modules viz. i) data 
processing with semantic segmentation of ground 
images, ii) training using deep learning model, and iii) 
performing prediction. The study outcome suggests 
that it is capable of performing better prediction even 
with images with low resolution. 
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The current study has also discussed spectral feature usage, 
where the prime challenge is to address the issues associated 
with data collection and training. This issue is addressed in 
Ashourloo et al. [48], which carried out a comparative study of 
different variants of spectral bands. The outcome shows 
support vector machine to be useful for large scale of data 
using time-series approach.  However, such an approach is less 
utilized for computing as well as predicting yield. This 
problem is addressed in the work of Fieuzal et al. [49] 
considering leaf area index. The data considered for this 
analysis is from synthetic aperture radar, where multiple 
sources are considered for analysis for evaluating a crop’s dry 
mass. A similar study is also carried out by Zalite et al. [50], 
where time series is considered. The study limits its evaluation 
from the wetlands, which is another research challenge found 
in current times. The prime cause of this challenge is spectral 
similarity and the degree of heterogeneity involved in 
landmasses. A study to address this challenge is seen in 
Hempattarasuwan et al. [51], where quantitative analysis is 
carried out over historical data. The study implements a 
classification approach by combining three standard 
approaches, i.e., Mahalanobis distance, maximum likelihood, 
and decision tree. The outcome shows a decision tree to offer 
better classification performance. A study concerning leaf area 
index is also carried out by Pan et al. [52], where water content 
information is also used for modeling. The emphasis on water 
attributes was also seen in the study of Patil et al. [53]. The 
current study also claims that useful classification can be 
carried out using a PA's deep learning approach (Sun et al. 
[54]). From an approach perspective, the random forest has 
also registered itself to be assisting in the classification of 
satellite images of land (Zafari et al. [55]). In such an approach, 
a unique classifier is designed for constructing a similarity 
kernel. There are also studies where correlated factors, e.g., 
development stage and fractal dimension,are studied (Shen et 
al. [56]). Such study mainly explores different factors that 
affect production, i.e., soil background and different farming 
practices. A unique study carried out by Dong et al. [57] has 
used chlorophyll index for assessing the internal processing of 
crops in PA.  The study carried out over simulated environment 
shows the potential linear correlation among different variants 
of vegetation index. The study contributes towards the impact 
of red edge reflectance associated with chlorophyll during 

photosynthesis. Such models emphasize the internal processing 
of plant nutrients but do not focus on balancing them. 
Balancing the nutrient demand is essential when it comes tothe 
management of agricultural land in PA. Such an approach was 
discussed by Gimenez et al. [58],where remotely sensed data is 
integrated with the model for land management. The study 
contributes towards yielding useful information associated with 
farm practices and balancing the nutrients demands on it.  
Existing studies have also evolved with a unique clustering 
approach on its features over the standard scale to assess the 
monitoring of crops in PA (Yuzugullu et al. [59]). The work 
carried out by Ali et al. [60] has developed a model for remote 
sensing where multitemporal attributes have been used for 
evaluating biomass. The study has used an integrated machine 
learning approach where neuro-fuzzy logic, neural network, 
and linear regression have been used over remotely sensed data 
to extract biomass estimates. 

 Automated Steering System: The research work 
towards this approach is mainly associated with 
developing agricultural machinery to give them a 
direction towards its orientation. The existing system 
has used fuzzy logic (Duan et al. [61]), manual priority 
(Fu et al. [62]), renewable energy (Ghobadpour et al. 
[63]), proportional integral derivative (Liu et al. [64], 
Yin et al. [65]), designing electro-hydraulic circuit 
(Mungwongsa et al. [66]), field robots (Gonzalez-de-
Santos et al. [67]), and automatic pilot system (Wang 
et al. [68]). The idea of the majority of such 
implementation orients about developing a system that 
can assist the agricultural machinery to accomplish 
specific objectives while farming. It reduced iterative 
human efforts andcan undertakea specific task that is 
not feasible for humans to carry out for a given 
constraint of extensive agricultural lands. However, 
most of the approaches are associated with hardware-
based development, and less advancement is done on 
the computational model. 

Table I highlights the summary of the most significant 
conventional PA-based approaches studied above-concerning 
issues, methodology, advantages, and limitations connected to 
them. 
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TABLE I. SUMMARIZATION OF THE EXISTING STUDIES IN PA [SPS: SATELLITE POSITIONING SYSTEM, VRT: VARIABLE RATE TECHNOLOGY, GRS: 
GEOMAPPING AND REMOTE SENSING, ASS: AUTOMATED STEERING SYSTEM 

 Author Problem Methodology Advantages Limitation 

S
P

S
 

Levoir et al. [25] 
High complexity localization, 

occlusion of GPS 

Autonomous GPS-based rover 

vehicle, image processing, 
statistics 

Higher accuracy 
Lacks standard 

benchmarking 

Rodriguez et al. [26]). Data acquisition 
Prototyping by integrating sensor 

and GPS 

Assists in differential data 

acquisition 

Lacks comparison with the 

existing system, does not 

consider signal unavailability 
in GPS 

Si et al. [27] 
Calculating steering angle of 

farming vehicle 

Prototyping with gyroscope, 

unscented Kalman filter, GPS 
Higher accuracy 

Involves higher computation 

to compute steering angle 

Dabove et al. [28] 
Receiver effectiveness with 

GPS 

Discussion of different variants of 

GPS-based receiver and antenna 
Simplified discussion 

It does not conclude the best 
performing receiving in 

adverse environmental 

condition 

Marucci et al. [29] Effectiveness of using GNSS 
An experimental model 
combining RTK with GNSS 

Improved accuracy of 
trajectories 

It does not deal with 

heterogeneous environments 

of farming 

V
R

T
 

Nordblom et al. [33] 
Search for the reason for 
waterlogging 

Simulation-based study 
Simplified probability 
model, risk analysis 

Region-specific study 

Steffani [34] 
Risk analysis of cotton 

production 
Statistical modeling Simplified risk analysis Region-specific study 

Kweon et al. [35] 
Testing of organic matter of 

soil 

Prototyping, field study, sensors, 

linear regression (multivariate) 
Comprehensive analysis 

Computational complexity is 

higher and not addressed 

Colaco& Molin [36] Fertilization of citrus 
Discussion of variable rate 
fertilization, yield map 

Reduction in input, 
Study-specific to region and 
crop 

Nawar et al. [37] Zone delineation management 
Discussion of various techniques 

and their contribution 

Pin-pointed findings to 

prove increased yield 

It does not discuss the 

inclusion of high-end 
analytics 

Thomasson et al. [38] Automation technologies 
Discussion of robotics and 

automation in PA 

Discusses the importance 

of robotics in PA 

It does not discuss the 

significant approach 

G
R

S
 

North et al. [42] Boundary delineation 
Image segmentation, feature 

extraction 

Higher suitability towards 

the classification of land 
Area-specific study 

Uddin et al. [45] Health monitoring of crop 
Drone with IoT, dynamic 
clustering of data 

Wide applicability, cost-
effective 

Hypothetical model 

Xu et al. [46] Health monitoring of crop 
Scanning with terrestrial laser, 

cloud data 
Higher precision 

It does not support 

heterogeneous modeling 

Asad et al. [47] Index area mapping of leaf Deep learning 

The prediction does not 

demand high image 

resolution 

Iterative mechanism, 

Ashourloo et al. [48] 
Data collecting during remote 
sensing 

Time-series, support vector 
machine 

Assists in involuntary crop 
mapping 

Training time is higher. 

Fieuzal et al. [49] 

Lack of well-sampled data in 

time series, analysis of leaf 
area index 

Combined analysis of satellite 

data and agrometeorological data 

Effective simulation of 

temporal feature 

Study restricted to specific 

crop (sunflower) 

Hempattarasuwan et al. 

[51] 
Wetland classification Integrated classification approach 

Decision tree found to 

offer higher accuracy 

This leads to computational 

complexity 

Pan et al. [52] Analysis of multispectral data 
Integrating leaf area index and 

water content, neural network 
Good accuracy 

It does not include the 

environmental uncertainty 

factor 

Patil et al. [53] Water productivity assessment Energy balance for surface Lower predictive errors Specific to desert farming 

Zafari et al. [55] Classification of land Randomized tree, kernel 
Able to solve high-

dimensional data 

Study-specific to support 

vector machine 

(Shen et al. [56]). Crop type classification Deep learning Reliable map generation 

Does not address the 

computational complexity of 

training. 
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Dong et al. [57] Assessing vegetation index 
Algorithm for extracting 

reflectance of active chlorophyll 

Capable of assessing the 

impact of vegetation 
impact 

Study-specific to chlorophyll 

Gimenez et al. [58] Classification of land usage 
Integrating remotely sensed data 

with a model of land management 

Increasing accuracy in the 

information of land usage 
Increased processing time 

Ali et al. [60] Biomass estimation Machine learning 
Enhanced estimation 

approach 

Accuracy depends upon the 
amount of trained data, 

presence of anomalies from 
the satellite signal 

A
S

S
 

Duan et al. [61] 
Real-time control on 

machinery 
Fuzzy Logic 

Improve accuracy in 

steering 

It depends upon ruleset 

construction 

Fu et al. [62], Liu et al. 
[64], Mungwongsa et al. 

[66] 

Automated steering Electro-hydraulic steering, sensor Reduced response time Lacks smart feature 

Ghobadpour et al. [63] Automated steering Renewable energy system Discusses increasing trend 
It does not highlight the 
effective approach 

Gonzalez-de-Santos et 

al. [67] 
Intelligent farming Robotics 

Discusses autonomous 

robots 
Research gap not identified 

Wang et al. [68], Yin et 
al. [65] 

Autonomous robots Embedded system Good accuracy No benchmarking 

III. WSN IN PRECISION AGRICULTURE 

With the advent of the dominant adoption of sensors, 
current research work towards PA has been revolutionized 
more toward incorporating smart sensing. One of the prime 
motivations towards this research trend is the increasing 
awareness of Internet-of-Things (IoT), where sensors are 
integral. IoT is one dominant research topic for improving 
agricultural yields (Kour and Arora [69]). It has contributed 
towards opening avenues for smart farming and PA, although 
there is some dominant research gap (Kour and Arora [69]). In 
this aspect, various forms of sensors have also been 
investigated towards PA, where it is found that support vector 
machine and random forest are dominant classification 
approaches (Kamath et al. [70]). Apart from this, there is also 
dedicated research work being carried out where machine 
learning approaches are claimed to optimize IoT performance 
in PA to facilitate predictive operation for farming. 

With the adoption of various sensors for capturing field 
information, the data are forwarded using various IEEE 
standards of the family (e.g., 802.15.4/11 as seen in the work of 
Kone et al. [71]), which further forwards it to the gateway node 
and then to cloud where the application of analytics resides 
(Ahmed et al. [72]). The study offers some specific information 
that was not found in conventional PA-based approaches, e.g., 
i) energy being one of the practical constraintsof using sensors 
in PA, and ii) routing and topology is another essential 
operation, which is also challenged in adverse environmental 
condition. There are various MAC protocols in wireless sensor 
networks [72], but they do not combine to ensure downlink 
scheduling, multi-hop decisions, heterogeneous duty cycles, 
and traffic adaptive. To perform a full scenario to capture 
environment information of farming process, all this 
characteristic is demanded in IoT. The adoption of IoT 
technology in PA is depicted in Fig. 6. The figure shows how 
sensor devices, gateways, and WiFi technology integrated with 
cloud infrastructure enableIoT-PA ecosystems. There are 
basically severalwireless sensor nodes deployed in the farm 
and agriculture fields in rural regions. The sensor nodes capture 
significant events related to agriculture and send them to the 

cloud computing system via WiFi and gateway-based 
networking systems. The sensed data collected to the cloud is 
further stored and processed by an analytics engine and fog 
networking to enable framers managing farms to boost the 
quality and quantity of products and optimizes the cost 
associated with human labor required. However, in this 
scenario, the biggest impediment is a trade-off concerning 
supportability and efficiency between the protocols in IoT and 
Wireless Sensor Network (WSN). 
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Fig. 6. Adoption of IoT in PA. 

The most recent study carried out by Gulec et al. [73] has 
discussed improving the lifetime of WSN focusing on PA in a 
distributed environment. The study uses connected dominating 
sets as a backbone of communication in WSN considering 
harvester and regular sensors in farming. The study outcome is 
obtained from both experimental and simulated versions stating 
that the proposed system is energy efficient. Existing research 
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shows certain dedicated attempts to model WSN in PA with 
uniform sensory node distribution over the farming area. The 
work carried out by Bacco et al. [74] has developed a channel 
model that is used by the ground sensors to perform data 
transfer. However, the emphasis was more on the usage of 
IEEE standards and less on WSN. Adopting the heterogeneous 
sensor network is witnessed in Sylvian et al. [75] and 
Kaiwartya et al. [76]. In this work, prototyping is carried out 
using different sensors to capture different information 
associated with farm fields and crops. 

Further, WSN also claims to offer a decision support 
system for facilitating water usage (Khan et al. [77]). A 
prototype is designed where the temperature is used for 
environmental monitoring in PA. The study analyzes the 
consumption of current while functioning over different 
degrees of temperatures. Importance over plant water is 
another investigation in the existing system, an essential part of 
the leaf sensing system in WSN with PA. The current study 
claims that the adoption of backscatter-based sensor nodes 
could enhance the PA performance from the perspective of 
power-saving (Daskalakis et al. [78]). The study has also used 
Morse code, which is computationally cost-effective for carrier 
signal modulation. Focus on power saving can also be 
implemented using non-orthonormal multiple access in WSN 
(Hu et al. [79]). The study outcome shows that this mechanism 
significantly controls outage probability and the rate of 
summed data. 

The majority of the existing studies emphasize estimating 
soil parameters in PA; however, the modeling attributes are 
less emphasized towards power. A study on such issues is 
carried out by Estrada-Lopez et al. [80], where a WSN 
topology is constructed using both cloud and IoT considering 
soil parameters. The data analysis is carried out by an artificial 
neural network followed by using a unique power management 
scheme. Apart from the terrestrial application, the adoption of 
WSN is also carried out over the underground ecosystem. 
Salam et al. [81] have developed such a system to model 
channel impulse. The study has also analyzed various time-
domain attributes, e.g., gain in multipath power, channel 
capacity, delay, etc. A study on a similar direction towards the 
underground ecosystem is also investigated by Castellanos et 
al. [82], where soil parameters are collected using a narrow-
band communication scheme of Long Term Evolution (LTE). 
The study uses unmanned aerial vehicles to collect data from 
underground sensors over the potato crop field. Another study 

of the underground ecosystem is carried out by Sambo et al. 
[83], where a path loss model is presented along with 
predictive framework development using a complex dielectric 
constant. 

Deployment of WSN in PA was also claimed to enhance 
productivity by using dataloggers and actuators (Lozoya et al. 
[84]). The current study of WSN is also focused on 
incorporating intelligence in the process of irrigation in PA. 
The work carried out by Jamroen et al. [85] has developed an 
irrigation scheduling mechanism using fuzzy logic in WSN. 
The outcome witnessed an increase in crop yield. The current 
study also discusses the usage of WSN for assisting in 
localizing in PA. Sahota and Kumar [86] have implemented a 
model where the received signal strength has been used for 
distribution over WSN. The study develops a node localization 
model considering distance propagation invarious degrading 
effective over the signal considering fading and path loss 
model. The study contributes to predicting loss in nitrogen. A 
similar received signal strength-based approach for assisting in 
localization has also been carried out by Abouzar et al. [87]. 
This study has used a spanning tree for developing belief 
propagation. 

A unique concept towards promoting energy harvesting in 
PA is discussed by Konstantopoulos et al. [88]. According to 
this study, the electric potential produced within a plant is used 
as a power source for WSN. The study uses nonnegative matrix 
factorization to process this electric potential signal. From the 
viewpoint of power saving, it is also found that data registers' 
frequency plays a crucial role. The energy-saving in WSN can 
be facilitated using this data register frequency variation to 
impact PA (Santos and Cugnasca [89]). Another essential 
factor to be considered is the presence of partitioned sensors in 
PA, which leads to disruption in the network. The work carried 
out by Maheswararajah et al. [90] hypothesizes that the 
presence of such nodes leads to noise in the measurement. A 
Kalman-filter-based optimization strategy is developed to 
restore such nodes. Existing literature further hypothesizes that 
monitoring environmental values is essential when deploying 
WSN in PA. The work of Kampianakis et al. [91] has 
presented a prototype that employs the networking principle of 
sensor nodes (especially modulation of analog frequency) 
along with software-defined radio. 

The summary of the practical approaches in WSN in PA is 
tabulated in Table II. 
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TABLE II. SUMMARY OF WSN-BASED PA APPROACHES 

Author Problem Methodology Advantages Limitation 

Gulec et al. [73] Network lifetime 
Connected dominating sets, solar 

energy harvesting 
Reduced energy consumption 

Lacks considering different 

resource retention 

Bacco et al. [74] Coverage and Connectivity Channel model Simplified design 
Only focus on IEEE 802.15.4 

usage 

Sylvian et al. [75], Kaiwartya 
et al. [76] 

Health monitoring of crops Multi-sensor prototype Effective field measurement Lacks benchmarking 

Khan et al. [77] 
Water utilization in the 

farming area 
Decision support system Higher accuracy 

does not consider energy 

factor 

Daskalakis et al. [78] Plant water monitoring Backscatter Power saving 
Cost is still incurred in the 

usage of multiple equipments 

Hu et al. [79] Enhancing Network lifetime 
Non-Orthonormal Multiple 
Access 

Reduces outage probability 
Not applicable for the sparse 
network. 

Estrada-Lopez et al. [80] 
Power management, soil 

parameter estimation 

Artificial neural network, cloud, 

IoT 

Enhanced reliability and 

better system performance 

The study uses a specific 

sensor node, which demands 
more training for accuracy. 

Salam et al. [81] 

Underground channel 

development in WSN for 
assessing soil health 

Assessing impulse response 

Approach with practical 

constraints, reduced energy 
depletion, reduced delay 

The routing aspect is not 

considered in WSN 

Castellanos et al. [82] Computation of link quality 
Narrow-band communication, 

path loss model 

Applicable for both under and 

above ground operation 

It does not ensure scalability 

owing to the defined range. 

Sambo et al. [83] 
Underground monitoring in 
PA 

Path loss model, predictive Higher accuracy 
Performs a highly iterative 
operation 

Jamroen et al. [85] Irrigation scheduling Fuzzy logic 
Reduces energy consumption, 

increased crop yield 

Increased dynamic attributes 

may cause an increase in 
fuzzy rules 

Sahota and Kumar [86], 

Abouzar et al. [87] 

A crop network architecture 

in PA 

Received signal strength, 

maximum likelihood 

Resistive against multipath 

fading 

Cannot sustain over 

intermittent links in WSN 

Konstantopoulos et al. [88] Energy harvesting Nonnegative matrix factorization 
Highly cost useful energy 
source 

Workability over extensive, 

dense, and uncertain network 

is not evaluated 

Maheswararajah et al. [90] The partitioned node in WSN Kalman Filter Reduced error rate 

Error computation is 

resource-dependent and 

hence not scalable for large 

networks. 

Kampianakis et al. [91] Environmental monitoring 
Prototyping, software-defined 
radio 

Higher precision 
It demands excessive power 
consumption 

IV. REVIEWING RESEARCH TREND 

From the perspective of the global trend, it is seen that IoT, 
along with the inclusion of software and different variants of 
sensing technology, is going to minimize the skilled labors in 
agriculture in the coming days. The global market is not 
consistently evolving with the rise of real-time kinetic 
technology, remote sensing technology, networking, variable 
rate technology, robotics, and fertilizers and sprayer 
controllers. 

A. Trend in PA Research 

The last decade has witnessed approximately 1710 research 
papers in PA approaches while only 230 are found to be 
journals in IEEE Xplore digital library. A nearly similar trend 
is found in other reputed publishers like ACM digital library, 
Springer, ScienceDirect, and Elsevier. There are very few 
studies towards automated steering systems, while more 
studies are populated in the adoption of satellite positioning 
systems (GPS, GNSS). Not much work is carried out towards 
variable rate technology. However, some potential work in a 

large number has been carried out towards remote sensing and 
soil mapping. More inclination is seen towards remote sensing 
approaches using hyperspectral images or other equivalent 
forms of images from an unmanned flying object (drones).  
However, the trend is more on adopting a single crop field is 
extensively more investigated, and multi-crop land is less 
found in consideration, which could impedeupcoming research 
work. Agriculture 4.0 is an upcoming standard for automating 
PA; however, studies show few implementations associated 
with such upcoming standard formulation. Image processing 
remains the dominant approach, and its adoption is consistently 
increasing; however, there is a shift of this approach with data-
centric technologies in IoT. 

B. Trend in Technological Adoption 

The present scenario of implementation in PA is highly 
scattered. More work is carried out using prototyping, and less 
mathematical or computational modeling is noticed. Adoption 
of machine learning or artificial intelligence is also found to be 
less prominent in this aspect. Although machine learning has 
been used in existing studies, it is not evaluated fromits 
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computational complexity. The engineering area, e.g., robotics, 
embedded system, machinery compilation, etc. is more 
focused, limiting investigation strength and giving less 
exposure to unknown challenges in PA. Adopting IoT and 
WSN has just started its research work, and it has more way to 
go to achieve its state of maturity as a research standard model. 
The development of a test-bed for analyzing farming data is 
another inclusive research trend in PA. 

C. Trend in Target Issues 

The issues mainly considered in the existing system in PA 
are mainly associated with environmental monitoring. The 
existing research trend is also to consider a specific issue 
connected with a specific crop, making the model heavily case-
specific and less applicable to different environments. Data 
acquisition is another target issue considered in the existing 
research trend in PA. Different techniques have been carried 
out towards acquiring data. However, less emphasis is offered 
to analyze this collected data. The trend towards analytics over 
multi-crop land is less found. Adopting sensors integrated with 
different networking principles also assists in data acquisition; 
however, there are various open-end challenges associated, 
e.g., non-inclusion of the energy model makes such a solution 
limited to theoretical concepts. 

V. DISCUSSION AND PERSPECTIVE 

Based on the observation being carried out towards 
conventional approaches used in PA and the upcoming 
adoption of WSN in PA, it is noticed that there are various 
concluding remarks associated with the overall techniques used 
in PA. This section briefs about the learning outcomes of the 
proposed review work as follows: 

 A tradeoff between Demands and Available 
Technology: A closer look into the available 
approaches shows that PA needs to consider multiple 
attributes simultaneously, e.g., soil health, plant-related 
features, surrounding environment, and weather. There 
are many more sub-attributes for this core attribute, 
which require equal attention for improved crop 
cultivation and environmental risk reduction. All the 
existing approaches using a conventional approach or 
WSN based approaches use only a limited number of 
such attributes in modeling its PA. On the other side, 
there has been an immense advancement in prototyping 
as well as computational modeling. However, 
prototyping is the most dominant approach in PA in 
existing studies. Hence, the demand to offer productive 
PA performance is immensely more which are not 
found to be considered while modeling with existing 
technological advancement. 

 Lack of Uncertainty-based Modelling: There are 
various attributes like crop health, rainfall, 
temperature, soil health, etc. they are stochastic. 
Existing approaches focus on modeling predefined 
ecosystems, which is more or less impractical than 
real-world scenarios. There isa various uncertain 
scenario that could develop either using conventional 
or WSN based approaches, e.g. rate of energy 
depletion,incoming streamed data, mobile of 

machinery, occlusion in GPS-based data, etc. Until and 
unless such uncertainty conditions are not included in 
the modeling, the outcome may eventually result in 
outliers.  Apart from this, various studies where 
machine learning has been used do not consider this, 
leading to its solution inapplicable to real-time 
application. 

 Use Case Specific Study: Almost all the existing PA 
approaches have considered a specific use case of crop 
or study environment (e.g., soil health, water, 
temperature, etc.). On the other side, the conventional 
study approach has focused on the adoption of specific 
machinery. The modeling is carried out considering a 
specific form of crops using any of the approaches in 
PA. This means that there is no generalized algorithm 
to solve a similar problem when environmental 
variables change. It also incurs more cost when it 
comes to deploying commercial products and their 
adoption. It is only cost-effective of a simplified model 
(or product) that can address multiple PA problems 
altogether. 

 Less Emphasis over Routing: Routing or deploying a 
communication protocol is significant usingthe larger 
farming area with challenging communication 
scenarios (e.g., forest, terrain, etc.). It is already 
observed that the adoption of the hybrid approach is 
the most effective one to mitigate the limitation of 
single-approach. For example, GPS integrated with 
sensor nodes or drones could offer more effective data 
capture than considering any of them. This also means 
that there isa good possibility of hybridizing different 
types of machinery and different nodes to facilitate an 
effective data transmission in PA. However, this 
challenge can be addressed if a unique routing protocol 
is designed and developed for such a scenario. No 
studies are being carried out in evolving a novel 
routing scheme in PA;instead, it reuses the adopted 
techniques' routing scheme. This also offers more 
impediments towards data transmission when the farm 
environment is subjected to priority-based data 
transmission or exercising specific time-critical 
applications. 

 IoT and WSN still in the Nascent Stage: IoT is slowly 
making its entry from the roof of research and 
development to the commercial world. Apart from this, 
the study shows that most PA approaches have a 
deployment of sensor nodes for soil mapping, remote 
sensing, etc. (conventional approach in PA), but they 
do not have a deployment of WSN, which makes a 
network of sensors. With the inclusion of automation 
standard 4.0, there is a need for smart farming using 
IoT, which is still under development. Apart from this, 
WSN is an integral part of IoT. However, there has 
been immense work towards addressing multiple 
problems in WSN in past decades, and their solutions 
are not directly applicable in IoT. There is always a 
tradeoff between IoT and WSN with the inclusion of 
IoT based routing scheme and WSN based routing 
scheme that requires smooth integration. Hence, 
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current approaches in WSN on PA aresignificantly less 
and insignificant in contrast to conventional PA 
approaches. 

 Lack of inclusion of Resource: Sensor nodes of any 
form are characterized by the limited capability of 
processing as well as they have limited availability of 
resources too (e.g., memory, channel capacity, energy, 
etc.). None of the existing studies where WSN is 
considered in PA has any inclusion of novel resource 
management model exclusively focusing on constraints 
associated with PA's farming environment. Without the 
inclusion of the resource factor, modeling any solution 
will be more impractical. 

 Few Studies towards Optimization: By optimization, it 
can represent a technique that offers increased 
performance yield with low inclusion/dependencies of 
resources. Machine learning has been used for this 
purpose to some extent. At present, many optimization-
based approaches fit on solving various problems 
associated with PA. A closer look into the existing 
system also shows that it does not ensure 
computational cost-effectiveness in its algorithm. 
Hence, the adoption of appropriate optimization 
techniques is highly demanded. 

VI. CONCLUSION 

The manuscript discusses the PA approaches and 
techniques that are mainly associated with implementing a 
management scheme towards facilitating effective responses 
toward crops, measurement, and observation towards animals 
and fields. Adoption of PA leads to enhanced yields in the 
crop, cost reduction, and process input optimization. However, 
there are various challenges associated with it. There is an 
inclusion of higher initial capital to implement PA in real-time, 
and such investment is carried out for long-term plans. In order 
to reach the PA implementation maturity stage, several years 
may be consumed prior to even possessing adequate data to 
implement even the conventional approaches completely. The 
final challenge in PA implementation is its data aggregation 
followed by an analysis, which could be an extensively 
demanding task. Based on the presented findings of existing 
research work, it could be just said that effective 
implementation of PA demands i) precise management, 
ii) identification and adoption of appropriate technology, and 
iii) data. 

1) Overall summary: The essential findings of the proposed 

study are summarized as follows: i) existing approaches of PA 

has an increasing concern over interoperability of different 

innovative systems and tools, ii) adoption of PA by ordinary 

farmers will be a big task as the technologies involved in it are 

highly advanced and require a thorough knowledge of it, 

iii) despite various studies using IoT, narrowband, GPS, WSN, 

etc., coverage and connectivity in rural areas will be a 

potentiallytricky task, iv) An appropriate PA implementation 

leads to generate a massive score of big farming data which is 

impossible to analyze from a single data point in the crop field.  

With the increasing adoption of multi-crop land, there will be 

massive growth of data and understanding the significance and 

priority of such data will be near to impossible for average 

farmers in existing times, v) IoT and WSN is the most 

promising technology in PA, but adoption of current schemes 

only induces scalability problems along with troublesome 

configuration issues, vi) there is a lack of mathematical 

modelling seen in the existing system using WSN, which has 

better future scope. 

2) Future work: The future direction of work will consider 

adopting IoT and WSN, which is the most demanding 

upcoming technology for reshaping the existing system to 

Farming 4.0. In this context, the next work is to design and 

develop an IoT scenario with multi-crop land powered by 

heterogeneous WSN. The focus will be first to include all real-

time constraints, e.g., energy, coverage and connectivity, 

resource management of the sensors. The secondary focus is to 

formulate a novel routing scheme thatoffers flexibility, 

scalability, and resource efficiency. It is also necessary to 

perform the complete modeling using the computational model, 

considering its applicability to practical world scenarios. The 

inclusion of multiple challenging test-bed and an effective 

validation technique could further offer more reliability to PA's 

upcoming solution. 
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Abstract—Fifth generation of wireless cellular networks 

promise to enable better services anytime and anywhere. Non-

orthogonal multiple access (NOMA) stands as a suitable multiple 

accessing scheme due to the ability to allow multiple users to 

share the same radio resource simultaneously via different 

domains (power, code, etc.). Through the introduced power 

domain, users multiplexed at the radio resource within different 

power levels.   This paper studies power allocation in downlink 

NOMA, an optimization problem formulated that aims to 

maximize the system's sum rate. To solve the problem, a genetic 

algorithm based power allocation (GAPA) was proposed that 

uses genetic algorithm (GA) that employs heuristics to search for 

suitable solutions. The performance of the proposed power 

allocation algorithm compared with full search power allocation 

(FSPA) that gives an optimal performance. Results show that 

GAPA reaches a performance near to FSPA with lower 

complexity. In addition, GAPA simulated with various user 

paring algorithms. Channel state sorting based user pairing with 

GAPA achieves the best performance comparing to random user 

pairing algorithm and exhaustive user pairing. 

Keywords—Non-orthogonal multiple access; power allocation; 

genetic algorithm; user pairing 

I. INTRODUCTION 

Conventional orthogonal multiple access (OMA) takes an 
incredible role starting from the first generation of wireless 
cellular networks (1G) to the fourth generation (4G) that uses 
orthogonal frequency division multiple access (OFDMA) for 
downlink network and single carrier (SC-OFDMA) for the 
uplink network [1]. Although OMA provides a various number 
of advantages to the network, it cannot handle massive 
connectivity under the diversity of quality of services (QoS) 
demands by users. Fairness, scarcity of the spectrum, and 
increasing number of connected devices add additional 
obstacles for OMA [2]. Non-orthogonal multiple access 
(NOMA) introduced for the fifth generation (5G) [3] [4]. 
NOMA represented as a suitable multiple accessing scheme 
due to the ability to handle an increased number of users and 
boosting the performance of the system such as spectrum 
efficiency [5]. Various schemes of non-orthogonal multiple 
access proposed such as Multiple User Shared Multiple Access 
(MUSA), Interleaver Division Multiple Access (IDMA), Spare 

Code Multiple Access (SCMA), and Pattern Division Multiple 
Access (PDMA). These schemes are divided into several 
categorize based on their properties [6], where MUSA and 
Resource Spread Multiple Access (RSMA) use spreading 
sequences. Otherwise, a structured coding matrix is used in 
SCMA and PDMA where IDMA based on interleaver and 
NOMA schemes is build based on the power domain. 

In power domain NOMA, multiple users assigned to one 
resource block (RB) through different power levels utilizing 
superposition coding (SC) and successive interference 
cancelation (SIC) [7]. Channel condition plays a critical role in 
the performance and to the amount of power assigned to each 
user sharing the same RB [8], such that users coupled with 
distinctive channel conditions where the user with a bad 
channel condition allocated with higher power level than the 
user with good channel condition. One of the main designing 
issues to consider is the resource allocation in NOMA that can 
be identified by user pairing and power allocation. User pairing 
helps to identify the perfect couple of users to share a single 
RB while power allocation divide the power among the users 
sharing this RB.   The optimal approach reached through the 
brute force strategy where all the possible solutions of user 
pairs and power allocation coefficients searched. Though the 
optimal performance gained, it is highly complex not to 
mention the complexity of SIC performance and excessive 
signaling overhead [9]. Reducing SIC execution can be 
established through the user pairing scheme that widely studied 
in different researches over the past years. Another designing 
aspect of downlink NOMA is power allocation which in 
addition helps boosting the performance of the system due the 
power domain multiplexing strategy. In [10], a general 
overview of downlink NOMA and a comparative simulation of 
different user pairing and power allocation schemes 
maintained. Random user pairing and channel state sorting 
based user pairing evaluated with fixed power allocation 
(FPA), through the simulation channel state sorting based user 
pairing achieves higher system sum rate than random user 
pairing. On the other hand, Full Search Power Allocation 
(FSPA) proven to reach optimal performance of the system 
though it is highly complex. Therefore, it is strictly essential to 
understand the tradeoff between the system performance and 
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the complexity of the system.   Resource allocation received 
great attention from research society but optimal resource 
allocation still a very challenging task. In the downlink and 
uplink NOMA system, user clustering and power allocation 
were studied in [11]. Considering the channel gain difference a 
near-optimal user clustering algorithm proposed that aim to 
maximize the sum rate, for each cluster, an optimal power 
allocation strategy is given. The author in [12], propose 
iterative water-filling power allocation used with a greedy 
algorithm based user pairing to maximize users rate. 
Optimization of user pairing using matching theory proposed 
in [13], where a game between user and subchannel is 
estimated to match users into subchannels to maximize the sum 
rate of the system.  Matching problem-based subchannel 
allocation and DC programming power allocation across 
subchannels and between users in each subchannel to boost 
energy efficiency studied in [14]. In [15], a bisection based 
iterative algorithm proposed for solving the non-convex 
problem yield from power allocation, the main objective of the 
proposed algorithm is to enhance the fairness of the system. 

Genetic algorithm (GA) was introduced as a programming 
technique based on biological evolution [16]. It is characterized 
by overwhelming searching capability, which is usually 
utilized to find the optimal solution for complex problems. GA 
is employed for multiple domains of interest such as: data 
mining [17], fault diagnoses [18], cloud computing [19], 
Wireless Sensor Networks (WSN) [20], where cellular 
networks are no exception. In the LTE OFDMA system, GA 
utilized to learn antennas coverage pattern which leads to 
enhance the capacity of the system and decrease the network 
interference [21]. In the downlink NOMA system, a resource 
allocation algorithm using GA is proposed for pairing users 
that share the same frequency resource with an optimal power 
allocation strategy [22], results show that through the proposed 
algorithm a fast coverage to the target solution is achieved. On 
the other hand, GA utilized for power allocation in [23]. The 
proposed GA power allocation algorithm aims to maximize the 
achievable sum rate, results show that GA based NOMA 
overcome the performance of OMA. From the discussed 
works, reaching optimality in power allocation is still very 
challenging task especially with higher number of users 
sharing a single RB.  Therefore, GA adopted for power 
allocation to maximize the system's sum rate considering 
power conditions and QoS of users which is assumed in this 
work as the minimum user's data rate. 

The rest of the paper organized as follows: Section II 
discuss the mathematical model of the system. Power 
allocation problem formulated in Section III where the next 
Section IV presents the proposed power allocation algorithm. 
In Section V, the performance scenarios and performance 
metrics are evaluated to simulate, analyze, and compare 
performance. Finally, Section VI represents the conclusion and 
future works. 

II. SYSTEM MODEL 

In a single cell, we study a downlink Multiuser NOMA 
with one Base Station (BS) and an arbitrary set of K users (kϵ 
1,2,…, K) served over N RB (nϵ1,2,…,N). Channel gains of 

allocated users to nth  RB ordered as  |h1,n |≥|h2,n|≥|hk,n|≥⋯≥
|hK,n|, such that channel gain utilized to define the transmission 
power for each user in the users set allocated to that RB. 
Nevertheless, power allocation, user pairing, and SIC decoding 
order depend on channel gain sequence. At receiver side, the 
scheduled strong user on the nth  RB uses SIC to exclude inter-
user interference which is estimated through decoding other 
multiplexed signals of other users messages and subtracting 
these signals to be able to decode the signal of its own 
message. Weak users on other hand decode their own signals 
treating other signals as an interference, this process have 
negligible degradation on the performance due to power 
allocation policy followed in NOMA systems where weak 
users associated with high power levels.  In downlink system, 
BS multiplex the messages of users sharing n

th
 RB via 

superposition coding, thus superimposed signal is expressed as: 

   ∑ √      
 
                (1) 

Considering the RB total power ∑        
 
    where pi,n 

denote the power coefficient for UEi in RBn. The system total 
power is ∑      

 
   , where n and m (mϵ1,2,…, M) represent 

the index of RB and the index of users multiplexed over a RB, 
respectively.  Assuming perfect knowledge of the channel state 
information of all users and Additive White Gaussian Noise 
(AWGN) channel is considered, user's k received signal on 
RBn is calculated by: 

     √    |    |   ∑ √    |    |  
 
                      (2) 

where the signals sk and si is multiplexed over |hk,n| that 
represents the channel attenuation factor between user k and 
BS on RBn. Vk,n is the power spectral density with AWGN  N0  
(W/Hz). Total bandwidth is divided equally among RB such 

that the bandwidth of a specific RB is defined as    
 

 
  . The 

total power on all RBs is assumed to be equivalent thus Signal 
Interference to Noise Ratio (SINR) for user K in RBn is 
represented as [24]: 

         
    |    |

    ∑     |    |
   
   

             (3) 

UEK as the weakest user allocated in RBn do not perform 
SIC where the signals of other users allocated in the same RB 
and the environmental noise treated as an equivalent noise. In 
contrast UEk, based on NOMA concept, performs SIC which 
enable successful decoding and subtracting (UEk+1, UEk+2, ….., 
UEK) message signals on while treat other (UE1, … ,UEk-2, 
UEk-1) message signals and the environmental noise as an 
equivalent noise. Thus SINR for user k in RBn is expressed as: 

         
    |    |

    ∑     |    |
   
   

             (4) 
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Assuming M=2, two users can concurrently share a RBn. 
      and       represent user1 rate and user2 rate in RBn and 
are calculated as follow: 

            (  
        
    

)             (5) 

            (  
        

             
)            (6) 

where |h1,n|≥|h2,n| , UE2,n do not perform SIC. On the other 

hand, UE1,n needs to extract UE2,n signal then decode its own 
signal. Generally, under a successful decoding and no error 
propagation system with a randomized inter-cell interference 
that can be seen as white noise, where the power coefficient of 

UE2,n given higher ratio than UE1,n such as p1≤p2. Therefore, 

the achievable throughput of user k on RBn is expressed as: 

            (  
    |    |

     ∑     |    |
   
   

)           (7) 

Whereas, the total system sum rate equals to the summation 
of total sum rate calculated over the RBs, which is represented 
as: 

   ∑   
 
     ∑ ∑     

 
   

 
               (8) 

It is worthy to mention that not only exclusive sum rate 
optimization of the system is provided, a spectral efficiency 
and energy efficiency performance metrics is also simulated. 
For each RB in NOMA system given the total sum rate 
calculated at the RBn as Rn and the bandwidth of this RBn is Bn, 
then the spectral efficiency of the regarded RBn is expressed as: 

     
  
  

               (9) 

Thus, the total spectral efficiency or as regarded as the 
system's spectral efficiency is calculated by: 

    ∑    
 
               (10) 

Additionally, energy efficiency over RBn given that ps and 
pc as the total RB power and the additional circuit power 
consumption, respectively. Therefore, energy efficiency of the 
RBn is defined as: 

     
  

     
            (11) 

where the total energy efficiency or as known by system's 
energy efficiency is expressed as: 

    ∑    
 
               (12) 

Due to the effect of the factor of dividing the power to 
paired users, an optimization of power allocation is needed. 
Additionally, most of the works presented to optimize power 
allocation consider two user multiplexing strategy according to 
simplicity, rather multiple user multiplexing strategy need to be 
researched. Motivated by that, the main contribution of this 
work is to propose a power allocation algorithm that maximize 
system's sum rate, the problem related to the power allocation 
formulated in the next section followed by the solution 
approach. 

III. PROBLEM STATEMENT 

In this section, we formulate a maximization of system's 
sum rate power allocation as an optimization problem. In order 
to enhance system's sum rate, it is important for each user to 
reach or exceed a minimum rate. Therefore, power allocation 
optimization problem is formulated as: 

       ∑  

 

   

 

Subject to: 

C1:             

C2:   ∑     
 
       

C3:          

Where       represents the minimum user rate requirement, 
constraint C1 applies that each user data rate have to reach or 
exceed a specific user rate. Power allocation constraints 
discussed in C2 and C3, where the available power of an 
individual RB divided among the users sharing it as expressed 
in C2 such that the summation of power coefficients equals to 
total power of the RB. C3 on other hand indicates that power 
allocation coefficient must be higher than zero. 

IV. GENETIC ALGORITHM BASED POWER ALLOCATION 

(GAPA) 

Genetic algorithm (GA) adopted as an intelligent search 
algorithm to find the optimal solution, is defined as an 
optimization method that explores huge search space based on 
a powerful meat-heuristic. To solve the power allocation 
problem formulated in the previous section, the Genetic 
Algorithm based Power Allocation (GAPA) processes are 
shown in Algorithm 1. The process of resource allocation 
performed iteratively beginning by pairing users to a specific 
RB then GAPA is utilized. Therefore, the processes of GAPA 
held where the number of genes in chromosomes is highly 
dependent on the multiplexing number such that for two users 
sharing the same RB (scenario1), the genes of chromosomes in 
the generations is equivalent to 2. Moreover, considering the 
case of three users multiplexing genes of chromosomes in 
every generation is equal to 3 also. Due to the nature of 
solutions, a string of real number representation was adopted 
such that the power level of an individual user presented in real 
numbers. 

A random set of L chromosomes are generated, each 
representing a feasible solution. For some cases, the coverage 
of the population was maintained without a limitation in size. 
Rather in this work, we limit the number of chromosomes in a 
generation to L= 100 and the number of generations to be 50. 
Chromosomes of each generation including the initial 
generation evaluated based on a predefined fitness function 
represent the optimization objective, by that means the fitness 
function in this paper is the sum rate formulated in (8). Then 
generations of chromosomes go through other GA operations 
of selection, crossover, and mutation to explore and invoke 
modified solutions. 
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Algorithm 1: GAPA 

for RB1 to RBn do  

    for l=1 to L do 

         //generate the initial population of chromosomes 

          //chromosomes represent the power coefficient for users   

            sharing the RB power= (P1,n ,..., Pm,n); 

           for g=1 to G do 

                //evaluate each chromosome through fitness function   

                  calculated in (4.8) 

                //create a measurement array that calculate not only the  

                  fitness function additionally rates of users sharing RB   

                 (4.7), sum rate (4.8), spectral efficiency (4.9) and  

                 energy efficiency (4.11) 

                Measurement=(R1,n ,...,Rm,n,Rn,SEn,EEn); 

                for c=1 to L*crossoverratio do 

                    //perform crossover over a portion of population 

                    //randomly select parents from the population and   

                      swap the genes between every two parents 

                    if crossoverpoint=1 then 

                       swap all genes between the parents; 

                       else if crossoverpoint=2 then 

                           swap the genes from the second gene between the  

                           parents; 

                            else 

                               swap the third gene between the parents; 

                            end  

                       end 

                    end  

                end 

                for m=1 to L*mutationratio do 

                     //perform mutation over a portion of the population 

                      if mutationpoint=1 then 

                         change the value of the first gene randomly; 

                           else if mutationpoint=2 then 

                                  change the value of the second gene randomly; 

                                else 

                                    swap the third gene between the parents; 

                                end 

                            end 

                     end  

               end 

                 Repeat evaluation; 

                 for l=1 to L do 

                      select the next population based on the roulette wheel selector; 

                 end  

            end 

    end 

end 

 

Through crossover and mutation, or as known by 
reproduction, a new offspring of chromosomes are generated 
where crossover ratio is assumed to be 0.5 and mutation ratio 
equals to 0.25. A 50% of the current population perform 
crossover where two arbitrary selected chromosomes referred 
to as parents swap their genes such that in GAPA, crossover 
have to consider the main requirements such that after 
swapping the genes among two chromosomes power levels of 
users with higher channel gain should not be higher than the 
power level of users with lower channel gain. Another point to 
be taken into consideration that the summation of power levels 
after exchanging the genes should be equal to the total RB 
power based on the second condition of the formulated 
problem, where a one point crossover is applied. The process 
of crossover is based on the number of genes summarized in 
Table I. 

TABLE I.  CROSSOVER OPERATION IN GAPA 

Crossover 

cases  

Two user multiplexing  

(scenario 1) 

M=2 

Three user multiplexing  

(scenario 2) 

M=3 

Case 1 

  

Case 2 

  

Case 3  

 

On the other hand, 25% of chromosomes in a population 
chosen for mutation where random chromosomes are selected 
such that for the randomly chosen gene the value will be 
altered. Based on the dependability of the solved problem to 
real numbers a uniform mutation is utilized. Therefore, the 
altered value on a specific gene is randomly generated such 
that it should not exceed an upper bound or not be less than a 
lower bound which in our case determined by the total 
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transmission power on a RB such that by adding the power 
ratios assigned to each user associated in this RB the value 
should be equal to the total RB power. Selection then held 
which plays a huge role in forming the new generations, from 
different approaches for selection a roulette wheel selection is 
employed which is based on a probability distribution that 
gives the probability of selection to each chromosome. Thus, 
the probability of selection for chromosome j is defined as: 

   
  

∑   
 
   

            (13) 

These processes go in a cycle until the stopping criteria is 
reached which is assumed to be the number of generations that 
assumed earlier to be 50. Therefore, user pairing and GAPA 
performed iteratively for each RB available in the system. 

V. RESULTS AND DISCUSSION 

For the simulation results, the performance of our proposed 
power allocation algorithm is compared with FSPA that 
present an optimal solution. The simulation runs into a NOMA 
system with one BS. A single transmitting antenna and 
multiple users, each is occupied with one receiver antenna in a 
single cell. System's sum rate, spectral efficiency, and energy 
efficiency are evaluated for GAPA with exhaustive search user 
pairing in downlink NOMA system. Through this simulation, 
we assume the channel to be the product of free-space path loss 
and Gaussian white noise. Table II presents the most 
commonly used simulation parameters that is used commonly 
in similar researches. RBs are characterized with equivalent 
amount of bandwidth and downlink transmission power. For 
this scenario, the number of users in the system is considered to 
be 6 and 12 due to the high complexity produced by the large 
number of users in the system. We set the minimum rate that 
can be achieved by each user Rmin to 100 kbps. In addition the 
number of GA individuals, crossover ratio, mutation ratio, and 
the number of generations as a stop criteria are set to 100, 0.50, 
0.25, 50, respectively. 

In the beginning, the performance of the system with 
different number of users served among the cell is simulated. 
Therefore, the number of users are assumed to be either K=6 or 
K=12. Both cases are evaluated with GAPA and FSPA for 
power allocation and exhaustive search user pairing, with three 
users multiplexed per RB (M=3). That implies with K=6, the 
number of RBs needed for users to be served among equals 
N=2. On other hand, with K=12 the number of RBs for users to 
be paired on as a triple is N=4. 

A comparison between FSPA and GAPA as a function of 
the system's sum rate is illustrated in Fig. 1. The figure shows 
that with the increase in the transmitted power, the gap 
between FSPA and GAPA increase for both downlink NOMA 
systems. Considering the system with six users (K=6), both 
power allocation algorithms reaching the same performance at 
lower transmitted power while GAPA outperforms FSPA for 
higher transmitted power due to the heuristic searching 
method. On the other hand, in downlink NOMA with twelve 
users (K=12) GAPA achieves superior system's sum rate than 
FSPA for higher transmitted power where on lower transmitted 
power FSPA is better though GAPA is low complex. 

TABLE II.  SIMULATION PARAMETERS 

Parameter  Value 

Transmitted Power (  ) 316 mW (25 dBm) 

Total Bandwidth (B) 5 MHz  

Number of resource blocks RPs (N) 24 

Number of subcarrier  12 per RP 

 Noise Spectral Density (  ) -150  dBw/Hz 

Channel estimation  Ideal  

Channel  AWGN 

Traffic Model  Full Buffer 

Circuit power (  ) 1 w 

Multiplexed users over single RB (M) 2,3 

Number of users (K) 6,12 

Number of transmit antenna at BS 1 

Number of receiver antenna at UE  1 

Minimum user's data rate  (    ) 100 kbps 

Number of chromosomes per generation (L) 100  

Number of generations (G) 50 

Crossover ratio  0.50 

Mutation ratio  0.25 

 

Fig. 1. Sum Rate Performance of 3-users Multiplexing Downlink NOMA 

(M=3) with FSPA and GAPA. 

Fig. 2 and Fig. 3 illustrate the performance of the system 
based on spectral efficiency that is expressed as the ratio of 
sum rate and bandwidth. In downlink NOMA with K=6, 
GAPA performs better than FSPA especially with higher 
transmitted power as shown in Fig. 2. Additionally, Fig. 3 
illustrates the performance of spectral efficiency in downlink 
NOMA system with K=12. Searching based on heuristics 
benefit with the system's performance such that GAPA is more 
spectrally efficient than FSPA. Number of users served in the 
system effect the performance where with the growth in the 
number of users the spectral efficiency increase. 
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Fig. 2. Spectral Effeciency Performance of 6-users (K=6) Downlink NOMA 

with FSPA and GAPA. 

 

Fig. 3. Spectral Effeciency Performance of 12-users (K=12) Downlink 

NOMA with FSPA and GAPA. 

Energy efficiency (EE) of the system is presented in Fig. 4. 
The value of Pc is assumed to be constant and equal to 1W. 
Results shows that both FSPA and GAPA have reached an 
equivalent performance based on overall system energy 
efficiency for 6 users case.  In contrast, downlink NOMA with 
K=12 GAPA has consumed less energy than FSPA due to the 
utilized searching technique. It is also found that with the 
increase in transmission power system, the energy efficiency 
decreased due to transmission with large power to maximize 
overall sum rate. Referring to Fig. 1, GAPA with 12 users gain 
has the highest system sum rate which lead to deceased system 
EE. 

Time complexity of simulated power allocation algorithms 
in both systems is evaluated. Fig. 5 shows that GAPA in both 
system decreases the complexity of the system with higher 
performance gain than FSPA that represent the best optimum 
performance. FSPA used in downlink NOMA with K=12 takes 
the longest time where with GAPA the time complexity 
decreased significantly. Additionally, in downlink NOMA with 
K=6 FSAP reach higher complexity in GAPA. 

 

Fig. 4. Energy Effeciency Performance of  Downlink NOMA with FSPA 

and GAPA. 

 

Fig. 5. Time Complexity of Power Allocation Algorithm in Downlink 

NOMA Systems. 

A second scenario for simulation is done through a 
simulation of different resource allocation schemes, where we 
assume that these schemes differentiated by the user pairing 
algorithms. Three user pairing schemes simulated with GAPA.  
A random user pairing that works by pairing arbitrary users 
into a cluster to be allocated into an individual RB, a channel 
state based sorting user pairing that is based on dividing the 
users based on their channel conditions into different NOMA 
clusters each must contain a strong and weak users. In addition, 
exhaustive search based user pairing is considered. All 
algorithms invoked with GAPA. 

As illustrated in Fig. 6 to Fig. 8, channel state information 
based sorting user pairing gain the best performance among 
other algorithms in term of system sum rate, spectral efficiency 
and energy efficiency. Such that with the increase in transmit 
power the performance gain of the three user pairing 
algorithms increase as well. System's sum rate and overall 
spectral efficiency performance of exhaustive approach are 
slightly higher than random user pairing, where in term of 
energy efficiency the performance of these two user pairing 
algorithms are equivalent. 
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Fig. 6. Sum Rate Performance of 3-users Multiplexing Downlink NOMA 
(M=3) with Different User Pairing Algorithms. 

 

Fig. 7. Spectral Efficiency Performance of 3-users Multiplexing Downlink 

NOMA (M=3) with Different User Pairing Algorithms. 

 

Fig. 8. Energy Efficiency Performance of 3-users Multiplexing Downlink 

NOMA (M=3) with Different User Pairing Algorithms. 

Finally, in downlink NOMA with K=12 the effect of the 
number of users multiplexed over the same radio resource is 
investigated. For evaluation, two multiplexing scheme M=2 
and three multiplexing scheme M=3 for downlink NOMA 
system is simulated. Therefore, the number of RB needed for 
tow multiplexing scheme M=2 given as N=6. Where on the 
case with three user multiplexing scheme M=3, four RBs N=4 
needed. The result in Fig. 9 shows that the sum rate of the 
system with three users multiplexing system M=3 overcome 
system's sum rate with two user multiplexing scheme M=2. 
Therefore, increasing the number of users sharing the same 
resource helps to increase system's sum rate performance. In 
addition, utilization of GAPA with both multiplexing schemes 
scenarios increase the performance of the system especially 
with higher transmitted power levels. 

 

Fig. 9. Sum Rate Performance of 2-users and 3-users Multiplexing 

Downlink NOMA (M=2 and M=3). 

VI. CONCLUSION 

Next generation cellular networks needs a new and highly 
effective technologies to be adopted, one of the promising 
recommended technology for radio accessing technique is 
NOMA. The basic concept of NOMA is to utilize power as its 
new diminution. In a downlink NOMA system, power 
allocation optimization problem is formulated where total 
subchannel power and minimum user's data rate are taken in 
consideration. Genetic algorithm power allocation (GAPA) is 
proposed to solve the problem, which can not only achieve 
high performance gain but can decrease the complexity. GAPA 
is utilized with an exhaustive user pairing scheme and is 
evaluated through comparing the performance with FSPA. 
Results show that the proposed algorithm reach a good 
performance in addition the complexity is decreased. GAPA 
outperform FSPA with large number of users and high 
transmission power. Moreover, exhaustive, random, and 
channel state based sorting user pairing algorithms were 
invoked with GAPA. Through these experiments, channel state 
based user pairing overcome the other two user pairing 
algorithms based on system's sum rate, spectral efficiency, and 
energy efficiency. Finally, the impact of multiplexed users in a 
single subchannel was studied, where results revealed that with 
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higher number of multiplexed users, the system's sum rate 
increased. For future investigations, enabling the proposed 
algorithm with a downlink system with imperfect channel state 
information and further enhancement of the spectral efficiency 
by adding MIMO technology needed to be studied. 
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Abstract—Since dementia patients clearly show the 

retrogression of linguistic ability from the early stage, evaluating 

cognitive and language abilities is very important when 

diagnosing dementia. Among them, naming is an essential item 

(sub-test) that is always included in the dementia-screening test. 

This study developed confrontation naming prediction models 

using support vector regression (SVR), random forest, and 

weighted random forest for the elderly in the community and 

identified an algorithm showing the best performance by 

comparing the accuracy of the models. This study used 485 

elderly subjects (248 men and 237 women) living in Seoul and 

Incheon who were 74 years old or older. Prediction models were 

developed using SVR, random forest, and weighted random 

forest algorithms. This study revealed that the root mean 

squared error of weighted random forests was the lowest when 

comparing the prediction performance using models based on 

SVR, random forest, and weighted random forest. Future studies 

are needed to compare the prediction performance of weighted 

random forest with other machine learning models by calculating 

various performance indices such as sensitivity, specificity, and 

harmonic mean using data from various fields to prove the 

superior prediction performance of weighted random forest. 

Keywords—Confrontation naming; generative naming; support 

vector regression; random forest; weighted random forest 

I. INTRODUCTION 

The elderly population is rapidly increasing worldwide as 
the life expectancy is extended because the socioeconomic 
level has been improved and medical science has been 
advanced. In particular, aging is progressing faster in South 
Korea than in Europe, the United States, and Australia since 
South Korea has experienced an increase in the elderly 
population and a low birth rate at the same time. South Korea 
entered an aged society in 2017 with the proportion of the 
elderly population (65 years old or older) more than 14% [1]. It 
is also forecasted that South Korea will enter a super-aged 
society in 2026, indicating that the proportion of the elderly 
population will exceed 20% in 2026 [1]. When the elderly 
population increases, and the occurrence of senile diseases also 
increases. Particularly, the incidence of dementia has rapidly 
increased and it was forecasted that it would reach 633,000 in 
2020, a large increase from 220,000 in 2010 [2]. As the 
number of patients with dementia increases, geriatric medicine 

has been actively studied the characteristics of early dementia 
and the early detection of dementia [3,4,5]. 

Communication abilities, as well as cognitive abilities such 
as memory, are deteriorated distinctively in the aging process. 
Kang et al. (2001)[6] reported that 41.4% of the elderly 
population in South Korea experienced several difficulties in 
communication during daily life activities. As aging 
progresses, the elderly gradually have more difficulties in 
understanding and expressing language [7,8], and also 
experience difficulties in inference and reminiscence [9]. 
Particularly, previous studies [10,11], which evaluated the 
linguistic performance of healthy elderly people, revealed that 
the elderly had an inferior generative naming ability, indicating 
the ability to freely recall words, to young adults. 

Recently, confrontation naming has drawn attention as an 
effective differentiation indicator of senile cognitive disorders 
such as dementia. Since patients with dementia clearly show 
the retrogression of linguistic ability from the early stage, 
evaluating cognitive and language abilities is essential when 
diagnosing dementia [12,13,14]. Among them, naming is an 
essential item (sub-test) that is always included in the dementia 
screening test. It has been forecasted that the number of 
dementia patients will increase as the proportion of the elderly 
population increases. Therefore, accurately understanding the 
risk factors of cognitive disorders, diagnosing them early, and 
providing appropriate rehabilitation accordingly are a crucial 
issue in the field of geriatrics and gerontology [15]. 

Over the past decade, supervised learning-based machine 
learning algorithms such as support vector regression (SVR), 
weighted random forest, and random forest have been widely 
used as a way to identify complex risk factors of diseases 
[16,17,18]. Although ensemble machines have been reported to 
have better prediction performance in classifying binary data 
such as the presence or absence of diseases compared to 
decision trees such as classification and regression trees 
[19,20,21], most studies used regression models and decision 
trees to predict the cognitive disorders in old age by using 
demographic and other factors [22,23], and only a few studies 
have used ensemble machines. In addition, as far as we are 
aware, no study has attempted to predicting the communication 
characteristics of healthy South Korean elderly people in the 
normal aging process using an ensemble machine. This study 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

327 | P a g e  

www.ijacsa.thesai.org 

developed confrontation naming prediction models using SVR, 
random forest, and weighted random forest for the elderly in 
the community and identified an algorithm showing the best 
performance by comparing the accuracy of the models. 

II. RESEARCH AND METHODS 

A. Subjects 

This study used 485 elderly subjects (248 men and 237 
women) living in Seoul and Incheon who were 74 years old or 
older. Selection criteria were (1) those without a history of 
neurological diseases such as stroke or Parkinson's disease, (2) 
those who received 24 or higher points from the Korean 
version of Mini-Mental State Exam (K-MMSE) and fell within 
the normal range, (3) the elderly who did not have visual and 
hearing impairment for conducting the study, and (4) the 
elderly who did not have depression according to the results of 
the Korea-Geriatric Depression Scale Short form (K-GDS-S). 
Power analysis was conducted using G-Power version 3.1.9.7 
(Universität Mannheim, Mannheim, Germany) (Fig. 1). When 
predictor variables were nine, alpha=0.05, power (1-B) =0.95, 
and effect size (f

2
) was 0.25, the number of samples was 400, 

indicating that the sample size of this study exceeded the 
appropriate sample size to conduct statistical tests (Fig. 2). 

B. Definition of Measurements and Variables 

This study measured the confrontation naming ability by 
using the Short forms of the Korean-Boston Naming Test (K-
BNT-15) because the elderly have limited attention ability and 
it is difficult to conduct an examination for a long time. [24]. 
K-BNT-15 is a task to evaluate the confrontation naming 
ability by looking at the presented picture and saying the name 
of it. It gives one point per correct answer, and the total score 
was 15 points. The cut-off score is eight points [24]. 

Executive function, visuospatial ability, memory, attention 
concentration, language function, and orientation were 
measured using the Korean Version of Montreal Cognitive 
Assessment (K-MoCA) [25]. K-MoCA is a standardized 
cognitive screening test that can effectively discriminate 
various dementia patients including mild cognitive impairment 
(MCI) and vascular dementia. It is composed of multiple 
aspects of executive functions (4 points; trail-making B task, a 
phonemic fluency task, and a verbal abstraction task), 
visuospatial abilities (4 points; a three-dimensional cube copy 
and a clock-drawing task), memory (5 points; the short-term 
memory recall task), sustained attention task (6 points; number 
memorization, target detection using tapping, and subtracting 
by 7 from 100), language (5 points), and orientation (6 points), 
and the total score of it is 30 points. 

Generative naming was measured using both semantic 
fluency test and phonetic fluency test among the items of 
Controlled OralWord Association Test (COWAT), a sub-test 
of Seoul Neuropsychological Screening Battery (SNSB)[26]. 
The semantic fluency task requires the activation of lexical-
semantic, and the subject was asked to speak the vocabulary 
within the “animal” category for one minute. The phonetic 
fluency test requires the activation of the phonetic-lexical 
network, and this study conducted only the “k” phoneme. The 
examiner recorded all responses spoken by the subject for one 
minute in order on the response sheet, and the correct 

responses were calculated by counting the total number of 
words. 

Picture description was measured using the task of 
observing and describing “seashore”, an item in the self for 
oneself section of the Korean version of the Western Aphasia 
Battery (K-WAB)[27]. This study calculated the correct 
information unit (CIU ratio, %) according to Eq. 1, indicating 
the proportion of words providing appropriate and correct 
information among the descriptions of the “seashore”. 

CIU ratio (%) = Number of CIUs / Total Number of Words × 100  (1) 

Working memory was measured using the Digit Span test, 
a subtest of the Korean Wechsler Adult Intelligence Scale (K-
WAIS) [28]. The Digit Span is measured by repeating forward 
or backward the numbers called by an examiner and it reflects 
working memory. Digit span-forward starts with 3 numbers, 
and the number of numbers to be memorized increases by one 
in the next step. The last seventh step has nine numbers to be 
memorized. Each step has two trials, and the second trial is 
conducted only when the subject fails in the first trial. It was 
scored by recording the number of digits of the step accurately 
performed by the subject, and the total score is 14 points. Digit 
span-backward is a task to listen to a series of numbers and 
repeat the numbers in reverse order, and it was conducted and 
scored in the same way as the digit span-forward. 

Depression was measured using the Short form of Geriatric 
Depression Scale (SGDS). Sheikh & Yesavage (1986)[29] 
developed the SGDS based on diagnostic validity studies on 
the existing Geriatric Depression Scale (GDS). They selected 
15 items showing the highest correlation with depression out of 
the 30 items of the GDS. At the time of development, they 
reported that the correlation coefficient (r) between the GDS 
and the SGDS was 0.84, indicating a strong correlation. The 
cut-off score defining depression was set as 6 points based on 
the results of previous studies [30,31]. 

 

Fig. 1. Result of Power Analysis using G-Power. 

 

Fig. 2. Results of Estimating the Number of Samples Needed for Statistical 

Analyses. 
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Explanatory variables were age, gender (male, female), 
educational level (middle school graduate and below and 
middle school graduate above), mean monthly household 

income (<1.5 million KRW, ≥1.5 million KRW and < 2.5 

million KRW, and ≥2.5 million KRW), living together or not 

after marriage (living with a spouse, bereavement, and 
separation from a spouse), smoking (non-smoking and 
smoking), drinking (non-drinking and drinking), working 
memory (total score), pictures description (CIU ratio), 
prevalence of depression, generative naming (total score), 
executive function (total score), visuospatial ability, memory 
(total score), attention concentration (total score), language 
function (total score), and orientation (total score). Table I 
shows the results of descriptive statistics on the general 
characteristics of the subjects. 

C. Development of a Confrontation Naming Prediction Model 

for Elderly People in South Korea 

SVR is a regression model based on a support vector 
machine (SVM). SVR is an extension of SVM, so that it can be 
applied to regression analysis [32]. It is used to predict a 
random loss value by introducing an e-insensitive loss function 
[32]. SVR has the advantage of having high explanatory power 
even for data with nonlinearity or complex patterns. On the 
other hand, it also has the disadvantage that it requires a long 
learning time due to high computational complexity and it is 
difficult to interpret the model because it is impossible to 
analyze the direct relationship between the independent 
variable and the dependent variable. Moreover, SVR converts a 
nonlinear feature space that cannot be separated linearly into a 
high-dimensional linear regression problem by using a kernel 
function for nonlinear expansion. Linear, polynomial, and 
radial basis kernel functions are generally used for this process. 
The concept of SVR is presented in Fig. 3. 

Random forest is one of the ensemble techniques that 
generate multiple tree models using bootstrap samples and 
predict the outcome by synthesizing the models. Random forest 
does not use all p-dimensional explanatory variables, but it 
splits tree by randomly selecting m-dimensional explanatory 
variables smaller than that. Random forest has the advantage of 
being able to use out of bag (OOB) samples because it uses 
bootstrap samples [34,35]. The importance of the variable can 
be easily calculated through permutation, and the mean square 
error (MSE) of the OOB sample is calculated using the 
regression tree model generated by the bootstrap samples. The 
concept of random forest is presented in Fig. 4. 

Weighted random forest is one of the ensemble techniques 
that conducts model averaging by applying the same weight to 
each tree model. Since random forest generated by 
bootstrapping, there is a possibility that the random forest is 
composed of models showing good performance and those 
showing bad performance. If the model averaging is performed 
with giving more weight to good tree models, it can provide 
better prediction power than the existing random forest models 
giving equal weight. Weighted random forest algorithm was 
developed based on this concept (Fig. 5). Weighted random 
forest also uses OOB samples as random forest does. 
Regarding b = 1, …, B, when the MSE e(b) of an OOB sample 
O(b) was calculated with the tree model Tr(fb), generated with 

the b
th

 bootstrap sample θ(b), it is assumed that a model with a 
large e(b) is a bad tree model and a model with a small e(b) is a 
good tree model. A model averaging technique using a weight 
given to each tree model (Tr(fb)) by using the calculated e(b) is 
defined as the weighted random forest. This model used 
Akaike weights [37] for selecting AIC models. 

D. Evaluating the Prediction Performance of Machine 

Learning Models 

Multiple linear regression analysis builds models by 
applying a regression coefficient estimation method using the 
least squares method. Random forest limited the number of 
developed decision tree models to 100. SVR was analyzed 
using the linear kernel function, the most basic kernel function. 
It was analyzed by setting c (a parameter determining the 
generalization of the regression model) as 15.0 and e-
insensitive loss function (a precision parameter) as 0.001. This 
study compared the root mean squared error (%) of developed 
models to compare their prediction performance. Since random 
forest has randomness, and the random seed was fixed to seed 
No. 123789 while reiterating the models. 

TABLE I. RESULTS OF DESCRIPTIVE STATISTICS ON THE GENERAL 

CHARACTERISTICS OF THE SUBJECTS 

Factor Mean±SD Minimum Maximum  

Age, year 69.3±8.3 60 83 

Education, year 10.1±3.1 6 16 

Executive function 2.2±1.4 0 4 

Visuospatial ability 3.5±0.7 1 4 

Working memory (digit 
span: forward) 

6.2±2.2 3 12 

Working memory (digit 
span: backward) 

4.6±2.1 1 11 

Memory 2.1±1.5 0 5 

Attention concentration  5.3±0.9 3 6 

Language function 4.6±0.6 3 5 

Orientation 5.8±0.6 4 6 

K-BNT (total score) 78.5±22.3 15 99 

K-MoCA (total score) 23.6±3.6 16 29 

 

Fig. 3. The Feature Space of SVR [33]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

329 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 4. Concept of a Random Forest [36]. 

 

Fig. 5. Concept of a Weighted Random Forest [21]. 

III. RESULTS 

A. Development of Confrontation Naming Prediction Models 

for the Elderly in South Korea and Comparison of their 

Prediction Performance 

Table II shows the root mean squared error of the 
confrontation naming prediction models for the elderly in 
South Korea, developed by using SVR, random forest, and 
weighted random forest. The results of this study defined a 
model with the lowest root mean squared error (%) as the 
model with the best prediction performance. As a result of the 
test for prediction performance, the random forest algorithm 
derived with 28.4% (a Root Mean Squared Error) was 
confirmed as the model with the best performance. 

TABLE II. THE ROOT MEAN SQUARED ERROR OF THE CONFRONTATION 

NAMING PREDICTION MODELS FOR THE ELDERLY IN SOUTH KOREA 

Model Root Mean Squared Error (%) 

SVR 31.1 

Random forest 30.5 

Weighted random forest 28.4 

B. The Importance of Variables of the Final Model (Random 

Forest) for Predicting the Confrontation Naming of the 

Elderly Living in South Korea 

Fig. 6 shows the importance of variables of the final model 
(random forest) for predicting the confrontation naming of the 
elderly living in South Korea. The final model confirmed that 
generative naming-meaning, generative naming-phonemes, 
memorizing numbers forward immediately, and memorizing 
numbers backward immediately, and memorizing numbers 
backward were the main variables with high weight for 
predicting the confrontation naming of the elderly. Among 
them, generative naming-meaning was the most important 
variable in the final model. 

 

Fig. 6. Importance of Variables (Presenting the Importance of only the Top 

4 Variables) of the Final Model (Random Forest) for Predicting Confrontation 
Naming of the Elderly Living in South Korea. 

IV. DISCUSSION 

This study explored factors related to confrontation naming 
using SVR, random forest, and weighted random forest for the 
elderly in the community. The results of this study showed that 
the performance of confrontation naming was significantly 
associated with executive functions such as generative naming-
meaning, generative naming-phonemes, memorizing numbers 
forward immediately, and memorizing numbers backward 
immediately. The results of this study agreed with the results of 
previous studies [38,39] based on the generalized precedence 
model (GLM), which showed that the performance of 
confrontation naming was significantly related to the 
generative naming the language domain of K-MMSE, number 
memorization (a test that measures working memory and 
attention), and the attention concentration domain. The results 
of this study implied that the healthy elderly without 
neurological diseases or dementia had a close relationship 
between the performance of confrontation naming and 
executive functions (e.g., generative naming and memorizing 
numbers immediately) [38] and executive functions could be 
major factors in predicting the performance of naming 
performance. In the future, longitudinal studies are needed to 
prove the causal relationship between cognitive functions and 
confrontation naming. 

In this study, the CIU ratio of the picture description task 
was not a significant predictor of confrontation naming. Since 
the CIU analysis method is mainly used to analyze the 
language abilities of patients with central and peripheral 
nervous system damage such as aphasia and dementia, it could 
have a little impact on confrontation naming in this study, 
which targeted the healthy elderly in the community. 
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This study revealed that the root mean squared error of 
weighted random forests was the lowest when comparing the 
prediction performance using models based on SVR, random 
forest, and weighted random forest. Byeon et al. (2019) [21] 
developed a voucher service demand prediction model using 
weighted random forest, similar to this study, and showed that 
weighted random forest showed higher prediction accuracy 
than other machine learning methods. They suggested 
developing prediction models by using weighted random forest 
because weighted random forest giving more weight to good 
performing tree models showed better accuracy than the 
conventional random forest, which gives the same weight to all 
tree models. 

V. CONCLUSION 

This study, which analyzed the imbalanced data, also 
confirmed that weighted random forest has better predictive 
performance than random forest or SVR. It is believed that the 
weighted random forest will be more effective for developing 
prediction models for imbalanced y-variables. Future studies 
are needed to compare the prediction performance of weighted 
random forest with other machine learning models by 
calculating various performance indices such as sensitivity, 
specificity, and harmonic mean using data from various fields 
in order to prove the superior prediction performance of 
weighted random forest. 
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Abstract—Currently the need to provide quality education to 

future generations has led to the development of new teaching 

methodologies, within this fact the tools provided by information 

technologies have been positioned as the future of learning, in 

this sense, the learning to program is no longer considered a 

selective skill in the field of computing, being today a necessity 

for any student who wants to be competent in this globalized and 

dynamic world. Within this context, the present research aims to 

analyze to what extent the use of the Scratch programming 

language allows the development of computational thinking skills 

and mathematical logic. The methodology consisted of the 

application of programming fundamentals through Scratch 3.0 to 

an experimental group composed of 25 students who were 

randomly selected from a population of 100 students, the data 

collection was carried out through a test of logical reasoning 

standardized by Acevedo and Oliva and a test of levels of 

computational thinking standardized by González. According to 

the results, a significant difference is postulated in the 

performance of the students in both tests, having a more 

considerable improvement in the criteria: Loops, Control of 

Variables (CV), Probability (PB) and Combinatorial Operations 

(CB). Therefore, it is concluded by highlighting the importance 

of teaching basic concepts of Computer Science such as 

computational thinking and mathematical logic, since it 

contributes to the internalization of concepts when developing 

algorithms in problem-solving. 

Keywords—Scratch; computational thinking; logic reasoning; 

teaching 

I. INTRODUCTION 

Nowadays, within the curricular networks of different 
Educational Institutions of Regular Basic Education (EBR), 
the implementation of IT tools in education is inappropriate 
due to a lack of competence of teachers in their use and also in 
part due to a lack of knowledge of the virtues that bring these 
strategies into the student’s cognitive development, thus 
creating a perception of complexity towards programming for 
both students and teachers [1]. 

However, the virtue of the combination of conventional 
methodologies with IT tools are decisive, thus establishing 
young people who use computational thinking and 
mathematical-logical reasoning in their daily lives. According 
to [2] computational thinking can be defined as the ability to 
solve problems through capabilities such as algorithms and 

computational methods, this thinking is divided into four main 
processes: decomposition, abstraction, pattern recognition and 
algorithms. The aforementioned processes will have a 
fundamental role in the analysis of the benefits it brings to 
students, being these evaluated through the test designed by 
[3]. 

Similarly, the reasoning is made up of various capacities 
associated with mathematics, such as Pythagorean arithmetic 
or Euclidean geometry. On the other hand, beyond traditional 
conceptions, at present mathematical logic is considered as the 
reasoning that causes science through the validation of 
knowledge by the scientific method [4]. The importance of 
logical reasoning has always been valued in primary and 
secondary education. However, in the context presented, the 
following question arises: to what extent does the teaching of 
programming language through Scratch 3.0 develop Logical 
Reasoning and Computational Thinking in students of Regular 
Basic Education? 

According to the existing bibliography, there seems to be a 
tentative answer that affirms said development of skills, but 
even more, there is an improvement in the acceptance of the 
error, since the success of this type of software lies in the 
development of the expected skills, thanks to the learning 
programming by goals [5]. 

II. THEORETICAL FRAMEWORK 

A. The Programming Languaje 

In the world of computing, any technology or object that is 
called or has a computer or processor inside, works with a 
single language called binary code, that is, basically for a 
computer there are only ones and zeros. 

Therefore, when it comes to the programming language, it 
is subdivided into two: high-level and low-level language; In 
this case, in the present work the first one will be taken as the 
central point, since the programs that will be exposed later use 
this type of programming language. These are closer to 
mathematical and natural language [4]. 

There are many types of programming languages below, in 
Table I which places Scratch within the types of programming 
languages: 
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TABLE I. TYPES OF PROGRAMMING LANGUAGE 

Language 

type 
Description Software 

C++ 

Intended for the development of programs or 

packages. Arduino 
Cross-platform Python programming language, 

ideal for beginners. 

Eve online, 
Panda3D 

Visual 

It is a programming language in a growing 

state, mainly used to teach basic knowledge of 
the programming language. 

Scratch, 

CODE 

JavaScript 

Designed to create programs that will be stored 

in web pages, it is also ideal for creating and 
implementing effects and actions. 

Android 

Studio 

B. Scratch 3.0 Software 

Scratch defines itself as a program that allows you to 
create stories, games or animations; which can then be shared 
with the community, which provides positive feedback for 
users. In addition, it helps improve creativity and systematic 
thinking in young people [6]. 

In addition, among the numerous visual programming 
software, Scratch is the educational program par excellence, 
which provides a solution to the common abandonment of 
programming courses, caused by a perceived high difficulty 
that this activity entails [7]. 

Likewise, Scratch has a constructive and above all active 
teaching process, which generates in students a better 
experience when learning to program, and as Paper defended: 
programming languages must have a “low floor” and a “high 
ceiling” In other words, it should not be a challenge to 
understand how to start programming, however the 
possibilities must be gigantic [7]. 

C. Computational thinking 

In this modern and changing world, technology is an 
important part of the development of new methods to improve 
the productivity of certain products [8]. 

Computational thinking is that way of solving problems, 
using computational methods or methods normally used by 
technology such as algorithms [2]. 

This process consists of several parts to follow, which are 
developed through a specific reasoning called computational 
logic. 

Computational thinking is of great importance for current 
demands, these being characterized by the constant problems 
that employees are subjected to, for example. In short, 
computational thinking is imperative if you want to “survive” 
in this globalized world. Because the teaching of this system 
provides the population with a tool so that, as mentioned 
above, it improves production and efficiency in any type of 
work environment and in daily life. 

In this case, greater importance will be given to 
decomposition as a fundamental part of computational logic 
and therefore of computational thinking. 

D. Logical Reasoning 

Logical reasoning is composed of various capacities 
associated with mathematics, such as Pythagorean arithmetic 
or Euclidean geometry. On the other hand, beyond traditional 
conceptions, at present mathematical logic is considered as the 
causal reasoning of science through the validation of 
knowledge by the scientific method [9]. 

It is extremely important, the importance of logical 
reasoning has always been valued in primary and secondary 
education. However, in recent years, the development of these 
mathematical skills is the same, the methods can be varied, in 
this case we will study the impact of IT on the learning of 
mathematical logic. 

E. Teaching Scratch 3.0 to EBR Students 

Reference [7], dealing specifically with Scratch, as this is a 
type of block-oriented visual programming language, it has a 
constructive teaching process, ideal to initiate students to 
programming. This gradual process accompanied by the 
development of expected skills through a programming 
system for individual goals makes Scratch 3.0 the 
programming software par excellence for young people. 

On the other hand, it is worth emphasizing what the 
literature in recent years says about the development of both 
thoughts and their relationship with Scratch: first, logical 
reasoning is composed of various capacities associated with 
mathematics, such as Pythagorean arithmetic or Euclidean 
geometry. On the other hand, at present, mathematical logic is 
considered as the reasoning that gives rise to science through 
data validation [4] that is why authors such as [10] present a 
curriculum for students that are oriented to their true needs; 
therefore, globalization is considered as the first axis. 

As for how Scratch manages to develop the 
aforementioned capacities, everything lies in the principles 
with which it was devised, below in Table II, the three 
fundamental principles are presented according to [7]. 

TABLE II. SCRATCH 3.0 PRINCIPLES [7] 

Scratch Principles Description 

The programming 

language must be 

playful 

The ease with which you can try different options to 

complete a certain action is essential to improve the 

experience of what it is to program. 

The programming 
language must be 

meaningful 

When a person wants to learn something new, one of 
the best ways to do it is if the activity is meaningful to 

the person, that is, it has a certain degree of relevance 

and authenticity for each user. Scratch is designed 
precisely to meet this requirement; it is diverse and 

personal at the same time. 

The programming 
language must be 

social 

Scratch is closely linked to its website, since in this 
way a good community has been consolidated around 

the MIT platform so that each user, regardless of age, 

can share your work with the whole world with just 
one click; being able to receive the necessary 

improvements for their animation, comic strip, game 

or project in general. 
In short, thanks to the Scratch website, you have 

personal feedback for each user. 
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The model proposed by [7] is achieved thanks to the 
Scratch interface. The same one that had an original design 
motivated to meet the learning needs and, besides, create 
interest in children and young people. Thus, in the first 
instance, Scratch began to be used in places outside the 
classroom, although it would inevitably reach the curricula of 
thousands of schools around the world, due to this invitation 
to exploration and exchange with peers [11]. 

F. The Literature on Scratch and its Impact on Teaching 

Especially in the last decade, studies have been conducted 
at schools about student acquisition in programming and 
computational thinking skills. Scratch is regarded as a useful 
tool in teaching programming or ensuring that students acquire 
computational thinking skills [12-13]. 

Scores obtained from assessing Scratch projects via 
Scratch web tool and students’ Computational Thinking 
Levels do not differ based on gender. In other words, gender is 
not influential on students’ project assessment scores. While 
literature presents extensive proof for the impact of gender on 
student’s characteristics related to computers or programming 
[14-15]. There is a significantly high relationship between 
students’ Scratch skills and their computational thinking skills. 
In other words, development in students’ programming skills 
in Scratch will cause similar increases in their computational 
thinking skills or improvements in their Computational 
Thinking Levels will generate increases in their Scratch skills. 
Literature provides extensive proof that the process of 
programming is not mechanical, but a thinking discipline [16]. 

According to [17], in an investigation developed which 
aimed to compare the scores of fifth-grade students obtained 
from Scratch projects, the scores obtained of the Scale of 
Levels of Computational Thinking and Examine this 
comparison in terms of different variables. A correlational 
research model was used in the study in which 31 students 
participated. Students were taught basic programming using 
Scratch for 6 weeks’ period. At the end of the training, the 
students' scheduling skills were measured through the Dr 
Scratch web tool. Computational thinking skills were 
measured using Scale of levels of computational thinking that 
includes 5 factors: creativity, problem-solving, algorithmic 
thinking, collaboration and critical thinking. The data were 
analyzed for internal reliability to calculate the reliability of 
the scale. Cronbach's alpha reliability coefficient was found to 
be 0.809. It was found that the scores obtained by the students 
by use of any of the measurement tools did not differ 
depending on gender or period of computer use, however, a 
significant high-level relationship was observed between 
students' programming skills with Scratch and your 
computational thinking skills. 

III. METHODOLOGY 

La metodología utilizada está enfocada a un estudio 
cuantitativo para determinar puntos concluyentes sustentados 
en datos numéricos sometidos a tratamiento estadístico para 
corroborar su validez, de esta manera es que se opta por este 
tipo de metodología en lugar de un estudio cualitativo, con el 
fin de buscar la mayor certeza de que el tratamiento es el 
principal motivo de los resultados y no factores externos, 

además de ser más relevante al momento de replicarlo en 
diferentes contextos mundiales. 

A. Objective 

Analyze the development of computational thinking and 
mathematical logic through the visual programming language 
Scratch. 

B. Population and Sample 

The total population is made up of 100 students in the third 
grade of Regular Basic Education, of which 25 students were 
selected for the experimental group through a simple random 
sampling. With the sample described above, the constant 
evaluations to which they will be subjected will be important, 
through tests designed to quantify the use of computational 
thinking in solving problems. 

C. Process 

Learning sessions were designed consisting of a minimum 
of four lessons, each lasting sixty minutes and divided into 
four parts: purpose, where the goal of the class is expressed; 
development, where we proceed with the explanation of the 
blocks and the structure of visual programming; evaluation, a 
moment in which an exercise with the name of “Challenge” is 
proposed and finally exit, the final section where all the 
concepts are recovered and conclusions are drawn. 

Finally, the sample was evaluated with a pre-test, before 
applying the programming lessons and at the end of the 
lessons, it was completed with a post-test; both evaluations as 
a data collection instrument. 

D. Data Collection Instrument 

Two collection instruments were used due to the two fields 
of study: mathematical logic and computational thinking. In 
the case of the first, what was proposed by Tobin and Copie 
(1981), and their study “Test of Logical Thinking” (TOLT), 
and the subsequent conversion and validation to the Spanish 
language, carried out by [18], the same that assesses through 
open and closed questions five criteria on logical reasoning: 
proportionality (PP), control of variables (CV), probability 
(PB), correlation (CR) and combinatorial operations (CB). 

In the case of computational thinking, it was based on 
Gonzales’ study, in which, through a test of 28 multiple-
choice items, it is aimed at the standard quantification of the 
levels of computational thinking in the subjects, in solving 
problems by helping each other. With computational concepts: 
Basic Directions, Loops (repeat times), Loops (repeat until), 
Simple Conditional, Compound Conditional, While (while) 
and Simple Functions. 

The test lasts 45 minutes and as an objective population to 
students from twelve years to fifteen years [3]. 

IV. ANALYSIS AND RESULTS 

A. Data Collection, Classification and Analysis 

According to the results obtained, the performance of the 
sample between criteria was considerably varied, so it was 
decided to carry out a detailed study by the criterion of each 
collection instrument: in the case of mathematical logical 
reasoning, the marks were classified into five criteria that are 
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those presented by the author of the test and in the case of 
computational thinking, the same was done but in seven 
evaluation criteria. In this way, we seek to obtain more 
accurate and specific data on in which fields there is a 
significant improvement after treatment (Scratch 3.0 
teaching). 

The final classification table for the Logical Reasoning 
Test (TRL) is shown below. With a maximum score of 50 per 
criterion. 

From the data processed in Table III, not all the criteria 
evaluated by the Acevedo and Oliva test had the same change. 
The second and third criteria are specifically rescued, which 
explain: use of variables and proportionality where there is a 
more significant change concerning the others. This is due to 
the same process of using Scratch [7]. 

Regarding the second field of study, as mentioned above, 
the same principle applies with the difference that each 
criterion of the Computational Thinking Test has a maximum 
score of 100. 

As analysed from Table IV, specifically, in the second and 
third criteria, there is a more significant improvement. These 
criteria measure the ability of students to use loops both in 
numerical repetitions (repeat how many) and in repetitions 
with conditionals at the end (repeat until). This concept is 
related to what [19]: (…) When writing code, students learn 
how to organize a process, recognize routines or repetitions 
and discover errors in their computational thinking when their 
program does not work according to the idea or expectation 
with which it was conceived. All of them are key features of 
computational thinking. (…). Which would explain the best 
performance in the criteria most closely related to the 
processes that define computational logic and problem 
solving, fundamental pillars in computational thinking. 

TABLE III. EVALUATION CRITERIA IN THE LOGICAL REASONING TEST 

Criteria 
Total of the results obtained 

Pre-test Post-test 

Proportionality 48 50 

Variables Control 26 37 

Probability 27 36 

Correlationt 27 29 

Combinatorial Operations 33 33 

TABLE IV. EVALUATION CRITERiA IN THE COMPUTATIONAL THINKING 

TEST 

Criteria 
Total of the results obtained 

Pre-test Post-test 

Basic Directions 99 100 

Loops (repeat times) 41 71 

Loops (repeat until) 39 69 

Simple conditional 42 50 

Compound Conditional 33 48 

While 40 55 

Simple Functions 32 42 

B. Validation of the Proposal 

To validate the presented proposal, the use of analysis of 
variance for paired samples was used, through this statistical 
treaty it is sought to conclude whether the treatment carried 
out had a significant impact or otherwise the results are not 
good enough to affirm that teaching Scratch improves logical 
reasoning and computational thinking. 

According to Fig. 1, the results show a greater significant 
effect between the pre and post-test. 

According to Fig. 2, the results show a greater significant 
effect between the pre and post-test, based on the postulate of 
[18] where there is evidence of a greater development by 
criteria in the post-test. 

On the other hand, although there is a considerable 
improvement in the criteria explained, analyzing the means of 
both groups of data, the difference of is 1.16. Using the 
studied authors and analyzing Fig. 1, it can be explained: that 
a possible cause may be the orientation of the methodology in 
the treatment, due to the educator’s determining degree in 
logical reasoning, as concluded by [20]: Development of 
Logical Reasoning: (…) The teacher must provide his students 
with the necessary tools to learn, thus mediating their learning. 
It is an urgent need to promote the development of capacities 
and values in the classroom. (…) 

 

Fig. 1. Comparison per the Criterion of Results in the Logical Reasoning 

Test. 

 

Fig. 2. Comparison of General Results in the Logical Reasoning Test. 
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Likewise, developing in the case of the first and fifth 
criteria, when dealing with Propositions and Combinatorial 
Operations, the characteristics of the sample and the treatment 
time may have influenced the results, because they are more 
complex concepts than when comparing them with age. The 
sample mean, is not yet fully internalized. 

A considerable difference between the pre and post-test is 
observed in Fig. 3 and Fig. 4, which promises good results in 
the treatment. However, the improvement has not been 
uniformed in all the criteria, see Table III, in which criteria 
such as basic directions and simple functions have fairly close 
results. 

In conclusion, the treatment in the selected sample has had 
the expected impact, significantly increasing performance 
within the TPC, based on [3] study, thus validating the 
contribution of various authors in the development of 
Computational Thinking through the teaching of Scratch. 

 

Fig. 3. Comparison per Criterion of Results in the Computational Thinking 

Test. 

 

Fig. 4. Comparison of General Results in the Computational Thinking Test. 

C. T-student for Two Related Samples 

The statistical treatise used consists of the formulation of 
two hypotheses: the null hypothesis and the alternative, 
depending on the results of the treaty, one of the hypotheses is 
approved or refuted. 

1) Analysis by criterion within the logical reasoning test: 

Ho = There is no significant difference in the means of the 
results in the TRL before and after the treatment. 

Ha = There is a significant difference in the means of the 
results in the TRL before and after the treatment. 

α = 5% 

According to the data presented in Table V, given that the 
resulting P value is less than 5% or 0.05, then the null 
hypothesis is rejected and the alternative hypothesis is 
accepted, in other words, if there is a significant difference 
after treatment. 

2) Analysis by criterion within the logical reasoning test: 

Once the data were validated within the TRL, the significance 

was then studied by criterion. In this way, more specific 

conclusions were obtained in singular fields and the impact of 

the treatment (teaching of Scratch 3.0 in third-year high school 

students) in the sample. 

According to the data presented in Table VI we have 

TABLE V. T-TEST FOR TWO PAIRED SAMPLES IN THE LOGICAL 

REASONING TEST 

 Variable 1 Variable 2 

Average 6.44 7.4 

Variance 2.76 1.45 

Observations 25 25 

Pearson's correlation coefficient 0.86 7.4 

Hypothetical difference of means 0 

Degrees of freedom 24 

T statistic 5.70 

P (T <= t) one tail 3.49 

Critical value of t (one-tailed) 1.71 

P (T <= t) two tails 0.0000070 

Critical value of t (two-tailed) 2.063 

TABLE VI. T-TEST BY CRITERION IN THE LOGICAL REASONING TEST 

Criteria P-Value alpha Significant difference 

Proportionality 48 50 NO 

Variables Control 26 37 SI 

Probability 27 36 SI 

Correlationt 27 29 NO 

Combinatorial Operations 33 33 SI 
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3) General test of the computational thinking test: 

Ho = There is no significant difference in the means of the 
results in the TPC before and after the treatment. 

Ha = There is a significant difference in the means of the 
results in the TPC before and after the treatment. 

α = 5% 

Table VII shows that, as in the case of the logical 
reasoning test, the value of P is less than alpha, which is why 
it is stated that there is a significant difference. 

As shown in Table VIII, there is a significant difference in 
the means of the Computational Thinking Test results. 
Therefore, it is concluded that the teaching of Scratch does 
have significant effects on the development of Computational 
Thinking. 

These indicators of learning behaviors in virtual learning 
environments are very important for self-regulation and 
reflection of students and teachers within their teaching and 
learning context. Likewise, teachers could provide very 
effective feedback by knowing the indicators of learning 
behavior in which they have weaknesses. That is why teachers 
considered that these data could help in the redesign of their 
courses [21]. 

TABLE VII. T-TEST FOR TWO PAIRED SAMPLES IN THE COMPUTATIONAL 

THINKING TEST 

 Variable 1 Variable 2 

Average 13.04 17.4 

Variance 19.12 22.42 

Observations 25 25 

Pearson's correlation coefficient 0.28 - 

Hypothetical difference of means 0 

Degrees of freedom 24 

T statistic -3.98 

P (T <= t) one tail 0.00 

Critical value of t (one-tailed) 1.71 

P (T <= t) two tails 0.000553121 

Critical value of t (two-tailed) 2.06 

TABLE VIII. T-TEST BY CRITERION IN THE COMPUTATIONAL THINKING 

TEST 

Criteria P-Value alpha Significant difference 

Basic Directions 0.16 0.05 NO 

Loops (repeat times) 0.00 0.05 SI 

Loops (repeat until) 0.00 0.05 SI 

Simple conditional 0.31 0.05 NO 

Compound Conditional 0.07 0.05 NO 

While 0.08 0.05 NO 

Simple Functions 0.06 0.05 NO 

V. DISCUSSION AND CONCLUSIONS 

The present investigation concluded that the treatment 
used in the sample has managed to have a significant impact 
on the results of both fields of study: computational thinking 
and logical reasoning. 

In the first place, in the case of Computational Thinking, 
the benefits of programming teaching in students, with 
abilities related to problem-solving, as well as of all ages, are 
affirmed, without making any type of distinction because the 
activity it adapts to the individual capacities of each person. 
Leaving aside the development of the capacities evaluated 
during the present work, the improvements also focus on soft 
skills within the students, bringing them closer to a modern 
and dynamic environment, typical of the world of work. 

Secondly, the learning of mathematical logic has been 
confirmed by statistical analysis, which affirms the advantages 
of the implementation of IT in apparently foreign areas such 
as school mathematics, all this achieved through the 
application of the TRL a standardized test. In this way, the 
teaching of Scratch is recommended more specifically to 
improve the performance of students in the subject of control 
of variables and probability. 

Third, the teaching environment that Scratch creates is 
worth emphasizing, especially with a view to the future 
implementation of virtual environments in thousands of 
schools around the world. This software allows students to 
work as a team in addition to allowing a sociocultural 
exchange that enriches their perspective of the world. 

In this way, to a large extent, the teaching of Scratch 3.0 
has allowed the development of computational thinking and 
logical reasoning in high school students, which augurs the 
good relationship between IT and Education, innovating and 
giving away new learning tools by which, the new generations 
are formed with modern and fundamental capacities in today's 
world. 

VI. RECOMMENDATIONS AND FUTURE WORK 

To obtain a higher percentage of reliability in the results, it 
is recommended to obtain the data through a qualitative 
approach to observe qualities and behaviors and work with 
students from a more personalized perspective using some 
Artificial Intelligence techniques [22]. 
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Abstract—In recent years, cloud computing has become a 

popular option for a number of different businesses sectors. It is 

a paradigm employed to deliver a range of computing services, 

such as sharing resources via the Internet. Security issues in 

cloud computing necessitates the need for a mechanism to keep 

the system safe and reliable. An access control mechanism is one 

that permits or denies access to cloud services. This paper 

presents a survey of access control models in Cloud Computing. 

Several existing surveys on access control mechanisms in cloud 

computing mainly focused on traditional access control models 

and encryption-based access control models while the others 

focused on applying blockchain technology in cloud access 

control. However, access models possess different characteristics, 

such as the system’s reliance on a centralized cloud trusted 

system administrator to manage the access policy or adopting 

decentralized approach. This paper reviews and analyses existing 

access control mechanisms in cloud computing, based on 

centralized and decentralized access control models, provides 

detailed comparisons on each model’s advantages and 

limitations, and discusses the challenges of, and future research 

direction for access control. 

Keywords—Cloud computing; access control; cloud security; 

centralized; decentralized 

I. INTRODUCTION 

Cloud computing has recently become the information 
technology (IT) foundation for many companies and 
organizations due to many its benefits, such as its 
interoperability, mobility, and cost effectiveness. Cloud 
computing technology refers to the virtualization of the IT 
infrastructure, including the hardware, software, and 
networking. This IT infrastructure is associated and designed 
together to provide the cloud services to the end user via the 
Internet [1-3]. Cloud computing includes three service models: 

 Software as a service (SAAS): This model offers a 
variety of applications to the user; 

 Platform as a service (PAAS): The model offers 
infrastructure as an environment for the developer to 
develop their own services or applications; 

 Infrastructure as a service (IAAS): The model offers a 
virtualized resource, such as database services, a virtual 
machine, and a storage service to the user. 

Securing the cloud environment is a critical issue, due to 
the unique characteristics of cloud computing, such as 
multitenancy and elasticity of the sharing of resources. It 
requires an access mechanism to ensure confidentiality, 

integrity, and availability for cloud data [4, 5]. Access control 
is considered to be the first line of defense of the system, and 
allows authorized users to gain access to the protected 
information and system resources, as well as denying 
unauthorized users access to the same. 

In cloud computing, access control permits cloud users to 
access specific applications, or to protect data privacy, and can 
also be applied to protect the cloud user’s resources. Finally, it 
gives the correct access permissions to each level of service. 
For example, in IAAS, it separates access permission to the 
guest’s virtual machine from the host operating system. Access 
control in the cloud can be formed as either centralized or 
decentralized access control models. The former depends on a 
central authority to manage the access policies and key 
generation, while the latter depends on a multi-authority to 
manage the keys, and to store encrypted resource and access 
policies. 

A. Contribution 

Several recent works presented survey papers concerning 
the traditional access control models and encryption-based 
access control models for cloud computing, [1, 6]. Also, Xie et 
al. [7] focused on blockchain technology in the cloud, and its 
associated issues. However, no extant work presented a survey 
from the way the access control policies are managed 
(centralized and decentralized). The contributions of this paper 
are therefore as follows: 

 We provide a taxonomy, based on centralized and 
decentralized access control models; 

 We present detailed comparisons of the existing 
solutions of centralized and decentralized access control 
models, and the strengths and the limitations of each; 

 We discuss the challenging issues with the existing 
access control models, and provide future directions. 

B. Motivation 

The proposed access control models usually possess two 
main characteristics [8]: first, they require one or more 
centralized centers to store or manage different data, such as 
user identities, cryptographic keys, and access rights etc. 
Second, all three cloud service models require a cloud trusted 
system administrator to manage the access rights and 
authorization process for other users. Consequently, there are 
two issues: first, an attack on the centralized center, causing 
single point of failure resulting in data compromise. In this 
case, the attacker may tamper with the data access, steal the 
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resources, or cause other forms of damage. Second, a malicious 
cloud security administrator could use their authority to access 
resources illegally, or to tamper with legal users’ access rights, 
which would engender a loss of confidence and trust in the 
cloud. 

In order to reduce the effects of these issues, the researchers 
start to look at new techniques to decentralize the cloud storage 
of access control. The blockchain or multiple distributed 
authority are an example of these techniques. The blockchain 
technique is more difficult to manage compared to centralized 
access control. Despite that, they are more secure in key 
distribution, file information, etc. Another issue is blockchain 
is slower than centralized access control because of the 
blockchain design nature [9]. 

This study therefore reviews and analyses the relevant 
literature on existing access control mechanisms in cloud 
computing that concern centralized and decentralized access 
control models, and assesses their advantages and 
disadvantages. 

The rest of this paper is organized as follows: Section II 
introduces the background to access control models, 
blockchain technology, and smart contract techniques. 
Section III presents the existing solutions for access control in 
centralized and decentralized models in cloud computing, 
while Section IV discusses the challenges of, and potential 
future research direction for access control models in cloud 
computing. Finally, Section V concludes the paper. 

II. BACKGROUND 

This section provides the background to this paper, 
including the concept of access control, blockchain technology, 
and smart contracts. 

A. Access Control 

This subsection presents the basic elements of access 
control, access control models, and encryption based access 
control. 

1) Basic elements: There are three elements involved in 

the access control model, namely subject, object, and access 

rights [10]. The subject is the entity (users or applications) that 

can access an object, while the object is a resource, such as 

files or directories, that requires access. Lastly, access rights 

include the access policy, such as read or write, from the 

subject to the object. 

2) Traditional access control models: Access control 

models are described as either discretionary or non-

discretionary, and there are three main types, namely 

discretionary access control (DAC), role-based access control 

(RBAC), and mandatory access control (MAC) [11]. In DAC, 

the object’s owner is required to specify the subject and the 

associated privileges and access policy. In RBAC, the access 

policy is based on the role of the subject. In MAC, the subject 

sensitivity label is compared with the object sensitivity label, 

and the former must be equal to or higher than the latter. 

3) Encryption based access control: Cryptography 

algorithms are used to store and protect data as ciphertext, in 

order that the data remains secure in the cloud. Thus, 

encryption-based access control assists with achieving 

complementarity by combining cryptography algorithms with 

policy-based access control [6]. Attribute-based encryption 

(ABE) is a leading model of encryption-based access control. 

In ABE, the identity of the user is defined by a set of 
attributes, and is categorized into key-policy ABE (KP-ABE) 
and ciphertext-policy ABE (CP-ABE) [6]. In a CP-ABE 
system, a set of attributes are assigned to the user’s private key 
and access structures are bounded in ciphertext. For the 
decryption of the ciphertext, the user’s attributes are matched 
with the access structure. Meanwhile, in KP-ABE, in the phase 
of generating the key, the access structure is associated with 
the user’s private key. 

B. Blockchain Technology and the Smart Contracts 

Technique 

This subsection presents the basic characteristics of 
blockchain technology and the smart contracts technique. A 
blockchain is a sequence of connected blocks. In basic terms, 
the block is a data container that holds multiple fields within it, 
such as data transaction, the hash value of the current block, 
the hash value of the previous block, and the timestamp [12]. It 
is like a database that holds every transaction as a record. 
Furthermore, the blockchain has multiple characteristics [7] 
such as: 

 Decentralized: The blockchain is a distributed network, 
which means that everyone who has been authenticated 
in the blockchain can participate, and can maintain the 
entire blockchain; 

 Immutable: It is theoretically impossible to change or 
edit a transaction in the blockchain. This is because of 
the consensus mechanism, in which every block needs 
to compute a cryptography puzzle within 10 minutes to 
be added as a new chain. This new block is broadcast to 
the network, and other participants verify the 
correctness of the new block and the transactions it 
contains. After the block has been verified, it is added 
to the chain. In addition, a new hash value is generated 
for the current block, and a hash value for the previous 
record. The operations are on-going. As a result, any 
tampering with any block hash value will have to 
change all the subsequent blocks within a specific 
timeframe. Therefore, any tampering in any block can 
be detected immediately; 

 Anonymity of user identity: The block in the chain has a 
unique wallet address. These addresses are generated 
using public and private pair keys. Every transaction 
occurs using the user wallet address. 

In the same context, the smart contracts technique is a type 
of computer program that can be auto-generated, based on 
author codes, and cannot be modified once is generated and 
deployed, without the need for human interaction. It is used in 
the blockchain to store the encrypted contract that contains the 
keyword index (hash value), and other related data. The 
encrypted keyword, which is a unique hash identifier, helps in 
searching the service quickly and in retrieving only the correct 
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results. Consequently, the fee of the service is calculated and 
deducted from the customer contract. This technique solves the 
problem in centralized cloud access control of the retrieval of 
incorrect results, or no results at all, to save cloud 
computational resource costs [13]. 

III. ACCESS CONTROL MODELS IN CLOUD COMPUTING 

This section presents the current centralized and 
decentralized access control solutions in cloud computing. The 
former require a central authority to manage the policy and the 
keys, and to store the data, while the latter require a distributed 
authority. 

A. Centralized Access Control 

In the centralized access control model, there are four 
entities: the data owner (DO), central authority (CA), cloud 
server (CS), and data user (DU), as shown in Fig. 1. The CA is 
a trusted center, responsible for the centralized concept, which 
manages the access policy and generates the keys for the DU 
and the DO. The DO uploads the relevant resources and stores 
the data to the CS, while the CS stores the data and provides a 
transmission service between the DU and the DO. Finally, the 
DU receives and downloads the required data, according to the 
access policy. 

Liu et al. [14] suggest an online/offline CP-ABE scheme in 
mobile cloud computing for improving the computational 
overheads of E-Healthcare Records (EHR). Offline encryption 
allows major computation, and ensures that the computation 
online encryption task is reduced. In the scheme proposed, the 
data encryption is formed of two phases, namely online and 
offline encryption. In the offline encryption, the EHR owner 
(Internet of Things (IoT) device) encrypts the data so that 
intermediate ciphertext is produced, which is subsequently 
used in the online encryption. In the online encryption, once 
the data is ready, the access policy is specified by the owner, 
and the final ciphertext is sent to the cloud. The scheme 
proposed is superior to other schemes in regard to the online 
encryption and decryption costs. However, the trade-off 
between the computation time and storage space should be 
addressed. 

 

Fig. 1. Centralized Access Control Model 

Meanwhile, Lin et al. [15] propose the use of PriGuarder to 
protect data privacy in the cloud. The approach proposed has 
three stages: DU registration, data creation, and DU access. In 
each stage, there are two access modes: direct, or anonymous. 
In the direct access mode, the operation occurs between the DU 
and the CS. In the anonymous access mode, the operation 
occurs between the DU and a trusted third party (TTP), with 
the TTP converting the DU data, identity, or access policy 
using an attribute fuzzy grouping (AFG), and sends the 
converted result to the CS. In the DU registration, the DU 
chooses the access mode to generate the DU identity. Then, in 
the data creation stage, the DO transmits their data, along with 
a statement of policy rights, and the chosen access mode. 
Finally, the verification of the DU occurs in the data access 
stage, according to the access mode selected. The key power in 
PriGuarder is the AFG method, which protected user privacy. 
However, the study fails to consider that a possible malicious 
TTP might contravene the users’ privacy. 

Generally, the hierarchy CP-ABE classifies the related 
attributes into different attribute trees. In their study, Li et al. 
[16] provide an efficient extended file hierarchy CP-ABE 
scheme (EFH-CP-ABE), in which they overcome the issue of 
encrypting multiple files with a similar access level. As shown 
in Fig. 2 [16], the EFH-CP-ABE scheme has four entities, 
namely the DO, the CA, the CS, and the DU. The CA 
generates three keys: a secret master key, a public key, and a 
private key for each user. The CS provides the transmission 
service and stores the ciphertext in the storage, while the DO 
stores and shares the data with the CS. Finally, the DO entity 
divides the data (m) into different blocks, such as m1, m2, and 
mi, and provides different session keys (sk) such as sk1, sk2, 
and ski. The DO randomly encrypts (E) the block mi with ski 
to produce Esk(M)= {Esk1(m1), Esk2(m2), Esk3(m3)}, which is 
then stored in the CS. Finally, the DU downloads the ciphertext 
and decrypts part or all of the ciphertext, according to the node 
level’s particular attributes. The results of the study 
demonstrate that the access control scheme achieved security 
and flexibility for cloud storage users. However, the 
computation time required for the encryption and decryption in 
the scheme requires improvement. 

 

Fig. 2. EFH-CP-ABE Architecture [16]. 

Meanwhile, Jamal et al. [17] suggest a solution that 
provides a backup authority node in case of failure, and an 
efficient method of data access. This is an agent-based ABE 
access control method that employs the encrypted policy ABE 
mechanism, and has seven entities. First, the certification 
authority functions as a certificate issuing agent. Second, there 
are multiple attribute authorities, each with responsibility for 
delivering the encryption and decryption keys to the DO and 
the certified DUs. Third, the client site agent passes the user 
requested data to the server site agent to retrieve their data 
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from the cloud storage. Fourth, the server site agent requests 
are processed at the server-site. Fifth, the client storage server 
provides storage services and computational resources to the 
DU and DO. Sixth, the authorized agent keeps track of the 
neighbour nodes; should there be a certificate authority failure, 
the authority’s back node is activated, subject to a request. 
Finally, the request handler has responsibility for the data 
access processing, using shared cache memory scheduling. The 
approach proposed is secure against malware injection, identity 
theft, collusion, and certification authority failure attacks. 
Additionally, the reading response times when accessing the 
cloud data are improved. However, the process of selecting the 
appropriate backup authority node needed to be secure. 

In their work, Anilkumar and Subramanian [18] propose an 
algorithm called PB-FGAC, which combines a predicate-based 
access control (PBAC), and a fine-grained based access control 
to Swift object storage of the OpenStack cloud platform. PB-
FGAC provides fine-grained access control to a predicate, 
which is part of the object, and helps to avoid access to the 
whole object. The user requested the OpenStack cloud receives 
by the NOVA component (NOVA is responsible to compute 
instances) to process the request, and the request is then 
forwarded to the object attribute storage services and a policy 
engine service, respectively. Each policy consists of object-
level access and user-level access. After this, the PBAC service 
helps the user to access the specific data or predicate required. 
The results of the study demonstrate that the model provides 
more restricted access control than other environments with a 
default access control policy, such as the Amazon Web 
Services (AWS), Microsoft Azure, and Open Stack cloud 
platforms. However, the model proposed only applies to the 
JavaScript Object Notation (JSON) document, and its 
confidentiality also required addressing. 

Finally, Ghaffar et al. [19] discuss the security issues 
associated with the data management operations in centralized 
cloud storage, such as insider attack, the lack of a data access 
verification model, and the lack of a sharing data configuration. 
They propose a modified model for data access and sharing in 
cloud storage, using a proxy key protocol. This model involves 
three entities, the DO, the DU, and the CS, together with three 
phases, namely data access, data storage, and a data sharing 
system. The data access involves the user and cloud server’s 
authentication mechanism, and these then communicates with 
each other by sharing the session key. The data storage 

provides the users with the storage services required to share 
encrypted files or data with other desirable users. The data-
sharing system searches by the user’s keywords for the 
encrypted file after the user is authenticated. The method 
proposed is secure against multiple attacks, such as user or 
cloud impersonation and man-in-the-middle attacks, and data 
confidentiality breaches. However, the DU could search for a 
specific file by entering related keywords, resulting in the 
retrieval of multiple files, or a long search time. 

Table I compares the centralized access control models, 
based on different criteria. The data confidentiality ensures the 
data is not a disclosure by unauthorized users. The scalability 
ensures when the number of users is increased, the system 
performs well. 

B. Decentralized Access Control 

In the decentralized access control model, there are four 
entities: the DO, the distributed center, the CS, and the DU, as 
shown in Fig. 3. A distributed center is a trusted authorization 
database that manages the access policy, and generates the 
keys for the cloud, the DU, and the DO. The distributed center 
can be a blockchain, a distributed CA, or a distributed attribute 
authority (AA). The DO uploads resources and stores the data 
to the CS, and publishes the access rights to the distributed 
server. Meanwhile, the CS stores the data, provides the 
authentication, and determines the permission of the DU and 
the DO. Finally, the DU receives and downloads the required 
data or resource, according to the access policy. 

Al-Dahhan et al. [20] propose a distributed multi-authority 
CP-ABE. The system propose contains six entities and three 
phases. It commenced with an initialization phase, in which the 
CA must register each authorized DU and AA to obtain their 
identities. The DO creates an encrypted access control policy 
for the DU. Then, the DO publishes the encrypted access 
policy to the CS. One of the distributed AAs in the system then 
generates the keys for the DU to decrypt the access policy. The 
DU could then access and decrypt the resource, if they are 
authorized and matched the attribute assigned to him. If the 
user revokes his authorization, the CA informs the proxy server 
responsible for maintaining and updating the DU authorization 
list. The system proposed protects data confidentiality and 
secured against collusion attack. However, the DU performs a 
lot of computation for computing the secret key from one of 
the distributed AA. 

TABLE I. A COMPARISON OF THE EXISTING MODELS FOR CENTRALIZED ACCESS CONTROL IN CLOUD COMPUTING 

The proposed model 
Access Control 

Data confidentiality Scalability 
Traditional Access Control  Encryption- based  

Online/offline CP-ABE scheme [14] X ✓ ✓ X 

PriGuarder [15] X ✓ ✓ X 

EFH-CP-ABE [16] X ✓ ✓ X 

Agent-based ABE access control [17] X ✓ ✓ X 

PB-FGAC [18] ✓ X X X 

Ghaffar et al. [19] X ✓ ✓ X 
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Fig. 3. Decentralized Access Control Model. 

In another study, Wei et al. [21] propose a multiauthority 
CP-ABE to protect the outsourced data in the cloud. The 
approach proposed consists of five entities, each of which had 
a role. First, the third party produces a global parameter for the 
approach proposed. Second, each AA is responsible for 
generating a public parameter and the secret master key, and 
for managing the validity of each user’s attribute belong to its 
area. Third, the DO defines its access policy on the DU 
attribute, and sends the encrypted data to the cloud. Fourth, 
every DU has a unique global identifier, set of attributes, and 
secret key. Finally, the CS is responsible for storing the data 
and updating any information requested from any entity. The 
proposed approach is secure against collusion attacks. 
However, the number of attributes has an influence on the 
efficiency of the scheme’s algorithm. 

Wang et al. [22] propose an integrated technique that 
combined blockchain, smart contracts, and CP-ABE. The 
model proposed consists of four entities, the DO, the DU, the 
CS, and blockchain, and involved four phases, namely system 
initialization, file encryption, key generation, and file 
decryption. The DO is responsible for defining the access 
control policies, determining the attribute sets, and creating the 
smart contract with valid access periods to the DU. Meanwhile, 
the DU is required to satisfy the encrypted smart contract’s 
attribute set to decrypt it, then to obtain the content key to 
decrypt the stored encrypted files, and access them in the 
cloud. The CS is responsible for storing the encrypted 
resources or files, and finally blockchain is responsible for 
deploying and storing the smart contracts. The cost of the data 
access is low, and the performance is feasible. However, the 
study does not consider the integrity of the file uploaded by the 
DO. 

In another study, Yang et al. [8] propose a mechanism 
named Authprivacychain, which uses the blockchain 
technique, merged with smart contracts. The model proposed 
consists of four entities, the DO, the DU, the CS, and 

blockchain., It involves four phases, namely initialization, 
access control, authorization, and authorization revocation. 
First, the DO uploads the resources required to the cloud and 
registered the transaction in the blockchain, then publishes the 
authorization to the DU. The DU then sends a request to the CS 
for a specific resource, and the CS sends a query to the 
blockchain, and evaluates whether the resource requested by 
the DU has permission or not. Finally, the CS replies to the 
request with the stored access. These processes are designed in 
an encrypted manner to secure data privacy. The approach 
proposed is secure against external and internal attacks, and the 
Authprivacychain protects the confidentiality, integrity, and 
accountability of the resources, as well as the availability and 
authenticity. However, the time performance of the technique 
proposed depends on the blockchain node configuration. This 
is because there are different types of the blockchain with 
various configuration parameters. For example, block time 
generation, a block take two minutes while other take 10 
mintues [9]. 

The difference between [8] and [22] is in the decryption of 
the resource. The DU could access the resources once they are 
authorized by the DO, and the decryption key is delivered at 
the initialization phase in [8], but in [22] the DU is required to 
satisfy the attribute set by the DO, in order to obtain the 
decryption key of the encrypted resource. 

Meanwhile, the authors of [23] propose a decentralized 
attribute ABE access control model for a mobile cloud. The 
scheme proposed is similar to that in [18], but the algorithm 
specification differed. The proposed approach is secured 
against reply and collusion attacks. However, it fails to achieve 
a public ciphertext test. Furthermore, the computational 
complexity increases with the attribute number involved in the 
ciphertext. 

Table II compares the decentralized access control models, 
including the different key features used in the access control 
models, namely the access control permission, the 
authorization, the authorization revocation, the authentication 
identity, and the access log. In terms of the access control 
permission, it specifies what right the user has to the data, such 
as read or write. Meanwhile, in terms of authorization, it 
specifies the permission required for a user to access the cloud 
resource or data. The authorization revocation refers to the 
authorized users’ ability to revoke, dispense, or delete the 
resource access permission of other permitted users. The 
authentication is also the mechanism used to verify that the 
user is who they claim to be. Finally, the access log contains all 
the information of all the requests for user actions on the cloud 
resource. Table III summarizes the advantages, limitations, and 
type of architecture of the existing access control models in 
cloud computing. 
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TABLE II. A COMPARISON OF THE EXISTING MODELS FOR DECENTRALIZED ACCESS CONTROL IN CLOUD COMPUTING 

The proposed model Techniques 
Access control 

permission 
Authorization 

Authorization 

revocation 
Authentication identity Access log 

Al-Dahhan et al. [20] Multi-authority CP-ABE ✓ ✓ ✓ A symmetric key  X 

Wei et al. [21] Multi- authorityABE ✓ ✓ ✓ Global identifier  X 

Wang et al. [22] 
blockchain , smart 

contract , CP-ABE 
✓ X X 

blockchain wallet 

address 
✓ 

Authprivacychain [8] 
blockchain , smart 
contract 

✓ ✓ ✓ 
blockchain wallet 
address 

✓ 

De et al. [23] Multi- authorityABE ✓ ✓ ✓ Global identifier  X 

TABLE III. A COMPARISON OF ACCESS CONTROL MODELS IN CLOUD COMPUTING 

Year Access Control Model  Architecture Advantages Limitations 

2018 

Online/offline CP-ABE [14] Centralized 
Improved the computational overheads of the current 

schemes for EHR. 

Trade-off between the computation time and 

storage space required addressing. 

PriGuarder [15] Centralized 
The key power in PriGuarder was the AFG method, 
which protects user privacy. 

A malicious TTP may disclosure users’ 
privacy. 

Al-Dahhan et al. [20] Decentralized 
Protected data confidentiality and secured against 

collusion attacks. 

The computation cost for computing the 

secret key generation from the AA was the 
responsibility of the DU. 

Wei et al. [21] Decentralized Secure against collusion attacks.  
The number of attributes had an influence on 

the efficiency of the scheme’s algorithm. 

2019 

EFH-CP-ABE [16] Centralized Encrypted multiple files at a similar access level.  
Computation time for the encryption and 

decryption required enhancement. 

Agent-based ABE access 

control [17] 
Centralized 

Secure against various attacks, such as malware 

injection, identity theft, collusion, and certification 
authority failure attacks.  

The response time for reading the data access in the 

cloud was improved. 

The process of selecting the appropriate 

backup authority node required securing. 

Wang et al. [22] Decentralized Low cost of the data access, and feasible performance. 
Did not consider the integrity of the file 
uploaded by the data owner. 

2020 

PB-FGAC [18] Centralized Provided partial access to the JSON document. 
Only applied to the JSON document. 

Confidentiality also required addressing.  

Ghaffar et al. [19] Centralized 

Secure against multiple attacks, such as user or cloud 

impersonation, and man-in-the-middle attacks. 

Provided data confidentiality. 

Searching by DU for a specific file resulted 

in the retrieval of multiple files, or wasting 

time. 

Authprivacychain [8] Decentralized 
Secure against internal and external attacks. Protected 
the confidentiality, integrity, and accountability of the 

resources, as well as availability and authenticity. 

The performance depended on the blockchain 

node configuration. 

De et al. [23] Decentralized Secure against reply and collusion attacks. 

Failed to achieve the public ciphertext test. 
The computational complexity increased with 

the attribute number involved in the 

ciphertext. 

IV. CHALLENGES AND FUTURE RESEARCH DIRECTION FOR 

ACCESS CONTROL MODELS IN CLOUD COMPUTING 

Section III discussed the different solutions currently 
proposed for access control models in cloud computing. 
However, certain issues and limitations remain that must be 
addressed by future studies. This section presents the 
challenges and suggested future research direction for both 
centralized and decentralized access control models in cloud 
computing. 

A. Centralized Access Control 

Section III-A presented the current solutions based on 
centralized access control, but the studies discussed relied on 

either traditional access policy models or encryption based 
models, both of which are insufficient for securing a system. 
More hybrid works that combine both access policy models 
and encryption models are required to ensure confidentiality 
and integrity. 

Importantly, the studies in centralized access control 
assume that a CA or an AA is trusted. While, the CA or AA is 
not always trusted, which causes a number of issues, such as 
leakage of sensitive data and keys. Thus, it leads to disclosure 
users’ privacy. Also, the CA may suffer from failure for any 
reasons such as attacks but the current process [17] of selecting 
the appropriate backup authority node required securing. 
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Moreover, in terms of centralized cloud systems, the extant 
studies employed multiple techniques and algorithms, such as 
public-key encryption, symmetric encryption, and hash 
algorithms. These studies store the resources in an encrypted 
manner in the cloud storage, however, searching a particular 
resource or a specific file by entering related keywords [19], 
resulting in the retrieval of multiple files, may produce 
erroneous outcome, or an extended search time. 

Furthermore, the computation time for the encryption and 
decryption is a concern which needs to be enhanced when 
encrypting multiple files at a similar access level. However, in 
mobile cloud computing, trade-off between the computation 
time for the encryption and decryption and storage space 
required addressing. 

Finally, the number of users in the cloud system is 
increased day by day; thus more attention is needed for 
scalability to ensure the system's reliability. 

B. Decentralized Access Control 

Currently, the concept of adopting distributed authority to 
tackle the issue of centralized authority is ongoing, such as the 
work of [8, 22, 23]. However, limitations remain that must be 
addressed, such as the restoration of data from a compromised 
AA or CA. 

The blockchain (decentralized) uses a hash function to 
generate a unique id for each resource and to store it in a smart 
contract, which means that the unique id provides a quick 
search with privacy, and returns the correct result [13]. 
Therefore, the reading requests in decentralized cloud models 
are faster than in centralized cloud models. There is a need for 
more focus on the application and development of blockchain 
technology and smart contracts to overcome their existing 
limitations, such as the blockchain node configuration, slow 
performance in writing access rights, blockchain node 
registration, and computational resources. 

Furthermore, the authorization revocation discussed in 
Section III-B requires different reasons to perform, such as a 
user sending a request for the revocation. Also, the resource 
may be compromised, and the cloud server may therefore wish 
to disable it. The process of revocation therefore requires more 
attention to ensure that it is secure and fast [8]. 

Finally, the access log contains records of all the entities’ 
interactions in the system. It is of essential value, as it can 
provide a mechanism to locate the interaction responsible for 
an attack on the system. Moreover, security analysis can 
perform post-audit analysis on these records to detect any 
vulnerabilities in the system. Consequently, there is a need to 
involve access log design within the system 
implementation [8]. 

V. CONCLUSION 

Cloud computing provides different services via the 
Internet that may engender a number of security issues, such as 
unauthorized access to cloud resources. Access control is a 
security technique that controls the access to cloud services. 
This paper provided a taxonomy for access control models in 
cloud computing, according to centralized and decentralized 

models, and discussed a range of works that employed this 
taxonomy, comparing the advantages and limitations of each. 

The study concluded that, in order to improve the security 
of access control models in cloud computing, there is a need 
for different solutions, both centralized and decentralized. In 
centralized access models, the system should ensure both 
confidentiality and integrity, and tackle the issue of long search 
time. While in decentralized access models, authorization 
revocation must be faster and more secure. Moreover, the use 
of access logs to keep track of any disclosure of the system is 
required, and blockchain node configuration must be enhanced 
to improve the system’s performance. The study also presented 
the current challenges and recommended a direction for future 
research in access control models in cloud computing. 
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Abstract—The string channel of Color LED driver with 

precise current balancing is proposed. It is noted that to drive a 

multiple LEDs string is by using a proper current source, due to 

the level of the brightness LED depends on the quantity of the 

current flows. In the production of LEDs, the variation in the 

forward voltage for each LED has been found significantly high. 

This variation causes different levels of brightness in LEDs. 

Then, controlling load current of LED by using a resistor to limit 

the LED current flowing is considered by associated with the 

forward voltage, instantly. Current sources have been designed 

to become immune to the above problem since it regulates the 

current, and not the voltage which flows through the LEDs. 

Hence, constant current source is the essential requirement to 

drive the LEDs. Besides, it is complex for color LEDs, dependent 

on the number of control nodes and dimming configuration. To 

arrange an accurate load current for the different sets of string 

color LEDs, the efficient LED driver is required, in which the 

current sharing is complement to each LED strings. Therefore, 

this paper suggests a color LED driver with self-configuration of 

enhanced current mirrors in multiple LED strings. The load 

currents have been efficiently balanced among the identical loads 

and unequal loads. The comparable efficiency of the string color 

LEDs losses has been shown thoroughly. 

Keywords—Color LED driver; current mirror circuit; super 

diode 

I. INTRODUCTION 

Nowadays, light-emitting diode (LEDs) has gradually 
replaced the lighting system due to better luminous, affordable 
size, energy-saving, and nature friendly [1]. Nonetheless, the 
constant output current for reliable LEDs driver is vital to 
ensure a good performance of LEDs. For color LEDs, the 
balancing for current sharing through the string of red, green, 
or blue is crucial for avoiding blackout from a single LED 
fault due to an excessive driving voltage; hence the parallel 
string arrangement is preferred. Besides, it works with the 
LED driver to provide equivalent current to each string to 
make it sure to have uniform brightness. The inherent 
imbalance current flow could occur due to the LED forward 

voltage spread. Parallel channel connections of the LEDs 
create current differences among the LED strings due to their 
characteristic deviations. These deviations reduce the life 
cycles of the LEDs by introducing thermal spotting at a 
particular point. They also raise the matter of non- uniform 
luminance from the LEDs. To increase efficiency and 
simplicity, multichannel LED drivers are developed to replace 
single-channel LED drivers. Additionally, multichannel LED 
drivers can operate at different brightness for each individual 
LED channel. This enables lighting applications to be more 
optimized as compared to the use of single-channel LED 
drivers. Hence, this leads to advancements of multichannel 
selective dimming LED drivers. Parallel strings of the LEDs 
are frequently used in various embellishing, lighting, 
illustrating, and signaling purposes. The reliability of these 
circuits contains a significant factor, specifically in the field of 
backlighting system. Similar current values in each LED 
string are a crucial considered factor since it affects the 
reliability of the whole circuit. A small difference in current 
values in the strings has the potential to adversely affect the 
lifetime reliability and time span of the circuit. Since it is 
impractical to create identical devices, current balancing 
techniques have enormous importance for proper functioning 
of LED arrays. It has been observed that the most effective 
way of dealing with current imbalance is the utilization of 
current mirror (CM) techniques. 

Up to date, most of the drivers use a straightforward 
method as a common control supply to run LEDs which 
driven with independent sources of constant current [2]. In 
practical, color LEDs has a complex nature in a LED 
backlighting system, which depends upon the number of 
control nodes and LEDs requirement [2]. A switch-mode 
based power converter (SMPC) has been used for providing a 
steady current source to drive color LEDs. Nevertheless, it 
suffered from an intemperate control scattering in its series-
pass devices [3]. A different utilization of driving color LEDs 
with numerous strings is being actualized for background 
brightening applications of LCD [3]. In this approach, 
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numerous current controllers have been utilized. As a result, 
significant improvement has been seen recently, for white 
power and high brightness (HB) LED technology [1], which 
made the usage of LED lighting sources to become prominent 
in most display application. Since the LED brightness 
coordinating current than voltage, the current balancing 
strategies which equalize the current through the string are 
vital [4]. Besides, the V-I characteristic of LEDs showing a 
considerable current change if a small diversity occurs in the 
voltage source to the LED. Since the color and brightness of 
LEDs are relying on the load current, hence, to avoid color 
shifting and to maintain the brightness concentration, the 
operations of color LEDs are recommended to be organized 
with a constant steady current. As in [5] and [6], demand 
always exists for compact and straightforward LED and color 
LED drivers. Nonetheless, current balancing of the color 
string LEDs contributes to the overall efficacy of the module 
LED loads or LED luminaires, rendering to maintain color 
produce and LEDs aging. Therefore, [7] had proposed the 
current mirror (CM) in solving the current imbalances among 
the LED strings with omitting an auxiliary source supply. It 
has shown significant improvement in maintaining the current 
balance in the string. However, separate source of supply to 
regulate the LEDs is required, which incline to the limitation 
and drawback of the existing CM. In addition, the LEDs 
display need to be turned on and off quicker than other 
lighting devices, hence the most appropriate current sharing 
circuit for the fast switching is desired. Therefore, the 
improvement circuit arrangement of CM has been suggested 
in this paper, which is also concerning the power dissipation 
through the string. Due to certain problems in the 
manufacturing process, LEDs have a problem with relatively 
large variations in the forward voltage (FV) characteristics [8]. 
These variables generate current-sharing problems, which 
differences between the load currents in rows of LEDs 
connected in a parallel fashion. This result does not permit the 
uniform distribution of the heat in the lighting, thus 
accelerating the aging of specific LEDs and getting luminance 
in a non-uniform manner. Eventually, the quality and the 
reliability of illumination of LED lighting devices would 
degrade. To resolve this problem, some suggestions have been 
suggested. The solutions can be classified into the method of 
using a linear regulator and CM in each row, converter for 
current control in each row, and by compensating the current 
error using a passive device in each row as discussed in 
Fig. 1(a) and (b). The balancing transformer is used in such 
applications for discharge lamps (CCFL, fluorescent lamps, 
etc.) as shown in Fig. 1(c). These lamps are run with the help 
of AC source, so a balancing transformer is directly 
applicable. However, for LEDs run through a DC source, the 
redesign of the circuit is necessary. 

Therefore, in this article, a driving circuitry for parallel-
connected color LEDs is presented, with the aiding of the 
current mirroring circuit. In this method, the suggested circuit 
can be reduced in size as compared to the conventional 
available design circuit. As a scope, a color LED driver has 
been proposed to drive 9 parallel-connected LEDs, consisting 
of either red, blue or green LEDs. The put forward driver has 
been designed to maintain the rock bottom drive voltage 
across the LEDs and its associated transistor (current 

controller); leading to reduced power dissipation across the 
transistor, which eventually increased the efficiency of the 
particular LED string or set of LED strings. The suggested 
system of color LED driver is dimming capable for each 
individual LED through the controller circuit. Efficiencies 
have been verified at 97%, 98.55% for the red and green/blue, 
at the 21 mA and 22 mA, respectively. This paper starts with 
the discussion of limitations in the existing CM and then 
discussing the proposed CM circuit in section three. The rest 
follows the discussion of results and analysis. 

 
(a) Current Mirror of Linear Regulator [3 ]. 

 
(b) DC/DC Converters [4]. 

 
(c) Passive Components and Diodes [8]. 

Fig. 1. Methods of Linear Regulator. 

II. MOTIVATION 

The existing CM approach needs a separate source of 
supply for regulating current at the LEDs as loads or in other 
words needs one fixed current source as a reference from 
separate power. In this approach, the reference is limited to the 
single load current only and the inability to allow 
predetermine the variations of the LED strings. As in [9 -13], 
traditional CM has a problem regulating loads strings of 
LEDs, while operating controlled current from low supply 
voltages. It becomes difficult to operate LEDs with minimal 
voltage, which results in operational demand for overhead 
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voltage. The operational demand is required in handling the 
variations of the forward voltage drop across the loads, 
especially in mass-produced LED modules. Without the 
headroom voltage source, it becomes difficult to get equal 
currents parallel to the strings of LED loads. To address such 
limitations, a CM that works in a self-configurable mode has 
been proposed in [10]. The circuit’s operation depends upon a 
Darlington pair transistor, which has the ability to set the 
minimum current as the current reference to each string by 
closed-loop current control configuration. The Darlington 
transistors work in a linear region, to counter the differences 
of voltages between the bus of the dc voltage and the string 
voltage and do not need headroom voltage apparently, which 
suitable for LED backlight [11]. However, the driving 
currents, i.e. the base currents generating from the reference to 
bias the transistors, make the current replication imperfect 
even in the well-matched case which causes accuracy errors. 
This error increases with the number of strings, whereas its 
operation can be described with the following equation. 

    
 

   
                  (1) 

Where N shows the number of LED strings and      
denotes for target current. Since the LED current is almost 
corresponding to the LED's illumination, it is crucial to 
control the current precisely. In the event that all the LEDs are 
running in a single string, in series, there is no issue of 
mismatching since each LED has a similar current level. As 
the number of LEDs being used increases, resembling strings 
gets important, and a decision must be made with regards to 
how to control the current in each string. LEDs makers use 
binning to sort parts into bunches that precisely coordinate the 
LEDs forward voltage drops to permit execution. 
Conventionally, a fixed-voltage source and adding a 
straightforward resistor to set the current level has been done, 
but it costs to the efficiency drop. The loss of energy causes 
the output response of the LED to become slower. Secondly, 
the forward drop of voltages of the LEDs decreases with the 
increase of temperature. If somehow one channel or string gets 
significantly hotter due to any internal or external disturbing 
factor, its forward drop suddenly reduces and starts to draw 
huge current. This led to power dissipation in the form of heat. 
If disturbing factor is not removed, current will keep 
increasing and possibly lead LED to fail. Such situation needs 
that the applied voltage for driving currents in the strings is 
kept regulated. Thirdly, if an LED becomes open-circuited in 
the regulated string, the applied voltage energizing the strings 
is controlled by the control circuit and eventually causes 
overvoltage in the unregulated string, leading to failure. So, 
appropriate design is needed to avoid such issues. 
Furthermore, dimming is important factor in the effective 
control of lighting and in saving energy, but it faces various 
challenges. Getting full range of dimming means complete 
control of current passing through the LED. There are ways to 
energize color LEDs in the module system and the easiest way 
is to use respective constant current sources for each load i.e. 
string of LED or an LED [1]. This method looks easy, but it is 
costly and needs more components to the driver circuitry, 
which creates the whole system complex. Adding components 
simply means adding the possibilities of failure modes. 

III. PROPOSED CURRENT MIRROR (CM) 

Two LED strings (two parallel-connected of color LEDs) 
are presented for ease of understanding for the proposed CM. 
The circuit can be extended to the number of strings. The 
buffer amplifier circuit with small magnitude is imposed as 
feedback requirement to replace the diode. The voltage drops 
across a small resistor decrease to the forward voltage drop, 
which is getting nearly zero when divided with the op-amp’s 
open-loop gain. The feedback mechanism of the op-amp has a 
feature of making voltage collector of transistor of the CM 
circuit equal to the voltage at the base, hence preventing the 
saturation from transistor. A negligible offset voltage occurs 
across the resistor. This condition is useful in improving CM’s 
circuit operation. Whereas the insignificant increase in the 
LED forward voltage at each string, creates a reference current 
for the entire proposed CM circuit. This proposed CM circuit 
is modular in nature and comprises of two main circuits, 
which are emitter-coupled logic (ECL) and super diode 
circuits are depicted in Fig. 2. In this approach, the circuit 
allows the CM to take the string's current as a reference 
current, in which the maximum voltage drop occurs in the 
string, as translated in Fig. 3. Furthermore, the resistors are 
series wise added at the outputs of the super diode circuits, 
which are further connected in series wise with the ECL 
transistors’ bases. In the conventional CM circuit, the 
transistor in each string operates like a couple of conjugated 
diodes which the forward biasing is required to turn on the 
diode due to base-emitter connection to activate the LEDs 
load on. It requires a minimum 0.6 V to activate which 
eventually increasing power loss. In that case, the 
enhancement of the CM by modification of the circuit is 
necessary. In the proposed CM circuit, the power losses are 
comparatively less than the improved Wilson CM circuit 
because the BJTs are not connected series wise in each string 
[5]. In implementation, the proposed CM circuit requires a 
closed control for superior execution, in which the DC-DC 
converter is utilized for feedback signal. 

 

Fig. 2. Combinational Circuit of Super-Diode and ECL Circuit. 

IV. MATHEMATICAL ANALYSIS 

In evaluating the performances, the mathematical analysis 
is carried out. For the sake of simplicity analysis, only two leg 
strings are discussed. Refer to Fig. 2, suppose that LED string 
1 has the lowest current branch, such that VCE1 is lower than 
VCE2. This phenomenon turns the super diode D1 on, and the 
associated op-amp feedback makes the Q1 transistor’s 
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collector to has the same potential as the potential available 
for the transistor at its base, and the source of the supply 
voltage is maintained as; 

                            (2) 

The supply voltage does not have any headroom voltage 
element due to the nature of the ECL circuit, then the betas of 
the transistors are considered equal to each other such that; 

                                 (3) 

Since the current goes through the LED string, connected 
to the proposed CM circuits are equal to each other, hence. 

                         (4) 

Finally, the power dissipation in each LED is represented 
as 

                                 (5) 

Where, RLED_LOAD is a resistive load of the LEDs, Ion is the 
load current in the nth string, Vs denotes the supply voltage 
and VFORWARD is a LED forward voltage. As the PS_STRING is 
equal to the total of all the power developed across all the 
resistances of the devices in series, thus, the efficiency (ղ) 

could be computed as follows. 

  
    

          
                  (6) 

where,            is accumulative      and losses across 

the transistor. It has proved that the proposed circuit places no 
additional headroom voltage other than VCE or VBE during 
operating, the base of transistor becomes short and hence 
virtually a part of the transistor’s collector. Thus, the only 
power loss occurs in the string, develops across the collector 
and the emitter terminal of the transistor. This helps in having 
a proper biasing of the transistor circuit. As a result, the power 
loss across the transistor could be reduced to a significant 
extend. 

The following readings have been noted experimentally, at 
22.0 mA current for the red LED. In which,      and 

          are computed 45.0 mW and 1.10 mW, respectively. 

Thus, efficiency can be calculated as in the following. 

  
    

          
      = 97%            (7) 

Similar reading and calculations have been obtained for 
the blue LEDs in addition to the green LED. Since the blue 
LEDs besides the green LEDs have the same resistive 
characteristic, the reading is computed together at 21.0 mA. 
The      and           are calculated up to 69.62 mW and 

1.02 mW, respectively. Hence, the efficiency is calculated to 
98.55%. 

V. DIMMING CONTROL MECHANISM 

By obtaining the proper biasing, preventing the operation 
transistor to saturation, or in cut-off mode. This matter is 
engaged to the proper arrangement of dc collector current at a 
certain dc voltage by setting up a proper quiescent point as the 
circuit as discussed with the help of Fig. 3. At first, a base 
resistor (  ) is rearranged in the middle of collector and base 

of the transistor due to the nature of the circuit does not allow 
base resistor connected to the supply. Hence, the connection 
between base and LEDs load is opted by tapped the shunt 
node in the middle of LEDs and collector transistors. Then, 
resistor R1 is located in the middle of the base and emitter for 
better biasing events which provided from the voltage 
developed across the R1. 

Virtual resistance is a kind of resistance that does not 
present physically in the middle of the dimming circuit and the 
biasing circuit of the transistor. The dimming circuit creates 
various ground voltage references for the flow of load current 
from the biased transistor. Thus, by varying different voltage 
ground references, it is possible to create a kind of so-called 
virtual resistance in the path of flow of load current, in which 
no physical resistance is required. However, in this approach, 
the color LEDs module consists of a set of 9 color LEDs are 
configured, as shown in Fig. 4. Most of the LEDs dimming is 
controlled through PWM output by bringing change in the 
duty cycle. However, in this approach, the color LEDs module 
consist of a set of 9 color LEDs are configured. The supply 
comes from a DC-DC converter. Meanwhile, the dimming 
frequency is set to 1 kHz, where the dimming phenomenon is 
implemented at each leg of the CM circuits, in which the color 
LEDs are devised to be operated in individual dimming and 
overall diming. For ease computation, the power losses occur 
across the transistor are neglected. 

As a result, the proposed CM associated with the dimming 
circuit possible to introduce a significant dimming level for 
single and whole LEDs in each string of color LEDs. While 
dimming occurs at certain LED loads, the associated transistor 
of the string reduces the current through the LED loads by 
raising the emitter’s voltage of the transistor that working with 
the ECL circuit. It eventually rises the collector’s voltage of 
the transistor which gives freedom to the LED load from the 
rest of the system which still running with a constant source of 
voltage. It is showing the proposed circuit topology could 
provide a constant load current with a dimming mechanism. 

 

Fig. 3. Dimming Control Mechanism. 
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Fig. 4. Proposed CM with Dimming Circuits. 

 

Fig. 5. Logarithmic Curve. 

The switching device has been built to give the least 
resistance to load current. Its resistive value is very small. 
Hence the voltage drop across the load could be neglected. It 
gives rise to a voltage barrier to the flow of current. Because 
of it, the load current through the load has quadratic 
relationship with the power consumed by the load itself as 
shown in Fig. 5. 

VI. MONTE-CARLO SENSITIVITY ANALYSIS  

To evaluate the current balancing feature of the proposed 
driver system, a Monte Carlo procedure has been carried out, 
while introducing 2 small incremental resistive loads out of 9 

loads of purely resistive nature. The statistical approach is 
carried out using a Monte-Carlo analysis to see the parameter 
performances. The resistive feature in the color LEDs is 
assumed to be random variables that have a two-dimensional 
normal distribution with truncations between the limits of 
lower and upper values of 90 Ω (R1) and100 Ω (R3), 
respectively, while keeping other 6 resistances of the system 
to 95 Ω (R2). The simulation has been done on the proposed 
circuit while keeping the standard deviation of 1. Since the 
results of the remaining 6 strings of LEDs are identical to 95 
Ω (R2), hence only the results of three strings from proposed 
circuit are discussed which represented three strings of color 
LEDs. 

The Monte-Carlo test has been schemed in Fig. 6 as well 
as in Fig. 7. The analysis has been done without and with a 
proposed current mirroring circuit. Furthermore, it has been 
done with the calculations for correlation of R2 with other two 
resistors, i.e., R1 and R3. Further analysis also has been done 
with respect to their qualitative analysis of the probability 
occurrence changes of various resistive values. In Fig. 6(a), 
there is no current mirror circuit and the correlation between 
R1 and R2 dragging the R1 towards the resistive value of 85 Ω. 
Where in Fig. 6(b), after applying the current mirror circuit, 
the resistive nature of R1 is dragged towards 95 Ω, to catch up 
with the resistors of the system having 95 Ω, other than R3. 
While inspecting R1 with and without a current mirror 
(Fig. 6(c) and Fig. 6(d)), it has been noticed that at the base, 
the right-hand side of the bell-shaped (of current mirror 
circuit) curve looks wider (from the dotted center to the 
circles, circle pf the latter configuration shows very minute 
occurrence of probabilities) and has high probability of 
dragging the resistance, i.e., R1 to 95 Ω resistive value. Then, 
in Fig. 7 same sort of discussion has also been observed in 
case of R3 with and without current mirror circuits. In Fig. 8, it 
has also been found that there exists a probability of R2 to 
change its resistive value to 100 Ω without the current mirror 
circuit and with the current mirror, the probability of having 
100 Ω has been reduced significantly. It can be seen that their 
probability of occurrences has been squeezed to the region of 
95 Ω. 
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Fig. 6. (a)(b) Correlation between R1 and R2, without and with Current Mirror Circuits. (c)(d) Probabilities of Occurrences Change of Various Resistive Values 

 

Fig. 7. (a)(b) Correlation between R2 and R3, without and with Current 

Mirror Circuits, (c)(d) Probabilities of Occurrences Change of Various 

Resistive Values of R3. 

 

Fig. 8. Probabilities of Occurrences of Changes of Various Resistive Values 

of R2 (a) without Current Mirror Circuit (b) with Current Mirror Circuit. 
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VII. VALIDATION OF MONTE-CARLO SIMULATION THROUGH 

SIMULINK 

For validation, simulation conditions have been initiated 
and designed by using Simulink. Nine strings of red LEDs are 
tested, in which each of seven LED strings is equivalent to 
95Ω, while 96Ω and 100Ω for another two LED strings, 
respectively. The 300 kHz of PWM DC-DC power circuit is 
employed to supply the current source to LED modules. Three 
configuration circuits have been used for comparison. 
Whereas the first configuration is the string with direct 
dimming circuit, the second configuration is the string with 
improvement transistor circuit of CM, and the last 
configuration is the whole proposed CM circuit (association 
improvement of transistor circuit and super-diode) as shown in 
Fig. 9, 10 and 11, respectively. The load currents through the 
red LEDs strings have been classified as   , where n defines 
the branch number. The measured load currents are compared 
and discussed accordingly. 

From the analysis, it has been observed that the outputs in 
each individual case consist of two steady states, in between 
them there exists a transitional period. The first steady-state 
occurs after the initial current flow across the voltage barrier 
imposed by the dimming circuit, in each individual string. 
After the establishment of the first steady-state across each 
load with reference to its particular load current, the load 
current passes throughout the transient period to 
adjust/balance itself, concerning other load currents flowing 
throughout the other loads of the system. To ease elaboration, 
this detailed analysis of the simulation has shown only load 
currents designated with I1, I2, and I3 for the particular strings 
1, 2 and 3 of the system. These strings have been tested in 
three different configuration circuits, i.e., through simple 
dimming circuits, through the combinational circuits of 
dimming circuits with Q transistors, and the combination of 
super-diode mechanism. In Fig. 12, load currents for string (I1) 
have been recorded. It has been established that after turning 
on the LEDs, after 0.01 second along with smaller transient 
time, the load currents are increased up to 20.99 mA, 20.59 
mA and 20.57 mA for first, second and last configuration 
circuits, respectively. The transient response of Fig. 12(c), 
when compared to Fig. 12(a), from first to second steady-state 
shows a little bit faster response, similarly with Fig. 12(b) take 
takes least transient time to attain final steady state. Circuit 
operating with dimming circuit only shows smaller values of 
ripples in their outputs whereas the circuits operating with the 
combination of Q transistor and dimming circuit take lesser 
time to reach its steady-state but at the cost of higher values of 
ripples in their output. Fig. 13(c) shows improvement in the 
output in terms of lesser transient time lesser ripples in their 
outputs as compared to the rest of the circuits. 

Meanwhile, Fig. 13 depicts the load current responses for 
I2. After turning on the system, its load current rises to 22.10 
mA, 21.66 mA and 21.63 mA for first, second and last 
configuration circuits. All load currents transients from first 
steady-state to second state are comparable for all 
configuration circuits. 

The time responses of I3 are depicted in Fig. 14, where the 
load current is increased up to 21.87 mA, 21.44 mA, and 

21.41 mA for first, second and last configuration circuits, 
respectively and showing the comparable load currents 
transient for all configuration circuits. 

As a result, the current flow throughout the load strings is 
identical and comparable for each string accordingly. By 
adding a new proposed self-configurable CM circuit, slight 
improvement has been presented, whereas the range of 
differences among the strings is computed to see the 
effectiveness of current sharing in Table I. In the proposed 
method, the gap differences between minimum and maximum 
load currents from turning off and on conditions slightly 
shrink to 1.06 mA when compared to the first configuration 
circuit. Hence the proposed driver design shows the validity of 
the phenomenon raised by the Monte-Carlo analysis regarding 
the proposed circuit of current mirror. 

 

Fig. 9. Dimming Configurable Circuit (First Configuration Circuit). 

 

Fig. 10. Dimming Configurable with Improvement Transistor Circuit of CM 

(Second Configuration Circuit). 

 

Fig. 11. Dimming Configurable with a New Proposed CM Circuit (Third 

Configuration Circuit). 
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(a) 

 
(b) 

 
(c) 

Fig. 12. Load Current Responses (a) First Configuration Circuit, (b) Second 

Configuration Circuit (c) Last Configuration Circuit. 

 
(a) 

 
(b) 

 
(c) 

Fig. 13. Load Current Responses (a) First Configuration Circuit (b) Second 

Configuration Circuit (c) Last Configuration Circuit. 

 
(a) 

 
(b) 

 
(c) 

Fig. 14. Load Current Responses (a) First Configuration Circuit (b) Second 

Configuration Circuit (c) Last Configuration Circuit. 
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TABLE I. COMPARISON OF THE RANGE DIFFERENCES OF LOAD 

CURRENTS FOR I1, I2 AND I3 

First configuration 

circuit 

Second configuration 

circuit 

Third configuration 

circuit (a new 

proposed self-

configurable CM 

circuit) 

I1=20.99 mA I1=20.59 mA I1=20.57 mA 

I2=22.10 mA I2=21.66 mA I2=21.63 mA 

I3=21.87 mA I3=21.44 mA I3=21.41 mA 

Maximum current 

difference =1.11 mA 

Maximum current 

difference =1.07 mA 

Maximum current 

difference =1.06 mA 

Conventional current-mirror circuits need a buck converter 
to trade in with the one constant current load. The second 
topology to trade in with upgraded self-adjustable current-
mirror methods that can address different LED loads under 
different conditions with the help of one buck converter. The 
working principle spin around an effective as well as self-
configurable merged circuit of transistor and op-amp based 
current-balancing circuit, along with their dimming circuits. 
The suggested circuit assures uniformity at the circuit’s 
outputs. This particular scheme of current-balancing circuits 
excluded the requirement for distinct power supply to regulate 
the load currents through different kinds of LEDs, i.e., RGB 
LEDs. The proposed methods are identical and modular, going 
up to any number of connected corresponding current sources. 
The methodology has been proficiently examined in the 
environment of Simulink to substantiate the current balancing 
phenomenon in parallel LED strings. 

VIII. EXPLORATORY ANALYSIS 

 In color LED driver setups, two different and separate 
supply voltages, 2.3 V and 3.9 V are supplied to the red LED 
strings and blue/green LEDs, respectively while using a 
converter (based on dc-dc conversion). The transients of load 
currents are observed. The load currents for red LEDs and 
blue/green are configured from 180 mA to 90 mA to see the 
transient response. The I1 as well as I2 are captured 
accordingly as depicted in Fig. 15. With the help of the results, 
it has been noticed that by engaging the proposed self-
configuration CM circuit, the transient current responses are 
slightly fast and comparable with [2]. 

Regarding equation (6), the losses are computed based on 
the load current and transistor as follows. In which, 45.0 mW 
dissipated across the red LED (    ) and 1.10 mW dissipated 
across the transistor. Therefore, ղ is obtained up to 97%. 
Similar computation could be done for blue and green LEDs.  

From the results, it has been observed by employing the 
proposed self-configuration CM circuit with dimming circuit, 
the transient responses are faster than the work discussed by 
Jabbar Hasan in 2011in Table II. 

 
(a) 

 
(b) 

Fig. 15. (a) Transient of the Load Current of I1 (Load Current for Red Led) 

from 180 mA to 90 mA (b) Transient of the Load Current of I2 (Load Current 

for Green/Blue) from 180 mA to 90 mA. 

TABLE II. COMPARISON WITH THE PREVIOUS WORK (J. HASAN, 2012) 

 
Total 
delay 

Optimization 
Mode 

Accuracy 
of 
desired 
load 
current 
(m 
Ampere) 

Number 
of 
counts 

Complex 
design 

Jabar 
Hassan 

25 ms for 
red LED 

Not 
available 
for 
green/blue 
LED 

available poor 9 yes 

Our 
proposed 
method 

50    for 
red LED 

250    for 
green/blue 
LED 

not needed 
better 
accuracy 

8 no 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

356 | P a g e  

www.ijacsa.thesai.org 

IX. DIMMING WITH EFFICIENCY OPTION 

It has been observed that the proposed circuit has been 
validated to hold the minimization issue of the current 
imbalances between the loads but lacks for addressing the 
dimming with good efficiency. To accommodate the issue of 
efficiency, a tradeoff is needed between the level of accuracy 
versus efficiency, for high accuracy, there is no need to do any 
modification but in case of getting high efficiency a 
modification from the circuit in Fig. 16. is implemented, 
which shown in the following Fig. 16 by placing    (10 
ohms), in between the designated node 1 and node 2. By 
placing   , the base Q transistor becomes more active in 
passing the load current through it and developing lesser 
voltage at its terminals. Furthermore, it has been noticed that 
such a combination gives 99% efficiencies at lower dimming 
values. 

 

Fig. 16. Addition of    in the Proposed CM Circuit. 

When increasing dimming (reducing current through the 
load), more voltage is passed through the pulse generator to 
the emitter of the transistor but at the same time, more voltage 
is also applied to the base hence power losses occur across the 
transistor but while modification Ra is placed at the base in 
series, then during the process of dimming, there is no 
increase in base current and consequently low power losses 
across the transistor terminals. When two different resistive 
values i.e., 90 and 100 ohms are used, then the maximum 
difference in their currents comes around 2 mA, which is 
found higher as compare to Table I. 

X. CONCLUSION 

The channel color LEDs driver system with precise current 
balancing has been verified for red color–green color–blue 
color-based light-emitting-diode (LED) system. The suggested 
driver has been checked in order to keep the voltage drop 
minimum over the LEDs and its associated transistor (current 
controllers) to keep it in regulation by letting less consumption 
of power across the transistor, leading to reduced power 
dissipation in the whole LED’s string and increased efficiency 
in the LED’s string. The suggested LED driver system 
effectively dim individual LEDs in the driver through the 

individual controller. Calculated efficiencies are 97% and 
98.55% for the red color and green/ blue color LEDs, 
respectively, at their maximum rated currents of 21.0 mA and 
22.0 mA. Two different drive voltages for the driver and the 
current control in the individual LEDs are used, leading to an 
increase in the strength of the driver which consisting of 
multiple LEDs. Furthermore, it has been observed that the 
configuration of super diode along with its associated CM 
circuits are better in terms of time response. Lastly, the counts 
in this circuit have been greatly reduced as compared to its 
predecessors. The proposed circuit facilitates the user to do 
dimming at the string level and in the whole set of LEDs. It 
has been noted that the effectiveness of current sharing can 
also be applied for red or green or for blue color of LEDs. 

Conflict of interest: The authors declare no conflicts of 
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Abstract—Fuzzy logic is an algorithm that works on “degree 

of truth”, instead of the conventional crisp logic where the 

possible answer can be 1 or 0. Fuzzy logic resembles human 

thinking as it considers all the possible outcomes between 1 and 0 

and it tries to reflect reality. Generation of membership functions 

is the key factor of fuzzy logic. An approach for generating fuzzy 

gaussian and triangular membership function using fuzzy c-

means is considered in this research. The problem related to 

sunspot prediction is considered and its accuracy is calculated. It 

is evident from the results that the proposed technique of 

generating membership functions using fuzzy c-means can be 

adopted for predicting sunspots. 

Keywords—Fuzzy logics; fuzzy c-means (FCM); Gaussian 

membership function; prediction; sunspots; triangular membership 

function 

I. INTRODUCTION 

For humans, many tasks are straightforward, like carrying 
delicate items, passing through crowds or parking a car. 
Whereas, these tasks can be challenging for computers or 
machines. Such tasks are made easy and simple for us due to 
our ability to deal with ambiguous and imprecise data. 
Therefore, in order to replicate this human operator’s control 
behavior, we must model our systems in a way that make it 
capable of handling ambiguous and imprecise knowledge. 
This is exactly what fuzzy logic system do [1], it succeeds 
where system is overly challenging and complicated. Fuzzy 
logic has been effectively used in numerous applications from 
speech [2] and script [3] recognitions to control systems like 
speed control of Non-Silent Permanent Magnet Synchronous 
Motors [4]. 

The word fuzzy applies to details that are ambiguous and 
not obvious.[5] We sometimes face a condition in real world 
where we cannot decide if the state is falsifiable, there fuzzy 
logic offers a very precious reasoning versatility. In this 
manner, we can identify ambiguities and impreciseness of any 
scenarios. 1 and o depicts complete truth and false values in 
Boolean systems. Whereas, there is not completely true or 
false logic in fuzzy logics. However, in fuzzy logic there are 
so much of alternating values that are partly true and partly 
false [6]. 

One of the most important elements of fuzzy logic system 
(FLS) is membership function. A membership function is 
considered as a curve that maps each point value of input 

space to a membership degree. Input space consist of all the 
possible elements of consideration in each application, that is 
also known as the universal set (U) or discourse of universe. 
Selection of membership function is very critical in fuzzy 
logic as the entire fuzzy inference system (FIS) depends on the 
type of membership function used. There are various types of 
membership function but the most widely used ones are 
Gaussian, Triangular and Trapezoidal Membership Functions. 
Hence the generation of membership functions play a vital 
role in fuzzy logic system. 

Few methods are proposed in [7] and [8] to generate single 
type of membership function. Whereas generation of multiple 
membership function provides a powerful toolbox for users to 
solve the problems in more effective ways[9]. Generation of 
multiple membership function using Complementary-Metal-
Oxide-Semiconductor (C.M.O.S) is proposed in [9], which 
focus on using electric-current for generating membership 
functions. Based on the knowledge of the author, the literature 
has not yet recorded ways of generating multiple membership 
functions by fuzzy c-mean or data driven approach. Therefore, 
an approach is proposed in this research for generating 
multiple type of membership functions. 

In this paper, we critically analyzed the proposed methods 
and algorithms in the generation of triangular and gaussian 
membership functions using fuzzy c-means. The contribution 
of this paper are as follow: (1) providing practitioners and 
researchers with insight and future direction on membership 
function generation through fuzzy c-means, (2) in terms of 
membership function generation, we investigate the approach 
of membership function generation using fuzzy c-means. 

The remaining paper is arranged is following manner: 
background of crisp and fuzzy set as well as different current 
approaches to generate membership function is explained in 
Section 2, proposed approach and methodology are presented 
in Section 3. Whereas, Section 4 presents experiment and 
simulation results and Section 5 present future direction of 
research and its conclusion. 

II. BACKGROUND 

A. Crisp Set 

Crisp sets are the basis of classical logic, in which a series 
of different entities known as a collection. As an example, if 
we consider colours like blue and black, they are both 

https://www.researchgate.net/publication/340893538_Simplified_Model_Predicted_Current_Control_Method_for_speed_control_of_Non-Silent_Permanent_Magnet_Synchronous_Motors
https://www.researchgate.net/publication/340893538_Simplified_Model_Predicted_Current_Control_Method_for_speed_control_of_Non-Silent_Permanent_Magnet_Synchronous_Motors
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different entities considering their characteristic but can be 
considered as a collection by following the notation {black, 
blue}. Capital letters are usually used to represent crisp sets, 
so the earlier example can be represented as: 

A = {black, blue} 

A crisp subset could be determined from a comprehensive 
set that contains the values of subset based on certain 
conditions. Let suppose as an example, we have a set X, such 
that it contains the integers that are less than 10 and greater 
than or equal to 2. This set can be represented by the 
following notation:  

X = {a | a is a whole number and 2 ≤ a ≤ 10} 

The subset represented above can be presented in graphical 
form if a characteristic notation or indicator function is 
introduced, which in above case is the operation described 
over the set of whole numbers, that can be represented as A, 
which shows the membership of values in subset X of A. To 
attain this, we call the elements of A in X as 1 and others as 0. 
Hence, the deduced indicator function can be: 

  ( )  {                
            

            (1) 

It can be illustrated as in Fig. 1. 

B. Fuzzy Set and System 

In 1965 Lofti Zadeh presented the concept of fuzzy sets, 
which led to the foundation of fuzzy logics and system [10]. In 
fuzzy logic theory, a fuzzy set is a set that ensures partial 
membership of a set. which can be determined by the degree 
of membership (µ)[11], which represent all the values between 
1(a value fully belong to set) and 0 (a value totally not belong 
to set). It’s obvious that if we eliminate all the belonging 
values except for 1 and 0, fuzzy set will be converted and act 
as a crisp that which was defined earlier. 

The membership functions (MF) of a set is a link between 
the components of set and their belong to degree [12]. Fig. 2 
shows the graphical representation of fuzzy membership 
function over temperature representation. 

 

Fig. 1. Crisp Data Representation. 

 

Fig. 2. Fuzzy Data Representation. 

Fuzzy system for the temperature is illustrated in Fig. 2 
that depicts how a human feel the temperature in real life that 
can be divided into sub-categories as “very hot”, “hot”, 
“mild”, “cold” and “very cold”, where as if we consider 
conventional crisp or Boolean logic we have only two 
possibilities that are hot or cold. Here we can see that at 40 
degree of temperature, the system could be defined as being 
cold to a factor of 0.4 and mild to a factor of 0.6. 

C. Fuzzy Inference System 

A fuzzy framework is a pool of fuzzy expert intelligence 
and knowledge base that rather than the conventional and 
definite Boolean logic, can trigger data in vague terms. Expert 
knowledge is a combination of both fuzzy membership 
functions (MF) and fuzzy rule-base that contains all the fuzzy 
rules and are of form: If (conditions are true or fulfilled) Then 
(consequences are inferred) [1]. 

The basic architecture of fuzzy system is presented in 
Fig. 3. 

A fuzzy system consists of 4 main components, namely a 
fuzzifier, an inference engine, fuzzy knowledge base and a 
defuzzifier. 

1) Fuzzification: Fuzzification is the prime step of fuzzy 

system where a crisp input is converted to fuzzy input [13] 

and is assigned a membership degree. The effective working 

of fuzzy logic system depends on the efficiency of 

membership function generated in fuzzification process. 

 

Fig. 3. Fuzzy Inference System (FIS). 
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2) Fuzzy-Inference-Engine: It matches fuzzy input degree 

based on fuzzy rule and make decisions related to the 

application on rules to input field. The inference engine act as 

a mind of fuzzy system as it provides the decision-making 

logics of the system, it can be implied as an emulation of 

human thinking and decision making. 

3) Knowledgebase: It contains IF-THEN statements and 

fuzzy rules that helps in decision making based on linguistic 

information. 

4) Defuzzification: It is the final stage of fuzzy system 

where a fuzzy set obtained by inference engine is converted to 

crisp output [1]. 

D. Fuzzy Membership Functions and its Types 

Membership function can be described as a curve which 
determines how membership values between 1 and 0 are 
mapped to input space usually called universal set, that consist 
of all possible values of interest in an application [11]. There 
are 3 major and widely used types of membership functions. 

1) Fuzzy triangular membership function: Fuzzy 

triangular MF can be described using {a, b, c} as: 
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Another representation based on min and max is as follow: 
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)   )           (3)

Here a < b < c represents the coordinates of triangular MF 
on x-axis. Graphical representation of triangular MF is 
presented in Fig. 4. 

2) Fuzzy trapezoidal membership function: Fuzzy 

trapezoidal MF can be described using {a, b, c, d} as: 
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Another representation based on min and max is as follows: 
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)   )          (5)

Here a < b < c < d) represents coordinates of trapezoidal 
MF on x-axis. Graphical representation of trapezoidal MF is 
presented in Fig. 5. 

3) Fuzzy Gaussian membership function: Fuzzy Gaussian 

MF can be described using (   ) as: 

 (     )    
 (   ) 

                (6)

A cluster center c and width value σ are used to describe 
Gaussian MF. Graphical representation of Gaussian MF is 
presented in Fig. 6. 

 

Fig. 4. Triangular Membership Function. 

 

Fig. 5. Trapezoidal Membership Function. 

 

Fig. 6. Gaussian Membership Function. 

a) Fuzzy clustering: MF can be developed by mean of 

two method, one is expert knowledge approach where a 
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membership function is developed based on the parameters 

suggested by experts, whereas second method focuses on 

developing using machine learning approach like 

classification and clustering. As we know that in expert 

knowledge approach, parameters are directly provided by 

experts so that can be incomplete very biased as every expert 

can suggest different parameters based on their knowledge 

[14]. Apart from that, it can also be lacking accuracy and 

expert may have incomplete opinion or may not be available 

at all time. The method of data processing method will reduce 

some drawbacks of expert knowledge approach, if not 

eradicate them. We are therefore concentrating on the 

generation of fuzzy membership function automatically 

through data clustering approach in this study. 

b) FCM Algorithm: There are many types of clustering 

algorithms. Fuzzy C-means is one of the popular and essential 

clustering techniques based on fuzzy logic. The working of 

FCM is described below: 

Fuzzy C-means algorithm can work according to the steps 
mentioned below: 

1) Fix cluster centers (c) i.e. (2 ≤ c ≤ n) and select value 

for parameter n. 

2) Initialize partition matrix (fuzzy membership matrix) 

Uij. 

3) Calculate cluster centers (fuzzy centers) for each step.  

4) Update partition matrix (membership matrix)  

     ∑  (
 ik

 jk

)
 

       
                (7) 

Here m is a facinis (fuzziness) parameter. 

1) Check for convergence. 

2) If || U(k-1) – U(k) || ≤ E2 stop else return to step 3. 

Here E2 is Threshold. 

The flow chart for this process is presented in the Fig. 7: 

FCM Comparison with other Clustering Algorithms. 

Apart from FCM some conventional or hard computing 
algorithms like K-means, Y-means, etc. are also available. 
Some advantages of FCM over other clustering algorithms are 
described below: 

 For overlapping dataset, FCM offers relatively better 
results than k-means. 

 In FCM, every datapoint and cluster center is assigned, 
which results in the possession of multiple cluster 
centers on data points. Whereas, in K-means algorithm 
data point may only belong to single cluster center. 
[15]. 

 FCM can relatively converge more quicker as compare 
to K-means but that also increases the computational 
complexity of FCM. [15]. 

 In some cases or applications, FCM is more effective, 
robust and consistent in performance as compare to 
other clustering algorithms. [16]. 

 A comparison among Y-means, FCM and K-means is 
done which shows that FCM produces better results. 
[16]. 

 For intrusion detection, the key benefit of FCM is its 
high detection accuracy and low false positive rate. 
FCM is an effective approach but also time-consuming 
[16]. 

 

Fig. 7. FCM Flowchart Diagram. 

III. PROPOSED METHODOLOGY 

The proposed approach of generating triangular 
membership function is depicted in Fig. 8 and is discussed 
below: 

To generate Gaussian and Triangular membership 
functions. A dataset is passed through fuzzifier where crisp 
inputs are converted to fuzzy inputs using FCM. Once data is 
passed through FCM, it gives fuzzy membership Matrix (U-
matrix) and cluster center as an output. Gaussian membership 
function is than approximated using these values of 
membership matrix and cluster center. U-matrix and cluster 
centers are than passed through the formula sets where it 
converts it into the parameters needed for approximating 
triangular membership function. Once both gaussian and 
triangular membership functions are approximated they are 
than evaluated against test data sets to validate the outcome of 
an approach. The formula set for generating parameters of 
triangular membership function is presented below. 

a = α – β * γ; 

b = α; 

c = α + β * γ;              (8) 

If |U(k+1) – U(k)| < 

Threshold 

Stop 

Yes 

No 
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Fig. 8. Proposed Methodology. 

Here, a and c represent the floor whereas b represent the 
peak value of triangular membership function. α and γ are the 
values calculated from U-matrix and cluster centers while as β 
is constant. 

IV. RESULTS AND DISCUSSION 

To validate the approach, a prediction data set is used to 
predict monthly sunspot [17]. Sunspot dataset is used that 
calculate values of sunspot from 1749/01/01 to 2017/08/31 
containing 2820 data values recorded on monthly basis. In the 
Sun’s photosphere, sunspots are transient occurrences which 
appears as darker spots than the surrounding areas. These 
regions are of lowered surface temperature that happens due to 
convection-inhibiting magnetic flux concentrations. It 
normally occurs in pairs of opposite magnetic polarities. Their 
numbers vary as per the solar cycle that lasts around 11 years. 

FIS is developed for Gaussian membership functions 
based on sunspots datasets and are presented in Fig. 9. 

FIS is developed for Gaussian membership functions 
based on sunspots datasets and are presented in Fig. 10. 

To evaluate the FIS, prediction test on sunspot is 
performed on sunspot dataset, whose results are shown in 
Fig. 11: 

It can be seen from the results shown in figure above that 
the prediction results are calculated for sunspot dataset for 
both Gaussian and triangular membership functions based on 
training and testing datasets. If we analyze the results, 
Gaussian membership function has the prediction accuracy of 
99.46% whereas triangular membership function has an 
accuracy of 99.50%. It is evident that here Triangular 
membership function outperform Gaussian membership 
function and hence produce better results. 

 

Fig. 9.  Fuzzy Gaussian FIS. 

 

Fig. 10. Fuzzy Triangular FIS. 

 

Fig. 11. Sunspots Prediction Results. 
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V. CONCLUSION AND FUTURE WORK 

In this research, a technique is proposed to generate 
triangular and Gaussian fuzzy membership functions through 
fuzzy c-means. By analyzing the results, it can be concluded 
that the proposed approach of generating triangular and 
Gaussian membership functions using fuzzy c-means can be 
used for prediction of sunspots. This approach will be very 
effective in the field of data science and specially for 
prediction problems. It can have its application in many real 
world’s data science problems such as classification, 
regression, and prediction. The approach will be applied to 
solve prediction problems such as to forecast electricity 
demand and price. In future we target to generate triangular as 
well as trapezoidal membership function using fuzzy type 2 
and fuzzy interval type to systems. 
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Abstract—Optimum spatial resolution of satellite based 

optical sensors for maximizing classification performance is 

investigated. Also, classification performance assessment method 

considering spatial resolution of satellite based optical imagers is 

proposed. Optimum spatial resolution which makes the highest 

classification accuracy is determined from spatial frequency 

components, spectral features of objects and classification 

method. First, in this paper, based on the relationship between 

variance of pixels and classification accuracy, classification 

accuracy for Landsat Multiple Spectral Scanner: MSS images 

with various Instantaneous Field of View (IFOV) will be shown. 

In their connection, variance of pixel values for images with 

various IFOV will be clarified. Second, assuming the shape of 

boundary line between adjacent categories is circle, relationship 

among IFOV, ratio of Mixels and classification accuracy will be 

cleared under the supposition that the number of Mixels equals 

to that of misclassified pixels. Finally, it will be also shown that 

aforementioned relationships and optimum spatial resolution 

have been confirmed by using airborne based MSS data of 

Sayama district in Japan. 

Keywords—Spectral information; spatial information; 

maximum likelihood decision rule; satellite image; image 

classification; mixed pixel (Mixels); optimum spatial resolution; 

classification performance; spatial and spectral features 

I. INTRODUCTION 

Optimum spatial resolution of satellite based optical 
sensors for maximizing classification performance is 
investigated. From the point of view of classification 
performance, there must exists an optimum spatial resolution 
of the spaceborne onboard optical sensors because the 
variances of the class categories are getting large in 
accordance with the spatial resolution. The classification 
performance is getting down because the overlapped areas 
among the class categories are getting large which results in 
confusion probabilities are getting large in accordance with 
spatial resolution. 

Since variance of pixels correspond to that in the feature 
space increases in accordance with improvement of spatial 
resolution, classification accuracy will be gotten worse in 
accordance with improvement of spatial resolution under the 
limitations of variety of objects and class categories. On the 
other hand, classification accuracy gets better in accordance 
with improvement of spatial resolution because of decreasing 

of a ratio of "Mixels" which are pixels composing with plural 
class categories. Since aforementioned two effects contribute 
to classification accuracy multiplicatively, it seems that there 
exists an optimum spatial resolution. 

The Instantaneous Field of View: IFOV of the 
multispectral radiometer mounted on the earth observation 
satellite with the highest classification accuracy, that is, the 
optimal spatial resolution, is generally determined by the 
spatial frequency component, spectral characteristics, 
classification method, and the like of the observation target 
[1]-[9]. Classification accuracy is defined as the 
discrimination efficiency (diagonal element of the confusion 
matrix) in maximum likelihood classification, and when 
parameters such as the object to be observed and the number 
of classes are limited, increasing the spatial resolution 
generally increases the variance in the feature space [10]. 

The classification accuracy becomes worse. On the other 
hand, the ratio of Mixels (mixed pixels) of different classes 
becomes smaller as the spatial resolution is improved, so that 
the classification accuracy is improved [11],[12]. Since the 
above effects synergistically contribute to the classification 
accuracy, it is considered that there is an optimal spatial 
resolution. 

The motivation of this research study is to clarify relations 
between spatial resolution of optical sensors onboard satellites 
and classification performance and then find out optimum 
spatial resolution for maximizing classification performance. 

This paper first clarifies the relationship between the 
instantaneous visual field and the classification accuracy [13] 
by deriving the case variance based on the relationship 
between the variance of pixel values and the classification 
accuracy. Next, assuming that the shape of the boundary of the 
same class region is an arc, the relationship between the 
instantaneous visual field and the ratio of the Mixels is 
obtained, and further, the relationship between the 
instantaneous visual field and the classification accuracy is 
obtained assuming that the ratio of the Mixels is a false 
recognition rate. Both relationships show that there is an 
optimal spatial resolution, and this is confirmed by using MSS 
data of the aircraft that observed Sayama Hills, in Japan. 

In the following section, related research works and 
research background including motivation of the research are 
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described. Then, the proposed context classification method is 
described followed by experimental method together with 
experimental results. After that, concluding remarks and some 
discussions are described. 

II. RELATED RESEARCH WORKS 

Classification by re-estimating statistical parameters based 
on auto-regressive model is proposed for purification of 
training samples. [14]. Meanwhile, multi-temporal texture 
analysis in Landsat Thematic Mapper: TM classification is 
proposed for high spatial resolution of optical sensor images 
[15]. On the other hand, Maximum Likelihood (MLH) TM 
classification taking into account pixel-to-pixel correlation is 
proposed [16]. 

Supervised TM classification with a purification of 
training samples is proposed [17] together with TM 
classification using local spectral variability is proposed [18]. 
A classification method with spatial spectral variability is also 
proposed [19] together with TM classification using local 
spectral variability [20]. 

Application of inversion theory for image analysis and 
classification is proposed [21]. Meanwhile, polarimetric SAR 
image classification with maximum curvature of the trajectory 
in eigen space domain on the polarization signature is 
proposed [22]. On the other hand, A hybrid supervised 
classification method for multi-dimensional images using 
color and textural features is proposed [23]. 

Polarimetric SAR image classification with high frequency 
component derived from wavelet multi resolution analysis: 
MRA is proposed [24]. Comparative study of polarimetric 
SAR classification methods including proposed method with 
maximum curvature of trajectory of backscattering cross 
section in ellipticity and orientation angle space is conducted 
and well reported [25]. 

Comparative study on discrimination methods for 
identifying dangerous red tide species based on wavelet 
utilized classification methods is conducted [26]. On the other 
hand, multi spectral image classification method with 
selection of independent spectral features through correlation 
analysis is proposed [27]. Image retrieval and classification 
method based on Euclidian distance between normalized 
features including wavelet descriptor is proposed [28]. 

Gender classification method based on gait energy motion 
derived from silhouettes through wavelet analysis of human 
gait moving pictures is proposed [29]. Also, human gait 
skeleton model acquired with single side video camera and its 
application and implementation for gender classification is 
proposed [30] together with human gait skeleton model 
acquired with single side video camera and its application and 
implementation for gender classification [31]. On the other 
hand, gender classification method based on gait energy 
motion derived from silhouette through wavelet analysis of 
human gait moving pictures is proposed [32] together with 
human gait gender classification using 3D discrete wavelet 
transformation feature extraction [33]. 

Image classification considering probability density 
function based on simplified beta distribution is proposed 
[34]. Meanwhile, Maximum Likelihood Classification: MLH 
based on classified result of boundary mixed pixels for high 
spatial resolution of satellite images is proposed [35]. On the 
other hand, context classification based on mixing ratio 
estimation by means of inversion theory is proposed [36]. 

III. RESEARCH BACKGROUND 

A. Relationship between Instantaneous Visual Field and 

Variance of Pixel Values 

According to Friedman et al. [13], the classification 
accuracy P is determined by the variance σ

2
 of the pixel values 

and the size α in the feature space of each class, which is 
determined by the classification method. 

                             (1) 

where, α is defined as a range of a discrimination threshold 
in an arbitrary dimension of an arbitrary class (this threshold is 
determined by a classification method that regards the range 
of this threshold as the same class). The unit is the digital 
count value, which is the same as the unit of the standard 
deviation (σ) of the pixel value. σ

2
 changes depending on the 

instantaneous field of view. If the time series x (t) of the 
original pixel values is now sampled at the time interval l and 
the obtained series is g (ξ), σ

2
 (a) is shown in Appendix 1. 

Equation (2) can be expressed as follows. 
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That is, it can be seen that σ
2
 (a) can be represented by 

only the even-order terms of a, and can be represented by an 
equation that is negative from the second term. Therefore, 
when x (t) is a continuous function, it can be seen that σ

2
 (a) 

becomes a constant value when a approaches o, and decreases 
at first as an objective line as it increases. Since σ

2
 (a) in the 

range of the instantaneous visual field near the optimal spatial 
resolution is considered to decrease parabolically from a 
constant value, here, Eq. (2) is approximated by the second 
term. 

B. Classification Method in Concern 

According to Crapper, the Mixel ratio F is expressed by 
the following equation. 

    √  
  

 
  

√ 

 
              (3) 

where    ∑      √ ∑ √    , Lj denotes the perimeter 

of the class j area, Aj; the area of the class j area, a; the 
instantaneous visual field (pixel size), L; the average length 
when the boundary of the class area that crosses the pixel is 
approximated by a straight line. 

Fig. 1 shows the definition of L. In the figure, the hatched 
area is defined as class i and the other area is defined as class j. 
The boundary line length is defined as Lij, and the length 
connecting the straight lines (broken line length) is defined as 
L. The average of L is defined as L. 
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A: pixel size 

i, j: class categories 
Lij: boundary line length 

Lj: approximated straight-line length 

Fig. 1. Definition of Notations. 

The parameters other than a are obtained by the Crapper 
[11] as experimental values using 1605 types of sample data 
as follows. In the process of deriving Eq. (3), 

L=0.7935a, K1=1.82, √         , A=3718600(m
2
) 

Crapper makes the following assumptions. 

1) There are at most two classes in a pixel. 

2) The length of the line segment that intersects the edge 

of the pixel with the boundary between different classes in the 

image space is not different from the line segment length 

when it is approximated by a straight-line. 

Both of the above assumptions hold if a is sufficiently 
small compared to the size of the class area. However, when 
discussing the optimal spatial resolution, it is generally 
considered that the size of the class area is equivalent to the 
pixel size. Must be made and this assumption does not hold. In 
particular, the assumption of (2) often does not hold. Here, it 
is assumed instead that "the category boundary line in a pixel 
is an arc." Under this assumption, the ratio q between the 
average length Lij of the class area boundary line and the 
average length L obtained by linearly approximating it is the 
radius r and the pixel size a when the boundary line of the 
class area is assumed to be circular. It becomes a function and 
the relationship shown in Fig.2. Considering this ratio and 
adopting the experimental values of Crapper as other 
parameters, F can be expressed by the following equation. 

       
     

 (
 

 
)

  (
 

 
)                   (4) 

Assuming that the classification accuracy of Mixels is 0, 
the classification accuracy of pixels (pure pixels) composed of 
a single class is 1, and their combined classification accuracy 
is equal to (1-F). 

C. Overall Classification Accuracy 

The total classification accuracy Pt is defined by the 
following equation in consideration of the influence of the 
variance of pixel values and the ratio of the Mixels on the 
classification accuracy. 

Pt = P (1-F)               (5) 

The pixel size at which this Pt is the highest is defined as 
the optimal spatial resolution. 

 

Fig. 2. Ratio of the Line Length of Boundaries between Adjacent Class 

Categories lij to its Approximated Straight-Line Length L. 

IV. EXPERIMENT WITH AIRCRAFT MSS DATA OBSERVING 

SAYAMA HILLS: EXAMPLE OF OPTIMAL SPATIAL RESOLUTION 

A. Geographical Characteristics of the Intensive Study Area 

The analysis area is around Sayama as shown in Fig.3. The 
south side consists of Sayama hills at about 150m above sea 
level, and the north side consists of flat land about 100m 
above sea level. The Sayama hill has Sayama lake, broadleaf / 
coniferous forest, grassland, etc. The flat land consists of 
development land including bare land, urban area, residential 
area, paddy field, upland field, tea plantation, etc. 

B. Generation and Classification of MSS Data of 

Instantaneous Field of View: IFOV 

On December 12, 1981, data of an instantaneous field of 
view of 1.25 m was collected using an MSS; DS-1250 for 
airborne use at an altitude of 500 m. Apply 8 × 8, 12 × 12, 16 
× 16, 24 × 4, 48 × 48 pixel window size smoothing filter to 
this to generate instantaneous visual field data of 10, 15, 20, 
30, 60m. 

Then, the maximum likelihood classification was tried 
using each band data in the wavelength range of 0.55 to 0.60, 
0.65 to 0.69, 0.8 to 0.89, 8.0 to 14.0 μm, and the 
discrimination efficiency was evaluated. 

Figure 4 shows examples of images of each instantaneous 
visual field. Table l shows the discrimination efficiency Pi for 
each class by maximum likelihood classification using the 
data of each instantaneous visual field. Pi; i is the class type, 
the area ratio of each class. 

The discrimination efficiency Pa at each instantaneous 
visual field represented by the formula is shown. 

Pa = ΣRiPi               (6) 

Ri is the average of the area ratio of each class obtained by 
classifying the simulation images of each instantaneous visual 
field by the maximum likelihood method. From the table, it 
can be seen that the instantaneous visual field showing the 
maximum discrimination efficiency differs for each class, and 
that coniferous forests, fields, development areas, urban areas, 
etc. have a relatively large number of composite pixels of 
different classes, and the dimensions of the components are 
small. 
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(a) Topographic Map of the Lake Sayama. 

 
(b) Sentinel-2 of the Lake Sayama. 

Fig. 3. Location of Study Area and Topographic Feature of the Area. 

 
1.25m 10m 15m 20m 30m 60m 60m 

Airborne     Simulated    Simulated      Simulated     Simulated     Landsat 

Fig. 4. Example of Airborne MSS, Simulated MSS with different IFOV and 

Actual Landsat MSS Image of Sayama, Japan. 

TABLE I. CLASSIFICATION ACCURACY FOR THE SIMULATION DATA OF 

SEVERAL INSTANTANEOUS FIELD OF VIEW (IFOV) 

a 1.25 10 15 20 30 60 Ri 

Needle Leaf Tree 33.1 58.5 87.8 69 80.2 86.2 22.5 

Deciduous Tree 76.9 79.4 63.2 91.9 92.4 86.5 17.5 

Paddy Field 83.5 84.5 73.4 83 95.5 87 6.4 

Perm Area 57.9 91.5 81.8 87 82 45.5 9 

Tea Garden 75.6 75.1 88.4 67.9 98.3 93.7 6.9 

Grass Field 87 90.9 95.6 80.1 100 88.6 3.2 

Developmental Area 38.2 89.5 63.1 98.1 92.8 100 3.6 

Water Body 99.5 98.9 99.8 100 99.9 99.8 13.5 

Mulberry Field 61.8 86 86.5 92.9 74.6 79.9 7.4 

Urban Area 48.8 66.2 88.2 88.6 83.6 70.6 10 

Pa 63.7 78.3 83 88.9 88.9 83.5 _____ 

a: IFOV, i: Class category, Ri: Percentage ratio of class category area, Pa: Percentage ratio of correct 

classification 

As shown in Fig. 5, it can be seen that the variance of the 
pixel values is relatively low in the classification accuracy. It 
was also found that the average classification accuracy in each 
instantaneous visual field, weighted by the area ratio of each 
class, was highest when the instantaneous visual field was 
30m. 
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Fig. 5. Classification Accuracies for Various Class Categories. 

C. Relationship between IFOV and Variance 

As shown in Fig. 6, the variance differs depending on the 
channel and class; where, in order to clarify the average 
relationship between the IFOV and the variance, the function 
was approximated by the least square method. 

As a result, Eq. (7) was obtained. The approximation error 
normalized by the variance value at this time was 0.71. 

                               (7) 

By substituting Eq. (7) into Eq. (1) and evaluating the 
classification accuracy p using α as a parameter, the result is 
as shown in Fig. 7. In the figure, the solid line is the calculated 
value of Eq. (7), and the broken line is the estimated value. 

When the aircraft data used in the analysis were classified 
by the maximum likelihood method, the range α of each class 
was about 10 to 120. Therefore, Fig. 7 requires the 
classification accuracy when α is changed in 20 steps from 30 
to 90. 

D. Relationship between IFOV and Mixing Ratio 

Estimated from the land cover classification map of the 
Sayama area used in the analysis, the average of the radius r 
was determined to be about 20 m when the boundary between 
each class was assumed to be an arc. Therefore, here, r was 
changed to 10 to 30 m, and Eq. (4) was opened to evaluate the 
effect of the change of the Mixels by the instantaneous visual 
field on the classification accuracy. 

Fig. 8 shows the results. The figure also shows the 
calculated values of Crapper [11] and the experimental values 
of Jackson [12]. 

Since the calculated value of Crapper is based on the 
assumption that the instantaneous visual field is sufficiently 
smaller than the class size, the calculated value of the model 
proposed in this paper asymptotically approaches the region 
where the instantaneous visual field is small. Also, Jackson's 
experimental values correspond to those where r in the 
calculated values of this model is about 25 m. 

 

Fig. 6. Variance of Channel 9 Data of each Class Category for each IFOV. 

 

Fig. 7. Classification Accuracy for various Parameter of α. 

 

Fig. 8. Decrease of Classification Accuracy in Accordance with Increasing 

of IFOV. 
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Comparing the experimental values (circles in Fig. 8) for 
calculating the ratio of the Mixels for the images of each 
instantaneous visual field with the calculated values of this 
model, it can be seen that r is about 20 m. This experimental 
value is based on the assumption that the result of classifying 
aircraft MSS data with an instantaneous field of view of 1.25 
m into 10 classes by maximum likelihood classification is 0 
(%) for the Mixels, and this classification result is the MSS 
image of each instantaneous field of view. In each pixel, the 
ratio of the number of categories that are composed of a 
plurality of categories is calculated as the number of Mixels. 

This indicates that, when the analysis target area is 
classified into 10 classes in Table I, the average of the class 
sizes can be considered to be equivalent to a circle with a 
semicircle of about 20 m. 

E. Relationship between IFOV and Classification Accuracy 

The total classification accuracy pt considering the 
variance and the Mixels was calculated by Eq. (5) and shown 
in Fig. 9. At this time, 20m was selected as the parameter r, 
and 50, 70, and 90 were selected for α. In addition, Fig. 9 also 
shows the classification accuracy p obtained by actually 
performing the maximum likelihood classification, and (Table 
1). The two values are almost the same, especially when α = 
90, which indicates that the method proposed in this paper for 
finding the optimal spatial resolution is appropriate. 

 

Fig. 9. Comparison of Theoretical Classification Accuracy with 

Experimental one for Various IFOV. 

V. CONCLUSION 

Optimum Spatial Resolution of Satellite Based Optical 
Sensors for Maximizing Classification Performance is 
investigated. Also, classification performance assessment 
method considering spatial resolution of satellite based optical 
imagers is proposed. Optimum spatial resolution which makes 
the highest classification accuracy is determined from spatial 
frequency components, spectral features of objects and 
classification method. 

The validity of the method of obtaining the ratio of the 
Mixels and the variance of the pixel values and the method of 
deriving the classification accuracy considering them were 
confirmed by the analysis example of the Sayama area of 
Japan scene of Landsat satellite imagery data. According to 

this method, the classification accuracy can be estimated by 
giving the class size in the feature space and the radius when 
the class region in the image space is approximated by an arc. 
It is also possible to find the optimum spatial resolution that 
maximizes the accuracy. 

VI. FUTURE RESEARCH WORKS 

The proposed method is adopted in the real earth 
observation satellite imagery data, and it is a future subject to 
realize a more usable classification method. Also, optimum 
spatial resolution would be better to be realized with actual 
remote sensing satellite based optical sensors. 
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Abstract—In December 2019, the world learned about the 

first outbreak of the novel coronavirus (COVID-19) that first 

broke out in Wuhan, China. This limited outbreak in a small 

province of China has rapidly evolved into a global pandemic 

that has led to a health and economic crisis. As millions of 

individuals have lost their lives, others have lost their jobs due to 

the recession of 2020. While the skills and educational mismatch 

have been a prevalent problem in the UAE labor market, it is 

logical to assume that the global pandemic has likely increased 

this problem's extent. Therefore, there is an urgent need to adopt 

an agile, innovative solution to address the upcoming challenges 

in the labor markets due to the lack of skilled resources and the 

fear of future work amid the COVID-19 pandemic. Since 

industry and academia have identified skills and educational 

mismatch as a complex and multivariate problem, the paper 

builds a conceptual case from a system engineering perspective to 

solve this problem efficiently. Based on the literature reviewed 

related to disruptive technologies and labor market management 

systems, the paper proposes a new implementation approach for 

an integrated labor market information system enabled by the 

most widely used disruptive technologies components in the UAE 

(Machine Learning, AI, Blockchain, Internet of Things, Big Data 

Analytics, and Cloud Computing). The proposed approach is 

considered one of the immediate course of actions required to 

minimize the UAE economy’s negative impact due to the 

presence of the skills and educational mismatch phenomena. 

Keywords—Disruptive technologies; labor market information 

systems; skills and educational mismatch; future of work; system 

engineering; system design thinking; COVID-19 

I. INTRODUCTION 

The global COVID-19 pandemic has led to a complete 
transformation of the status quo and has challenged the current 
living and business landscapes. The ripple effects of the global 
pandemic hit all economic sectors in all countries. Under the 
current crisis, one aspect that has become clear is that there is a 
need to deploy disruptive technologies to solve common 
problems such as remote working, which exacerbated due to 
the need to keep the social distance. The current paper focuses 
on the skills and educational mismatch, one of the ever-lasting 
and continuously increasing problems in the UAE's labor 
market [1-3]. Since it is a large-scale problem, UAE policy-
makers need to ensure that they are taking the appropriate steps 
towards disruptive technologies deployment while thinking 
about a solution to this problem. Despite that, the utilization of 
disruptive technologies penetrates the current processes and the 
paradigms that are followed [4]; the current practices of labor 

market information system (LMIS) implementation in the UAE 
has not yet leveraged such technologies. Therefore, proper 
utilization of disruptive technologies can potentially enhance 
the LMIS implementation practices and enable the UAE to 
solve the national mismatch problem for a better future of 
work. Such utilization will enable feasible development for an 
agile, innovative solution for such a complex problem and 
offer intelligent collaborations and workflows. From the other 
side, on a country level, labor market information systems are 
the most recommended solutions for better management of the 
labor markets as such solutions enable the identification and 
the collection of different types of information from the multi-
stakeholders involved. With these in mind, the current paper is 
building a conceptual case to improve the future of work in the 
UAE labor market amid COVID-19 by potentially 
implementing an integrated labor market information system 
enabled by disruptive technologies. 

The paper begins with a review of the concept of disruptive 
technologies and their various types while highlighting the 
opportunities that the technologies offer towards enabling the 
efficient development of complex solutions. Then, the paper 
presents an understanding of the Labor Market Information 
Systems (LMIS) and identifying their primary purposes for 
better labor market management. Following that, the paper 
portrays the mismatch outlook in the UAE labor market and 
the need for iLMIS implementation to resolve this issue. In 
addition, an explanation for the current trend for iLMIS 
implementation is provided, along with its limitations. Hence, a 
strategic course of actions is proposed to forward a better 
future of work in the UAE labor market amid COVID-19. 
Lastly, challenges and future guidelines will be discussed. 

II. DISRUPTIVE TECHNOLOGIES 

As all technology innovations can be considered disruptive, 
the list of disruptive technologies is increasing almost always. 
However, some technological innovations can transform the 
value pools and individuals' status quo in business and social 
landscapes. Therefore, countries need to be able to identify the 
scope of new technologies and the impact that they are going to 
have on people's lives and prepare accordingly. For this reason, 
it is rational to start the discussion with a quick review of the 
disruptive technologies. As identified by [4], disruptive 
technologies are classified as human-centric and smart-space-
based technologies. Table I summarizes the stated types of 
disruptive technologies, along with their supporting emerging 
technologies, as outlined by [4]. 
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TABLE I. CATEGORIZATION OF TECHNOLOGY 

Disruptive 

technology 

theme 

Disruptive 

technology types 
Supporting emerging technologies 

Human 
Centric 

Hyper-automation Machine Learning, Robotics 

Multi-experience 
Virtual reality (VR), augmented reality 

(AR), and mixed reality (MR) 

Democratization Big Data Analytics 

Human 

Augmentation 

Virtual Reality, Augmented Reality, 
Virtual Assistants, Computer Vision, 

Biometrics 

Transparency and 
Traceability 

Blockchain and Big Data Analytics, 5G 

Smart 

Space 

Empowered edge Internet-of-things, Big Data Analytics, 5G 

Distributed Cloud Cloud Computing, Big Data Analytics 

Autonomous 

things 

Drones, autonomous vehicles, robotics, 

5G 

Practical 

Blockchain 
Blockchain 

AI Security Artificial Intelligence, Blockchain 

(Source: 4) 

A. Human-Centric based Technologies 

Human-centric technologies are one of the most 
transformative and impactful technologies at the individual 
level, whereby these technologies are intended to cater to the 
user's evolving needs. These technologies also define the 
interaction between users and the digital world. Some of the 
core types of these technologies include hyper-automation, 
multi-experience, democratization, human augmentation, as 
well as transparency and traceability [4]. 

Hyper-automation is a human-centric technology; it is a 
combination of several machine-learning techniques. It 
efficiently enables processes' automation and humans' 
augmentation. Moreover, it covers all the automation steps, 
including; discovering, analyzing, developing, implementing, 
monitoring, and re-assessing [5-6]. This type of technology 
includes two primary components: robotic process automation 
and intelligent business process management suites. The 
benefit of robotic process automation is enhancing the short-
term processes and works by eliminating repetitive tasks using 
data manipulation and an integrated script structure that is 
tightly defined. Therefore, it facilitates the shift from legacy 
systems to new ones. While, the intelligent business process 
management suites help enhance the long-term processes and 
works as they also provide a unified solution that orchestrates 
between people, processes, and things. It is also a collection of 
tightly defined rules that can be used to oversee contextual 
work with its most common application to support the full life 
cycle of any processes end-to-end. 

Furthermore, multi-experience technology provides users 
with different experiences and a new platform to interact with 
the digital world [4]. For example, technologies such as virtual 
reality, augmented reality, and mixed reality provide users with 
a multimodal sensory experience that can virtually deliver the 
relevant information and desired actions for different system 
users [7-8]. 

Besides, democratization is the technology that facilitates 
equally easy access to end-users (both potential and native) as 
well as expertise users (both discipline and domain) [4]. Such 
access facility is provided by using revolutionary technologies 
that can provide end-users with access to systems and 
information while needing minimal training. The technology of 
democratization uses artificial intelligence while developing a 
solution; this ensures that as time passes, the cost of the 
development of new solutions reduces and its production 
increases while supporting the developed solutions to run 
automatically based on the different users' interventions. 

Human augmentation is defined as a technology that 
enhances human experience using physical and cognitive 
components. It offers humans many opportunities to develop 
their capabilities which contribute directly to a better condition. 
For instance, physical augmentation technologies provide 
humans with wearable devices that can enhance their physical 
bodies' capabilities, such as senses and biological functions [9]. 
On the other hand, cognitive augmentation technologies 
enhance human skills for better learning, development, and 
decision-making [10]. 

Lastly, transparency and traceability are defined as the 
ward that ensures trust, transparency, and ethics are addressed 
while disruptive technologies are used [11-12]. One of the core 
methods to restore trust is through paying attention to three 
areas while developing new systems powered by disruptive 
technologies: the use of AI, the use of personal data (privacy, 
control, ownership), and the use of a design that is ethically 
compliant [12]. 

Hence, Human-centric based Technologies are efficiently 
used in the case of complex systems development, especially in 
the case of customized profiling, distance collaboration 
between different users, and iterative enhancement of 
workflows are required. 

B. Smart-Space based Technologies 

Smart-space-based technologies connect different working 
environments and develop smart environments rich in 
information and provide context-specific intelligent services to 
different users [13]. It covers designing, implementing, and 
evaluating new information domains supported by new 
architectures to enable user-based intelligent services. There 
are several types of smart-space-based technologies such as 
edge computing, distributed cloud, autonomous things, 
practical blockchain, and AI security. 

Edge computing is referred to as the technology that brings 
the computing and storage of data close to each other, 
significantly reducing bandwidth usage and enhancing 
response times when needed [14]. Therefore, it is predicted that 
approximately 50% of the companies will shift to edge 
computing from cloud computing [4]. 

The distributed cloud is also an advanced cloud computing 
technology that uses data storage at different geographic 
locations, enabling the distribution of service operations at 
these locations with the well-defined operation, governance, 
and evaluation of these distributed services. It operates under a 
tightly coupled system that has storage, computation, and 
networking capabilities. It is different from edge computing as 
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it is establishing a distributed cloud that provides closer data 
processing computing to the end-user, decreased latency, 
processed data, and enhanced security in a real-time 
environment. 

On the other hand, autonomous things are inter-connected 
and AI-enabled physical devices. They are designed to replace 
humans; this includes robots, autonomous vehicles, and 
appliances. In essence, it is an enhanced level of automation as 
these devices deliver smart services to users. This technology's 
growth shall pave a pathway to shift from stand-alone 
intelligent systems to collaborative intelligent systems [15]. 

Moreover, a practical blockchain is a secure distributed 
ledger containing a chronological list of unalterable 
transactions records. These transactions can also be traced back 
to their origin, which makes them completely secure. 
Therefore, blockchain technology conveys trust, transparency, 
values and empowers collaborations across different digital 
eco-systems. However, blockchain is not scalable due to 
technical deficiencies and interoperability issues; thus, 
preventing it from being widely used in the business context 
[16]. 

Lastly, AI security. Based on the fact that artificial 
intelligence rapidly integrates into human decision-making and 
plays a crucial role in individuals' everyday lives, which has 
been facilitated due to the presence of the internet of things, 
cloud computing, and micro-services, along with the fact that 
individuals are increasingly connected. Therefore, with this 
level of penetration of artificial intelligence, there is a need to 
ensure that the safety, protection, and security defense of the 
AI-powered systems protect the individuals' data from cyber 
attackers. 

Hence, smart-space-based technologies can be efficiently 
used as infrastructure in complex systems development, 
especially if required, for such development, to connect 
different working environments at different geographic 
locations to offer smart services with enhanced security to 
different users. 

From amongst these advanced technologies outlined above, 
a total of six disruptive technologies have found widespread 
application in the UAE: Machine Learning, AI, Blockchain, 
Big Data, IoT, and Cloud Computing. The author in [17] noted 
that the UAE had established the groundwork for machine 
learning and AI learning by developing policies and providing 
incentives to drive their application. Furthermore, blockchain 
has also found widespread use in the UAE, with the public 
sector increasingly using blockchain to conduct its transactions 
[18]. Similar trends are noted in the UAE concerning big data 
analytics, whereby Dubai's Smart City Strategy is a big data-
enabled program whereby big data analytics is poised to 
become a leading-edge technology in the UAE [19]. In 
addition, in terms of IoT, the application of this technology in 
the UAE is widespread, to extend that there is a new regulatory 
policy for the use of IoT in the country [20]. Finally, 
concerning cloud computing, an increase in usage is seen 
whereby there has been a surge in cloud computing use in the 
UAE in the past few years [21]. Therefore, these technologies 
that have widespread use in the UAE have been selected in this 
paper to build the conceptual case. 

III. LABOR MARKET INFORMATION SYSTEMS (LMIS) 

A labor market information system is a set of foundations 
(government and private, workforce, employers, citizens) 
connected and collaborated to maximize the labor market's 
potential. Such effective management of the labor markets 
achieved as LMIS performs the identified roles and 
responsibilities for the production, storage, dissemination, and 
use of labor market data for better policy and program 
formulation and implementation. 

Labor market information (LMI) is used as an umbrella 
term that represents all information related to the labor market, 
which includes the details of the labor supply and demand 
sides (structure, characteristics, and dynamics), as well as the 
information on lack of a labor market equilibrium. LMI exists 
in both "hard" (i.e., quantitative data and statistics) or "soft" 
(i.e., qualitative data on the functioning and characteristics of 
both labor market sides) forms. 

In order to analyze the labor market and find the best 
information available regarding the state of the labor market, 
the collected raw data (both soft and hard) related to the labor 
market needs to be processed and transformed into what is 
called labor market intelligence [22, p. 4]. As illustrated in 
Fig. 1, LMI has three components; the input (labor market 
data), the process (labor market analysis), and the outputs 
(labor market intelligence). 

Labor market information has four primary purposes: 

1) Intervention-oriented, where LMI supports 

stakeholders to improve, resolve issues of the labor market. 

2) Observation-oriented, where LMI serves labor market 

researchers to contribute to the economy and society's 

scholarly work. 

3) Demand-oriented, where LMI increases employers' 

ability to hire the workforce efficiently. 

4) Supply-oriented, where LMI offers a workforce, 

continues development to reduce the risk of exiting from the 

labor market. 

Due to the complexity of the labor market management, the 
four purposes mentioned above of labor market information 
should be fulfilled; therefore, an LMIS must be comprehensive 
to provide value to all labor market stakeholders (i.e., policy-
makers, researchers, employers, and workforce). 

As observed by [23], this compressive LMIS are generally 
catering one of the two following functions as presented in 
Fig. 2. 

 

Fig. 1. The Components of Labor Market Information. (Source: 23). 
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Fig. 2. Separated LMIS Functions. (Source: 23). 

1) Data-driven LMIS: provides descriptive data on the 

labor market, mostly for the aim of intervention or 

observation. These systems build a set of statistical indicators 

such as unemployment rates, new job creation in a different 

sector, labor market demographics. 

2) Service-oriented LMIS: provides labor market services 

to both sides of the labor market (demand and supply) to 

enhance their efforts to improve the work situation or the 

workforce, accordingly. 

The author in [23] argued that instead of using separate 
functions of LMIS, an integrated LMIS (iLMIS), as illustrated 
in Fig. 3, should empower the labor market intelligence and 
analysis. Such integration for both functions shall identify 
more compressive LMIS implementation potentials 
representing the best solution for better labor market 
management, wherein data, policies, processes, and services 
are interlinked. 

 

Fig. 3. Integrated LMIS (iLMIS). (Source: 23). 

However, [23] did not consider the technology part for the 
feasible implementation of such a concept, iLMIS, neither the 
tools that allow for better gathering, processing, and 
disseminating labor market information. Hence, this paper 
proposes to complement this part by utilizing the wide 
applications offered by disruptive technologies. 

A. Need for Integrated LMIS in the UAE Labor Market 

Rapid technological advancements in the UAE have 
brought about a change in the status quo [24]. This 
technological change has not only replaced low-skill jobs but 
has also substantially transformed high-skill positions such as 

leadership, for instance. In other words, digital skills and 
knowledge of IT systems are crucial across all positions in an 
organization. In the UAE, which has transformed into the hub 
of rapid technological advancements and emerging 
technologies, skills and educational mismatch phenomena have 
become more prevalent in the labor market [25]. This 
phenomenon can negatively impact the country economy and 
employee-level outcomes [3], which is why there is a need to 
resolve the skills and educational mismatch problem. 

Skills mismatch is defined as misalignment between the 
skills required by the employer and those possessed by the 
employee [26]. There are three types of skills mismatch: skill 
gap, shortage, and obsolescence. A survey revealed a 
predominant skills gap in the UAE labor market based on the 
research conducted by [3]. The same survey found a difference 
between what is expected from the demand side (the 
employers) and what is available on the supply side (the 
workforce). The author stipulated that one of the reasons for 
this difference was the lack of appropriate skills provision 
during the individual's education. Besides, this prevalence of 
skills gap in the UAE is deepened due to the rapid changes in 
the demand requirements; this is due to the new skills needed 
by the current unprecedented technological era, Industry 4.0, 
which is characterized by automation, advanced technology, 
and rapid change [24]. 

On the other hand, educational mismatch is defined as the 
incongruity between an individual's education and what is 
required by the job. The educational mismatch is generally of 
two types: horizontal and vertical mismatch. The horizontal 
mismatch is the difference between the individual's educational 
qualification and what is required by the job. While the vertical 
mismatch is the difference between the levels of educational 
qualification that an individual possesses and what is required 
by the job [27]. In the UAE context, [3] has identified a vast 
educational mismatch evident in the market, with horizontal 
mismatch being highly prevalent in the country relative to 
vertical mismatch. In other words, the authors have identified 
that there is a vast majority of individuals who are working in 
areas that are different from their field of education. One of the 
primary reasons that the authors identified to account for this 
educational mismatch in the UAE was that there is no 
alignment between what is required by the labor market 
demand (The employers) and what is supplied by the labor 
market suppliers (The higher education institutes). 

Although the study by [3] offered an understanding of the 
predominance of skills and educational mismatch and its 
possible types in the UAE, there are limitations and 
disadvantages to the points highlighted as changes (seen and 
unseen) continuously reshape and unbalances the labor market. 
As a result, there is a need to understand the extent of skills and 
educational mismatch in the UAE and propose a feasible 
solution to solve this dynamic problem. Due to the COVID-19 
pandemic, the overall frequency of job loss and economic 
downturn is much worse; therefore, the need to resolve the 
skills and educational mismatch becomes a matter of urgency 
to be fulfilled. 

Therefore, to adequately address the highly prevalent skills 
and educational mismatch in the UAE's labor market and 
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effectively manage the unforeseen risks, there needs to develop 
a solution that can mitigate the vast and complex problem of 
skills and educational mismatch. This solution must consider a 
new relationship model between the known labor market's 
stakeholders while considering the working relationship's new 
norm, working from different geographic locations. 

B. Current Trend for Implementing an Integrated LMIS 

The implementation of iLMIS should benefit all 
stakeholders, individuals, businesses, educational institutions 
and government bodies. The primary purpose of the iLMIS 
implementation is to support the decision-making process for 
all stakeholders at different levels by ensuring that timely and 
relevant labor market information is provided. Hence, an 
implementation of iLMIS necessitates the integration, 
automation, and presentation of labor market information to all 
stakeholders. Therefore, the iLMIS implementation requires 
identifying infrastructure requirements, associated costs, 
governance needs, and potential features. In addition, the 
implementation needs to ensure that the iLMIS platform is 
deployed in a sustainable, secure, user-friendly, efficient, and 
easy to access way. 

Fig. 4 illustrates a design-thinking framework that 
addresses the various general modules required for an iLMIS 
platform through the avenues of its integrated modules and 
data source owners. 

 

Fig. 4. Design Thinking Framework. 

While Fig. 5 illustrates the ICT System Architecture of the 
current trend for an iLMIS infrastructure implementation. 

 

Fig. 5. ICT System Architecture of the Current Trend for iLMIS 

Infrastructure Implementation. 

The current ICT infrastructure implementation approach 
focuses mainly on integration to route data from its sources 
through a secured wide area network (WAN-VPN) to be 
centrally hosted, analyzed, and interpreted. It requires the 
physical presence of a data center site (DC) as a focal point. 
DC is used to hosts applications, servers, security, load 
balancing, and data storage infrastructures. The data center is 
considered a hub that is accessed via the internet by all iLMIS 
users. A disaster recovery site (DR) is another physical location 
required for the recovery or continuity of the iLMIS operation 
in case of any disaster that happened to the DC, whether it is 
caused by natural or human. The iLMIS is implemented as a 
web-enabled platform that allows the authorized user and the 
job seekers to access the intranet systems at the DC, such as 
services, servers, applications, and databases. 

One of the primary limitations of the current iLMIS 
implementation approach is that it does not consider the full 
lifecycle of the education-to-employment process end-to-end. 
There is a lack of orchestration between people, processes, and 
things. As shown in Fig. 4 and 5, there is increased 
fragmentation and lack of rightful ownership of the services, 
data, processes, and things. In addition to the lack of updated 
data from its sources, data owners are reluctant to share data. 
Therefore, it is challenging for such iLMIS implementation to 
understand proactive measures' principal characteristics 
without local and global data availability. 

Furthermore, although the information or actions that 
different system users need do vary, the current iLMIS 
implementation approach does not provide a customized 
experience. Additionally, the current approach does not allow 
for developing a smart environment from different integrated 
environments. Moreover, in the current approach, it is not 
feasible to provide any real-time support to all stakeholders, as 
the computing and data storage do not co-exist in the same 
location. Also, the current approach does not support the 
transaction records' traceability, which limits the collaboration 
between stakeholders. Finally, the current approach does not 
facilitate smart, fast, and analytics-driven decision-making 
data. 

Therefore, it is required to discover an efficient approach 
that supports a complex infrastructure implementation of an 
iLMIS. The new approach needs to enable connecting different 
working environments, distance collaboration, interactive 
workflow, intelligent services, and customized profiling. 

C. The Solution to a Better Future of Work 

Since the COVID-19 pandemic has started, disruptive 
technologies such as artificial intelligence, cloud computing, 
and the internet of things have been used for many purposes 
[28]. The author has outlined the use of disruptive technologies 
for saving human lives, increasing the understanding of the 
novel coronavirus disease, and enabling humanity to defeat the 
virus [28]. Furthermore, artificial intelligence has been called 
in for crisis management and national emergency during the 
pandemic. Besides, disruptive technologies have also been 
used to tackle sources of misinformation and generate reliable 
scientific information, as well as for assisting researchers in 
genome sequencing of the virus [29-31]. 
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This widespread use of disruptive technologies can be 
extended to mitigate the skills and educational mismatch 
problem. The phenomenon of skills and educational mismatch 
is highly complex and multifaceted and hence, requires an 
equally powerful and complex solution structure that targets all 
the factors that are increasing skills and educational mismatch 
in the labor markets [3]. The study by [3] served as an 
exploratory study and did not provide a comprehensive insight 
into the possible solution for mitigating skills and educational 
mismatch problems. However, the authors state that emerging 
technologies need to be considered in developing a solution, 
which can dynamically reduce the mismatch between the 
demand and supply sides of the UAE labor market. 

The author in [23] identifies solutions that address the 
study's limitation by [3]. In addition, [23] made a case for the 
iLMIS's values which are achievable if employment services 
and statistical functions are allowed to interact and dynamically 
benefit from each other. However, [23] did not look at the 
proposed solution's architecture, iLMIS, from its technological 
perspective for feasible implementation. The study was limited 
to a statement highlighting the need to identify the 
technological components that ensure offering user-centric 
labor market information and services to all stakeholders. This 
limitation is addressed in the current paper by proposing the 
utilization of disruptive technologies components in the 
implementation of iLMIS. The offered components cover the 
technology part of implementing the iLMIS; this includes IT 
infrastructure, data collection tools, and technologies for 
processing and disseminating labor market information. 

It is necessary to mitigate the skills and educational 
mismatch problem in the UAE as it can lead to employee 
productivity issues, wage dissatisfaction, and other unfavorable 
labor market outcomes [32-34]. Besides, another fact that the 
COVID-19 pandemic has further deepened this problem in 
UAE and other countries across the globe. It is required to 
promptly provide a new approach to manage the current labor 
market eco-system effectively and elevate its role as the main 
component of its economic development planning over the 
coming few years. The new approach should consider 
connecting all the labor market's stakeholders, the workforce 
and representatives of the demand, the supply, and the 
regulator sides, as the data exchange mechanisms would 
include input from them. The collected data shall be processed 
and analyzed with only the relevant information being 
extracted and targeted to the end-users. 

Fig. 6 illustrates a system design architecture that 
complements the [23] study's outcomes and proposes 
implementing an iLMIS smart platform enabled by advanced 
technological components outlined in the earlier discussion 
(machine learning, AI, blockchain, big data analytics, and 
cloud computing). 

By adopting the proposed implementation approach, all the 
labor market stakeholders will be connected dynamically 
through a complex, intelligent, and automated system, as 
depicted in Fig. 6. The proposed iLMIS smart platform 

oversees the entire life cycle of the education-to-employment 
journey, ensuring more splendid orchestration between various 
stakeholders enabled by machine learning. It will also provide 
a new customized experience, information, and actions needed 
for different users as enabled by big data analytics. In addition, 
the proposed iLMIS smart platform will operate as a smart 
environment that is developed through the integrating of 
various environments using the power of IoT. Moreover, the 
smart platform will also support real-time stakeholder 
response, data computing, and data storage using cloud-
computing technologies. Furthermore, as blockchain 
technologies will enable the smart platform, the transaction 
records' traceability will be facilitated, extending the 
collaboration between stakeholders efficiently. Finally, as AI 
will enable the smart platform, smart decision-making will be 
facilitated, and decisions driven by real-time data will be 
carried out.  

Therefore, in line with the insights presented above, the 
current paper proposes a strategic course of actions to solve the 
UAE labor market's mismatch problem. The UAE may 
consider a better way to manage the labor market by 
implementing an iLMIS supported by disruptive technologies 
(Machine Learning, AI, Blockchain, Internet of Things, Big 
Data Analytics, and Cloud Computing). Hence, the 
implemented iLMIS solution can effectively handle the 
upcoming challenges in the UAE labor market amid the 
COVID-19 pandemic. This course of actions shall deliver at a 
low cost a feasible solution that is easy to implement, efficient, 
reliable, robust, and user-friendly. In addition to that, it shall 
allow all stakeholders to interact and dynamically benefit from 
each other. As a result, the iLMIS shall offer more adapted 
services to suit better employers and workers, as well as the 
data collected through the management of services to construct 
more accurate and predictive models of the UAE labor market 
performance. Table II outlines the SWOT analysis for the 
proposed iLMIS implementation approach towards reducing 
the skills and educational mismatch evident in the UAE labor 
market. 

 

Fig. 6. System Design Architecture. 
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TABLE II. SWOT ANALYSIS FOR THE PROPOSED STRATEGIC COURSE OF ACTIONS TOWARDS REDUCING THE SKILLS AND EDUCATIONAL MISMATCH EVIDENT 

IN THE UAE LABOR MARKET 

SWOT Remarks 

Strength 

1. Mismatch phenomena discovery and management in a cost-effective and time-efficient approach. 
2. Quick prediction and propagation analysis of the mismatch phenomena while limiting human intervention. 
3. On-time detection of the demand-supply imbalance as it happens to result in faster analysis and prompt corrective actions. 
4. It is a fast, cost-effective, and self-diagnosis approach for the root causes of the dynamic mismatch phenomena, enabling 

stakeholders to focus their operation and resources while contributing to the solutions. 
5. It leads to discovering permanent, cost-effective solutions for the mismatch phenomena and contamination of its spread. 
6. Supports lessens the economic buzzes regarding labor market issues with automated approaches using artificial intelligence. 
7. Offers time-efficient and automated responses that are available 24x7 for all stakeholders, which endure; secure, dynamic, and robust 

mismatch solution and prevention mechanisms. 
8. Smart problem-solving techniques ensure efficient utilization of the interdependent systems' resources and effective diagnosis 

without affecting individual stakeholders' operations. 
9. Provides effective monitoring of the current status of the mismatch phenomena through; ensuring gathering the latest updates and 

integrating with several heterogeneous sources to a single platform. 
10. Effective data exchange mechanism ensures the availability of all essential data to all stakeholders as needed. 

Weakness 

1. Relying heavily on the current UAE labor market information patterns may generate biases concerned with the incoming drifting 
data. 

2. Proposed disruptive technologies approaches require heavy computation resources to detect the mismatch phenomena that might not 
be available to the UAE labor market stakeholders. 

3. Wrong pattern discovery may lead to severe results in the real national labor market; therefore, the high quality of data is required to 
avoid the spread of false information and the generation of unnecessary economic fear situations. 

4. The required resources to design, deploy and operate the solution may not be available in the country.  
5. The solution is challenged, as the processing of the official language, Arabic, is required to recognize fake news. 
6. Several trials would consume a massive amount of resources, efforts, time, and financial support for such an innovative way. 
7. Solution adaptability is a critical issue for national governing bodies as it requires a central-management, overarching infrastructural 

which changing the current roles and responsibilities of the individual shareholders. 
8. The involvement of all labor market stakeholders and their technological awareness is needed for more accurate solution results. 
9. The solution depends on the authorized sources of information; hence chances of duplicate information are high and micro-level 

analysis is required for all the labor market stakeholders' data. 
10. The solution may raise security concerns and be incompatible with the current labor market stakeholders' IT infrastructures and 

systems. 

Opportunities 

1. The prediction and propagation analysis will minimize the amount of economic loss based upon the current situation of the mismatch 
phenomena in the UAE and lead to the generation of the follow-up plans to mitigate the early planning issues containing its spread. 

2. Disruptive techniques support the central analysis procedure with automated approaches that promptly detect the mismatch 
phenomena and spare more time to assess alternative solutions instead of distributed and interlinked analysis. 

3. AI-based approaches for solution discovery can be executed without causing any harm to the country's economy. 
4. Provides a chance to the labor market stakeholders to focus more on strategies, policies, and legislations making for proper operation 

of the complex solution and encourages them to develop better behaviors concerning cross-work and data sharing to achieve 
common goals and targets. 

5. Protects from economic infodemics by implementing better learning algorithms for more robust innovative solutions and monitoring 
mechanisms for the mismatch phenomena.  

6. Fortifies the world economies with more promising and robust solutions for the ever known mismatch phenomena and encourages 
0% unemployment rate economy and opening new avenues for; smart-space infrastructure development, labor relation standard and 
rights, smart working environment, automated surveillance with limited human resources. 

7. It increases the effectiveness and transparency through; technological advancements, platform compatibility, and micro-level 
analysis. 

8. It permits the high potential for broader application across various countries. 
9. Will allow companies to gain cross-country access to hiring individuals remotely with relevant and matched skills and vice versa.  
10. The disruptive technologies have proven record for being feasible and thriving in implementing and operating such solutions.  

Threats 

1. Security concerns related to sharing private information globally with the possibility of false-negative predictions could generate an 
unnecessary panic situation. 

2. The AI approaches have a percentage of error; therefore, false detection of the mismatch phenomena could fire back, and hence 
human supervision of the results is required before sharing labor market information in the public platform. 

3. The solution's discovery simulations may deviate from the real world and cause a national economic disturbance. 
4. The shared information may raise the anxiety level among individuals or organizations impacted by unwanted executed actions, and 

as a result, they may share fabricated information on public platforms that could mislead the nation. 
5. The high acceptance resistance to handling the mismatch phenomena via technology-based solutions even if the solution shall 

provide information of public concern. 
6. Novel discovered actions, untested, might generate undesirable impacts on the economy. 
7. The technology-based readiness of economic disruption may increase the unemployment ratio. 
8. There is a potential for too much dependency on the technologies, and hence malfunctioning of such solution, privacy, trust, and 

security issues become significant concerns.  
9. Demand prediction of the required workforce skills is the most crucial issue, as due to false prediction, the mismatch phenomena will 

continue coming into the picture. 
10. False indicators may cause unnecessary economic disruption; therefore, the solution, design, implementation, supervision, and 

maintenance should be handled with profound attention. 
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IV. CHALLENGES 

Several challenges can limit implementing of the proposed 
strategic course of actions, iLMIS enabled by disruptive 
technologies, to solve the skills and educational and 
educational mismatch problem in the UAE. 

One of the core challenges is related to regulatory 
challenges whereby the use of disruptive technologies in the 
labor market sector to resolve skills and educational mismatch 
should be considered carefully with the UAE's regulatory laws. 
While these technologies bring benefits, it also poses legal and 
regulatory issues as, currently, the accountability of the 
education-to-employment eco-system is distributed across 
multiple parties. For example, in the case of using blockchain 
technologies, it will be essential to consider what law might 
apply and the potential risks to be mitigated. Similarly, in the 
case of using AI, creating national standard norms of legal and 
governance models may be considered more contented to 
dictate AI usage in the UAE labor market. In addition to that, 
government regulators' privacy considerations, private 
organizations, and individuals might prevent access to data, 
which is needed for the proposed strategic course of actions to 
be successful. 

Another challenge to implementing iLMIS technology-
enabled is that there is no unified data center in the UAE or a 
linked structure that can provide access to information required 
from or for the parties involved. A lack of central unified 
databases is a critical challenge to solve the issue of mismatch. 
Most of the current labor market information databases are 
collected from several sources; however, it is not sufficient for 
iLMIS to create more significant impacts to solve a complex 
problem. On a broader scale, most of the time, countries are 
reluctant to share data; therefore, it is challenging to understand 
proactive measures' principal characteristics without local and 
global data availability. 

V. FUTURE GUIDELINES 

The future guidelines are based on the unanticipated risks 
that affect the world economies in 2020 due to the COVID-19 
pandemic, which seems to be an unending pandemic. Thus, 
there is an urgency to accelerate liable action plans to 
overcome the deeper mismatch problem during the crisis, have 
a solution for this problem, and ensure labor equilibrium for a 
better UAE economy for the generations to come. This 
complex problem demands a severe contribution from policy-
makers and regulators to demonstrate legal plausibility, ethical 
soundness, and effectiveness of deploying a national iLMIS 
enabled by emerging, future, and disruptive technologies under 
the current time pressure. The accelerated action plan needs to 
consider three main stages that must be executed 
consecutively: acknowledging, reinforcing, and re-engineering. 

The first stage is acknowledging. It is essential to admit the 
prevalence of the mismatch problem in the national labor 
market and act decisively to have the best possible solution. 
Such a complex solution is feasible to be implemented and 
operated based on the existing disruptive technologies to 
resolve the skills and educational mismatch issue amid the 
COVID-19 pandemic. This stage shall support continuity, 
productivity, and prosperity of the UAE's economy and gain 

the buy-in of the labor market's stakeholders to move towards 
the success of such a solution. 

The second stage is reinforcing. Once acknowledgment of 
the problem and the need for an urgent solution is realized, the 
reinforcing stage needs to be covered. It is required to have 
sufficient time to identify the structure of the iLMIS solution 
and the disruptive technologies components required for its 
implementation and operation. It is equally vital to realign 
priorities and allocate resources to assess each of the emerging 
technologies to ensure a balance between costs and benefits 
while identifying the technologies to be used to build the new 
solution (iLMIS). The next step is to strengthen and build the 
identified technological capabilities that will lead to efficient 
automation for the new solution (iLMIS) processes and 
workflows that encounter the mismatch problem challenges 
amid COVID-19. It is indicated that stand-alone technologies 
cannot add value by themselves; however, they can play a 
prominent role in implementing and operating a solution. 
Therefore, it is crucial to identify the possible new solution 
(iLMIS) topology and the needed disruptive technological 
solutions in the labor market context. Moreover, it is equally 
essential to ensure proper design, policies, and regulatory 
measures are put in place for a successful implementation of 
this solution. 

The third stage is the re-engineering. Once a prompt 
response to solve the problem is taken, the re-engineering stage 
is initiated. The new solution (iLMIS) shall impose genuine 
and dynamic collaboration between the labor market's 
stakeholders to change their current operations models. It is 
mandatory to develop a framework that leads the shift from the 
current eco-system to the new eco-system powered by the new 
solution (iLMIS). Serious effort is required to review and 
assess the current eco-system and its technology-based 
solutions to develop the new solution (iLMIS). This effort must 
include the current strategies, plans, infrastructure, systems, 
laws, rules, and guidelines to reframe the existing setups and 
design the new setups to resolve the stated issue. After 
achieving that, proper time needs to be allocated to drive rapid 
growth and sustainable development of the new solution 
(iLMIS) to gain momentum in all labor market sectors and 
steer the economic wheel towards a better future of work in the 
UAE labor market. This stage shall support guiding the 
successful implementation of the new solution (iLMIS). 

VI. CONCLUSION 

The paper first introduced the two categories of the concept 
of disruptive technologies (human-centric and smart-space). 
This introduction was followed by an explanation of the LMIS 
concept and its types. Then the paper has portrayed the 
mismatch outlook in the UAE labor market amid COVID-19 
and the need for iLMIS to resolve this issue. The followed 
section highlighted the current trend for iLMIS implementation 
and its limitations. Hence, a proposition was made for 
implementing an iLMIS enabled by disruptive technologies 
components as one of the immediate courses of action to solve 
the mismatch problem in the UAE labor market. The same 
section included a SWAT analysis for the proposed approach. 
The paper then covered the foreseen challenges found at two 
levels in the UAE labor market; regularity and decentralized 
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ownership of data. Lastly, future directions have been 
presented to highlight research areas within this body of 
knowledge. 

The implementation approach proposed is a novel 
contribution to resolve the issue of skills and educational 
mismatch evident in the UAE labor market and grew deeper 
amid COVID-19. The paper highlights the potential for 
leveraging six disruptive technologies in implementing an 
iLMIS to provide a dynamic linkage and facilitate 
orchestration between and across various labor market 
stakeholders‟ groups. The leveraging of disruptive technologies 
towards solving the mismatch problem was mostly missing 
from past researches, and the current study bridges this gap. 
The proposed approach is dictated by the complex nature of the 
skills and educational mismatch problem and the urgent need 
for efficient development of 21st-century skills. It is believed 
that with the vast amount of data required to resolve the 
aforementioned problem, which is sourced by multi-
stakeholders, the need for using iLMIS enabled by disruptive 
technologies is necessary to facilitate its mitigation. 
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Abstract—Numerous studies have been carried out on 

computation and its applications to medical data with proven 

benefits for improving the quality of public health. However, not 

all research results or practical applications can be applied to all 

conditions but must be in accordance with the various contexts 

such as community culture, geographical, or citizen behaviors. 

Unfortunately, the use of digital data in Indonesia is still very 

limited. The study objective is to assess various data mining 

techniques to utilize data from laboratory test results collected 

from a private hospital in Indonesia in predicting the next patient 

treatment. Furthermore, various machine learning classification 

techniques were explored for the purpose. Based on the 

experiments, it was concluded that XGBoost with 

hyperparameter tuning produced the best accuracy level at 

0.7579, compared to other classifiers. A better level of accuracy 

can be obtained by enriching the type of dataset used, such as the 

patient's medical record history. 

Keywords—Electronic health record; XGBoost; patient 

treatment; patient laboratory test data 

I. INTRODUCTION 

The success of medical treatment services is dependent on 
the quality of health services and the information precision 
related to the medical aspects [1]. Unfortunately, the access 
performed to the relevant medical information is increasingly 
difficult due to the rapid growth in data volume and its 
heterogeneous format as well. Health care is one of the most 
complex industries which includes many stakeholders, various 
tools, and technologies as well [2]. The new techniques are 
always needed to assist the dealing with this type of data with 
the computational technique used to address the problem 
related to medical information. 

Various techniques have been carried out on medically 
related datasets for many purposes. Due to the broad scope of 
the medical and health fields, various research topics are found 
which ranges from diagnosis [3]–[5], diseases [3], [4], [6]–
[11], patient's condition [12]–[17], prescription and medication 
[1], [18]–[21], to genomics [22]–[24]. 

The development of the health system, its problems, and 
challenges tightly relates to multi factors and contexts such as 
geographic location, local regulation, community-style 
demographics, wealth level, etc. The contextual factors are the 
most important part used to develop the health-medical 
researches endorsed by the Agency for Healthcare Research 
and Quality USA [25]. These factors are following the World 
Health Organization, which supports the achievement level of 
best health services quality, and medical devices operation base 

on the contextual context [26]. The studies regarding the 
contextual factors in developing the Primary Health Center 
(PHC) [39], showed that many factors such as social models, 
an institutional context that promotes risk-averseness and 
patient care, infrastructure, community expectation, and 
doctors' disinterest in primary care roles need to be considered. 

Unfortunately for our local context i.e. Indonesia, 
compared to a very large population and a very large area of 
the country, the studies regarding the medical records or 
electronical health are very limited. Some of the studies which 
focus on the local context are published in [11] and [15]. The 
first article presents the study results of early dengue disease 
detection with the dataset captured from some public health 
(PUSKESMAS). The study overcame the problem associated 
with physical detection methods in detecting the patient's 
symptoms by comparing some conventional classifiers with the 
ELM technique. In the second study, the authors performed the 
toddler's nutritional status identification using the clustering 
method, which is categorized into 5 clusters: good, moderate, 
malnutrition, over, and obesity. The other study is the 
enrichment of ontology in tuberculosis epidemiology domain 
use the pulmonary TB (Tuberculosis) scientific documents 
[27]. 

Considering the importance of the right context in 
conducting health-medical research, this study was conducted 
to utilize the value of patient medical data from the results of 
laboratory tests taken from one of a private hospital in 
Indonesia. This dataset is the main consideration factor used by 
doctors to determine the next course of action for patients, 
whether they need to be hospitalized (in-patient care) or not 
(out-patient care). Various literary studies show that AI and 
Datascience-based tools are proven to be able to improve the 
quality of health services. According to authors’ knowledge, in 
the field of health care in Indonesia, there are no AI-based tools 
available. This research is an attempt to contribute to this field. 

In this study, we elaborate on some of the machine learning 
techniques used to classify these patient treatments based on 
the laboratory test results data. Compared to the other 
technique, the XGBoost with Grid Search hyperparameters 
optimization performance is outperform. 

In addition, this research utilized EHR data from the local 
context to determine the characteristics of patients’ treatment, 
with similar pattern distribution. Therefore, the machine 
learning technique was proposed by the authors to handle this 
problem. The article is organized as follows: the first section 
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describes the background and justification of the research. This 
is followed by section two; the material and method of study 
are used to analyze the dataset and research methodology. The 
next section presents the results and discussion regarding the 
experiments. And in the last section, we summarize our 
research findings as a study conclusion. 

II. RELATED WORK 

Artificial intelligence (AI) – Machine Learning (ML) is one 
of the most powerful techniques used to address any problem 
in the health and medical sector. The study carried out on 
paediatric diseases, as published in [5], the research showed 
that the Machine Learning Classifiers (MLCs) handles 101.6 
million data points from a total of 1,362,559 pediatric patients. 
The hypothetic-deductive reasoning used by physicians and 
unearth associations are difficult to be found by the 
conventional statistical methods. D. S. Kermany et al. utilized 
the deep learning algorithm to identify medical diagnoses and 
treatable diseases [4]. The approach performance in classifying 
age-related macular degeneration and diabetic macular edema 
is comparable to human experts. The Machine Learning 
approach supports the decisions related to patient diseases and 
based on the imbalance classes proposed by [28] Previous 
studies defined the ML approach as the CCOA-RA used to 
overcome the imbalance negative and positive labels of the 
dataset. 

Since its inception [29], the Extreme Gradient Boost 
(XGBoost) has been the favourite technique used to address the 
challenge of classification prediction in the medical area. By 
utilizing XGBoost, many researchers addressed various sub-
topic in the health/medical field such as diagnoses [5], [8], 
[30]–[34], related diseases[4][6], [9], [34], [35], medical 
treatment [36], [37], patient status[12], [14], [16], [38], or 
event genomic [39]. 

A research conducted an experimental study using 
XGBoost Classifiers with some scenarios such as 
transformation, resampling, clustering, and ensemble learning 
to predict the diagnosis of second primary cancers (SPCs) [30] 
The resampling and clustering strategies were used to 
determine the best method used to identify some important risk 
factors associated with SPCs in patients with breast cancer. 
The combination of the XGBoost and Clustering analysis 
approach was also proposed by [8] to predict the hypertension-
related symptoms from 531 hypertensive patients data in a 
hospital in Beijing. These combination techniques showed that 
there are significant differences in symptomatic entropy 
between patients with type II and type I hypertension. The 
experimental study of various classifiers techniques, such as 
XGBoost, was conducted by [32] to predict falls – non falls of 
Parkinson Diseases. Therefore, clinical, demographic, and 
neuroimaging data used in this study were obtained from 
Medical Centres, University of Michigan, and Tel Aviv 
Sourasky Medical Center. The research finding has a 
prediction accuracy value of 70 % - 80 %, which is used to 
provide a more reliable clinical outcome forecast of falls in 
Parkinson's patients. The superiority of XGBoost used to 
predict and diagnose Alzheimer-type dementia in the blood is 
divided into two categories, namely Alzheimer's Disease (AD) 
and cognitively normal (CN), according to [5]. In this study, 

experiments were conducted using some Classifier technique 
applied to 883 patient’s data. The experiment finding shows 
that XGBoost gave the best performance. The high emergency 
diagnostics error rate is also commonly found in Urinary tract 
infection (UTI) due to clinical or physical symptoms. Machine 
learning based on the XGBoost technique has been 
demonstrated as the powerful tools used to overcome the 
challenge published in [32]. According to previous studies, the 
UTI prediction consists of six machine learning algorithms, 
with medical and social information. Therefore, the authors 
claim that XGBoost accurately diagnosed positive urine culture 
results. 

III. MATERIAL AND METHOD 

A. Dataset 

Data were collected from a total of 80,000 patient’s 
laboratory test daily recorded by the Hospital Information 
System (HIS) in January 2019 as shown in Table I. The 
privacy records such as PATIENT_ID, PATIENT_NAME, and 
CLINICIAN were not presented in the table. Out of eight 
attributes, only four were used in the experiments, namely, 
TEST, AGE, SEX, RESULTS, and FLAG. The indicators of 
RESULT are High, Low, or Normal 

TABLE I. ATTRIBUTES AND VALUE SAMPLE OF RAW DATA 

No. Attribute Value Sample 

1.  Date 1/1/19 

2.  Test Number of Leucocyte 

3.  Lab No. 19000001 

4.  Age 15Y 

5.  Sex M 

6.  Source UGD 

7.  Result 15.6 

8.  Flag H 

B. Method 

1) Research stages: The research stages globally consist 

of 3 blocks activities, namely data processing, modelling, and 

evaluation, as shown as the flow diagram in Fig. 1. The data 

processing stage comprises of collection and pre-processing 

activities. Some classifier techniques are used in the modelling 

stage, which is described in the next sections. In addition, the 

accuracy and AUC-ROC parameters were used to evaluate 

each technique performance. 

Data were collected from 80.000 records of patients’ 
laboratory test in HIS operated by a private hospital in Jakarta, 
Indonesia. All records were taken from transactions that were 
generated in January 2019. 

This was followed by the processing step, which includes 
attribute removal, ignoring record with missing value, 
transforming rows to columns, value scaling normalization, 
and labelling. Some removable attributes are related to privacy 
such as patient and clinician’s name as well as those attributes 
with no meaning to the study such is PATIENT_ID and 
LAB_ID. However, after row-column transformation and 
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ignoring the records with missing value, the dataset finally 
contains 4412 instants. Furthermore, labelling was manually 
performed in accordance with the patients' medical records. 
One of two instant data label is either 1 or 0, which represents 
inpatient and outpatient care. After the pre-processing step, 
each instant consists of 8 (eight) attributes, namely 
HAEMATOCRIT, HAEMOGLOBINS, ERYTHROCYTE, 
LEUCOCYTE, THROMBOCYTE, MCH, MCHC, MCV, 
AGE, SEX. The processed dataset is published in 
http://bit.ly/3kbK3Wn, and some of the instant samples, as 
presented in Table II. 

2) Experimental scenario: Two experiments were carried 

out in accordance with the final data presentations. The first 

was conducted using the original value as shown in Table II, 

and labelled as Format 1:Lab Test Results, while the second 

scenario used the value transformed/coding of attributes as 

Format 2: Laboratory test result formatted attributes. In 

Format 1 the original value was the normalization scaling of 0 

to 1 for all numeric value attributes. Meanwhile, the Format 2 

dataset, used a rule regarding the laboratory test component 

obtained from some medical references[40], [41]. The rule is 

categorized into three levels, namely Low, Normal, and high, 

base on gender and age of the patient, as shown in Table III. 

For the attribute value transformation, 0, 1, and 2 were used to 

represent low, normal, and high, respectively. 

In the first step of the modelling phase, to both of format 
data representation above we apply some classifier techniques 
such as the decision tree, Gaussian naïve Bayes, random forest, 
Adaboost, and XGBoost as shown in Fig. 1. The better format 
data representation is then used in the second step modelling 
phase, which also chooses the two best performances of 
techniques from the first step. In the first modelling step, the 
cross-validation scheme was chosen as the data testing splitting 
scenario since it is more representative compared to the 
random splitting process. Accuracy parameter was also used as 
the performance evaluation criteria, whereas in the second step, 
the AUC-ROC parameter was utilized. 

The second step of the modelling phase was conducted by 
choosing the best two classifiers applied to the better format of 
data representation which gives the better performance. The 

hyperparameter optimization was performed on both classifiers 
to obtain best performance using the GridSearchCV which 
adapted from the skcit-learn library [42] In the second 
modelling we use the random splitting scenario of training – 
testing data selection, which the training data part is used in 
best hyperparameter searching and model training whereas the 
testing data part is for model validation (testing). 

 

Fig. 1. Research Flow Diagram. 

TABLE II. ATTRIBUTES AND VALUE SAMPLE OF RAW DATA 

Attributes Remark Value Sample 

HAEMATOCRIT Continuous  35.1 

HAEMOGLOBINS Continuous  11.8 

ERYTHROCYTE Continuous  4.65 

LEUCOCYTE Continuous  6.3 

THROMBOCYTE Continuous  310 

MCH Continuous  25.4 

MCHC Continuous  33.6 

MCV Continuous  75.5 

AGE Continuous  12 

SEX Nominal - Binary F 

TABLE III. LABORATORY TEST RESULT FROM THE CATEGORIZATION RULE 

 Low if less than* High if more than* 

Gender Male Female Male Female 

Age Adult Infant Adult Infant Adult Infant Adult Infant 

HAEMATOCRIT 38,8 33 34,9 33 50 38 44,5 38 

HAEMOGLOBINS 13   12   17   15   

ERYTHROCYTE 4,7 4,1 4,2 4,1 6,1 5,5 5,4 5,5 

LEUCOCYTE 5 5 5 5 10 10 10 10 

THROMBOCYTE 150 150 150 150 400 400 400 400 

MCH 27 27 27 27 33 33 33 33 

MCHC 32 32 32 32 37 37 37 37 

MCV 80 80 80 80 96 96 96 96 

*Normal If the Value Is In Between 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

383 | P a g e  

www.ijacsa.thesai.org 

3) Evaluation criteria: This study used the commons 

criteria performance parameter in classification i.e. accuracy. 

The Accuracy computation is presented as formula (1) [43]. 

         
     

           
             (1) 

where: 

TP  : True Positive 

TN  : True Negative 

FP  : False Positive 

FN : False Negative 

The objective of the classification scenario is to achieve 
good quality performance of both classes. Therefore, the 
individual measures of both negative and positive classes are 
combined. The weakness of the accuracy parameters is none of 
them is adequate by itself. That’s why we also use the other 
measure which is the common approach to unify those 
measures and produce an evaluation criterion such as the 
Receiver Operating Characteristic (ROC) graphic. ROC 
graphic represents the visualization of the trade-off between the 
benefits (TPrate) and costs (FPrate). The Area Under the ROC 
Curve (AUC) corresponds to the probability used in identifying 
the noise in the two stimuli [43]. Formula (2) presents the 
computation of AUC measure. 

    
                

 
              (2) 

where 

       
  

     
               (3) 

       
  

     
               (4) 

TPrate is the percentage of positive instances correctly 
classified is positive class. 

FPrate is the percentage of positive instances misclassified. 

In the first step of the modelling phase, some classifier 
techniques as depicted in Fig. 1: the decision tree (DT), 
gaussian naïve Bayes (GaussianNB), random forest (RF), 
AdaBoost, and XGBoost are applied to the data representation. 
The better format data representation is then used in the second 
step modelling modeling step, which also chooses the two best 
performances of techniques from the first step. The cross-
validation scheme was selected as the training and testing data 
testing splitting scenario because it is assumed the cross-
validation is more representative compared to random splitting. 
Furthermore, the accuracy parameter is used as the 
performance evaluation criteria in the first step of the 
modelling phase, whereas in the second step, the model was 
evaluated by using the AUC-ROC parameter. 

4) Overview of machine learning techniques: The five 

algorithms used to explore the experiments are presented in 

this section as follows: 

a) Decision Tree: Decision tree (DT) is one of the 

techniques widely-used for classification purposes [44] The 

decision tree built is similar to a flowchart [45] and acts as a 

predictive model that contains a mapping between object 

values in the tree and the data attributes. The classifier is 

represented as the decision node of each instant data attributes, 

whereas the tree branches correspond to different prediction 

output. Each leaf node represents a possible output of the final 

presentation of the DT construction phase, which is expressed 

as the construction and pruning phases. In the construction 

phase, the overall planning of the DT main structure is 

completed, whereas in the pruning phase, a more precise 

pruning process is performed. The main advantage of DT 

compared to other methods is that it is very interpretable. In a 

certain field, such as healthcare, the interpretability is often 

preferred rather than the higher accuracy and relatively 

uninterruptable [44]. 

b) Random Forest: Random Forest (RF) is the 

combination of supervised and unsupervised learning 

algorithms capable of increasing the accuracy of machine 

learning classifiers [46]. As a multi-class classifier, it is 

resistant to noise, fast in training and classification, and has 

powerful classification capabilities [47]. Furthermore, the 

ensemble learning technique is based on a decision tree and 

widely used in various areas with almost ideal prediction [48]. 

Y. Mishina, R. Murata, Y. Yamauchi, T. Yamashita, and H. 

Fujiyoshi claim that RF is more robust than other famous 

models and have been utilized in many fields such as, 

computer visions and pattern recognition [49]. The common 

weakness in using RF is the processing needs more time when 

applied to large amounts of data because it has to build many 

tree models [50]. A large number of trees also require 

significant memory capacity [49]. The summarization of the 

main process to construct the RF is referred to [51]. 

c) Gaussian Naïve Bayes: The Gaussian Naïve Bayes 

(GaussianNB) algorithm is categorized as the supervised 

learning method [52] It is extended to real-valued attributes 

through a Gaussian distribution network. GaussianNB 

algorithm assumes that the probability of each attribute 

belonging to a given class value doesn’t depend on all other 

attributes. When the value of the attribute is identified, the 

probability is called conditional. Data instances probability is 

computed by multiplying all conditional attributes. The 

prediction is formulated by computing each class instance and 

by selecting the highest probability class value [53]. 

d) AdaBoost: AdaBoost (Adaptive Boosting) is known 

as the most famous Boosting algorithms, as proposed by [54]. 

It is able to self-adjust the weak classifiers after learning, and it 

is sensitive to noise data and outliers. AdaBoost has the ability 

to avoid overfitting some tasks efficiently and boosts weak 

learners to converge and become stronger classifiers [55]. The 

improved performance is achieved with different types of 

algorithms with the outputs obtained from the combination of a 

weighted sum. 

The sampling to train data is used to replace the random 
sampling, which places attention on training data that are 
difficult to process. Weak classifiers are combined by replacing 
the average voting with a weighted mechanism. The 
effectiveness of the integrated weak classifiers is guaranteed by 
equipping the weak classifiers that are effective with a higher 
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weight and equipping those that are ineffective with a lower 
weight. It is not necessary to determine the learning 
performance of the weak algorithm in advance since the 
classification accuracy of the integrated strong classifier 
depends on the accuracy of all weak classifiers. The Algorithm 
that interprets the main idea of AdaBoost can be referred in 
[56]. 

e) XGBoost: XGBoost is a scalable machine learning 

system for tree boosting, which is proposed as an alternative 

method for predicting a response variable using certain 

covariates [26]. The system is available as an open-source 

package and widely recognized in many challenges of machine 

learning and data mining. Based on a study conducted by [8], 

some of the advantages of XGBoost are as follows, supports 

linear classifier, regularization to control the model 

complexity, capability in using the second order of Taylor 

expansion, and some more. 

IV. RESULTS AND DISCUSSION 

A. Data Analysis 

Data analysis was conducted after some pre-processing 
methods such as attributes restructuring and instant with 
missing value removal applied to the dataset, which contains 
4412 instants comprising of 1784 INPATIENT class and 2628 
OUTPATIENT class. Some analysis exercises were conducted 
to determine the characteristics of the dataset. Univariate 
analysis is performed to determine the distribution pattern of 
each variable based on instant classes. Fig. 2 depicted the 
distribution histogram of HAEMATOCRIT features of each 
class, whereas Fig. 3 presents the MCH distribution pattern. 
These figures show that, in general, the distribution of 
HAEMOTOCRIT and MCH features are relatively similar 
between IN_PATIENT and OUT_PATIENT classes. The 
HAEMATOCRIT feature of both classes is normally 
distributed with the dominant value between 25 to 50 and the 
MCH of 25 to 32/33. 

The remaining seven features also present the most similar 
pattern shown by these four features. The detailed patterns of 
these features are presented in this article's appendix. The high 
degree of feature distribution patterns is similar for both classes 
because the identification class belongs to a certain instant. 
Therefore, the classification task for the laboratory test result 
dataset is challenging. 

Another analysis applied to the data is a multivariate 
correlation, as shown in Fig. 4. The first three features, namely 
HAEMATOCRIT, HAEMOGLOBINS, and 
ERYTHROCYTE, are highly correlated. The other high 
correlation is presented by MCH vs. MCV feature, and from 
the class point of view, the correlation is roughly the same for 
both classes. 

B. First Modeling Step 

In the first modeling step, six classifier techniques, namely, 
Decision Tree (DT), Random Forest (RF), Gaussian Naïve 
Bayes, Ada Boost, Ada Boost with DT as the basic learner, and 
XGBoost were evaluated and applied to two kinds of data 

representation. The Cross-Validation dataset splitting scenario 
was performed on the training and testing with KFold value of 
10. The testing accuracy performance from the cross-validation 
experiments is shown in Tables IV and V. In general, for all 
techniques explored, the first format data represention 
presented better results compared to the second. This shows 
that the recoding value of the laboratory test made the data 
easier for human understanding but reduces accuracy. 

For both formats used in data representation, XGBoost and 
AdaBoost obtained the best testing performance by average 
with slight differences. For the maximum value, the Random 
Forest had a testing accuracy of 0.7986, which is outperformed 
compared to AdaBoost with a maximum accuracy is 0.7964. 
XGBoost is still the best technique for the maximum results 
with a testing accuracy performance of 0.8009. Therefore, the 
second modeling step used both methods in the Format 1 data 
representation. 

1) Second step of modelling: The GridsearchCV 

hyperparameter tuning of AdaBoost and XGBoost provided 

the performance results, as shown in Table VI. For both 

performance parameters, XGBoost achieved better results 

compared to Ada Boost. It also outperformed the training and 

testing steps with a different performance pattern. In the 

training stage, the difference between the accuracy and ROC-

AUC performance parameter values between XGBoost and 

AdaBoost was 0.0671 and 0.0775, respectively, while at the 

testing phase, the difference was 0.0108 and 0.0166. 

 

Fig. 2. Hematocrits Feature Distribution for Two Classes. 

 

Fig. 3. MCH Feature Distribution for Two Classes. 

 

Fig. 4. Multivariate Analysis of Two Classes. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

385 | P a g e  

www.ijacsa.thesai.org 

TABLE IV. TESTING ACCURACY PERFORMANCE OF FORMAT 1 DATA REPRESENTATION 

  DT RF GaussianNB AdaBoost AdaBoost-DT XGBoost 

Max. 0.7014 0.7986 0.7392 0.7964 0.6825 0.8009 

Min. 0.5646 0.6327 0.6131 0.6448 0.5692 0.6576 

Ave. 0.6339 0.7158 0.6895 0.7208 0.6382 0.7359 

TABLE V. TESTING ACCURACY PERFORMANCE OF FORMAT 2 DATA REPRESENTATION 

  DT RF GaussianNB AdaBoost AdaBoost-DT XGBoost 

Max. 0.6281 0.6946 0.7308 0.7805 0.6719 0.7959 

Min. 0.4751 0.5737 0.5737 0.4807 0.5510 0.6009 

Ave. 0.5757 0.6335 0.6546 0.6847 0.6031 0.6969 

TABLE VI. PERFORMANCE OF GRIDSEARCHCV HYPERPARAMETER TUNING 

 Best Hyperparameter 
Training Testing 

Accuracy ROC-AUC Accuracy ROC-AUC 

AdaBoost n_estimators=230   learning_rate=0.1 0.7525 0.8145 0.7471 0.7936 

XGBoost 

learning_rate =0.1, 

n_estimators=1000, 
max_depth=5, 

min_child_weight=1, 

gamma=0, 
subsample=0.8, colsample_bytree=0.8, 

objective= 'binary:logistic', 

nthread=4, 
scale_pos_weight=1, 

seed=27) 

0.8196 0.8920 0.7579 0.8102 

Fig. 5 and Fig. 6 show the details of AdaBoost and 
XGBoost performance in ROC-AUC. The ROC curve shows 
that in any stage of specificity, XGBoost provides better AUC 
results compared to AdaBoost. Another information-insight 
shown by the curve is the different behaviour pattern of 
Training-Testing AUC for both classifiers. For XGBoost, 
Training – AUC is always on top of the Testing – AUC, 
whereas for AdaBoost in some part of curve Testing-AUC is 
the same. 

 

Fig. 5. AdaBoost ROC-AUC Graph. 

 

Fig. 6. XGBoost ROC-AUC Graph. 

XGBoost classifier shows that THROMBOCYTE, AGE, 
and LEUCOCYTE are the top three factors of patient 
laboratory test results. Conversely, SEX is the least important 
attribute of patients, which contributes to the next treatment. 
The feature importance of patient data is shown in Fig. 7. 
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Fig. 7. Feature Importance by XGBoost Classifier. 

V. CONCLUSION 

In this research, the EHR dataset was collected from a 
private hospital located in Jakarta Indonesia to predict patient 
treatment recommendations. The work is one of limited 
computational study on a health-medical domain performed 
based on Indonesia local context. Based on data analysis, it can 
be concluded that the instant data characteristics belong to each 
class can be used to determine the next patient treatment. 
However, since the characteristics are quite similar, this 
condition makes it difficult to identify and classify challenges 
manually. The study shows that the XGBoost technique 
provides the best performance in predicting the next treatment 
to patients based on their laboratory test results. Another 
experimental result showed that THROMBOCYTE, AGE, and 
LEUCOCYTE are the most dominant feature in determining 
the class of a certain instant data. 

The best testing accuracy achieved in the experiment is 
0.7579. However, this is not acceptable in the health-medical 
field, which is related to human life. Therefore, many studies 
need to be carried out to overcome the obstacles. The limited 
information utilized as the input of machine learning 
techniques is one of the barriers addressed. Therefore, the use 
of additional patients' data such as their medical record history 
has the ability to improve the quality of the model. Future 
studies need to be conducted with easy access to patient 
information. 
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Abstract—In many fields, analysing large user-generated 

microblogs is very crucial and drawing many researchers to 

study. However, processing such short and noisy microblogs is 

very difficult and challenging. Most prior studies use only texts to 

find the polarity of sentiment and presume that microblog site is 

independent and distributed identically, ignoring networked data 

from microblogs. Consequently, not satisfied with performance 

motivated by emotional and sentimental sociological approaches. 

This paper proposes a new methodology that incorporates social 

and topic context to analyze sentiment on microblogs by 

introducing the meaning of structure similarity into social 

context. Unlike from previous research employing direct 

relations from user and by suggesting a new method to quantify 

structure similarity. In addition, to design the microblog 

semantic relation, topic context is introduced. The Laplacian 

matrix of these graph produced by these context combines social 

and topic context and Laplacian regularization is applied to the 

microblogging sentiment model. The Experimental results on the 

two datasets show that, the suggested model had reliably and 

substantially outperformed the baseline methods that is helpful 

for suicide prediction. 

Keywords—Social context; topic context; microblogging; 

Laplacian matrix; emotional and sentimental 

I. INTRODUCTION 

Getting real user sentiment from huge collections of social 
media content created by users (e.g., microblogs) is a great 
challenge. Often, it is a great benefit and has a broad range of 
application opportunities for the sentiment of mining 
customers, such as business intelligence, recommendation 
system, customer management and relationship [1,2]. The role 
of automated sentimental study requires the system or machine 
to understand in deep of natural language [3], which has 
attained some results in formal analysis of sentiment related to 
text [4,5]. However, its output and performance are dropped 
when applied to microblogging sentimental analysis as it may 
consider text are independent and identically distributed. 
Microblogs are significantly shorter and have different type of 
expression compared to „long formal text‟, e.g. „it‟s so 
coooooool!‟ and „lol‟, aggravates the vocabulary sparsity 
problem. Conversely, social networking offers various kind of 
metadata, like user relation that can be controlled to boost the 
accuracy of sentimental analysis. 

The study of effect on microblog sentiment analysis of 
other metadata a head of texts („called social context‟) has 
recently exhibited more interest from researchers, such as 

applying direct user relationships to sentimental analysis 
models [6,7]. To support these approaches, two sociological 
theorems: emotional contagion [8], sentimental consistency [9] 
are used. As per social context, sentiment consistency is known 
as user context, it indicates that all post tends to have same 
sentiment label posted by same individual: Emotional 
contagion (EC) states that same opinion may appear to have for 
similar kind of people called friends context. While these 
studies were already exploited for sentimental analysis by 
considering the effects of direct relationship from users and 
ignoring the influence of indirect user relationship [6,7]. But 
social network connections are heterogeneous [10], so 
analysing sentiment analysis in microblogs using direct user 
relationship is not appropriate. For example, in Fig. 1, the blue 
dialog box signifies positive sentiment of text and red dialog 
box represents negative sentiment. Text reflected in black 
dialog box are the one to be categorized. From the user relation 
between Sam and John no direct relation exists but have 
common friends Alex and Joe. All users have different opinion 
about suicide, users may also be in a depressive mindset that 
may lead to suicide. Sam had posted a tweet related to suicide 
“I will never be unhappy”, this sentence is a positive comment 
towards suicide. However, for a machine it is very difficult to 
detect the polarity for any sentence from its literal meaning. 
Further, by using direct user relationship among users to 
support sentimental analysis the text classification cannot be 
classified into classes as John‟s friend Alex and Joe has no 
comments on depression that results in a classifier error. 

According to recent research, Indirect user relationships 
have recently been used into recommendation systems [11,34]. 
The principle of these works is that same preferences or 
behavioral patterns were found among similar users. However, 
based on small literature it studies the indirect user relationship 
in analysing sentiment. In same instance, homophily [12] has 
gained much more popularity with the growth of sociological 
theory. The principle is that interaction between similar 
individuals occurs at a higher rate than between dissimilar 
individuals [13], which has a significant impact on the creation 
of friendships. The data that flows through the network such as 
behaviour and culture appears to be limited. In addition, some 
indication of both negative and positive sentiment of 
homophily has found in social network [14]. 

Based on these research works; a new model is proposed to 
analyze microblog sentiment using user indirect relations by 
structure similarity (SS). This approach is by an assumption: 
similar user‟s opinions must be similar and tested this 

*Corresponding Author  
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assumption experimentally. First, through mutual friend 
relationships, related users are found, and similarity matrix is 
established. Finding similar or related users through mutual 
friends [15,16] is a regular practice and new connections are 
generated by similarity [12]. In addition, the same opinion [15] 
may be shared by two users who may have a new link between 
them. The principle of this approach is to search for possible or 
potential relationship that could be friends among users and by 
considering them into model of sentiment analysis. Second, 
topic factors are created, and context matrix is of the subject is 
formed. On the same topic [13] the occurrence of homophily is 
highly significant and the context of the subject or topic in turn 
will better exploit the homophily theory. Finally, the context of 
user structure similarity and topic context are merged into a 
model of a graph, this graphs Laplacian matrix is used to 
evaluate microblogging sentiment. From Fig. 1, users Sam and 
John have common friends Alex and Joe. So, there can be 
several probabilities of being friends where they can express 
the same sentiment with specific probability by assumption. 
Therefore, Sam could also have negative comments on 
#suicide in response to Johns negative comments on #suicide, 
so the accuracy by relationship for sentimental analysis can be 
assured. 

The main key contributions in this paper include: 

 Proposing a technique for modelling homophily by 
applying structure similarity in social networks. 

 The emergence of structural similarity as a replacement 
for user-direct relationships in the social context of 
microblogs. 

 To model the semantic relationships between 
microblogs by introducing topic or subject context. 

 Proposing a new sentimental analysis model for 
microblogs that integrates context of structure 
similarity, user context, topic, and text information 
context. 

 Extensive evaluation of the proposed method using real-
world datasets to recognize the working of proposed 
method. 

II. RELATED WORKS 

 In this section, some related works about microblogging 
sentiment and sentimental analysis are reviewed. 

A. Sentimental Analysis 

First, confirm that you have the correct template for your 
paper size. This template has been tailored for output on the 
US-letter paper size. If you are using A4-sized paper, please 
close this file and download the file “MSW_A4_format”. 
Existing model consists of two major categories: machine 
learning and lexicon-based method. Method based on lexicon 
[14,15,32] generally uses SenticNet [16], SentiWordNet [17], 
to tag positive and negative labels for terms occurring in 
sentence, then by summarizing the complete sentence by 
tagged words the sentiment of the document can be judged. 
Methods based on lexicons that do not require polarity label 
datasets are unsupervised. These approaches however depend 
too much on lexicons and domain related due to polarity 

change of words from domain to domain. The methods of 
machine learning view sentiment analysis as an issue of text 
classification [18,19]. In these methods, using text features like 
unigram, bigram and word embedding are extracted and 
applied to different classification techniques such as NB, SVM 
and so on. Machine Learning (ML) techniques are supervised 
with polarity labels and typically requires lot of training data. 
Hence, Classification accuracy is related to size of the data. 

 

Fig. 1. User Direct Relationship. 

B. Microblogging Sentimental Analysis 

Over the years, microblog sentimental analysis is noisy, 
short, and become a hot research subject or topic [6,7,20] due 
to this problem many techniques are proposed to solve this 
issue. To analyze the opinion of tweets, [21] used emoticons 
features. In [22], repeated punctuations, generalized emoticons 
and words repeated were used to build a label propagation 
algorithm co-occurrence graph, this graph was used to identify 
the polarities of tweets sentiment. Using the relationship 
between emoticons and words, [23] used lexicon for feature 
sentiment extraction by developing a sentimental lexicon and 
for microblog analysis. All these above-mentioned strategies 
use only text information and ignores the additional 
information provided by microblog. 

In recent years, there have been more and more studies on 
how to use user data to determine sentiment. [7,35] suggested a 
method to classify the sentiment of users on twitter using user 
„@‟ information and follow relationship. [24] brought user 
sentimental analysis to a specific subject or topic as a 
collaborative filtering problem, to predict user sentiment 
relationship between users were applied. Similarly, [25] has 
also manipulated the graph of user relation. In order to classify 
sentiment, entropy model with maximum result were used as 
labels and author applied label propagation approach. These 
working are method of classification of user topic level or user 
level sentiment, whereas the proposed model is microblogging 
level. In [6] author Hu et al., proposed a structure called SANT 
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(„a sociological approach to noisy and short Text handling‟) 
that incorporates social context to characterize microblog 
sentiment. Based on [6], [26] included similarity of contents to 
the SANT system and suggested a semi-supervised model for 
tweet sentiment recognition. The author in [27] contended that 
context proposed by [6] was completely a content-based 
model, so for prediction level they suggested a framework for 
structured Microblog sentiment classification (SMSC). There 
also exists some works that have applied microblogs retrieval 
to user relationship [28]. All these approaches ignore user 
similarities and employ user direct relation. 

III. METHODOLOGY 

A. Dataset 

In this paper, the experiment is performed on two different 
twitter datasets. These datasets were used for suicidal detection 
using different classification methods that included raw data 
with labelled sentiment. 

Dataset1 is collected from microblogging websites 
consisting of trained dataset and test data set with labels 
positive and negative. It consists of five topics „Evidence of 
suicide attempts‟, „Suicide flippant reference‟, „support or 
information‟, „campaign or fight‟, „suicide reporting‟, 
„Condolence or memorial‟, „None of these [33]. Dataset2 is 
created based on keywords [32]. Finally, users with friends are 
considered and remaining microblogs with no user friends are 
deleted. 

B. Notations used 

Uppercase letters such as M represents matrices, m 
indicates vector in bold, m represents scalar, M*i is used to 
denote j

th 
column and Mi* denotes i

th
 row of the matrix. The 

matrix entry for row and column can be Mij. Transpose of a 
matrix can be calculated by M

T
. ||M||F indicates Frobenius 

norm of matrix M and tra(.) for matrix traces. 

The main objective of this paper is to construct a classifier 
W € Xm*p using the training matrix L € Xn*m (n- indicates 
feature and m represents number of microblogs) and labels the 
matrix Y € Xn*p (p indicates no. of polarities), classifier B € 
Xm*p is used to predict microblogs y that are unseen. Variable 
B indicates truth table, Ŷ=LC € Xm*c is used to represent 
matrix B truth table. Here, only binary classification is 
considered for sentiment, i.e., p=2. Consequently, the truth 
table is Bi*= [+1-1] for positive microblog and B*i = [-1+1] 
for negative microblog sentiment. 

Consider an undirected graph G= (V, E) where, V indicates 
vertices and E represents edge. Mr represents microblog 
adjacency or relation matrix, Lm=Dm - Mr is Laplacian Matrix 
of G. Dm represents diagonal matrix and Dii is degree of ith 
vertex. 

In Eq. (1) prediction feature is applied to identify 
microblog that are unseen. In Table II, variables, type, and their 
definitions are shown. 

*1 *2

*1 *2

*1 *2

1

( ) 1

1 1

if yC yC

f y if yC yC

or randomly if yW yW

 


  
                (1) 

TABLE I.  DATASET STATISTICS 

Emoticon Dataset1 Dataset2 

# of Twitter users 4562 5632 

# of Twitter Tweets 147318 89141 

# of Positive Tweets 53412 32765 

# of Negative Tweets 78951 47697 

Tweets avg. per user 32.21 15.84 

Avg. friends per user 241.5 127.2 

C. Microblog Content Modelling 

For information related to text, standard least square 
method is used to satisfy the classification method. It aims to 
understand c-classifier and optimization problem after 
execution of (2) in terms of classification task in multiclass. 

21
min || ||

2 mR
y

LC B
             (2) 

Unlike conventional text results, microblog leads to 
unigram sparse matrix due to noise and short in form. To deal 
this issue, sparse L1 regularization standard to seek for feature 
space by sparse reconstruction. To minimize the reconstruction 
error based on L1 norm, feature selection can be automatically 
implemented, and a sparse description can be obtained. To 
achieve a more stable model, L1 norm is implemented in the 
proposed model as shown in (3). 

2

1

1
min ( ; ; ) min || || || ||

2 mR
y y

f C L B LC B C  
           (3) 

Where, β is regulation weight. 

D. Factors beside Text 

In this section, various context is incorporated and 
integrated into a final model. 

1) Integration of topic context: Hashtag is a mechanism 

that microblog services offer, using this service any user can 

insert information related to topics in microblogs. For instance, 

in a twitter tweets #symbols is used to tag tweet topic, let tweet 

“I wish to end my #life” represents tweets about “suicide 

thoughts”. To express any kind of emotions, based on different 

topic people post in various microblogging site, in connection 

to same topic there can be same opinion by different users; 

different opinion for different topic, opinion of same topic with 

same person usually depend on each other. The importance of 

topic content is built to check whether more than one 

microblog text refer to same topic, to design connection with 

microblogs, it is better to include subject information into 

microblogging for sentimental analysis rather than text 

similarity. The microblog similarity value may be less by usage 

of text similarity leading to failure of sentiment efficiency. 

Using matrix-Mm in (4) “microblog-microblog matrix” for 

topic is obtained. 

tM

m x xM M M 
             (4) 
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TABLE II.  VARIABLE MEANING 

Variable Variable Meaning 
Variable 

Type 

M in Uppercase Matrix representation - 

m in Lowercase scalar representation - 

m in bold and 

lowercase 
Vector representation - 

M* i Matrix-M (ith column) - 

Mi* Matrix-M (ith row) - 

L Feature matrix representation Xn*m 

B Matrix truth table Xn*Sc 

Ŷ Fitted label matrix Xn*Sc 

n No. of features Int 

t No. of training dataset Int 

Sc Sentiment classification count Int 

x No. of topic content Int 

C Classifier Xt*Sc 

Y Microblog feature vector Xt 

Um User Matrix Xr*n 

r No. of users Int 

Ss Structure similarity representation Xr*r 

Mt Topic Matrix Xn*x 

Mm Topic Microblog-Microblog Matrix Xn*n 

Mr Relation Microblog-Microblog Matrix Xn*n 

Dm Diagonal Matrix representation Xn*n 

Lm Laplacian Matrix representation Xn*n 

Rm User-user relation direct matrix Xr*r 

G Graph representation - 

E Edge representation - 

V Vertices representation - 

Where, Mt∈ Xn*x is atopic matrix and 
ijtM  =1 if and 

only if (iff) i
th
 microblog is about jth topic information, 

ijmM  

=1, if pi and pj microblog refers to same topic, Dm indicates 
diagonal matrix all assigned to zero. 

2) Integration of user context: It is based on a theory 

called sentimental consistency. It recommends that tweet 

sentiment posted by same user in two microblog has greater 

probability than selection of random microblogs. Here, rM  ∈ 

X
n*n 

indicates matrix sentiment consistency („microblog-

microblog‟). 

To calculate scrM
 use (5), Um∈  X

r*n 
is a microblog 

matrix of user, where ijmU
 =1, iff user-i post microblog-j and 

‘r’ indicates no. of users. 

t

sc

M

r m mM U U 
             (5) 

Where, 
scrM =1, iff pi and pj microblogs are posted by 

similar users. 

3) Structure similarity content: This section is focused on 

sociological theory; emotional contagion, this indicates that 

sentiment posted by similar users in two microblogs has greater 

probability than selecting in microblogs randomly. In existing 

work, if sentiment posted by two different users in two 

microblogs with friends/followers related are connected, an 

approach is constructed to make two microblogs user sentiment 

to be closer as possible, it is known as friends‟ context. This is 

denoted by * *t

ec

M

r m m mM U R U  , where Rm ∈  X
r*r 

indicates user matrix („user-user‟) and 
ijmR =1, iff there is a 

follower/followee relation among ith user and jth user. But 

existing work focused on direct user relationship and 

eliminating friends and follower‟s relationship. 

As discussed in previous section, users can share the 
sentiment to the user “who is a friend of his/her friend”, which 
is homophily communication. In this context, structure 
similarity is used to develop the EC sociological theory by 
considering friend relation. New relationship can be caused by 
common friends [29], example, if A and B have friend C in 
common, the friend probability will be increased between the 
users, this is known as “Triadic closure” [30]. 

The reality is A and B have friend relation to C that 
supports with confidence which is lacking with strangers at 
friendship creation is one of the causes for “Triadic closure”. 
The second explanation is related on the motivation for C: it 
can minimize C‟s latent stress in two different relationship 
about bringing A and C closure. 

In twitter with respect to three different users and three 
cases where users are closure and connected based on 
following two relations as shown in Fig. 2, 3 and 4. The 
incoming arrow to the user is pointed as followee and opposite 
user is follower. In case one as shown in Fig. 2, indicates the 
flow of communication between users, there can be a flow of 
opinion between Starc and Tony over Shane. In case two as 
shown in Fig. 3, two users tony and Starc with common 
followee Shane determining “friend of friend” relationship, if 
more followee‟s exist among two users, the construction of the 
relation can be made easier. 

In case three as shown in Fig. 4, two users Tony and Starc 
with Shane as common follower. All three cases are indicating 
user similarity expressions, it implies possibility or relationship 
can be created between unconnected users. Due to this reason 
an undirected graph is taken for follower relationship. 

 

Fig. 2. Relation Type: Case One. 

Shan
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followee 
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Fig. 3. Relation Type: Case Two. 

 

Fig. 4. Relation Type: Case Three. 

Consider users vi and vj, Structure similarity can be 
analyzed by (6). 

( , ) | |
ijs i j ui ujS sim v v W W  

            (6) 

 Using similar friends between two user‟s Structural 

similarity (SS) can be determined. 
ivW  indicates user 

. | |
ji vi vV W W neighbours representing vi and vj number of 

friends in common. By including the condition as shown in 
Fig. 5, user Shane and Tony have common friends Joe and 
Starc. But in Fig. 6, user Tony has many friends, using (6) to 
calculate to SS for user Shane and user Tony in Fig. 6 will 
produce same SS value as obtained for Fig. 5. To manage this 
issue, all friends between two users are included to calculate 
SS. 

| |

| |
( , )

| |
1

| |

i j

i j

ij

i j

i j

v v

v v

s i j

v v

v v

W W

W W
s sim v v

W W

W W





  


 

            (7) 

Here, i jv vW W
implies all set of friends (union) of both vi 

and vj users and 
| |

i jv vW W
indicates total users in the set. 

Once SS matrix Ss value is obtained, 
ecrM ∈ C matrix can be 

calculated using (8). 

* *t

ec

M

r m s mM U S U
             (8) 

 

Fig. 5. Similarity Expression1. 

4) Proposed model: Three types of context are 

incorporated in a framework. Mr1 X
n*n 

represents both 

combination of SS context and user context that can be 

computed using (9). Mr2 ∈ X
n*

 indicates SS context, user 

context and subject or topic context, this can be calculated 

using (10). 

1
*

sc ecr r rM M M 

             (9) 

2
( * )

sc scr r r mM M M M 
          (10) 

Here, β=1, symbol denotes Hadamard product. 

The main problem in existing system is microblogging text 
are noisy and short, there exist two kinds of problems. First 
problem is due to the large-scale nature of the vocabulary and 
dataset, this contributes to a high-dimension feature space. 
Second problem is the noisy and short text of data make data 
characterization extremely sparse. To avoid this problem 
sparse reconstruction is done as that change date robust to 
noise in terms of feature as discussed in Section 3.3. 

The basic principle is to make two microblogs as identical 
as possible if they are posted by the similar users or two users 
similar to each other or same users based on sentiment 
consistency and emotional contagion to combine sentiment 
relation among microblogs in sentimental classification. This 
condition can be minimized by using (11). 

**

1

min ( )t

Tc
M

ll m r
C

l

Y D M B
 



 
          (11) 

If only SS and user context is used then, 1r rM M , 

2r rM M
for subject or topic content. Hence, final model 

combines social content and text information by using (12). 

2

1

1
( ; ; ) min || || ( ) || ||

2 2
t t

m

M M

R m
C

f C L B LC B tri C L L LC C


   
   

(12) 

Where, ẟ indicates social content weight, β is regularization 
weight. 

It is observed that (12) leads to non-smoothing optimization 
problem. It is reduced by convex smooth reformulation. To 
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solve this (12) is reformulated as shown in (13) which is a 
“constrained convex smooth optimization” problem. 

21
min ( ; ; ) || || ( )

2
t tM M

m f m
C Z

L C L B LC B tri C L L LC
r




  

          (13) 

Where, 1{ || || }z C C z  , differentiable part is 

( ; ; )mL C L B  , z -indicates non-differentiable part. 
1mL  ball 

radius is z>=0, and one-to-one correspondence is present 

among z and β. For linear function ( ; ; )mL C L B  , The smooth 

optimization problem is equivalently reformulated as proximal 

regularization [31] at Cx defines as 
1 arg min ( )x xCx

C
C G C 

.
 

2( ) ( ; ; ) ( ; ; ), || ||
2 m

x
xCx m x m x x x RG C L C L B L C L B C C C C


       

        (14) 

Algorithm1: Proposed Sentiment analysis using SS. 

Proposed Sentiment analysis using SS (PSASS) 

Input: L, B, C, ẟ, µ 

Output: C 

1. Randomly initialize C0 

2. assign Ω=0,1, C1=C0, x=1 

3. while till not convergence do 

4.  Calculate  

5.  Calculate  

6.  While condition is true do 

7.    Calculate  

8.    Calculate considering (16) 

9.    If then 

10.    Assign  

11.    Break 

12.     End if 

13.    Assign  

14.  End while 

15.  If x> max_iteration then 

16.    return  

17.  End if 

18.  Assign  

19.  Assign x=x+1 

20. End while 

Where, γx denotes size of step in x iteration. Therefore, the 

gradient of Laplacian matrix ( ; ; )mL C L B  respect to C can be 

evaluated using (15). 

( ; ; ) ( ) )x x

m mL C L B L LC B L L LC   
        (15) 

In considering β, Z constraint from (13) and (x+1)-th C can 
be calculated using (16). 

* *

1 * *

1 ( ) , || ( ) ||
( ) || ( ) ||

0,

m j m j

x j x m j x

U if U
C U

otherwise

 

 

 
     


             (16) 

 

Fig. 6. Similarity Expression2. 

Here, 
1

( ; ; )
tm x m x

x

U C L C L B


    For best 

convergence, optimization problem can be further accelerated 
and smoothened. Sequence Cx and Vx are utilized in the 
algorithm, Cx is sequence of estimated solution, Vx is 
combination affine of Cx and Cx-1 is search point sequence. The 
final combination can be calculated by using (17). 

1( )x x x x xV C C C   
          (17) 

Where, σ is the grouping coefficient. Cx-1 suitable solution 
is calculated as “gradient” of Vx step through GγiVx. Finally, the 
algorithm for optimization is discussed as follows. 

IV. SS AND SENTIMENT CORRELATION 

The relation between sentiment label and friend‟s context 
are verified in [6,7]. A statistical analysis is done by illustrating 
how Sentiment labels in microblog and SS correlate. Consider 
G as an undirected graph where G=(V,E) is used to construct 
relation on two microblogs. Edge consisting of similar 
sentiment label is calculated by (18). 

E= 

* *

1 1

1 1
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          (18) 

Where 1 is a function named indicator. The same 
calculation can be done in a weighted matrix using (19), the 
weights are regarded based on sentiment label. The same 
equation can be used for evaluating correlation among 
sentiment label in microblog and text similarity. In (19) I 
represent index, K indicates the weight of matrix G. 
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         (19) 

SS indicates two microblogging graphs built by SS, SS-
topic represents two microblogging graph constructed SS and 
topic context. It is observed that ratio of SS and SS-Topic is 
greater between dataset1 and dataset2 as shown in Fig. 7. This 
possesses a positive relation between sentiment label and SS 
that helps to cover the study for exploring SS into 
microblogging sentimental analysis. Ratio of SS-topic method 
is said to be greater than SS model, it is because of homophily 
on similar topic and user may tend to have “same opinion on 
same topic”. 

 

Fig. 7. SS-Conditioned Sentimental Polarity. 

Thus, by including topic or subject content can explore 
heterogeneous relationship among microblogs. 

V. DISCUSSIONS 

A. Advantage of Social Context 

It is used to check the lifetime of various context whether 
they can improve in sentimental classification with respect to 
accuracy. 80% microblogging information are used to train the 
model. Here, “TC” denotes Text context, “UC” indicates user 
context and text. Likewise, “SSC” indicates text and SS 
context, “FC” implies Friends context and text. Accuracy is 
calculated as shown in Table III for the above-mentioned cases 

used by a metric, 
( )

( )

TP TN
accuracy

n


  where, n indicates 

number of negative and positive samples in the training 
dataset. TP is true positive, and TN is true negative labeled 
classes. 

TABLE III.  CONTEXT PERFORMANCE 

 FC TC UC SSC 

Dataset1 0.771 0.660 0.768 0.799 

Dataset2 0.769 0.657 0.778 0.788 

The following statements are determined from Table III. 

 Using the “Social context”, sentimental analysis on 
dataset1 and dataset2 can be improved in performance. 
Methods tested on Social content has better accuracy 
compared to text, it validates the utility of the context of 
the user, the context of friends and the context of 
structure similarity. The output of the social context 
illustrates that, in the microblogging network, emotional 
contagion and sentiment consistency (two theories) hold 
true. 

 The user context performance is less compared to social 
contexts. This is mostly due to average friend‟s 
relationship usage post is more than the single user 
average post, contributing to more sentiment sparse 
consistency matrix. Example, according to Table I, 
every user in dataset1 has 32.21 average tweets with 
average friends 241.5. 

 Approaches using SS context obtains best results in all 
context related to social text. SS the reason behind its 
better results than other context, it can get more data 
from friend‟s relationship than direct user relationship 
and weight on user who has more influence. 

Structure similarity, which is the reason behind its better 
results than others, can get more data than direct relationships 
such as common friends and weights on whose effect is greater 
on users. 

B. Performance Analysis and Comparison 

Random sampling approach is used to check the accuracy 
of various methods with change in training dataset size. 
Methods are as follows: 

1) Lasso: it is “Least absolute shrinkable and selection 

operator” is one of the regression analyses models which works 

on regularization and selection to improve accuracy of 

prediction it produces. 

2) Least Square (LS): it is also one kind of approach in 

regression analysis, it is a statistical process for best fit to some 

set of information to be noticed. It is also used to predict 

related variable behaviour. 

3) Support Vector Machine (SVM): it is one of a 

supervised ML model. They can categorize new text from the 

labelled training dataset for every group. 

4) Naive bayes: it is one of a supervised ML model. The 

classifier of Naive Bayes assumes that the existence of a 

certain feature in a class is not linked to the presence of any 

other feature. 

5) Logistic Regression (LR): it is also a statistical model 

used to design certain classes based on probability. It evaluates 

a dataset in which an outcome is calculated by individual 

variables. 

6) SANT: Sentiment Analysis for Norwegian Text method 

proposed by [6] that combines two geological theories. 

7) SMSC: Structured Microblog Sentiment Classification. 

All friends and user context are considered with equal priority. 
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8) SASS: Sentiment analysis based on SS is the proposed 

model to evaluate sentiment by using user context and SS. In 

this model, two initial positive parameters ẟ, µ are used. 

Assigning ẟ=0.0005 and µ=1 set by „cross-validation‟. 

Parameter µ denotes sparse regularization, parameter ẟ governs 

the information of social context contribution. For 

experimentation, from original or actual data testing dataset 

and training dataset are selected randomly. Percentage of the 

training dataset set is expressed by percentage and the 

remaining data for testing purpose. All the model‟s results are 

compared, and the observation are as follows: 

 Models that use texts alone produced less result than 
methods using social context. Considered two samples 
and one tail T experiments are performed, and the 
results indicates that social context technique can boost 
the accuracy of sentimental classification with a 
significant level 0.01. In microblogging site, text data is 
very noisy, cynicism, and sarcasm are often used to 
convey user‟s negative emotions. Techniques like LS, 
NB, SVM and LR may not manage this scenario, by 
applying social context this problem can extended to 
some degree as the techniques take microblogs into 
account that are linked to perform a better result. 

 SASS outperform SMSC and SANT and achieved 
better result on dataset1 and dataset2 with difference in 
size of training data significantly and consistently. 

Compared with all models SASS has better performance 
with all different size of dataset with an accuracy of 0.799 for 
dataset1 and 0.792 for dataset2 as shown in Table IV. The 
performance is with respect to both dataset1 and dataset2 
SANT and SMSC models had used friends and user context. 
But, in proposed model using SS it can explore relationship 
between microblogs intensely by using potential relationship 
between friends; every microblog possesses different impact to 
the suicidal sentiment compared to other microblogs but, in 

SMSC and SANT model all sentiment from microblogs has 
similar contribution to another microblogs. 

SASS model is susceptible to change in size of the data for 
training. This shows that it is significant that “lot of labelling 
cost can be reduced” in spite labelling all training dataset 
manually. 

9) Advantage of topic context: Topic context is introduced 

in proposed SASS model and SASS is compared with topic or 

subject context (SASS-T) varying with training dataset size 

from 60% to 90%. The result of classification is shown in 

Table V, from result it is observed that after incorporating topic 

context there is increase in accuracy of sentimental analysis in 

microblog compared to SASS model. Finally, SASS-T had 

produced better results 0.821 for dataset1 and 0.834 for 

dataset2 compared to all other models. The results signify the 

positive impact of applying topic or subject context in 

microblogging sentimental analysis to design the semantic 

relation among microblogs. The reason behind incorporating 

topic context is “the views of same person and similar kind of 

users on same topic usually remains consistent with each other 

that may help in prediction of suicide”. 

10) Parameter testing: Impact of two parameters ẟ, µ are 

tested for selection. These two parameters play a major role in 

managing the contribution of proposed model that might gain 

from SASS-T regularization constraints. The value of ẟ is 

assigned in some range {0,0.01,0.1,1,10 and 100} to study the 

impact on prediction accuracy. When SASS-T achieved better 

accuracy, the value of µ and ẟ are not same. So, the value of µ 

vary from {0, 1e-4, le-3,0.01,0.1,1} to study the impact of µ. 

When ẟ=µ=0, it reduces to SANT model, when ẟ>0, µ=0, it is 

SMSC model and when ẟ=0.005, µ>0, it is SASS model. So 

only suitable value of ẟ, µ can lead to a major improvement. 

Thus, proposed model has obtained better accuracy when 

ẟ=10, µ=0.1. 

TABLE IV.  PROPOSED AND BASELINE MODELS COMPARISION 

  Training LS LASSO NB LR SVM SANT SMSC SASS 

Dataset1 Without Topic content 

60% 0.644 0.693 0.759 0.724 0.718 0.770 0.762 0.776 

70% 0.622 0.665 0.768 0.731 0.725 0.763 0.771 0.772 

80% 0.612 0.695 0.754 0.733 0.731 0.759 0.767 0.779 

90% 0.612 0.721 0.745 0.729 0.745 0.769 0.761 0.799 

Dataset2 Without Topic content 

60% 0.653 0.677 0.702 0.718 0.709 0.701 0.723 0.733 

70% 0.659 0.692 0.705 0.716 0.718 0.717 0.722 0.744 

80% 0.662 0.671 0.691 0.709 0.723 0.730 0.739 0.774 

90% 0.645 0.740 0.681 0.722 0.731 0.749 0.755 0.792 

TABLE V.  CLASSIFICATION-ACCURACY 

 Training SASS SASS-T 

Dataset1 With Topic content 

60% 0.768 0.792 

70% 0.784 0.769 

80% 0.781 0.789 

90% 0.792 0.821 

Dataset2 With Topic content 

60% 0.736 0.754 

70% 0.750 0.756 

80% 0.771 0.772 

90% 0.792 0.834 
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VI. CONCLUSION 

In this paper, a new technique is proposed to identify and 
facilitate sentiment classification as inspired by emotional 
contagion and sentiment consistency. Three types of context 
are considered in the proposed model: structure similarity, user 
context, and topic or subject context. structure similarity matrix 
and topic or subject context matrix are constructed, these 
contexts are added to the model using Laplacian matrix build 
by the contexts. experimental analysis showed that SS context 
produced better result compare to direct user relation. Thus, by 
incorporating topical context in SASS model aided in 
improving the outcome of sentimental classification compared 
to all other models with an accuracy 0.821 for dataset1 and 
0.834 for dataset2. This result can be useful for suicide 
prediction among users based on the emotion of tweets posted 
by users that may help individual from attempting from suicide 
by informing to any NGO‟s. 

VII. FUTURE WORK 

The experiment is done on two different datasets with 
respect to topics and keywords with prediction results, further 
research is required based on different suicide risk factors that 
can be used for suicidal prediction and analysing the timeline 
tweets by examining retweets exhibiting suicidal contents with 
friends, followers, and tweeters. 
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Abstract—In recent days, DNA cryptography is gaining more 

popularity for providing better security to image and text data. 

This paper presents a DNA based cryptographic solution for 

image and textual information. Image encryption involves 

scrambling at pixel and bit levels based on hyperchaotic 

sequences. Both image and text encryption involves basic DNA 

encoding rules, key combination, and conversion of data into 

binary and other forms. This new DNA cryptographic approach 

adds more dynamicity and randomness, making the cipher and 

keys harder to break. The proposed image encryption technique 

presents better results for various parameters, like Image 

Histogram, Correlation co-efficient, Information Entropy, 

Number of Pixels Change Rate (NPCR), and Unified Average 

Changing Intensity (UACI), Key Space, and Sensitivity 

compared with existing approaches. Improved time and space 

complexity, random key generation for text encryption prove 

that DNA cryptography can be a better security solution for new 

applications. 

Keywords—DNA cryptography; image encryption; text 

encryption; DNA digital coding; DNA sequences 

I. INTRODUCTION 

Security is often a crucial necessity for sensitive data 
transmission over communication networks. Various security 
techniques used to provide information privacy bring benefits 
to an organization or individual businesses [1]. There exist 
many benchmarks symmetric and asymmetric cryptographic 
algorithms such as Advanced Encryption Standard (AES), 
IDEA (International Data Encryption Algorithm), and RSA 
(Proposed by Rivest, Shamir, and Adleman) to provide 
security to text data. But the survey provides evidence that 
these algorithms are not suitable for image encryption [2, 3, 
10, 24]. Image data characteristics like pixel correlation, bulk 
space, and high redundancy among pixel values make image 
encryption more challenging compared to text encryption 
[3,10]. Image Encryption plays a vital role in secured 
multimedia communication but the existing symmetric and 
asymmetric algorithms suffer from side-channel attack, Brute 
Force attack, Differential attack, and other statistical attacks 
[4]. There is a marked lack of better image cryptographic 
system. The proposed DNA based image Cryptosystem makes 
use of chaotic sequences to overcome existing limitations of 
symmetric and asymmetric cryptographic systems along with 
its confusion and diffusion properties [3]. To bring 
dynamicity, better storage, and time complexity, high 
parallelism, and low power consumption Adleman introduced 
DNA computing in 1994, which makes DNA cryptography 
the right choice for today’s Internet applications [5]. DNA 

computing is still an area of interest for many researchers for 
its massively parallel processing capabilities and high 
resistance to brute force attacks [6]. The existing image 
encryption standards and mathematical models combined with 
DNA cryptography show defects in terms of CPU time, 
memory consumption, and battery usage [11]. The proposed 
DNA based approach for image encryption employs a chaotic 
sequence, which is deterministic and can produce a non-linear 
sequence [7]. It brings the advantages of unpredictability, 
pseudo randomness, and extremely sensitive to system control 
parameters and initial values [4, 7, 10, 13, 24, 27]. Also, 
Chaos systems can eventually return to the original state from 
the proceeded state [8-10]. The proposed approach involves a 
sequence of steps, such as the use of five-dimensional 
hyperchaotic sequences that produce a strong ciphered image, 
scrambling at the pixel level and bit level. The analysis of 
various parameters like Image Histogram, Correlation co-
efficient, Information Entropy, NPCR, and UACI, Key Space, 
and Sensitivity shows that the proposed technique overcomes 
the limitations of the existing image encryption techniques. 
This paper also presents DNA based text encryption 
technique, which is based on the motivation of Kerckhoff’s 
principle, which states that secrecy of transmitted message 
depends on key during decryption and not on an algorithm for 
encryption and decryption. At a high level, the algorithm is 
secure if the cryptanalyst is unable to deduce the key to obtain 
plaintext from the corresponding ciphertext [26]. This DNA 
based text encryption method uses the knowledge of random 
key generation to produce different sequences for the same 
input to achieve enhanced security performance. The proposed 
text encryption method outperforms the existing encryption 
techniques in terms of time and space complexities [11]. In 
this paper, Section 2 presents a preliminary study of the 
proposed approach; Section 3 covers image encryption in 
detail with result analysis. Section 4 discusses text encryption 
with two cases and time and space requirement analysis. 

II. PRELIMINARY STUDY 

Traditional algorithms, including symmetric and 
asymmetric, are having many drawbacks concerning the 
exchange or use of a key. Compared to these, DNA 
cryptography can provide multifold security [45]. It provides 
an enriched security level [15, 16]. Conventional block cipher 
algorithms are not suitable for secured multimedia 
communication over public networks [2, 9, 24, 36, 37]. On the 
other hand, DNA cryptography is gaining more attention with 
a variation of chaos-based substitution permutation 
architecture [8, 16, 29, 30, 34, 36, 37]. It can run with lesser 
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memory and reduced computational overhead when compared 
with other standards like Elliptic Curve Cryptography, Packet 
wavelet, Fourier transform, Cellular automata, etc. [3, 8, 12]. 
The chaos method combined with DNA cryptography proved 
secure against a chosen-plaintext attack and differential 
attacks based on the previous studies [3, 17]. Boriga et al. 
proposed a 1D chaotic image encryption map that would be 
found weaker [23]. As there is a single variable is used, which 
makes easy prediction of initial values. Fidrich proposed use 
of 2D chaotic maps proved better diffusion properties. But, the 
use of a limited key space makes it easy to decode [18, 19]. 
Chen et al. proposed 3D chaotic maps proved better confusion 
and diffusion properties [20, 23]. Chen et al. presented a high 
complex 4D hyperchaotic system that brought many security 
advantages [38]. However, lower dimensional chaotic systems 
can be crackable as computer machines having limited 
precision. Understandably, only a portion of plaintext or 
ciphertext will help to get the key back [17]. Hence these are 
weaker against differential attacks [23]. 

The following are the demerits of previous works 
identified: 

 Low dimensional chaos methods face difficulty in 
providing high security [30]. 

 Existing image encryption techniques work well only 
for a homogeneous image dataset, like medical or 
satellite images. 

 There is no such practically used chaos-based DNA 
cryptography that exists worldwide in different 
application areas [4]. 

A. Our Contributions 

The following are the major contributions of this proposed 
work: 

 Capable of encrypting and retrieving highly sensitive 
images those are heterogeneous. The main features of 
these images are continuity, the large volume of data, 
and the strong association of adjacent pixels. 

 During image encryption, pixel-level and bit-level 
permutation will render stronger cipher, which is 
difficult for an attacker to crack. 

 The use of a 5D hyperchaotic system can ensure 
enhanced complexity and hence able to achieve 
improved security. 

 Both image and text encryptions are possible over a 
single framework with better CPU latency. 

III. DNA BASED IMAGE ENCRYPTION 

The proposed image encryption technique performs a 
series of operations like scrambling using a 5D (five-
dimensional) hyperchaotic method, XOR operations, and 
complementary rules to produce a solid ciphered image. 
[12,36]. It also includes scrambling at pixel and bit levels 
along with basic encoding rules and decomposition operations 
[17, 18]. Scrambling at the pixel level can be made according 
to a predefined concept [35,36]. DNA cryptography with a 
chaotic system depends on mathematical applications [19]. 

Edward Lorenz proposed the chaos theory in 1963 for the first 
time [35]. Confusion and Diffusion are two main properties of 
a chaotic system. With the confusion property, we can ensure 
the exchange of image pixel position randomly without 
affecting actual pixels. Diffusion mainly focuses on 
substituting one-pixel value with other pixel values by 
applying some mathematical operations over image pixels. 
Here only pixels will be permuted. Scrambling at bit level can 
make more difficulty in breaking the cipher by an attacker 
inducing reordering at bit levels. The proposed solution is a 
mixture of all these that can result in increased complexity for 
processes of encryption and decryption, making it harder for 
an attacker to crack. 

A. DNA Digital Coding 

DNA has four bases of Deoxyribo Nucleic Acid, namely 
Adenine (A), Thymine (T), Cytosine (C), and Genuine (G) 
[14, 19]. All the A and T bases complement each other 
according to the Watson - Crick Model. The bases C and G 
are mutually complementary [9,10,16,23]. Table I shows the 
DNA XOR operation between these bases [16, 21-23, 32]. 

TABLE I. XOR USE OF DNA SEQUENCES 

XOR A T C G 

A A T C G 

T T A G C 

C C G A T 

G G C T A 

Where A represents the binary value 00(Decimal Value 0), 
C represents the binary value 01(Decimal Value1), G 
represents binary value 10(Decimal Value 2) and T represents 
the binary value 11(Decimal Value 3) [16]. Every pixel 
represents a DNA sequence of length 4 in an 8-bit grayscale 
image. The proposed approach uses complementary rules for 
every character produced using DNA sequences. The 
complementary rule says about the base pairs. The bases, 
Adenine and Thymine can make one pair, and Cytosine and 
Genuine can make another pair [11-14, 21-23]. 

Suppose    be the set of bases A, T, C and G. Then 
complementary principle says the base string    of the 
encoding bases as follows: 

                     (     )  

      ( (     ))  

Where    and       are complementary and are base pairs. 
According to above statements, six complementary rules are 
as follows: 

A T,T C,C G,G A 

A T,T G,G C,C A 

A C,C T,T G,G A 

A C,C G,G T,T A 

A G,G T,T C,C A 

A G,G C,C T,T A 
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TABLE II. DNA ENCODING RULES 

Rule A T C G 

1 00 11 10 01 

2 00 11 01 10 

3 11 00 10 01 

4 11 00 01 10 

5 10 01 00 11 

6 01 10 00 11 

7 10 01 11 00 

8 01 10 11 00 

For each base of DNA sequence in terms of A, T, G, C 
their encrypted values will not remain same or equal [22]. 

DNA encoding and decoding operations are needed to map 
binary sequences into DNA bases and vice versa. Table II 
shows DNA encoding rules. There are 8 rules which satisfy 
the Watson–Crick complementary model [17, 19, 21, 24, 36, 
37]. Here the selection of DNA bases such as A, T, C, and G 
can be made by following the DNA encoding rules. We 
consider two digits of the binary value for the mapping at a 
time. 

Assume the original image P has scale matrix M X N. To 
bring out-diffusion property for an image P, Scrambling at 
pixel and bit levels are performed [15-17]. It permutes the bits 
of an image by considering the pixel values. Also it uses 5-D 
hyperchaotic system to obtain chaotic sequences as discussed 
below. 

B. Hyperchaotic System 

The proposed system uses five-dimensional (5-D) chaotic 
systems to enhance security and to bring increased complexity 
for image encryption [18]. It is covered below. A hyperchaotic 
5-D system represented as the following equations (1): 

                   

                       

                       

              

                         (1) 

Where t, u, v, w, x, y, z are system control parameters and 
c1, c2, c3, c4 and c5 are system state variables. There are many 
existing approaches which used different algorithms to bring 
security for encryption. Since image data is highly sensitive, 
the chaotic sequence approach could be better to maintain 
security as there is the ability to overcome dependency on 
image pixels by confusion and diffusion properties [19-21]. 

C. Scrambling at Pixel Level 

First, compute the initial values c1, c2, c3, c4 and c5 of the 
5-D hyper chaotic system as shown in equations (2) below: 

         (∑  
 

 

   

  ) 

          (          
   ) Where i=2, 3, 4, 5          (2) 

Where c
0
1, c

0
2 , c

0
3 , c

0
4 and c

0
5 are initial keys [22]. 

Producing chaotic series for image encryption might cause 
a transient effect that is impermanent and can have a sudden 
change of the state. Scrambling at the pixel and bit levels of an 
image can cause transient effect by internal or nearby values. 
So, there is a need for having several cycles to avoid such 
transient effect over hyperchaotic system N times, as shown in 
equation (3) below: 

          ((∑   
  

   )   |∑   
  

   |)               (3) 

By continuing the cycles or iterations over this chaotic 
system up to MN times, three chaotic sequences s1, s2 and s3 
are obtained. 

Suppose the original plain image is P and its positions are 
(x, y). Let P’ be the scrambled image of P and its positions are 
(x’, y’). Then x’ and y’ can be calculated as below equations 
(4): 

         (           |   (     )| )              

         (           |   (     )| )               (4) 

Where absolute values of x and y indicates the rounding of 
nearest integer values either lesser or equal to x and y. 

By taking P as the input image, the scrambled image P' is 
obtained as follows (5): 

                                           (5) 

In above equation (5), Scrambled image P’ is said to be 
positioned at (x, y), where, x=1,2,...M, y=1,2,…N. 

D. Scrambling at Bit Level 

Scrambled image P’ is now converted into a sequence of 
one-dimensional values for P’ from P’(1) to P’(MN) 
beginning with leftmost upper side to rightmost lower side of 
an image. 

Now generate chaotic sequence s3 as follows (6): 

  
                     |   (     )|               (6) 

Where r = 1, 2,…MN,   
    ∈ [0, 7] 

Scrambled image P’ and decimal sequenced values of   
  

will be then transformed into binary sequences respectively. 
Then scrambled sequence C is obtained by having a circular 
shift over binary sequence P’(r) by considering the least bit of 
s3’ as following equation (7): 

                            (  
    )   

               (7) 

Finally, conversion from binary sequences into its 
equivalent decimal values can be required. 

E. DNA Encryption 

Calculate the initial values    
 ,    

 ,    
     

  and   
  of 5D 

hyper chaotic system (1) as following equations (8): 

  
          ∑  
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                (8) 

Where i=2,3,4,5 and j=1,2,3,4,5,6 

This system can have sudden changes over its state as 
there is image data. There is a need to iterate 5D hyperchaotic 
system N times, as shown below (9): 

          ( ∑   
  

      |∑   
  

   |)               (9) 

The chaotic sequences a1, a2, a3 and a4 are performed as 
follows (10-14): 

         ((   (     )   |      |)        )      (10) 

         ((   (     )   |      |)        )          (11) 

              (     )  |      |                     (12) 

              (     )  |      |                    (13) 

Where a1 ∈ [1, 6], a2 ∈ [0, 3], a3 ∈ [0, 255], a4 ∈ [0, 255], i = 

1, 2,.., 4MN. 

Each C(r) and a3(r) are expressed as below equations (14): 

     ∑           
       ∈  {       }

 

   
 

      ∑         
 
             ∈ {       }        (14) 

The sequences {c(i)}
4MN

i=1 and {d(i)}
4MN

i=1 can be 
constructed later. Where r = 1, 2, . . , MN. 

Then Constructed sequences can be converted into DNA 
sequences. DNA sequence F(i) is obtained by using XOR 
operation as below (15): 

           ∈ d’(i)            (15) 

Where i=1,2,…,4MN. 

By using DNA replacement operation and complementary 
rules, get F’(i). F' can now be decoded to binary sequence G. 
Binary sequence G then translated into a decimal sequence.  

Finally, an encrypted image R is obtained as below 
equations (16): 

                                  (∑   
  

    

        )  

          ∈                                  (16) 

F. DNA Decryption 

The decryption procedure is described as follows: 
First, the chaotic sequences are generated and used (as 

shown above). Then decimal sequence D is obtained by the 
following equations (17): 

                   

     (∑   
 

 

   
         )

             

                                           (17) 

By following DNA complementary rules and reverse 
replacement operations, now able to get F(i) as the DNA 
sequences. Now conversion from F(i) DNA sequence to C 
sequence is done by having bit-level scrambling. Then 
Convert C sequence into pixel-level scrambled image P’. 
Finally, the original image P is recovered from ciphered 
image P’. 

Where D(i) is the value of the decimal sequence, a(i) is the 
value of the chaotic sequence, and R(i-1) is the value of the 
previous cipher pixel and R(i) is the value of the output cipher. 

Fig. 1 shows the flowchart of the proposed image 
encryption system. The original image is converted into DNA 
sequences by the use of chaotic sequences obtained from the 
5D hyperchaotic system and scrambling at pixel and bit levels. 
The DNA sequences are then converted into an encrypted 
image by following DNA XOR and Complementary rules [22, 
41, 42]. Table III shows the images that were considered in 
the proposed approach. 

 

Fig. 1. Flowchart of Proposed Image Encryption System. 
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(a)    (b)    (c)   (d) 

    
(e)    (f)    (g)   (h) 

        
(i)    (j)    (k)   (l) 

    
(m)     (n)   (o)    (p) 

    
(q)    (r)    (s)   (t) 

    
(u)    (v)    (w)   (x) 

Fig. 2. (a) Original "Lena" Image (b) Initial Image Histogram "Lena" (c) Encrypted "Lena" Image (d) Final Image Histogram "Lena" (e) Original ―ChestCT‖ 

Image (f) Initial Image Histogram "ChestCT " (g) Encrypted " ChestCT " Image (h) Final Image Histogram "ChestCT" (i) Original "MRI" Image (j) Initial Image 

Histogram "MRI" (k) Encrypted "MRI" Image (l) Final Image Histogram "MRI" (m) Original "Peppers" Image (n) ) Initial Image Histogram " Peppers " (o) 
Encrypted " Peppers " Image (p) Final Image Histogram " Peppers " (q) Original "Ultrasound_Thyroid" Image (r) Initial Image Histogram " Ultrasound_Thyroid " 

(s) Encrypted " Ultrasound_Thyroid" Image (t) Final Image Histogram " Ultrasound_Thyroid" (u) Original " Aerial" Image (v) Initial Image Histogram "Aerial" 

(w) Encrypted "Aerial" Image (x) Final Image Histogram "Aerial". 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

402 | P a g e  

www.ijacsa.thesai.org 

TABLE III. IMAGES CONSIDERED 

Image 

Dimension 

(Width  
 Height) 

Horizontal 

Resolution 

Vertical 

Resolution 

Bit 

Depth 

Lena 256X256 96 dpi 96 dpi 8 

Peppers 256X256 96 dpi 96 dpi 8 

MRI 256X256 72 dpi 72 dpi 8 

ChestCT 256X256 72 dpi 72 dpi 8 

Ultrasound_Thyroid 256X256 72 dpi 72 dpi 8 

Aerial 256X256 72 dpi 72 dpi 8 

G. Image Encryption Results 

1) Image histogram analysis: Image histogram represents 

the numbers of pixels that make an Image. Histogram 

Analysis helps us to understand the quality of image 

encryption [24]. A ciphered image histogram should have a 

uniform distribution [3,10,17,18,24,32]. Fig. 2 shows some 

centralized values for plain images(b,f,j,n,r,v) whereas there 

are more flat values for ciphered images(d,h,l,p,t,x) exists, 

which makes that the proposed system could withstand 

statistical attacks. 

2) Key space and sensitivity metrics: The key space shows 

that all possible keys have been used [48]. Here chaotic 

sequences produced and used are combined along with 

precision value 10
-15

 to bring accurate refinement such as c
0

1+ 

10
-15

, c
0

2+ 10
-15

, c
0
3+ 10

-15
, c

0
4+ 10

-15
, c

0
5+ 10

-15
,…Hence, it 

leads to a larger key space around (10
15

)
6
=10

90
=2

298 
which 

makes, this approach strong against brute force and dictionary 

attacks [16,17,31,40]. 

Key sensitivity refers to how much change in the key can 

impact to produce a ciphered image. Again this can be 

measured by parameters such as NPCR and UACI discussed 

above [18, 19]. A good approach is always sensitive, even a 

small change in the key to bringing out more diffusion or 

permutation in an image [39]. Hence the proposed approach is 

said to be resistive against differential and statistical attacks. 

3) Correlation co-efficient analysis: Correlation 

coefficient values indicate the relationship between the pixels 

which are adjacent to each other [16, 17]. Smaller the values 

of correlation co-efficient show the greater security against 

attacks as resisting ability against them [5, 16, 27, 31]. 

Table IV lists the correlation coefficient values of six different 

images with diagonal, horizontal, and vertical values. 

The proposed system could able to produce smaller co-
efficient values either in diagonal, horizontal, or vertical 
directions when compared to existing approaches listed in the 
following Table IV for images Lena, Aerial, and Peppers. The 
correlation coefficient cpq is computed as follows (18) 
[1,18,21]: 

    
        

√        
            (18) 

TABLE IV. CORRELATION CO-EFFICIENT VALUES 

Images Diagonal Horizontal Vertical 

Lena 0.001809 0.001851 0.002981 

ChestCT 0.002234 0.001511 -0.001400 

MRI -0.000581 -0.000074 0.000328 

Peppers 0.000790 0.000901 0.004058 

Ultrasound_ 

Thyroid 
-0.000291 -0.000806 0.000476 

Aerial 0.002243 -0.000986 0.003369 

Lena[16] 0.0110 3.4459e-004 −0.0064 

Lena[22] 0.0010 0.0068 −0.0054 

Lena[29] 0.008006 0.011816 −0.017311 

Aerial[16] 0.0110 −0.0109 −0.0211 

Peppers[18] −0.0107 −0.0010 −0.0292 

Peppers[19] 0.0020185 −0.0013436 0.0066809 

Peppers[29] −0.009679 −0.015974 0.035035 

Where p and q are adjacent pixels.           is the 
covariance between two pixels p and q. It is given as follows 
(19): 

         (
 

 
)∑ (       )   

 
                  (19) 

Where 

     (
 

 
)∑   

 

   
 

     (
 

 
)∑           

 

   
 

4) Information entropy: Shannon introduced Information 

Entropy in the year 1948, which describes how much 

information is provided by an image. It helps us to understand 

the uncertainty or randomness level of an image [3, 16, 29, 

43]. Uncertainty level before and after image encryption is 

measured. Reduced value of entropy indicates lesser the 

information provided by the encrypted image [18, 27, 31, 32]. 

The entropy of information should be 8 for an 8 bit image 

[30]. And it must be having the range 0 through 8. Table V 

shows Information entropy values for six different images 

considered. The proposed approach can produce a higher 

value of information entropy for an image sample Peppers 

when compared to some existing approaches. 

Let n be the source of information. So the entropy of 
information can be measured as follows (20): 

      ∑           
 
                 (20) 

Where p(ni) is the probability of appearance of variable ni 
and L indicates the length of an information in terms of total 
number of pixel variables. 
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TABLE V. INFORMATION ENTROPY VALUES 

Images Entropy 

Lena 7.996402 

ChestCT 7.951614 

MRI 7.939766 

Peppers 7.999182 

Ultrasound_Thyroid 7.989553 

Aerial 7.998492 

Peppers[17] 7.9973520 

Peppers[19] 7.9963 

Peppers[22] 7.9967 

Peppers[29] 7.997275 

5) Analysis of NPCR and UACI metrics: The NPCR 

(Number of Pixels Change Rate) represents the number of 

different pixels in two images. In other words, NPCR helps us 

to understand the effect of change of single-pixel over an 

image. The UACI (Unified Average Changing Intensity) 

represents the difference in average pixel values of intensity 

between two images [1-5, 16-18,27, 29, 30-32]. Here the 

original image and an encrypted image for computations are 

considered. Ciphered image will significantly change if there 

is a tiny change in the pixel of a plain image. 

Suppose C1, C2 are two ciphered images. Assume that 
these ciphered images are having a single pixel difference 
with their corresponding plain images. Let C1(i,j) and C2(i,j) at 
row i and column j respectively are two gray-level 
representations of the ciphered images C1 and C2. 

The NPCR is obtained as follows (21): 

     (∑ ∑             
   

 
   )              (21) 

Where 

       {
                 

                   
 

The UACI is calculated as follows (22): 

     (∑ ∑
               

   

 
   

 
   )                   (22) 

Where W and H correspond to the width and height of the 
image. Table VI shows the values of NPCR and UACI of 
various images. It is found that when compared with existing 
approaches, the proposed approach can obtain a higher UACI 
value for the encrypted Lena picture. The NPCR value for 
encrypted Lena image is almost nearer to existing approaches. 
A higher value of the NPCR and UACI means the system is 
safer against differential attacks. 

TABLE VI. NPCR AND UACI VALUES 

Images NPCR UACI 

Lena 99.6279 49.7571 

ChestCT 11.3342 2.8501 

MRI 99.2271 24.9121 

Peppers 99.2271 24.8966 

Ultrasound_Thyroid 11.3074 5.7084 

Aerial 99.2344 26.1513 

Lena[12] 99.7570 39.12 

Lena[16] 99.6067 33.4951 

Lena[17] 99.6135 30.9255 

Lena[19] 99.5892 33.4358 

Lena[22] 99.61 33.46 

Lena[29] 99.608337 33.431251 

IV. DNA BASED TEXT ENCRYPTION 

Symmetric algorithms are quicker in performing 
computations. One problem with these algorithms is more 
security breaches since single key usage. It means if an 
intruder receives the single key shared over a public channel, 
it can hack the entire network [9, 28]. Public key 
cryptographic algorithms, on the other hand, have proved 
adequate security for the systems. But here, more time is 
required to perform computations. There are some recent 
works in which the concept of DNA cryptography is 
combined with traditional algorithms such as AES, RSA, and 
ECC have provided better security for text-related encryption 
and transmission in the current computing age [20,23,33]. Due 
to its uniqueness, randomness, increased storage capabilities, 
high parallelism DNA Computing is gaining more popularity 
in cloud computing, Ubiquitous computing areas [15]. 

This section discusses, along with the study of its 
performance, DNA-based text encryption and decryption 
processes. 

A. DNA based Text Encryption/Decryption 

The text encryption/decryption uses DNA encoding rules 
including a single-point fusion, mutation, and complementary 
rules. Single-point cross over is the one where two bases are 
merged in order to build other bases. Mutation means 
modification in a DNA sequence by some means [25]. Here in 
every encryption, a random key will be generated and is used 
to encrypt data. The same is used during decryption to decrypt 
the ciphertext. It is important to generate random keys that are 
to be used to preserve the dynamicity of the proposed work 
[26, 28]. It means different transactions use different keys to 
produce different ciphertexts. It makes a more difficult cipher 
to break by an attacker. The Algorithm below shows the step-
by-step procedure for the text encryption method of the 
proposed model. The decryption technique is precisely the 
reverse of an encryption process [44, 46]. 
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Algorithm: Text Encryption Process 

1. Start: 

2. Read the plain text; 

3. Generate Random Key  

Display Key length in bits and its value 

4. Initialize round_no and decryption key 

5. Invoke generate_preprocessing_tables () 

 Conversion from two bits to DNA bases 

 Conversion from DNA bases to bits 

6. Invoke generate_mutation_tables () 

Conversion from four bits to two DNA bases 

Conversion from two DNA bases to four bits 

7. Start Encryption Time 

8. Invoke dnaChaosSecFuncE () 

Define the number of rounds  

Get binarized data of text 

Convert binarized data into DNA sequences 

Display Initial DNA sequence 

9. While (number of rounds > 0) 

Conversion from DNA bases into bits and encrypt the 

data using Key 

10. Invoke crossover () 

Invoke single_point_crossover () 

Invoke rotate_crossover () 

11. Invoke mutation() 

Follow DNA complementary rules 

12. Invoke reverse_reshape() 

Return reverse_reshape  

13. End While (). 

14. Display Final DNA Sequence 

15. End Encryption Time 

16. Display total execution time for encryption 

17. End 

In the above algorithm two bits values used are '00', '01', 
'10', '11'. Initial DNA bases are 'A', 'C', 'G', 'T'. Four bits 
values are '0000', '0001', '0010', '0011', '0100', '0101', '0110', 
'0111', '1000', '1001', '1010', '1011', '1100', '1101', '1110', 
'1111'. Two DNA bases used are 'TA', 'TC', 'TG', 'TT', 'GA', 
'GC', 'GG', 'GT', 'CA', 'CC', 'CG', 'CT', 'AA', 'AC', 'AG', 'AT'. 

The following content shows the operations that are taken 
place during the decryption of encrypted text. 

<reshape>4<reshape><crossover><type>both<type><rotate><rot

ation_offset>2<rotation_offset><rotation_types>right|left|right|ri

ght|right|<rotation_types><rotate><single_point>2|3|<single_poi

nt><crossover><mutation><mutation_table>{'A':'C','C':'A','T':'G',

'G':'T'}<mutation_table><chromosome><complement_mutation>

(0,5)<complement_mutation><alter_mutation>(1,3)<alter_mutati

on><chromosome><chromosome><complement_mutation>(5,6)

<complement_mutation><alter_mutation>(3,3)<alter_mutation>

<chromosome><chromosome><complement_mutation>(2,5)<co

mplement_mutation><alter_mutation>(3,3)<alter_mutation><chr

omosome><chromosome><complement_mutation>(3,6)<comple

ment_mutation><alter_mutation>(0,1)<alter_mutation><chromos

ome><chromosome><complement_mutation>(1,4)<complement

_mutation><alter_mutation>(2,3)<alter_mutation><chromosome

><mutation><round><round><reshape>2<reshape><crossover>

<type>rotate_crossover<type><rotate><rotation_offset>2<rotatio

n_offset><rotation_types>right|left|right|right|left|left|right|left|rig

ht|left|<rotation_types><rotate><crossover><mutation><mutatio

n_table>{'A':'T','T':'A','C':'G','G':'C'}<mutation_table><chromoso

me><complement_mutation>(0,3)<complement_mutation><alter

_mutation>(0,0)<alter_mutation><chromosome><chromosome>

<complement_mutation>(3,3)<complement_mutation><alter_mu

tation>(1,1)<alter_mutation><chromosome><chromosome><co

mplement_mutation>(1,1)<complement_mutation><alter_mutati

on>(0,0)<alter_mutation><chromosome><chromosome><compl

ement_mutation>(2,3)<complement_mutation><alter_mutation>(

0,1)<alter_mutation><chromosome><chromosome><complemen

t_mutation>(2,)<complement_mutation><alter_mutation>(0,1)<a

lter_mutation><chromosome><chromosome><complement_mut

ation>(3,3)<complement_mutation><alter_mutation>(1,1)<alter_

mutation><chromosome><chromosome><complement_mutation

>(0,0)<complement_mutation><alter_mutation>(1,1)<alter_muta

tion><chromosome><chromosome><complement_mutation>(0,0

)<complement_mutation><alter_mutation>(1,1)<alter_mutation>

<chromosome><chromosome><complement_mutation>(1,2)<co

mplement_mutation><alter_mutation>(0,0)<alter_mutation><chr

omosome><chromosome><complement_mutation>(1,3)<comple

ment_mutation><alter_mutation>(0,0)<alter_mutation><chromos

ome><mutation><round><round><reshape>4<reshape><crossov

er><type>single_point_crossover<type><single_point>0|3|<singl

e_point><crossover><mutation><mutation_table>{'A':'G','G':'A','

T':'C','C':'T'}<mutation_table><chromosome><complement_mut

ation>(2,6)<complement_mutation><alter_mutation>(3,3)<alter_

mutation><chromosome><chromosome><complement_mutation

>(6,6)<complement_mutation><alter_mutation>(0,0)<alter_muta

tion><chromosome><chromosome><complement_mutation>(6,7

)<complement_mutation><alter_mutation>(0,1)<alter_mutation>

<chromosome><chromosome><complement_mutation>(4,5)<co

mplement_mutation><alter_mutation>(0,1)<alter_mutation><chr

omosome><chromosome><complement_mutation>(2,3)<comple

ment_mutation><alter_mutation>(2,3)<alter_mutation><chromos

ome><mutation><round><round><reshape>4<reshape><crossov

er><type>single_point_crossover<type><single_point>3|0|<singl

e_point><crossover><mutation><mutation_table>{'G':'A','A':'G','

T':'C','C':'T'}<mutation_table><chromosome><complement_mut

ation>(3,5)<complement_mutation><alter_mutation>(2,3)<alter_

mutation><chromosome><chromosome><complement_mutation

>(4,5)<complement_mutation><alter_mutation>(3,3)<alter_muta

tion><chromosome><chromosome><complement_mutation>(5,6

)<complement_mutation><alter_mutation>(0,0)<alter_mutation>

<chromosome><chromosome><complement_mutation>(4,5)<co

mplement_mutation><alter_mutation>(1,2)<alter_mutation><chr

omosome><chromosome><complement_mutation>(3,5)<comple

ment_mutation><alter_mutation>(2,2)<alter_mutation><chromos

ome><mutation><round><round><reshape>10<reshape><crosso

ver><type>both<type><rotate><rotation_offset>6<rotation_offse

t><rotation_types>left|right|<rotation_types><rotate><single_poi

nt>8|<single_point><crossover><mutation><mutation_table>{'G'

:'A','A':'G','T':'C','C':'T'}<mutation_table><chromosome><compl

ement_mutation>(13,15)<complement_mutation><alter_mutatio

n>(2,4)<alter_mutation><chromosome><chromosome><comple

ment_mutation>(14,16)<complement_mutation><alter_mutation

>(0,4)<alter_mutation><chromosome><mutation><round> 
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B. Text Encryption Results 

The proposed system can support Image and text 
encryption under a single framework. Text encryption begins 
upon selecting the ―Text‖ radio button followed by clicking 
the Process Encryption and Decryption Operation button, as 
shown in Fig. 3. 

 

Fig. 3. User Interface to Select Text to Process Encryption and Decryption 

Operation. 

In this proposed approach DNA cryptographic functions 
are designed and implemented with the use of Python script. 
The front end and the algorithm calling functions are designed 
using C # language written over Microsoft Visual C # 
Express. The following results were obtained on running 
python scripts over Spyder (Python 3.6) platform. 

Case 1: 

Encryption Process  

Text: Hello 

Key: 128 bits 

00111000010010100101001101000110001100010101000001

01100101100101011010110011010001000001010010010011

0010010010010100111101001100 

Initial DNA sequence: CAGACGCCCGTACGTACGTT 

Final DNA sequence: CTTAACACGTAGCTCCAGTA 

Decryption Process 

Encrypted text: CTTAACACGTAGCTCCAGTA 

Key: 128 bits 

00111000010010100101001101000110001100010101000001

01100101100101011010110011010001000001010010010011

0010010010010100111101001100 

Initial DNA sequence: CTTAACACGTAGCTCCAGTA 

Decrypted text: Hello 

Case 2: 

Encryption Process 

Text: Hello 

Key: 128 bits 

01010010001100110011010101101010001100110100100101

00111000110100011100100110111101010001010001110111

0101010001110100011100111000 

Initial DNA sequence: CAGACGCCCGTACGTACGTT 

Final DNA sequence: TGAGTGGTTCCGCAAGCAGA 

Decryption Process 

Encrypted text: TGAGTGGTTCCGCAAGCAGA 

Key: 128 bits 

01010010001100110011010101101010001100110100100101

00111000110100011100100110111101010001010001110111

0101010001110100011100111000 

Initial DNA sequence: TGAGTGGTTCCGCAAGCAGA 

Decrypted text: Hello 

The above example illustrates the proposed model for text 
encryption using DNA sequences with a text sample as 
―Hello‖. First, the key will be computed then it can be used to 
produce initial and final DNA sequences. Meantime, DNA 
encoding rules along with single-point crossover, mutation, 
and complementary rules are used to obtain encrypted text 
[46]. During the decryption process, the same procedure is 
repeated and reversed, with the same key value as shown in 
Case 1 [47]. 

When there is another communication session with the 
same text input as ―Hello‖ as shown in Case 2, then it 
computes a key value that is different than the previous 
session key. This will bring the proposed approach to high 
dynamicity and randomness. Since the keys generated and 
used were different during the various sessions/transactions 
makes it difficult to access the key computationally. Hence 
plaintext recovery is infeasible for an attacker. Table VII 
shows time required values in seconds for encryption and 
decryption processes. The time required for encryption and 
decryption is often found to be comparatively closer and takes 
less time. The decryption needs little more time than the 
encryption. 

Table VIII shows the memory allocation (in bytes) of the 
proposed DNA Cryptographic method for encryption on disk. 
Table values indicate there is no need for more memory than 
the input file size. 

TABLE VII. TIME REQUIRED VALUES 

Case Encryption Time(sec) Decryption Time(sec) 

Case 1 0.0032889842987060547 0.007483005523681641 

Case 2 0.006028413772583008 0.009949922561645508 

TABLE VIII. MEMORY REQUIREMENT FOR ENCRYPTION 

Input Text size 
Input file Size 

on disk 

Encrypted file 

Size 

Encrypted file 

Size on disk 

86 bytes 
4 KB 

(4096 bytes) 

4.03 KB 

(4,128 bytes) 

8.00 KB 

(8,192 bytes) 

996 bytes 
4.00 KB (4,096 

bytes) 

46.6 KB (47,808 

bytes) 

48.0 KB (49,152 

bytes) 
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V. CONCLUSION 

The proposed new DNA based cryptographic framework 
provides security to both image and text. The proposed 
approach can resist Differential attack, Brute Force attack, 
Chosen Plaintext attack, Dictionary attack, and other 
Statistical Attacks. The experimental results have shown that 
the histograms of encrypted images are uniformly distributed. 
Correlation coefficient values are found to be smaller in one or 
more directions. The proposed image encryption technique is 
better than existing in terms of information entropy, NPCR, 
and UACI values. Information entropy value for Peppers 
image is found to be 7.999182, which is 0.30% improvement 
over existing works. NPCR and UACI values for Lena image 
are 99.6279 and 49.7571, respectively. UACI value of the 
proposed method shows 1.06% improvement for encrypted 
Lena image over existing approaches. These parameters have 
shown that the proposed method is stronger. Proposed work 
support image files such as .jpg, .png, jpeg, .tiff formats, and 
text characters as input. In addition to Image encryption, there 
can be a text encryption option is also provided under the 
same framework. Compared with conventional algorithms, the 
overall execution time is considerably reduced in the proposed 
text encryption method. For the suggested solution, space 
consumption is less. In the future, this system may include 
audio encryption and can support very large files with 
different file formats for encryption and decryption processes. 
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Abstract—As technologies are introducing and improving day 

by day, there is a tremendous change in the applications like 

“Smart City”. The Internet of Things (IoT) is the best approach 

to combine various Sensors with Embedded devices to create 

solutions for the real time problems and this will help us to 

connect with Internet Society. The term IoT means controlling 

the things through Internet, in other terminology the objects will 

“talk” to each other and build some communication to work or to 

react. There are so many attention-grabbing modules in our 

society, so in this project we will Implement a model of Smart 

City with around six elements like Smart Garbage System, Smart 

Irrigation System, Smart Building, Smart Parking System, 

Restaurant Menu Ordering System and Manhole Detection and 

Monitoring System that too in an advanced way. Which means 

we are going to make some advancement in all these elements 

like Sending messages by using GSM module with Sensor 

responses, Sending the information and controlling the 

components through cloud platform like ADAFRUIT, Accessing 

webpages through IP Address using Networking domain, 

Enabling Technologies, Connectivity models and we are going to 

make all this system automatic. The main objective of this 

project is without any Human Involvement all the systems or 

elements has to work to make life easier. The required 

technologies in this project is Internet of Things (IoT), Embedded 

Systems and Networking. 

Keywords—Internet Society; Attention-Grabbing; Networking; 

Enabling Technologies; Connectivity Models; IP Address; 

ADAFRUIT; Embedded Systems 

I. INTRODUCTION 

A. Smart Garbage Monitoring System 

In this module we are going to implement a dustbin which 
will automatically opens the lid when some person reaches 
towards it, this could be done by using measuring the distance 
between the person and dustbin. Second aim is to create a 
webpage using ESP-01 module with reference to the default 
IP address “192.168.4.1” to store the status of the bin like how 
much area is filled. And if once the bin is full it will display in 
the webpage. 

B. Smart Parking System 

The main aim of this module aim is to store all the details 
related to parking place in the could platform called 
ADAFRUIT. And also to control the entry and exit gates 
though that platform, it will also maintain the slot timings like 
then the car is parked and when the car leaves the parking slot. 

In this module, first we are going to create a project in 
ADAFRUIT cloud platform. That project will keep the 
information about the parking slot like Entry Gate, Exit Gate, 
Cars Parked, Entry Slot 1, Exit Slot 1, Entry Slot 2, Exit Slot 
2, Entry Slot 3, Exit Slot 3. At each and every instance of time 

that page will update to display the information that was 
executing in the parking slot. So that we can able to look over 
the whole process that is going on in the parking slot without 
any physical appearance. And another thing is once the car 
appeared at the entrance we can able to open the entry gate 
automatically by clicking a button on that page created by us, 
and the same thing was implemented for exit gate also. And 
another element in this module is special parking, which 
means if once the car is parked in that slot the owner will get a 
message like “Your car is parked successfully” and if the car 
was left from that place the owner will get another message 
like “Slot is EMPTY”. 

C.  Smart Building System 

First we are going to implement smart window curtain and 
smart water pump now let us discuss about the smart water 
pump this project is aim to design and construct the light 
sensing blinds to achieve the aforementioned goals. Hardware 
test results from this project demonstrate the capabilities of 
smart blind system to measure ambient light inside the room 
and outside the window, to adjust the angle of each of the 
blinds on the window, and to change the desired brightness of 
the room. In the second submodule, based on the sensor values 
the tap will automatically open when it detect binary digit “1” 
in the values and the tap was closed when it detects the binary 
digit “0”. 

D.  Manhole Detection System 

In the existing work of the manhole detection system using 
IOT they are several drawbacks and many people fall in 
manhole and die but using this project we can stop that our 
idea is to create a webpage and sends the information to the 
person near the Manhole. We are doing this using the GSM 
module. GSM module sends the message using the webpage. 
Another important aspect in this module is creating a webpage 
to store the details related to manhole. This will help to have a 
complete analysis on the manhole data. 

E.  Smart Irrigation System using ADAFRUIT IO 

The world is changing as time and so on agriculture. 
Nowadays, People are integrating electronics in every field 
and agriculture is not an exception to this. This merging of 
electronics in agriculture is helping farmers and people who 
manage gardens. In this article, we will see how to monitor 
and how to manage gardening and agriculture. We will use 
(ESP32) controlling module for IoT and we will update the 
data on the cloud and based on readings we will take the 
appropriate action. In this project we have used sensors like 
LDR(Light dependent Resistor), Temperature sensor, Soil 
Moisture level sensor and we will use the water pump to react 
on the sensor’s data. Apart from this, we can use lots of 
sensors to monitor. 
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F. Restaurant Menu Ordering System using Webserver 

The main theme of the project is to display the particular 
item which is ordered by the user and that item should display 
on the web server with the IP address and hence the web page 
should consists of the item name , item cost and finally it 
should print the total cost of item on the webserver by using 
ESP8266 it can import the data or gather the data through the 
web server on the transmitter side if the user gives the order of 
an particular item it should display on the receiver side i.e., on 
16*2 display and through web server. At last by using the 
ESP8266 we can transmit the data through web server and it 
mainly creates the default IP address on html page such as 
192.168.2.1 on that it should display the menu. And for 
suppose if the user gives the order of a particular item it 
should display the item name and item cost and total cost of an 
item through webserver. In this project the user uses the TFT 
Touch display shield to select the items i.e., when he selected 
the item it will display the item and item cost on the 16*2 
LCD display. Creating a webpage using a hardware module 
like ESP-01 is a new techniques which will help us to 
monitor/to see data on webpage, and this webpage will be 
created with reference to default IP address. The food ordering 
system is proposed with the use of a handheld device placed 
on each table which is used to make an order at the restaurant. 
The system uses a TFT touch plus LCD display module which 
is placed on each customers table for them to make orders. 
Order is made by selecting the items displayed on LCD. 

II. RELATED WORK AND ADVANCEMENTS 

A. Drawbacks in Existing Works of Smart Garbage 

Monitoring System (Fig. 1) 

1) The main drawback is, in this element Human 

Involvement is needed for some tasks like to clear dust/over 

flow. 

2) Major part of this element depends upon the working 

of the Wi-Fi module which is operable only in small distances. 

3) All the existing works only focus on any one of the 

perspective like Household or the public places, they don’t 

aim on both the scenarios at a time. 

4) For example some of the projects only focusing on 

intimating the status of bin through mobile app or LCD 

display in household and another scenario is intimating 

through message to the municipal officer regarding the status 

whether full or not in some areas. 

5) It is not possible to display the quantity filled in the bin 

through long distances. 

Advancements in this module: 

a) The advancement which we are implementing in this 

element is like sending messages by using GSM module 

sensor responses. 

b) And another important domain used in the project is 

“NETWORKING”. We are going to access this element by 

using IP address. 

c) Which means that we are going to create a webpage 

and assigning some setup with IP address so that we can able 

to control/access all these elements at anytime and from 

anywhere by storing them in a database. 

d) The creating of webpage is done by using hardware 

element like ESP-01, which is modern technique to create a 

webpage with reference to IP address. 

B. Drawbacks in Existing Works of Smart Parking System 

(Fig. 2) 

1) In the existing works there is no mechanism like 

sending the SMS to mobile once the car is parked and again 

the car is moved from the parking place. 

2) In existing projects, no one use the specific application 

to store the information related to parking like ADAFRUIT, 

Webpages, etc. 

3) The time slot is not mentioned in existing works like, 

when the car is placed and when it is moved from the parking. 

Advancements in this module: 

a) When the car is placed in the parking place, then one 

SMS is sent to our mobile like car is placed at position 4. So 

that no need to go and check where the car is placed. 

b) When the car left from the parking place also we will 

get a message to our mobile, this will provide a security to our 

car. 

c) In this project I am using an software/application 

called ADAFRUIT, in that I have created a project mentioning 

like Number of cars parked, Entry gate(open/close), Exit 

gate(Open/close), Slot1, Slot2 and Slot3. They will mention 

all the details of the parking place. 

 

Fig. 1. Block Diagram for Smart Garbage Monitoring System. 

 

Fig. 2. Block Diagram for Smart Parking System. 
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C. Drawbacks in Existing Works of Smart Building System 

(Fig. 3) 

1) The disadvantages of a new technology are just as 

important as the advantages, if not more important. People 

who are not computer-savvy would not want to live in a smart 

home since it is completely computer run. People who are not 

computer-savvy would not want to live in a smart home since 

it’s completely computer run. If someone were to hack a 

home’s system they would have access to controlling the 

home, like unblocking doors, monitoring the cameras off so 

they would invalid the home. 

2) In existing works I observed that the watering of plants 

through sprinklers, this mechanism is not implemented for 

handwash which will reduce the human effort. 

Advancements in this module: 

a) This project is solving the problem of wasted energy 

within buildings and homes, because currently the lights 

turned on inside building do non-utilized natural, ambient 

light from the sun. Rather than having unnecessary light from 

a light source, the automated light sensing smart blinds can 

sense the amount of light outside the window and in the room, 

and then adjust the angle of the blinds to save energy by 

utilizing the available outdoor light. This way, the light source 

will not be running at maximum power output while there is 

excess light coming through the window. 

b) Coming to the tap mechanism, here the human 

involvement is not needed to open/close the tap. In previous 

works I observed that watering the plants using sprinklers, 

based on that mechanism I design this module of automatic 

open/close the tap. 

D. Drawbacks in Existing Works of Manhole Detection 

System (Fig. 4) 

1) Manholes leading to underground supply systems are 

essential for their maintenance, for example, it concerns 

telecommunication networks, water supply networks, gas 

supply networks and electricity networks, and so on. Although 

it is very crucial to a city’s operations, the manhole can be one 

of the least protected and most vulnerable assets. 

2) In previous works, the message sending mechanism is 

not included which is the main drawback. Now a days mobile 

is mandatory to every person so, by intimating through an 

SMS is needed. 

 

Fig. 3. Block Diagram for Smart Building System. 

 

Fig. 4. Block Diagram for Manhole Detection System. 

Advancements in this module: 

a) The advancement which we are implementing in this 

element is like sending messages by using GSM module 

sensor responses. 

b) We control and detect man hole by using GSM 

module sensor. GSM module sensor detect the person near the 

manhole and sends information to him. 

c) We create a webpage to store the information of the 

person.so when the person comes near the man hole GSM 

module takes the information and message to him/her by using 

a webpage. We took up this project to control the falling of 

people in man hole. 

E. Drawbacks in existing works of Smart Irrigation System 

Using ADAFRUIT (Fig. 5) 

1) The main drawback of this project is without any 

human involvement all systems has to work make life easier to 

farmers. 

2) Actually the existing work in smart irrigation system is 

with the human involvement we can control the plants when it 

is wet or dry state conditions. 

3) The another type of existing work in smart irrigation 

system is using BLYNK app in this with only human 

involvement it can control the plants whether the plant is in 

dry or wet condition state. 

4) The brilliant farming necessities accessibility of web 

ceaselessly. Provincial piece of the greater part of the non-

industrial nations don't satisfy this prerequisite. Also web 

association is much slower. 

Advancements in this module: 

a) In this module we will see the monitoring and how to 

manage gardening of agriculture. And in this module we will 

use the ESP32 module for controlling the garden. 

b) In this part we will update the data on the cloud and 

based on the readings we will take the accurate readings 

from it. 

c) In this project we used LDR, temperature sensor, soil 

moisture sensor and submersible water pump to react on 

sensor data. 
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d) If the soil moisture level is very low then it will turn 

ON the Water Pump. We are monitoring the motor status as 

well for the feedback to confirm the motor status. 

 

Fig. 5. Block Diagram for Smart Irrigation System. 

F. Drawbacks in Existing Works of Restaurant Menu 

Ordering System (Fig. 6) 

1) In existing Work the user uses the TFT Touch display 

shield to select the items i.e. when he selected the item it will 

display the item and item cost on the 16*2 LCD display. 

2) The second aim is to create a web page using Esp8266 

module with that reference to the default Ip address 

“192.168.2.1” is used to store the status of the items and cost 

of the items and total cost of an particular item once if we 

select a particular item it should display the total cost of the 

food item and name of the food item through particular web 

page. 

Advancements in this module: 

a) Firstly when the user was selected particular item the 

system should display the selected item name, cost of the item, 

and at last it should display the total cost of an selected items 

through the IP address (web server). 

b) In this project I am using ESP8266 to import the data 

or gather the data through the webserver hence with ESP8266 

module with that module reference it creates the default Ip 

address “192.168.2.1” which is used to store the “name of the 

item”, “cost of item”, and total cost of all items which we have 

selected it should display on web page. 

 

Fig. 6. Block Diagram for Restaurant Menu Ordering System. 

III. RESULTS AND DISCUSSIONS 

A. Smart Garbage Monitoring System 

The first output for this module is lid opening by 
measuring the distance of the object which is placed infront of 
it, after opening the lid it will take some delay and 
automatically closed. This delay time will help us to through 
the dust in the bin. Secondly, we have to connect to the WIFI 
module which will appear in out device so that it will create a 
webpage by using default IP address in the device which was 
connected to WIFI module. In that webpage we can able to 
monitor the level of the dustbin and once it was full it will 
display a message like “Dustbin is full” (see Fig. 7 to 9). 

 

Fig. 7. Opening of Lid. 

 

Fig. 8. Connecting to WIFI. 
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Fig. 9. Webpage Display for Smart Garbage Monitoring System. 

B. Smart Parking System 

The first output for this module is to open the entry and 
exit gates remotely by using the adafruit platform this will 
help to validate the customer whether he paid the parking fee 
or not. Secondly, the entry and exit gates has to open 
automatically when the car is placed infront of the gates. Third 
and most important output is to display the slot timing of the 
cars which was placed in parking slots. The number of cars 
count which enters/leaves the parking place will be updated in 
the cloud service platform called ADAFRUIT. Another 
interesting submodule is special parking, when the car was 
parked in this slot the owner will get a message to their mobile 
like “Your car is parked successfully !!” and once the car was 
removed from that slot they will get another message like 
“Slot is empty !!” this will provide more safety to the car. And 
based on all these measurements that ADAFRUIT platform 
will form a graph so that we can have more understanding 
about each and every slot (see Fig. 10 to 13). 

C. Smart Building System 

The first output of the module is automatic open/close of a 
curtain. When we clap the window curtain will open and when 
we clap for another time windows will close (see Fig. 14). 
And second one is smart water pump when we place hand 
under the tap, it will automatically on and once we remove the 
hand under the tap, it will off automatically (Fig. 15). In 
automatic curtain we use a webpage to record the time how 
much time did the curtain is opened (Fig. 16). And in smart 
water pump we record the amount of water by using ESP11 
WIFI module and we record it using a webpage. 

   
(a)    (b) 

Fig. 10. Entry and Exit Doors Open through ADAFRUIT. 

  
(a)    (b) 

Fig. 11. Automatic Entry and Exit Doors Opening. 

 

Fig. 12. SMS to Mobile for Special Parking. 

 

Fig. 13. Adafruit Display for Smart Parking Display. 

  
(a)    (b) 

Fig. 14. Opened/Closed Window Curtain Automatically. 
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Fig. 15. Smart Water Pump. 

 

Fig. 16. Automatic Water Flow in Smart Building System. 

D. Manhole Detection System 

The output of this module is to detect the manhole. Using 
this process we can reduce the people falling in manhole. In 
this project we used GSM module and a webpage the GSM 
module will detect the person near the manhole using ultra 
sonic sensor and the person will get the message to his mobile 
like “manhole detected” otherwise in the webpage it will be as 
“Rootcleard”. At first the output was displayed in LCD 
display they we can able to see the output in webpage also 
(Fig. 17). By alert message sent by the GSM will help us to 
avoid the accident cause by the manhole (Fig. 18). 

E. Smart Irrigation System using Adafruit IO 

The first output for this module is to water the plants 
through adafruit io setup firstly in this module we have to 
create the interfaces in adafruit such as temperature, light and 
soil moisture percentage (graph interface) and atlast we have 
to create an interface called motor which is used to on/off if 
the plant condtion is in dry then the motor should on in the 
setup and if the plant condtion is wet then the motor should off 
and hence it should show the soil moisture percentage through 
graph type and it should show the light condition around the 
plant field. Hence the theme of this project is without any 
human involvement it should help the farmers to water the 
plant field (see Fig. 19 and 20). 

F. Restaurant Menu Ordering System 

The main theme of this module is to print the item names 
and item cost and total cost of the items should print on the 
webserver i.e. (default IP address) firstly in this module 
ESP8266 is used to publish data through webserver and it is 
useful to print items which is given by the user and in this 
module Arduino uno was used and it is used to print the item 
names in 16x2 lcd display coming to the circuit, they are 5 
push buttons which is used to display the items in 16x2 lcd as 
well as server IP address at last 5th pushbutton is used to print 
the total bill of the order which is given by the user 
(see Fig. 21 and 22). 

 

Fig. 17. LCD Display for Manhole Detection. 

 

Fig. 18. Detecting the Manhole. 

 

Fig. 19. Automatic Water Flow in Smart Irrigation System. 

 

Fig. 20. ADAFRUIT Display for Smart Irrigation System. 

 

Fig. 21. LCD Display Coming to the Circuit. 

 

Fig. 22. Webpage Display for Restaurant Menu Ordering System. 
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IV. CONCLUSION 

The main objective of this project is without any Human 
Involvement all the systems or elements has to work to make 
life easier. The required technologies in this project is Internet 
of Things (IoT), Embedded Systems and Networking. IoT is 
the most emerging Technology with so many applications like 
Smart Home Automation, Health Care System via Mobile, 
Smart Grid, Smart Farming, Smart Surveillance, etc. So, the 
main concept is to create a Smart City with all the advanced 
elements which will reduce the Human efforts and trying to 
Implement this one in Real Life so that there is a lot of change 
in society. 

V. FUTURE SCOPE 

All these modules are designed based on the real time 
problems faced in the society. These can further modified to 
an advanced levels as following: 

Smart Garbage Monitoring System: This module can be 
further updated as garbage separation by using the AIML 
Techniques merge with the Internet of Things technology. In 
this the dry and wet waste can be separated automatically by a 
machine without any human involvement this could be done 
though camera detection. 

Smart Parking System: This module can be further updated 
as a ticket counter, which means in my module the human 
involvement is needed to distribute tokens/tickets but we can 
implement a ticket counter which will automatically distribute 
it and for this high level of surveillance is also required. 

Smart Building System: This module can be further 
implemented as automatic motor on/off system, which means 
the motor which will supply the water to tank can be 
automatically work based on the timings given to it or based 
on the sensor responses. 

Manhole Detection System: This module can be further 
implemented as tracking the location of the manholes in 
different areas and storing the data in the databases, so that we 
can able to analyze the percentages of problems placed by the 
people due to manholes in particular area. 

Smart Irrigation System: This module can be further 
implemented as, storing the data in the database so that we can 
able to analyze the position/condition of our garden/field in 
every season. 

Restaurant Menu Ordering System: This module can be 
further extended as, displaying the table number in PC 

whenever a person press the button on a particular table. So 
that we can able to track the position of the table. 
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Abstract—The COVID-19 pandemic, is also known as the 

coronavirus pandemic, is an ongoing serious global problem all 

over the world. The outbreak first came to light in December 

2019 in Wuhan, China. This was declared pandemic by the 

World Health Organization on 11th March 2020. COVID-19 

virus infected on people and killed hundreds of thousands of 

people in the United States, Brazil, Russia, India and several 

other countries. Since this pandemic continues to affect millions 

of lives, and a number of countries have resorted to either partial 

or full lockdown. People took social media platforms to share 

their emotions, and opinions during this lockdown to find a way 

to relax and calm down. In this research work, sentiment analysis 

on the tweets of people from top ten infected countries has been 

conducted. The experiments have been conducted on the 

collected data related to the tweets of people from top ten 

infected countries with the addition of one more country chosen 

from Gulf region, i.e. Sultanate of Oman. A dataset of more than 

50,000 tweets with hashtags like #covid-19, #COVID19, 

#CORONAVIRUS, #CORONA, #StayHomeStaySafe, #Stay 

Home, #Covid_19, #CovidPandemic, #covid19, #Corona Virus, 

#Lockdown, #Qurantine, #qurantine, #Coronavirus Outbreak, 

#COVID etc. posted between June 21, 2020 till July 20, 2020 was 

considered in this research. Based on the tweets posted in English 

a sentiment analysis was performed. This research was 

conducted to understand how people from different infected 

countries cope with the situation. The tweets were collected, pre-

processed and then text mining algorithms used and finally 

sentiment analysis have been done and presented with the results. 

The purpose of this research paper to know about the sentiments 

of people from COVID-19 infected countries. 

Keywords—COVID-19; corona virus; corona; pandemic; social 

media; sentiment analysis; Twitter 

I. INTRODUCTION 

Coronavirus disease (COVID-19) first was identified in 
December 2019 in Wuhan, China and has spread throughout 
the world covering every region. In 3-4 months this epidemic 
has disturbed the whole world. The world has witnessed many 
pandemic periods, but this pandemic today arouses severe 
economic problems on a country-scale as well as at micro 
scale. Individuals may experience psychotic symptoms due to 
pandemic and nations may suffer economic recession due to 
people with traveling restriction, and all activities pertaining to 
economics have been closed and social distancing has been 
imposed. Twenty one million people around the world were 
reported positive for COVID-19 by mid-August 2020 and 
nearly 773,072 were dead [1]. Now COVID-19 is increasing at 
very fast rate, especially in countries like USA and India. 
COVID-19 has affected more than 215 countries till 18th 

August 2020. The top 10 countries which have been severely 
affected by COVID-19 as on date 17th August 2020, includes 
USA (5,566,632 patients), Brazil (3,340,197 patients), India 
(2,647,663 patients), Russia (922,853 patients), South Africa 
(587,345 patients), Peru (535,946 patients), Mexico (522,162 
patients), Colombia (468,332 patients), Chile (385,946 
patients) and Spain (358,843 patients) [1]. 

Diverse use of social networking sites, like Twitter, speeds 
up the process of sharing information and having views on 
community events and health crises [2-5]. COVID-19 has been 
one of Twitter's trending areas throughout January 2020 and it 
has continued to be debated so far. Since more countries have 
adopted quarantine measures, people have increasingly relied 
on various social media sites to get news and expressing their 
opinion. Twitter data is useful in exposing public debates and 
feelings about exciting issues and real knowledge of emerging 
pandemics. In the ongoing COVID-19 pandemic, several 
government agencies around the world use Twitter as one of 
the key means of contact to frequently exchange policy updates 
and news related to COVID-19 with the general public [6]. 
Increasing numbers of studies have been collected from 
Twitter data since the COVID-19 outbreak to understand the 
general public’s reactions and conversations related to COVID-
19 [7-12]. For example, Abd-Alrazaq and colleagues use 
Tweets collected between 2nd February and 15th March 2020 
to follow topic modeling and sentiment analysis to understand 
key topics and feelings around COVID-19 [7]. Doctors and 
individuals mentally more influenced by the epidemics are the 
most likely to speak about it on social networks like Twitter, 
which have become significant in our day to day lives. 

The Twitter messages created via Twitter are named as 
Tweets. These data are available in public domain. It can thus 
be taken as raw data primarily for the extraction of opinions, 
for the analysis of customer fulfillment and for different rating 
policy schemes and, ultimately, a study of sentiment has been 
conducted. Even the online purchases nowadays take place on 
the basis of people's opinions about different products. For its 
positivity, advertisers and buying teams need to spend more 
time evaluating the consumer experience. 

This research study has been conducted to identify the 
sentiments of the people of eleven different infected countries 
with COVID19 and identifies what emotions people have been 
sharing from different parts of the world. The countries 
selected for the study are top 10 [1] infected countries plus one 
more country from Gulf region, i.e. Oman. The countries 
selected for the study are USA, Brazil, India, Russia, South 
Africa, Peru, Mexico, Chile, Spain, UK and Oman. 
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II. PROBLEM STATEMENT 

This research aims to capture, process and evaluate people's 
feelings within the certain timeframe on the tweets posted on 
twitter. The study would therefore concentrate on the following 
questions: i. Collect the tweets through Twitter API using 
RTweet package in R programming was used. The Hashtag 
used for collecting the tweet were #covid-19, #COVID19, 
#CORONAVIRUS, #CORONA, #StayHomeStaySafe, #Stay 
Home, #StayHomeSaveLives , #Covid_19, #CovidPandemic, 
#covid19, #CoronaVirus, #Lockdown, #Qurantine, #qurantine, 
#CoronavirusOutbreak and #COVID. ii. Preprocess the tweets 
by data cleaning (removing white spaces, links, punctuations, 
stop words, tokenization, retweet). iii. Calculate the sentiment 
using syuzhet package and analyze the result. 

The tweets posted in English have been considered for a 
sentiment analysis to understand how people from different 
infected countries have responded during this pandemic 
situation to cope with it. The collected tweets will be used, pre-
processed and applied with text mining algorithms for 
performing the sentiment analysis. 

III. RELATED WORK 

Several researchers have been working on sentiment 
analysis on different social media data particularly on Twitter, 
few main contributions that help to discover user attitudes or 
sentiments in various cases when pandemic happening around 
the world. This section covers a number of the important 
papers, which was used as reference. 

Researchers analyzed Twitter data for real-time projections 
of influenza spread and other communicable outbreaks [31]. 
Researchers measured the emerging risk in an outbreak of 
influenza in 2009 by analyzing tweet keywords and measuring 
the incidence of disease in real time and the efforts to prevent 
disease [32]. Throughout the 2014 outbreak of the Ebola virus, 
Twitter users shared important health information from media 
outlets with peak Twitter activities within 24 hours of the news 
events [33]. [13] Investigated the feelings concerning 
coronavirus COVID-19, thereby examining the feelings of 
various people about the pandemic. For this reason, the twitter 
API used to obtain useful corona virus tweets, and then 
analyzed based on positive, negative, and neutral emotions 
with the help of machine learning techniques. Additionally, 
authors used NLTK library for pre-processing of fetched 
tweets and the Textblob dataset has been used to evaluate the 
tweets, after that the exciting results indicates positive, 
negative, neutral feelings throughout various visualizations. 

In [14], the researcher examined and visualized the effect 
of COVID-19 on the World by implementing certain machine 
learning methods and algorithms in sentiment analysis on the 
twitter dataset to recognize positive and negative views people 
across the globe. It shows that there has been stronger 
justification for the implementation of Naive Bayes' machine 
learning approach. In [15], the author drew up a list of COVID-
19-related hash tags to looking for specific tweets during 14 
days period from 14 to 28 January 2020. Tweets are collected 
via the API and stored in plain text form. Keywords associated 
with the level are identified and evaluated for instance, 
strategies for infection control; vaccination and racial 

discrimination were also analyzed. At last, the analysis on 
sentiment data to determine the emotional valence and 
predominant emotion of each tweet. Ultimately, over time, 
tweets are analyzed to identify with related topics using an 
unsupervised method of machine learning. [16] Illustrate 
observations into the development of anxiety-feeling over time 
as COVID-19 hit the highest levels in the United States, using 
textual descriptive analytics assisted by appropriate textual 
visualization. The author provides a conceptual insight of two 
important classification methods for machine learning 
throughout the field of sentiment analysis insights and 
compares their effectiveness in the classification of varying 
lengths of Coronavirus Tweets. Authors observe 91 percent 
classification accuracy for short Tweets using the Naïve Bayes 
process. 

In [17], the authors proposed an effective platform to 
gather, store, manage, mine, and other activities, called 
MISNIS (Intelligent Mining of the Influence of Public Social 
Networks in Society). This program helps non-technical users 
to quickly mine data and has one of the highest levels of 
success in Portuguese language tweet collection. [18] Studied 
the emotional changes using Twitter posts. The understanding 
of the feeling associated with the text being evaluated [19] is 
some of the primary insights that can be gained from textual 
analytics. Twitter social media site includes knowledge which 
is rich and significant and used as a forum for expressing 
emotion among its users. Due to the immense number of 
views, [20] described about twitter is a multi-domain, which 
covers a wide variety of topics including: education, politics, 
which goods. One way of analyzing Twitter's large number of 
views is to apply sentiment analysis. Analysis of sentiment is 
an application of natural language processing, computer 
linguistics and text interpretation which classifies text into a 
division. [21] Sentimental analysis has several applications, for 
example in businesses, for reviews on products that allow 
businesses to understand feedback from users and social media 
reviews to analyze customer reviews. Opinion and sentimental 
mining were well investigated in this regard, and all the 
alternative techniques and research areas were discussed. In 
[22], author addresses Tree kernel and feature-based models 
used in twitter for sentimental analysis. [23] Reveals the seven 
(7) years of sentimental review of twitter. Since tweets on 
Twitter are a particular text not like a regular text, several other 
works tackle this concern, such as the work on short and 
concise texts. In [24], author evaluated the data with a large 
quantity of tweets that were taken as big data and therefore 
listed the words, sentences or whole records. Authors used the 
linear method to estimate tweet divisions. This analytical 
approach did better result and the accuracy was 85.23%. The 
tree-structured multi-linear principal component analysis 
(TMPCA) [41] proposed for text classification is a novel data 
processing technique. To facilitate the machine learning task 
that follows, the TMPCA can effectively decrease the size of 
the entire sentence data. In [42], the author proposed a new 
multi-modal attention (one for text and one for image) 
Unsupervised neural machine translation model that is trained 
under an auto-encoding and cycleconsistency paradigm. Tree-
structured Multi-linear PCA (TM-PCA) reduces the size of 
input sequences and sentences, rendering the classification of 
sentences simple and fast. For text data classification, TM-
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PCA with SVM has demonstrated better performance than 
recurrent neural network [43]. Neural networks may use 
information from all input sequences to predict each particular 
output element that is suitable [44]. 

IV. RESEARCH METHOD 

Sentiment analysis in the micro-blogging domain is a 
relatively recent research field and a fair amount of relevant 
prior work on user reviews, papers, web posts, articles and 
general phrase level sentiment analysis has been done. These 
variations from twitter mostly due to the limit of 280 characters 
per tweet, which requires the user to express compressed 
opinion in very short text. Twitter is a platform for 
microblogging and social networking launched in March 2006. 
With 330 million active monthly users Twitter is the most 
popular and reliable social networking platform. Twitter has 
encouraged the researchers to determine the sentiments on 
almost everything, including sentiments towards public health 
information [25], digital technology [29], products [26], natural 
calamities [30], politics [28], movies [27] etc. 

Between 21st June 2020 and 20th July 2020 we created a 
list of hashtags associated to COVID-19 to check for 
appropriate tweets. We retrieved the tweets using the advanced 
programming interface (API) of Twitter's search application 
and stored them as a CSV format. We carried out a sentiment 
analysis using tweet text to classify the emotional valence 
(positive, negative or neutral) of each tweet[34] and prevailing 
emotions (anger, disgust, fear, happiness, sadness, or 
surprise)[35]. Eventually, we did topic modeling using an 
unsupervised method of machine learning to classify and 
evaluate relevant topics over time within the tweet corpus [36]. 

A. Data Collection 

From 21st June to 20th July 2020, about 1,305,000 tweets 
were collected from each infected country as shown in Fig. 1. 
For the tweet collection, RTweet package in R programming 
was used. The Hashtag used for collecting the tweet were 
#covid-19, #COVID19, #CORONAVIRUS, #CORONA, 
#StayHomeStaySafe, #StayHome, #StayHomeSaveLives , 
#Covid_19, #CovidPandemic, #covid19, #CoronaVirus, 
#Lockdown, #Qurantine, #qurantine, #CoronavirusOutbreak 
and #COVID; and the collected Tweets saved in CSV file. The 
retweets and replies were filtered out while collecting the 
tweets to avoid duplication of the tweets. As the complete 
database was obtained, the data cleaning process has been 
performed, where the white spaces, punctuation, stop words 
were removed. After the data cleaning process, the NRC 
Emtoion lexicon was applied with the help of 
get_nrc_sentiment function to analyze the tweets. 

B. Sentiment Analysis 

It is about measuring people's feelings, i.e. thoughts about a 
specific context such as product reviews etc. Sentiment 
analysis is the process whereby a portion of letters is positive, 
negative or neutral. A sentiment analysis system for text 
analysis incorporates natural language processing (NLP) and 
machine learning techniques to assign weighted feeling scores 

within a sentence or phrase to entities, topics, themes and 
categories. It is believed that the automatic sentiment analysis 
must also implement finely tuned algorithms to detail the 
human emotions. Mohammad and Turney [37] not just 
recognized the positive and negative lexical things, they 
likewise examined the basic feelings which has been 
characterized by Plutchik's eight fundamental feelings model. 
The NRC Word-Emotion Association Lexicon contains 10,170 
lexical things which break down the positive and negative 
extremity as well as recognize the eight feelings characterized 
by Plutchik [38]. 

The 10,170 lexical items of the NRC include 1,587 most 
frequently used nouns, verbs, adverbs and adjectives, 640 
words defined by Ekman subset from WordNet Affect Lexicon 
and 8,132 terms from General Inquirer. Syuzhet package 
version 1.0.4 [39] has implemented the NRC via open access 
with the method “src” and is freely available for language R. 
The syuzhet package has been improved over the years, 
following several issues raised by the researchers [40]. 
However, it was also stated that irony and sarcasm are two 
very complex emotions and are conveyed more on the basis of 
spoken texts rather than texts such as speeches. 

The Syuzhet package in R has been used to compare four 
sentiment analysis algorithms: syuzhet (default), bing, afinn, 
and nrc. First, transform the clean text of a tweet into vectors to 
analyze tweets. A vector is a fundamental data structure in R 
that contains elements of the same kind, where words and 
phrases are the elements. When R recognizes a tweet as a 
variable, the sentiment analysis algorithms will independently 
evaluate and rate each word and expression. Here the vector 
function has been used to transform tweets into a vectors and 
forms the set of words and phrases into a new frame of data. 

 

Fig. 1. Flowchart for Sentiment Analysis of the Tweets. 
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At the Nebraska Literary Lab, the Syuzhet lexicon was 
created and the name "Syuzhet" comes from the Russian 
formalists Victor Shklovsky and Vladimir Propp, who split the 
narrative into two parts, the "fabula" and the "syuzhet". The 
Syuzhet algorithm is used to evaluate literary works and 
focuses on how the text elements are constructed and assigns a 
sentiment score using fractions for each word ranging from -1 
to 1. We used the get-sentiment function on the words-df data 
frame to extract the sentiment values on each tweet and bring 
the values into a new variable. On the basis of feelings 
(positive and negative), the syuzhet package classifies the 
tweets and categorizes them into 8 emotions (fear, joy, 
anticipation, anger, disgust, sadness, surprise, trust). 

V. EXPERIMANTAL SETUP 

R programming was used to collect the tweets through 
Twitter API using RTweet package. Many packages have 
functions for text classification and also for sentiment analysis 
in R programming. TM, tidytext, wordcloud, dplyr, syuzhet are 
some of the packages used. Applications for text mining use tm 
package in R. Tidytext is used to modify unstructured text data 
in such a way that it can be analyzed. The Wordcloud package 
has features that are used to build nice word clouds. Dplyr is a 
data manipulation grammar that offers a consistent collection 
of verbs to help you overcome the most common problems in 
data manipulation. From the syuzhet package, sentiment 
dictionaries, sentiment derived plots and feelings can be 
extracted. Datasets from the local library are imported. The 
collected dataset will be assigned to a corpus variable that can 
be used in R for preprocessing. 

Prior to further processing with the text, all text must be 
preprocessed. To delete unused document type entry datasets, 
some text preprocessing methods were used. In text 
preprocessing, there are several techniques available, only 
some of them model have been used in this work. Special 
characters like @, #, / ... have no value adding to the 
sentiments of the review. The Term Document Matrix is a type 
of data that is often used in R programming. This is used 
primarily in the input to obtain word frequencies. The corpus 
variable can be type cast into a matrix of the text name. We 
also generate word cloud for the selected data set for better 
visualization. In the cloud, not all the words are shown, but 
words with more frequencies are identified and shown as a 
word cloud. 

A. Result and Discussion 

A total of 1,305,000 tweets from 11 infected countries were 
collected during the study period. The results of the research 
are discussed in two parts. 

In the first part, the sentiments of the tweets from all the 11 
infected countries were discussed. Fig. 2, shows the sentiments 
of tweets by the people of the eleven infected countries for 
which the study was conducted. It is evident from the Fig. 3 
that the tweets from almost infected countries had positive 
sentiments. In countries, like USA and Chile had almost a 
balance between positive and negative sentiments, whereas, 
Brazil had 55% positive sentiments and 46% negative 
sentiments. India was followed by Peru, Spain and UK where 
55% of the peoples were tweeting with a positive attitude while 

45% with negative attitude. In Russia 51% of the peoples were 
tweeting with a positive attitude while 49% with negative 
attitude. In South Africa, Mexico and Oman has 54%, 49% and 
57% of the peoples were tweeting with a positive attitude while 
46%, 51% and 43% with negative attitude. In Oman maximum 
people expressed positive attitude since the recovery rate is 
high. 

In the second phase, the emotions associated with the 
collected tweets were analyzed. In this process, it was observed 
that almost all countries had the highest number of tweets with 
more trust, since the recovery rate is high in almost all infected 
countries. Almost all countries had the highest number of 
tweets with fear initially due to more number of people 
infected with COVID-19. The country with most number of 
tweets associated with Fear and Sadness was India while the 
anticipation quotient was highest in the tweets from Spain. 
There were also a good number of tweets with the emotion of 
Trust which attributed to the invention of medicine is going on 
different countries. Sentiments are extracted as outputs from 
functions of the syuzhet package from confidential data and the 
sentiment approaches categorize the text with its corresponding 
sentiment meaning. A line chart in Fig. 3 shows the feelings 
examined from the classified texts. 

 

Fig. 2. Sentiment Analysis of Tweets among different Infected Countries. 

 

Fig. 3. Emotion Analysis of the Tweets from Infected Country. 
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After this, the tweets were organized into word clouds to 
analyze what words have been frequently used by the twitter 
users of different countries and also what emotions were 
behind these words. As it can be seen from Fig. 4 to Fig. 14, 
words like Pandemic, COVID, Virus, Hospitals, Health, Fight, 
Stay, Safe, Help, Emergency and Death were very frequently 
used by the users of almost from all countries. 

In USA, the words such as trump, Pandemic and Death 
associated with Surprise, Sadness and Disgust, were the 
sentiments mostly used in the tweets. In Brazil, words like 
Pandemic, COVID, Fight, Death and Pandemic were mostly 
used with the emotions of sadness, anger and disgust 
respectively. People of India and South Africa used the words 
in tweets such as Pandemic, Hospital, Death and Fight 
associated with emotions of sadness, disgust and anger. People 
in Russia tweeted using the words Pandemic, trump and protest 
with emotions of sadness, surprise and disgust. People in Peru 
used the words such as pandemic, stay home and distance with 
the emotions of sadness and joy. This was evident because the 
people were now aware of COVID-19 precautions. Mexico had 
used the words such as covid, help and health with emotions of 
joy. In Spain, mostly people used the words in tweets such as 
pandemic, covid and death with emotions sadness, fear and 
disgust. Citizens of UK were using words like Pandemic, 
Government and death very frequently which were associated 
with emotions of sadness, fear and disgust. Similarly, people 
across Oman used words like Pandemic, covid and death which 
were used to emote the feeling of sadness and disgust. 

However, across all the tweets analysed from eleven 
infected countries, there was a very good amount of mentions 
of a political personality. The name of US President, Donald 
Trump appeared consistently in many tweets across all 
countries. These mentions were mostly associated with the 
emotion of surprise. 

 

Fig. 4. Word Cloud Tweets from USA. 

 

Fig. 5. Word Cloud Tweets from Russia. 

 

Fig. 6. Word Cloud Tweets from Brazil. 

 

Fig. 7. Word Cloud Tweets from South Africa. 
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Fig. 8. Word Cloud Tweets from India. 

 

Fig. 9. Word Cloud Tweets from Peru. 

 

Fig. 10. Word Cloud Tweets from Mexico. 

 

Fig. 11. Word Cloud Tweets from UK. 

 

Fig. 12. Word Cloud Tweets from Chile. 

 

Fig. 13. Word Cloud Tweets from Spain. 
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Fig. 14. Word Cloud Tweets from Oman. 

B. Limitations 

It is important to mention that there were some limitations 
to this study. First, we used a comprehensive hashtag list, 
which was limited by the knowledge of the authors about 
trending hashtags and imagination. We have overlooked 
alternate words or incorrect spellings and implemented with 
biased selection in the tweets that we have reviewed. Secondly, 
we addressed tweets in English; thus, our findings may not be 
generalized one compared to some countries where English is 
not the main language. 

VI. CONCLUSION 

This research work aimed at analyzing the sentiments and 
emotions of the people during the pandemic COVID-19 have 
been successfully conducted. To maintain the credibility of 
data and also the ease of extracting tweets of users, the Twitter 
platform has been chosen for the study. To have reasonable and 
good useful data for the study, the twitter users of top 10 
infected countries along with one country chosen from the Gulf 
region for this work. During the study, it was observed that 
almost all countries were tweeting about COVID19 with a 
positive sentiments, since all those people become habitual to 
COVID-19 and also the recovery rate has been improved over 
the time. Similarly, while analysing the word clouds of 
different countries, it was concluded that people are tweeting 
words like Pandemic, COVID, Virus, Hospitals, Health, Fight, 
Stay, Safe, Help, Emergency, Death and Masks with different 
emotions. This study provided a good analysis on sentiments 
and mind sets of people on Covid-19 and enabled us to 
understand that almost the same level of thinking of people all 
over the world. This research can be used for future works to 
examine the shifting emotions and feelings of individuals from 
these nations and to check if there are noticeable changes over 
time in them. 
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Abstract—Recent advances in computer vision with machine 

learning enabled detection, tracking, and behavior analysis of 

moving objects in video data. Optical flow is fundamental 

information for such computations. Therefore, accurate 

algorithm to correctly calculate it has been desired long time. In 

this study, it was focused on the problem that silhouette data has 

edge information but does not have texture information. Since 

popular algorithms for optical flow calculation do not work well 

on the problem, a method was proposed in this study. It 

artificially enriches the texture information of silhouette images 

by drawing shrunk edge on the inside of it with a different color. 

By the additional texture information, it was expected to give a 

clue of calculating better optical flows to popular optical flow 

calculation algorithms. Through the experiments using 10 videos 

of animals from the DAVIS 2016 dataset and TV-L1 algorithm 

for dense optical flow calculation, two values of errors (MEPE 

and AAE) were evaluated and it was revealed that the proposed 

method improved the performance of optical flow calculation for 

various videos. In addition, some relationships among the size of 

shrunk edge and the type and the speed of movement were 

suggested from the experimental results. 

Keywords—Optical flow; silhouette image; artificial increase of 

texture information 

I. INTRODUCTION 

Today, a number of cameras are installed in various 
devices such as smart phones, PCs, security devices, etc. They 
generate a large amount of still images and videos every day 
resulting the demand to analyze images and videos by 
computers has been growing rapidly. In the research field of 
computer vision, machine learning methods including deep 
learning have been actively studied for the purpose of 
achieving better performance. In addition, some studies which 
have been done by employing the combination of these 
methods significantly improved the performance [1]. 

One of the rapidly developing studies of computer vision 
and deep learning are the detection of moving objects [2] [3], 
where the most fundamental information is optical flow [4] [5] 
[6] that indicates corresponding points in two images. In the 
case of video data, typically the two images are i

th
 and (i+1)

th
 

video frames. It is useful for detecting and tracking moving 
objects in a video. 

Among many studies in computer vision, this study 
focused on the analysis of animal behavior. Similar to the 

analysis of human behavior, analysis of animal behavior 
brings many benefits to bionomics, ethology, medical science, 
fishery, pet industry, etc. It has been studied a long time, 
mainly in the level of animal’s location tracking (coarse-grain 
level). There are some studies on applying optical flow to 
detect animal’s presence such as outdoor animal detection 
using Neural Network [7], elephant detection by using color 
model [8], pig and deer detection by using CNN [9] [10]. On 
the other hand, analysis of animal’s action or motion (fine-
grain level) has also attracted interests of researchers in the 
interdisciplinary field between life science and computer 
vision. 

For the analysis of animal’s action or motion, dense optical 
flow (i.e., optical flow for every pixel of object) should be 
calculated accurately. The basis of optical flow was developed 
by Horn and Schunck [11]. In general, optical flow is 
calculated based on two kinds of information, that is, edges 
and texture of objects. However, sufficiently rich texture 
information of animal is not always available. For example, a 
unicolored animal like a black cat may provide clear edge 
information, but does not provide any texture information on 
its body. Moreover, even if an animal has clear texture 
information on its body surface, it is considered as a silhouette 
in a backlit video. The previous research focused on how the 
accuracy of optical flow for videos containing silhouette 
images of animals can be improved [12]. Since no texture 
information is available for a silhouette image, popular 
methods of optical flow calculation provided returned wrong 
or missing optical flow, especially for the center area of 
silhouette images (in contrast, optical flows near to the edge 
are relatively accurate since edge information is available also 
for silhouette images). To solve the problem, some areas to be 
improved and additionally calculated by an inpainting 
algorithm using perspective transformation have been detected 
in this method in order to solve the problem. However, this 
method has not been applied to more complex silhouettes. 

A new method for improving the accuracy of optical flow 
for silhouette images is proposed in this paper. In short, the 
texture information of a silhouette image has been enriched by 
drawing shrunk edge on the inside of it with a different color 
(it is called object-in-object). In this research, it is assumed 
that the object (animal) has already been separated from the 
background. 
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To estimate the effect of the proposed method, some 
videos of animals from a publicly available video dataset were 
used to estimate the effect of the method. In the selected 
videos, only one animal is seen. After segmenting an animal 
from the background of each video, a video which consists of 
silhouette images was generated. Through the comparison of 
optical flows for original and silhouette video, it was shown 
the accuracy of optical flow for silhouette images can be 
improved in this method. The main contributions of this 
research are as follows. 

 Focusing on silhouette images, seeking novelty to 
improve the accuracy of existing dense optical flow 
methods. 

 The addition of texture (object-in-object) can increase 
the accuracy of optical flow for silhouette images. 

 The improvement was estimated by using a publicly 
available video dataset. 

II. BACKGROUND 

The research regarding the use of feature texture in order 
to improve the optical flow estimation performance has been 
conducted by the researchers. It was initiated by Arredondo 
[13] using differential method to estimate optical flow from 
feature texture. He used mathematical approach for this 
research. 

On the other hand, the empirical approach was used by 
Andalibi [14]. Andalibi added the static texture in images with 
poor texture. The addition of texture mask, where the image 
area had its optical flow component approaching to zero, did 
not significantly improve the optical flow estimation. 
Nevertheless, this was an initial approach to solve the 
problems on poor texture in optical flow. 

In the researches [13] and [14], there are some chances to 
improve the optical flow estimation for silhouette image 
sequences cases. On silhouette image sequences, there was 
almost nothing to find out the feature texture. It was expected 
that with the addition of texture information to silhouette 
image sequences, it improved the optical flow performance. 

III. MATERIALS AND METHODS 

A. Silhouette Image and Video 

The previous research [12] focused on animal silhouette 
images animated by a program (i.e. rotation). The uniqueness 
of the silhouette animal was that it only had edge information 
with no texture information. In real conditions, it is believed 
that animals can be found if they are walking at dusk or they 
have unicolor, such as black horses. To evaluate the new 
method proposed in this paper, the DAVIS 2016 dataset [15] 
was used in this study. Since important objects in each video 
in the dataset have already been segmented, it assumes that the 
animal in a video has already been separated from the 
background. Practically, the result of segmentation is given as 
a mask image to the original image of each frame of a video. 
The region of an animal indicated by the mask image is also 
referred as a region of Interest (RoI). By applying the mask 
image to the original image, the silhouette image is generated, 
where the RoI is black and the background is white. 

The use of image silhouettes from animal videos revealed 
a variety of natural animal movements, where each body part 
of an animal is freely moving or not moving. In case of a 
simple movement such as walking, only some parts of body 
are moving. In contrast, almost every body parts are moving in 
a more complex movement like jumping or flying. From the 
dataset DAVIS 2016, which contains 50 videos with 480p 
resolution, 10 videos shown in Table I were chosen in 
accordance with the criteria that a unicolored animal is taking 
natural motion in the video. Walk movement shows that 
animals walk on their feet. Move forward movement indicates 
that the animal moved without walking. Deformation 
movement indicates a change in the direction of the animal's 
orientation. Slow indicates camera / animal movement tends 
to be slow while fast refers to fast camera / animal movement. 

B. Optical Flow 

The basic concept of optical flow was initiated by Horn 
and Schunck [11]. The formulation in (1) is a general equation 
for the optical flow. There are two solutions that must be 
resolved, namely, data term and smoothness term. There are 
traditional developments for optical flow algorithms such as 
Brox [16], Black [17], Lucas-Kanade [18], TV-L1[19]. There 
are also the studies that use deep learning such as Flownet 
[20], DeepFlow [21], EpicFlow [22]. 

 (   )  ∫ (          )
 

⏟          
         

  (|  |  |  | )⏟          
               

    
 

       (1) 

To form the ground truth of this study, DeepFlow was 
used [21]. RGB images from the dataset were used to form. 
This DeepFlow was divided into two processes, namely, 
feature search using DeepMatching [23] to handle large 
displacements. The next process was DeepFlow itself, which 
used deep learning. The output of the DeepFlow is .flo file 
format that was adjusted to the Middlebury dataset standard 
[24] [25]. 

To generate optical flow from silhouette images, the TV-
L1[26] [27] was used since this method is the most commonly 
used as a baseline for optical flow. TV-L1 is based on the 
coarse method to fine framework numerically, while 
DeepFlow is based on coarse to fine in the deep learning 
framework. 

TABLE I. DATASET USED IN THIS STUDY 

Data Name Number of Frames Type of Movements 

Bear 82 Walk, slow 

Blackswan 50 Move forward, slow 

Camel 90 Walk, deformation, slow 

Cows 104 Walk, deformation, slow 

Dog 60 Walk, deformation, fast 

Elephant 80 Walk, deformation, slow 

Flamingo 80 Walk, deformation, slow 

Goat 90 Walk, deformation, fast 

Mallard-fly 70 Walk, fly, high deformation 

Mallard-water 80 Move forward, deformation, slow 
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C. Framework 

Fig. 1 illustrates the framework of the experiment in this 
study. Fig. 2 is the initial stage of the framework. It starts with 
the formation of Ground Truth from two consecutive RGB 
JPEG images with a resolution of 480p for each data. 
DeepFlow [21] was used and the output of this process (i.e. 
the Ground Truth) is named optical flow t. 

The next process described in Fig. 3 is the novelty of this 
study. From the DAVIS 2016 dataset, annotations (i.e., mask 
images) with 480p resolution have been provided. In this 
process, for the enrichment of texture information, a shrunk 
edge line with white color was drawn at the inside of RoI with 
black color. From here, a shrunk edge line is called as an 
artificial texture. This artificial texture was located inside the 
RoI, where the RoI centroid coincided with the centroid of the 
artificial texture. In the experiment, the magnification sizes 
from 10, 20, 30, 40, 50, 60, 70, 80, and 90 percentages were 
tried. 

The silhouette image that has been enriched with an 
artificial texture was named silhouette image t', which was the 
output from the silhouette image input t. As shown in Fig. 4, 
silhouette image t' and silhouette image t' +1 were the input 
for TV-L1 to form a new optical flow t'. 

The final stage was performance evaluation. From Fig. 5, 
it can be observed that mean endpoint error (MEPE) was used 
and average angular error (AAE) [24] for evaluating the 
accuracy of optical flow calculated from silhouette images. 
MEPE was used to calculate the average magnitude deviation 
of the vector flow from the estimated optical flow to the 
ground truth. MEPE was calculated by (2). Meanwhile, AAE 
was to calculate the average angular deviation of vector flow 
from the estimated optical flow towards the ground truth. 
AAE was calculated using (3). 

    √(    )
  (    )

             (2) 

         (
             

√         √      
    

 
)           (3) 

 

Fig. 1. The Framework of the Experiment. 

 

Fig. 2. Generated Ground Truth of Optical Flow. 

 

Fig. 3. Generate Artificial Texture. 

 

Fig. 4. Generated Optical Flow from Sequence of Silhouette Artificial 

Texture. 

 

Fig. 5. Compare Optical Flow Performance. 

IV. RESULT 

In this study, the supporting applications used were: 

 OpenCV version 4.11 with contrib which provided TV-
L1. 

 DeepMatching version 1.2. 

 DeepFlow version 2. 

The experimental results can be seen in Fig. 6 and Fig. 7. 
Fig. 6 shows an example of ground truth, where two RGB 
image sequences were processed by DeepFlow algorithm to 
generate ground truth optical flow. Using the same example, 
Fig. 7 shows the silhouette images with artificially enriched 
texture. The first column of it shows the percentage of 
artificial texture which is gradually added by 10% until it 
reaches the maximum of 90%. The second and third columns 
show the silhouette images corresponding to t

th
 and (t+1)

th
 

frames respectively. The last column shows the optical flow 
calculated by TV-L1 algorithm with two silhouette images in 
the same row as input. In the row named “without” in Fig. 7, it 
is clearly shown that an almost white area is observed at the 
center of RoI. It indicates that TV-L1 does not work well for 
silhouette images without enrichment. Moreover, it is 
demonstrated that the enrichment of texture might solve this 
problem. 
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Fig. 6. Two Consecutive Original Images and its Optical Flow (Ground 
Truth) Calculated by DeepFlow. 

Table II shows the MEPE calculated from optical flow of 
silhouette images against optical flow ground truth. Starting 
from no increments, increments of 10 percent to 90 percent of 
the original size. Meanwhile, Table III shows the AEE for the 
same case. 

In this study, the results of optical flow were evaluated 
with two measurements, namely, MEPE and AAE were 
evaluated. Both were achieved by comparing the optical flow 
of the experimental results with ground truth. To determine 
the quality of MEPE and AAE, it can be observed from the 
value, the smaller the value the better the performance. 

Table II revealed that there were six animal data (Camel, 
Cows, Dog, Elephant, Flamingo

,
 and Mallard-fly) that 

achieved the lowest MEPE value with the formation of 90% of 
magnification artificial texture. In contrast, in the Bear and 
Blackswan data, the lowest MEPE value was in the formation 
of 80% of magnification artificial texture. What was different 
from the others were that Goat and Mallard-water each 
achieved the lowest MEPE value at the formation of 50% and 
70% of magnification artificial texture. 

Table III revealed that there were five animal data (Camel, 
Cows, Dog, Elephant, and Flamingo) which achieved the 
lowest AAE value in the formation of 90% of magnification 
artificial texture. In contrast, in the Bear and Blackswan data, 
the lowest AAE value was in the formation of 80% of 
magnification artificial texture. What was different from the 

others were that Goat, Mallard-fly, and Mallard-water, where 
each achieved the lowest AAE values at the formation of 50%, 
60%, and 70% of magnification artificial texture. 

 

Fig. 7. RoI with Artificially Enriched Texture and its Optical Flow by TV-

L1. 

TABLE II. MEPE OF GROUND TRUTH BY TV-L1 ARTIFICIAL TEXTURE 

  
Percentage  of magnification artificial texture 

w/o 10 20 30 40 50 60 70 80 90 

Bear 1,136 1,098 1,069 1,046 1,028 1,018 1,006 0,999 0,997 1,000 

Blackswan 1,844 1,793 1,762 1,737 1,713 1,693 1,687 1,664 1,641 1,650 

Camel 1,432 1,392 1,361 1,333 1,320 1,308 1,299 1,288 1,270 1,260 

Cows 1,489 1,450 1,415 1,381 1,364 1,351 1,343 1,339 1,338 1,333 

Dog 6,133 6,110 6,093 6,070 6,067 6,065 6,092 6,125 6,125 5,940 

Elephant 1,425 1,417 1,409 1,400 1,386 1,373 1,368 1,359 1,351 1,344 

Falmingo 1,717 1,708 1,697 1,686 1,675 1,668 1,661 1,655 1,647 1,639 

Goat 3,897 3,865 3,834 3,800 3,780 3,775 3,787 3,809 3,836 3,841 

Mallard- fly 5,447 5,436 5,427 5,418 5,412 5,412 5,416 5,421 5,423 5,411 

Mallard -water 2,109 2,082 2,060 2,042 2,029 2,020 2,017 2,015 2,024 2,029 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

427 | P a g e  

www.ijacsa.thesai.org 

TABLE III. AAE OF GROUND TRUTH BY TV-L1 ARTIFICIAL TEXTURE 

  
Percentage  of magnification artificial texture 

w/o 10 20 30 40 50 60 70 80 90 

Bear 36,813 35,541 34,519 33,630 32,863 32,419 31,882 31,583 31,504 31,553 

Blackswan 46,164 44,334 43,235 42,316 41,425 40,635 40,352 39,422 38,470 38,688 

Camel 36,734 35,496 34,435 33,438 32,964 32,544 32,233 31,821 31,261 30,760 

Cows 42,889 41,395 40,014 38,635 37,937 37,397 37,081 36,842 36,722 36,383 

Dog 51,337 50,488 49,627 48,741 48,263 47,744 47,897 48,167 48,044 44,988 

Elephant 37,370 37,000 36,604 36,190 35,591 35,051 34,877 34,497 34,065 33,786 

Falmingo 43,213 42,869 42,445 42,059 41,625 41,330 41,060 40,797 40,395 39,866 

Goat 56,694 55,754 54,742 53,680 52,859 52,388 52,446 52,823 53,271 53,352 

Mallard- fly 56,054 55,621 55,159 54,669 54,270 54,070 53,946 54,030 54,261 54,406 

Mallard -water 56,054 55,153 54,458 53,873 53,478 53,160 52,979 52,794 52,930 53,018 

V. DISCUSSION AND CONCLUSIONS 

All the experiments revealed that the addition of an 
artificial texture to the silhouette image can improve 
performance. Thus, the proposed method worked well for 
realistic silhouette images generated from DAVIS 2016 
dataset. Moreover, it can be observed that there was no MEPE 
or the smallest AAE in the w/o column (without adding an 
artificial texture). 

In Table II and Table III, from five animal data (Camel, 
Cows, Dog, Elephant, and Flamingo) the lowest MEPE and 
AAE were in subcolumn 90. If it is connected with Table I 
which revealed the motion type, it can be noticed that five of 
them had the same type of motion type on walk, deformation 
and slow. Only Dog was the fast type. This experiment 
revealed that for the case of relatively slow object movement 
also little object deformation and adding an artificial texture 
that is very close to the original texture can improve 
performance. 

For the case of Bear and Blackswan data, the smallest 
MEPE and AAE values were in the 80 subcolumn, where both 
motion types were slow. For Bear was the walk movement 
while Blackswan was the moves forward movement. It was 
revealed that in the case of slow moving objects without 
deformation, the addition of artificial texture was still required 
to improve performance. However, it was close enough to the 
original texture at about 80% of the original size. 

The rest of the three animal data were slightly different 
from the others. Mallard-fly achieved the lowest MEPE in 
subcolumn 90, but it achieved the lowest AAE in sub-column 
60 where the types of movement were walk, high deformation, 
and fly. There was an inconsistency between MEPE and AAE, 
which were usually in the same subcolumn. This was due to a 
large deformation change, from walking to flying. As for 
Mallard-water, the lowest MEPE and AAE values were in the 
70 subcolumn. In terms of type of movement, it was almost 
similar to Blackswan's, namely, move forward and slow 
movements. However, there was additional deformation of the 
object's motion orientation. From the Mallard-water 
experiment, it can be observed that where the movement was 
slow and where the deformation was progressive, it was still 
necessary to add an artificial texture, but it was a bit far from 

the original. The last one that was the most different from the 
other data were the goat data. The lowest MEPE and AAE 
values fell in sub column 50, with the type of walk movement, 
deformation and fast. What distinguishes it from the others is 
primarily the deformation of the object. This was due to the 
movement of the fur. Afterward, the camera movement was 
great for following objects. From this experiment, it was 
revealed that with large object deformation and camera 
movement, only 50% of the artificial texture was needed to 
improve performance. 

Improved silhouette image performance by adding 
artificial texture (object-in-object method) can be categorized 
as follows: 

 The addition of an artificial texture as much as 90% of 
the original texture, for slowly moving objects and 
simple deformations. 

 The addition of 70% or 80% artificial texture of the 
original texture, for fast moving objects and simple 
deformations. 

 The addition of artificial texture 60% 50% of the 
original texture, for fast moving objects and large 
deformations. 

This study attempted to compare the ground truth from 
real video in the form of RGB images and optical flow which 
was formed from modified image silhouette. The contribution 
of the proposed method to modify the silhouette by adding an 
artificial texture can actually improve its performance. The 
performance measurements used were MEPE and AAE. The 
limitation of this study was it was only for a single segmented 
object. For the case of multiple objects, the object of occlusion 
was not included in this study and it can be studied for further 
research. 
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Abstract—Word sense disambiguation (WSD) is considered 

an AI complete problem which may be defined as the ability to 

resolve the intended meaning of ambiguous words occurring in a 

language. Language has complex structure and is highly 

ambiguous which has deep rooted relations between its different 

components specifically words, sentences and paragraphs. 

Incidentally, human beings can easily comprehend and resolve 

the intended meanings of the ambiguous words. The difficulty 

arises in building a highly accurate machine translation system 

or information retrieval system because of ambiguity. A number 

of algorithms have been devised to solve ambiguity but the 

success rate of these algorithms are very much limited. Context 

might have played a decisive role in human judgment while 

deciphering the meaning of polysemic words. A significant 

number of psychological models have been proposed to emulate 

the way the human beings understand the meaning of words, 

sentences or text depending on the context. The pertinent 

question that the researchers want to address is how the 

meanings are represented by human beings in mental memory 

and whether it is feasible to simulate with a computational 

model. Latent Semantic Analysis (LSA), a mathematical 

technique which is effective in representation of meanings in the 

form of vectors that closely approximates human semantic space. 

By comparing the vectors in the LSA generated semantic space, 

the closest neighbours of the word vector can be derived which 

indirectly provides lot of information about a word. However, 

LSA does not provide a complete theory of meaning. That is why 

psychological process modules are combined with LSA to make 

the theory of meaning concrete. Predication algorithm with LSA 

was proposed by Kintch, 2001 which was sufficient to capture 

various word senses and was successful in homonym 

disambiguation. Meaning of a word might have multiple senses 

specifically verbs. For example, verb “run” has 42 senses in 

WordNet. In order to find the correct sense of a verb is really a 

daunting task and resolving verb ambiguity using 

psycholinguistic model is very much limited. The proposed 

method has exploited the high dimensional vector LSA space 

resulted from training samples by applying predication 

algorithm to derive the most appropriate semantic neighbours 

for the target polysemous verb from the semantic space. Finally 

the vector space of test samples are checked with the training 

samples i.e. semantic neighbours to classify the senses of 

polysemous words in accurate manner. 

Keywords—Word sense disambiguation; ambiguous verb; 

context; semantic space; latent semantic analysis; polysemy; 

machine translation 

I. INTRODUCTION 

Even though the research in Word Sense Disambiguation 
(WSD) has been carried out by researchers from 1940[1] 
onwards but still the problem is not resolved fully. The 
ambiguity is present in almost all the natural languages spoken 
in the world which sometimes makes it difficult to get the 
correct meaning or sense of a word in the context. Human 
beings are well organized to understand the meaning of 
ambiguous words, but in case of machines it requires a 
mechanism that will help the machine to find out the correct 
meaning of ambiguous words [2]. For example, ambiguous 
noun “plane”, “The plane flies like a bird in the sky” where 
the surrounding terms fly, bird, sky can help to recognize the 
ambiguous term „plane‟ is an aeroplane whereas for the 
example, “the plane is made of paper” where the term paper 
can identify that “plane” is a geometric plane. Now, if these 
two examples are given as input text in a computer for 
machine translation, it is difficult to assume which sense of 
plane will be considered for translation. If exact meaning of 
ambiguous term cannot be predicted then the correct meaning 
of the sentence will be altered. So, the surrounding terms of 
the ambiguous term must be determined in order to get the 
true sense of the term. For instance, the word “piggy bank” is 
related to coin or money that means these terms help to find 
out the exact sense of bank as it is an ambiguous word. 

WSD is one of the most challenging area in the research 
field of Natural Language Processing dated back to 1940s [3, 
4]. There are different approaches to WSD problem such as 
knowledge base, supervised, unsupervised, semi supervised 
and hybrid approaches. Knowledge-based approaches were 
based on different knowledge resources such as machine 
readable dictionary or thesauri etc. where WordNet [5] is 
mostly used as a machine readable dictionary in this field. 
Most of the WSD works are based on different techniques of 
supervised approach which consists of training and testing 
dataset. Training dataset of supervised approach is used for 
classifier to learn and it comprises of target ambiguous words. 
In contrary, unsupervised approach does not depend on 
external resources or sense-annotated dataset. Here, word 
sense discrimination is performed by dividing the occurrences 
of words into classes to determine the words whether it 
belongs to the same sense or not. However, Evaluation of 
unsupervised approach is difficult to measure. Semi 
supervised approach may be called as minimally supervised 
approach where unlabelled data is used with the combination 
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of small quantity of labelled data thereby increasing the 
machine learning efficiency with much better performance [6]. 
Hybrid approach is a combination of different types of 
knowledge resources. In 1950, Kaplan [7] has determined that 
in a particular context two words on either side of an 
ambiguous word are equivalent to the whole sentence to the 
context. Kaplan‟s work is remarkable in the field of WSD. In 
1957, Masterman [8] suggested his theory of finding the actual 
sense of a word using the headings of the categories present in 
the Roget‟s International Thesaurus. In 1964, Yehoshua [9] 
has pointed out that it is never possible to distinguish 
ambiguous meaning of a word without a Universal 
Encyclopaedia as he has used WSD as a part of his machine 
translation work. In 1980, Searle [10] devised the way in 
which computer system processed a language. He also 
highlighted the fact that linguistic symbols are meaningless 
unless and until it is not grounded or comprehend by someone. 
In 1990,Miller[11] has invented WordNet which is a 
revolution in the field of WSD as because there was no such 
hierarchical organized database of word senses called 
„synsets‟ previously. Later, in 1991, Brown [12] has 
implemented corpus based WSD for the first time. Needless to 
say that most of the WSD works are performed on ambiguous 
noun using different approaches whereas there are very few 
works available based on ambiguous verb. 

One of the significant works on removing ambiguity of 
verb is predication algorithm [13], which is discussed for 
homonym disambiguation and similarity judgment by the 
concept of latent semantic analysis with construction 
integration model. Another work [14] is highlighted on an 
interaction between the meaning of a context and vehicle 
terms of the metaphor where meaning is represented as 
vectors of a high dimensional semantic space. A new approach 
[15] has also been discussed on whether multisemantic-role 
(MSR) based on selectional preferences could be used to 
improve the performance of supervised verb sense 
disambiguation method. Here performance is evaluated on two 
distinct datasets-lexical sample task of SENSEVAL-2 and the 
verbs from a movie script corpus. Another paper [16] 
presented one approach to improve the extraction of meaning 
from Diagnostic corpus by applying little bit modification in 
predication algorithm. Furthermore, a new concept is 
proposed [17] where different methods are used to extract the 
meaning of a polysemic word without using context by vector 
sum and existing predication algorithm. Some of the 
distributional approaches that are discussed [18] in literature 
for sense disambiguation application as well as reformulating 
the problem of measuring semantic similarity with respect to a 
particular context and outline a distributional method for 
identifying diverse documents that activate the sense of 
polysemous word. One of the reported works [19] has 
followed the predication algorithm where various semantic 
space models are compared and also generalized the 
predication algorithm for the problem of word-concept 
mapping model from the child learning which is verified by 
CHILD corpus. In another recent paper [20] on removing 
ambiguity of noun and verb together where it has discussed 
the existing methods and also created a new dataset of over 
30,000 naturally-occurring non-trivial examples of noun-verb 
ambiguity for their experiment. This paper also has reported 

errors that are very often using English part-of-speech tagger 
related to noun-verb ambiguity. In addition to these, new 
approach of visual word sense disambiguation for verb senses 
has been presented in a recent paper [21] by introducing the 
Multi-Sense dataset of 9,504 images annotated with English, 
German, and Spanish verbs. They have shown the benefits of 
cross-lingual verb sense disambiguation model over visual 
context by comparing uni-modal baselines. In order to find the 
correct sense of a verb is really a challenging task and 
resolving verb ambiguity using psycholinguistic model is very 
much limited. Customarily very few works have been reported 
on the propose topic but none of them is found to be 
impressive. 

In the proposed work, connectionist network with 
activation function is used to remove the ambiguity of verb by 
finding out the surrounding terms to disambiguate the 
particular sense in which a verb is being used. Here the 
authors have considered the surrounding words as unordered 
in nature and found which words are commonly occurred 
around the target word. This technique is considered as 
supervised since it requires a training corpus where training 
must classify each word corresponding to a particular sense. In 
this work, Latent Semantic Analysis [22, 23] also has been 
used to find the real meaning of words used in a set of 
documents as because there is ambiguous term in the 
document. It maps both the words and the documents into a 
high dimensional semantic space and finds out the relationship 
between them. For example, when the word “bat” is used with 
words like ball, player, field then it may infer a cricket bat. 
Similarly, the word “bat” with words like trees, wings, fly 
specifies the sense of “animal bat”. 

Verb Sense Disambiguation method has not received 
enough attention in the literature survey of WSD since long 
time. Most of the WSD work has been performed in different 
languages using various techniques to remove the ambiguity 
of noun. There are many databases as well as thesaurus 
available for noun whereas no proper database is available for 
verb. Also most of the methods to disambiguate verbs are used 
in the same way as noun. Therefore, the performance of verb 
sense disambiguation method is not adequate in the state of 
art. In this paper, the authors attempt to find the sense of 
ambiguous verb in a context using vector space model with 
the notion of activation function to classify senses of verb with 
most probable surrounding terms despite the lack of 
conventional verb database. 

This paper is organized as follows; Section 2 discusses the 
methodology of the proposed system. Section 3 discloses the 
experiment with discussion of various results of the proposed 
system. Section 4 reveals conclusion and future work. 

II. PROPOSED METHODOLOGY 

The basic approach of the proposed work is to gather 
distributional information of high-dimensional vectors and 
define semantic similarity in terms of vector similarity [24, 
25]. Here, authors have used a document as a bag of words 
(BOW) which is commonly used for information retrieval. In 
BOW, authors count the number of times each word appears 
in a document which is the frequency of each word of the 
document and make a frequency histogram from it. The steps 
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that are followed by architecture of proposed work can be 
divided into training phase and a testing phase which is 
illustrated in Fig. 1. 

The schematic diagram in Fig. 1 represents the architecture 
of work. The proposed methodology may be explained under 
four broad steps: i) Dataset creation ii) Data pre-processing 
iii) Training and iv) Testing. 

1) Dataset creation: Here authors have perceived the 

word-sense disambiguation of verbs as a classification task. In 

any classification task, the machine learning algorithms are 

applied to a dataset of training samples and later on tested 

with testing samples. The accuracy of classification depends 

on the no. of unknown/testing samples that are correctly 

classified. Since the author‟s task is classification in nature, a 

standard dataset of ambiguous verbs only is in demand. 

However, due to the non-availability of standard dataset of 

such type; this major challenge is overcome with the creation 

of custom oriented dataset. Two versions of datasets are 

created viz. a training dataset containing sentences of 

ambiguous verbs which are extracted from WordNet and a test 

dataset which is similar to the former one but the sentences are 

extracted from Babel Net. WordNet consists of 1, 17,000 

synsets/classes organised in the form of a hierarchy. Each of 

the synset/class has its sense id, gloss and an equivalent 

example sentence. The information is not limited to the above-

mentioned attributes, but carries other information too. But 

authors have extracted only the sense id, gloss and the 

example sentences for ten ambiguous verbs namely „run‟, 

„give‟, „break‟, „call‟, „know‟, „put‟, „take‟, „make‟, „draw‟, 

„get‟. A total of 500 example sentences encompassing 10 

ambiguous verbs are considered in the training dataset. 

Authors have taken 80% of total dataset as training and 20% 

as test dataset. Here, example sentences which is depicted as a 

subset of experimental training dataset for ambiguous verb 

„run‟ are shown in the Table I. 

Similar, to the above method of creating the training 
dataset, authors have created the test dataset from Babel net 
which contains only the example sentences of the ten 
ambiguous verbs. 

 

Fig. 1. Block Diagram of Proposed Model. 
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TABLE I. SUBSET OF TRAINING DATASET FOR AMBIGUOUS VERB „RUN‟ 

1. The horse is running in the park. 

2. The horse is running in the race-course. 

3. The horse ran very fast in the race. 

4. The horse runs very fast. 

5. My horse runs last. 

6. The rabbit is running in the garden. 

7. The rabbit runs very fast. 

8. The rabbit is running around in the house. 

9. The kangaroo runs with a baby in its pouch. 

10. The kangaroo is running in the forest. 

11. The machine runs on electricity. 

12. The machine is running in the factory. 

13. The machine runs on crude-oil. 

14. The machine is running very smoothly. 

15. The machine ran properly for many hours. 

16. The colours run. 

17. These dyes and colours are guaranteed not to run. 

18. blood runs in the veins 

19. Blood runs from the heart to all parts of the body through artery. 

20. The bus runs between railway-station and airport. 

21. The bus runs between two states. 

22. The bus runs 100 miles daily. 

23. The bus runs daily throughout the year. 

24. The computer runs the instruction. 

25. The film runs for 3 hours. 

26. The ship runs before the wind. 

27. She runs 10 miles daily. 

28. He runs a new program on the laptop. 

29. They run the tapes over and over again. 

30. He never tires of running that video. 

31. The apple runs large this year. 

2) Data pre-processing: As already described in step (i), 

the attributes contained in the training samples are sense id, 

gloss and example sentence. In the data pre-processing step, 

the punctuation markers are removed from the example 

sentences only. Each of the treated example sentences are then 

converted to bag-of-words (bow). In case of training phase for 

nouns, bow contains all unique word tokens including stop 

words, verbs, pronouns, prepositions, adjectives and numeric 

values whereas in case for verbs, bow contains all the word 

tokens. The bow for noun are converted to document-noun 

matrix and similar to the former approach the bow for verbs 

are converted to document-verb matrix. Each row of the 

matrices are considered as a vector having n-dimensions. 

3) Training phase: The training phase is divided into two 

parts, one for training nouns only and another for verb where 

same steps are followed in both parts. There is a significance 

of n-dimensional vector representation in the document-verb 

and document-noun matrix where both the matrices represents 

this phase involves separate training of n-dimensional noun 

vector as well as n-dimensional verb vector. In this phase, the 

tf-idf values of the n-dimensional vectors in the matrices are 

calculated out. As the terms or words of the dataset are now 

become vectors, so authors need to compute the weight of all 

the vectors present in the dataset. As a result of that, term 

frequency followed by normalized term frequency is 

computed from which later tf-idf is calculated. 

For instance, if the two sentences from training dataset are 
considered as follows: 

S20: The bus runs between railway-station and airport. 

S24: The computer runs the instruction. 

The bag-of-words formed from the above sentences are: 

[“the”, “bus”, “runs”, “between”, “railway-station”, 
“and”, “airport”, “computer”, “instruction”] 

After finding out the term frequency of Bag-of-words, a 
count matrix is formed where all the sentences of training data 
set are considered as rows and words as columns shown in 
Table II. 

These frequencies of words of training data set are 
normalized since each document of training set are of different 
size. Normalization of frequency is required as because the 
frequency of a particular word is much higher in a larger 
document than the smaller document as it contains few terms. 
Now, the matrices that are built using Latent Semantic 
Analysis are very large as well as very sparse because most of 
the cells are blanks due to small number of words in a 
document. The sparseness of the matrix is removed to get 
latent features of the terms of Bag-of-words. After that, here 
documents are converted to vectors of features and finding out 
the semantic similarity between two documents without 
considering word order by measuring the distance between 
these features by cosine similarity. The normalized frequency 
is obtained by dividing each term frequency with total number 
of terms present in a document which is shown in Table III. 

In reality, certain words that occur too frequently such as 
article like a, an, the or some prepositions namely of, for, by 
etc. have little effect in determining the meaning of word. So 
by weighing down the effects of too frequently occurring 
words and vice versa for the less frequently occurring words, 
Inverse Document Frequency is calculated. 

TABLE II. COUNT MATRIX FOR PREVIOUS EXAMPLE SENTENCES S20 

AND S24 

The bus runs between railway-station and airport. 

The computer runs the instruction. 

S20 1 1 1 1 1 1 1 0 0 

S24 2 0 1 0 0 0 0 1 1 
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TABLE III. NORMALIZED FREQUENCY FOR THE PREVIOUS EXAMPLE SENTENCES S20 AND S24 

The bus runs between railway-station and airport. 

The computer runs the instruction. 

S20 0.1428 0.1428 0.1428 0.1428 0.1428 0.1428 0.1428 0 0 

S24 0.4 0 0.2 0 0 0 0 0.2 0.2 

IDF= 1 + loge (Total number of documents/ Number of 
documents in which the word is present). 

TF*IDF=TF*(1+loge (N/df))            (1) 

After training phase of the training dataset taken from 
Word net ,the words that are very close to the particular sense 
of ambiguous verb are determined based on their cosine 
similarity value between nouns and verb. In this way, all the 
words which are most related to particular sense of a verb are 
acquired in a class. So, for example, if authors dataset 
containing ten different senses of an ambiguous verb „run‟ 
then there are ten classes such as „moving‟, „working‟, 
„diffusion‟, „flowing‟ etc. consisting of surrounding words 
belonging to that class. Authors have chosen sentences for run 
for 10 different senses from Word Net as it is a database 
which resembles thesaurus. In the similar way, the classes are 
obtained for other ambiguous verbs present in training dataset. 
Now, most probable surrounding terms of any particular sense 
can be increased by adding more sentences in the training 
dataset. Now, Cosine similarity is calculated between two 
non-zero vectors after removing sparseness of matrix by 
singular value decomposition with this formula, 
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Henceforth, singular value decomposition method is 
applied because most of the cells are blanks due to small 
number of words in a document. Cosine similarity is used to 
find out the similarity between two terms. So, the similarity or 
distance between ambiguous verbs with surrounding terms, 
nouns and surrounding terms and ambiguous verb and noun 
are calculated by cosine similarity. Here, centroid or sum of 
vector method [15] is used to extract most probable 
surrounding terms or neighbours. The activation function is 
tailored by the work of Kintsch [15]. Now, an activation 
network is formed with three layers where first layer and third 
layer consist of one node and central layer consists of many 
nodes. Node in first layer represents ambiguous verb and node 
in third layer represents noun with which the sense of 
ambiguous verb will be changed. Nodes in the central layer or 
middle layer denotes surrounding terms of the contexts which 
are activated by two activation mechanism such as inter-layer 
and intra layer activation mechanism [17] .In the inter-layer 
activation mechanism, nodes in the central layer are activated 

by both ambiguous verb and noun. In this case, some 
parameters are used in the formula. Ambiguous verb can be 
represents as V, noun as N and other surrounding terms in the 
central layer as O. Therefore, cosine similarity between verb 
and surrounding terms is Cos (V, O) and cosine similarity 
between noun and surrounding terms as Cos (N, O).So, 
activation function for inter-layer of the network would be 
Inter-layer Activation=Cos (V, O) +Cos (N, O). 

In the similar way, Intra-layer activation is calculated 
where each node in the central layer is inhibited by every one 
of its neighbours. After computing inter-layer and intra-layer 
activation of each node in the central layer, an ordering has 
been done from highest to lowest and first n nodes are chosen 
accordingly as most probable surrounding terms for the 
ambiguous verb and particular noun with which verb is used 
in the context. The activation network is illustrated in Fig. 2. 

4) Testing phase: The work has been performed on 

training data set where sentences consisting of ten different 

ambiguous verbs such as „run‟, „give‟, „break‟, „call‟, „know‟, 

„put‟, „take‟, „make‟, „draw‟, „get‟ which are taken from Word 

net. Now, bag-of-words [10] is formed which is a collection of 

all the words present in the documents. This training data set 

is prepared with taking care of punctuation and its 

multiplicity. This bag-of-words concept is used to find term 

frequency with which a word is appearing in a sentence is 

considered as a feature point of training. Therefore, a test data 

set is prepared using Babel net which is a multilingual 

encyclopaedic dictionary where documents containing 

ambiguous verbs those are present in training data set. Authors 

have used Babel Net for formation of testing dataset since it is 

linked to the computational lexicon of the English language, 

Word Net. The method which is used to extract feature vectors 

from training data set, same is used for extracting features 

from test data set. These features contains nouns and other 

surrounding terms of the ambiguous verb. To aim is to find the 

meaning of an ambiguous verb in context as well as the 

relevant words, semantic similarity of training and test 

sentences is measured. Whenever, a test sentence comes, the 

bag-of-words is calculated and ambiguous verb is identified. 

Therefore, rest terms of the bag-of-words are compared with 

the terms belong to senses available for the verb. If there is a 

matching between bag-of-words except verb of test sentence 

with at least few surrounding terms of same verb of training 

dataset then cosine similarity score is high. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

434 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 2. Layers and Nodes in different Layers of Activation Network. 

After that, the sense of the verb can be assumed based on 
the surrounding terms with which verb is used. Now for 
example, run is an ambiguous verb as it has multiple meaning 
depending on the context. It can be used as sense like moving, 
working, diffusion, flowing, executing, covering a certain 
distance etc. If in a test sentence containing verb runs with 
others terms such as machine, electricity, crude-oil which are 
also present in training document then the result of cosine 
similarity must be close to 1 indicating the sense for verb 
„runs‟ is working in the test document with those surrounding 
terms. In the similar way, the terms like blood, artery, heart, 
veins, body of the test document with verb „runs‟ has close to 
1 cosine similarly value with the training document indicating 
that the meaning of runs is diffusion. Now using this method 
authors can remove the ambiguity of verb in a particular 
context whenever a new test sentence will come. Ambiguous 
verb along with the surrounding terms together can solve the 
problem where the notion of activation function is used in the 
way that the sense of verb can be achieved if verb is used with 
those specific surrounding terms of context. The meaning of 
verb will be completely different depending on the changes of 
those surrounding terms. In our work, multiple meaning or 
sense of ambiguous verb as well as training data set has been 
prepared from Word Net. In the same way, test data set for 
ambiguous verb is made ready from Babel Net. In our work, 
both the Training and Test data set are hand-crafted as because 
there is no such customized verb data set for work till date. So, 
dictionary cum thesaurus have been used for preparing 
training and testing dataset. 

III. RESULTS AND DISCUSSION 

The result of the experiment based on the example 
sentences for ten ambiguous verbs namely „run‟, „give‟, 
„break‟, „call‟, „know‟, „put‟, „take‟, „make‟, „draw‟, „get‟. 
Now, for ambiguous verb run can have different meaning such 
as moving, working, flowing, diffusion, covering a certain 
distance etc. in different context. Here, authors have shown 
few example training sentences for run as „moving‟ and 
„working‟ sense and also corresponding test context. Now, 

Table IV shows example sentences for run as moving sense 
with noun horse and Table V shows example testing sentence. 
Authors need to find most probable surrounding terms which 
can appear with run and horse in the same context. 

In Table VI, It can be seen that race-course, race, park and 
last terms have obtained activation value above the range of 
threshold value 0.5 after applying activation function for the 
network which consists of verb run, noun horse and 
surrounding terms like race-course, race, park, fast, last etc. 
So, it can be concluded that these are the most probable 
surrounding terms in a context if ambiguous verb run is used 
with noun horse. These surrounding terms can be increased if 
more number of sentences are trained which is containing verb 
run with noun horse with it. At the same time, run and horse 
together can infer the sense of run is moving provided race or 
race-course or last appears together in the same context. 

If any test context or query sentence which is containing 
verb run with horse, then similarity between surrounding 
terms of test context with any of the surrounding terms which 
have obtained in Table VI can help to find the sense of 
ambiguous verb run. So, different classes with surrounding 
terms can be formed after training the dataset containing verb 
run. Authors can also find cosine similarity between query 
document with any document of training dataset containing 
same verb and noun which is shown in the above Table VII. If 
cosine similarity value is close to 1 that indicates the 
surrounding terms of test context is similar with training 
document. Table VIII and Table IX display example training 
sentences and testing sentence for „run‟ as moving sense, 
respectively. 

TABLE IV. EXAMPLE TRAINING SENTENCES FOR RUN AS „MOVING‟ 

SENSE 

1. The horse is running in the park. 
2. The horse is running in the race-course. 

3. The horse ran very fast in the race. 

4. The horse runs very fast. 
5. My horse runs last. 
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TABLE V. EXAMPLE TEST SENTENCE FOR RUN AS „MOVING‟ SENSE 

1. The horse runs faster than zebra in race. The horse runs the race for the 

cup. 

TABLE VI. ACTIVATION VALUE TO FIND SURROUNDING TERMS FOR 

MOVING SENSE OF VERB RUN 

neighbours of 

run for 

„moving‟ sense 

Cosine 

neighbour of 

run 

cosine 

neighbour of 

horse 

activation value 

race-course 0.350785733 0.358330308 0.709116041 

race 0.658504608 0.31353902 0.972043628 

park 0.24804297 0.253377791 0.501420761 

fast 0.266184711 0.126740637 0.392925348 

last 0.24804297 0.450906457 0.697721584 

very 0.148172217 0.085139467 0.233311684 

TABLE VII. COSINE SIMILARITY TO FIND SENSE OF AMBIGUOUS VERB IN 

TEST SENTENCE 

Neighbourhood of run 

in training dataset of 

Table IV 

Neighbourhood of run 
in test sentence of 

Table V 

Semantic similarity 

between training 

sentences and test 
sentence 1 

horse horse 0.9800 

race race  

fast faster  

last zebra  

park cup  

race-course   

TABLE VIII. EXAMPLE TRAINING SENTENCES FOR RUN AS „WORKING‟ 

SENSE 

11. The machine runs on electricity. 

12. The machine is running in the factory. 

13. The machine runs on crude-oil. 
14. The machine is running very smoothly. 

15. The machine ran properly for many hours. 

TABLE IX. EXAMPLE TEST SENTENCE FOR RUN AS „WORKING‟ SENSE 

1. The machine runs on electricity in the factory for whole day. 

In Table X, It can be seen that crude-oil, electricity, 
factory etc. terms have obtained activation value above the 
range of threshold value 0.5 after applying activation function 
for the network which consists of verb run, noun machine and 
surrounding terms like crude-oil, electricity ,hours, many, 
factory, properly etc. Now, run and machine together can infer 
the sense of run is working provided factory, crude-oil, 
electricity etc. appear together in the same context. Table XI 
shows the cosine similarity between training and testing 
sentence for verb „run‟ as working sense. 

Table XII, XIII and XIV show example training sentences, 
testing sentence and activation value to find surrounding terms 

respectively for verb „run‟ as covering a certain distance. If 
any test context or query sentence which is containing verb 
run with machine, then similarity between surrounding terms 
of test context with any of the surrounding terms which we 
have obtained in Table X can help to find the sense of 
ambiguous verb run. Confusion matrix is used to measure the 
performance of machine learning classification which is 
around 0.8235. It can be improved by increasing number of 
sentences in the dataset for ambiguous verb with all available 
sentences. 

TABLE X. ACTIVATION VALUE TO FIND SURROUNDING TERMS FOR 

WORKING SENSE OF VERB RUN 

neighbours of 

run for 

„working‟ sense 

Cosine neighbour 

of run 

cosine 

neighbour of 

machine 

activation 

value 

crude-oil 0.274597701 0.51883493 0.793432631 

electricity 0.274597701 0.51883493 0.793432631 

smoothly 0.409250021 0.432362441 0.841612463 

factory 0.350785733 0.370596378 0.721382111 

properly 0.752576695 0.370596378 1.123173073 

hours 0.145619993 0.202143479 0.347763472 

many 0.398588494 0.1962796 0.594868094 

very 0.148172217 0.156540252 0.304712469 

TABLE XI. COSINE SIMILARITY TO FIND SENSE OF AMBIGUOUS VERB IN 

TEST SENTENCE 

Neighbourhood 

of run 
in training 

dataset of 

Table VIII 

Neighbourhood 

of run in test 

sentence of 

Table IX 

Semantic similarity 

between training 
sentences of Table 

VIII and test 

sentence 2 

Semantic 
Similarity 

between training 

sentences of 
Table IV and 

test sentence 2 

machine machine 1.0000 0 

smoothly electricity   

electricity factory   

factory whole   

properly day   

hours    

crude-oil    

TABLE XII. EXAMPLE TRAINING SENTENCES FOR RUN AS „COVERING A 

CERTAIN DISTANCE‟ SENSE 

20. The bus runs between railway-station and airport. 

21. The bus runs between two states. 

22. The bus runs 100 miles daily. 

23. The bus runs daily throughout the year. 

TABLE XIII. EXAMPLE TEST SENTENCE FOR RUN AS „COVERING A 

CERTAIN DISTANCE‟ SENSE: 

3. The bus ran 10 miles that day. 
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TABLE XIV. ACTIVATION VALUE TO FIND SURROUNDING TERMS FOR 

COVERING A CERTAIN DISTANCE SENSE OF VERB RUN 

neighbours of run for 

„covering a certain 
distance‟ sense 

cosine 

neighbour of 
run 

Cosine 

neighbour of 
bus 

activation value 

miles 0.2745 0.4511 .7256 

daily 0.1140 0.5941 .7081 

states 0.2288 0.4511 .6799 

railway-station 0.1716 0.3866 .5582 

airport 0.1716 0.3866 .5582 

year 0.1548 0.2245 .3793 

IV. CONCLUSION AND FUTURE WORK 

 Removal of ambiguity of polysemous verb is very hard as 
it depends on the context. If the context of the same verb is 
altered then the meaning of the verb will be different. Since, 
ambiguity of verb needs to be removed in machine translation 
as inappropriate translation of source always leads to 
misprediction of information. In this work authors have used 
supervised machine learning approach by using centroid or 
vector sum method which helps in finding the meaning of 
ambiguous verb by classifying different senses of an 
ambiguous verb with most probable surrounding terms with it. 
So an ambiguous verb can be used with particular words for 
the specific sense of that verb and surrounding terms are 
changed if the sense of that verb in context is different. 
Therefore, sense of the verb can be predicted based on most 
probable surrounding terms only. Efficiency of the proposed 
method can be increased with larger set of data as more 
surrounding terms can be obtained which are feature points of 
the ambiguous verbs. The authors have used combination of 
dictionary and thesaurus for acquiring senses available for 
ambiguous verb as well as preparing hand crafted dataset for 
training and testing since there is no dataset available for verb. 
Future work may include increasing the accuracy of this 
method with the creation of database for ambiguous verb with 
all available senses. 
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Abstract—The shortage of water is recurrent in Lima, Perú 

and in the world, either due to natural disasters, deficiency in 

pipes due to age, or breakages by external agents such as heavy 

trucks, heavy machinery, etc., which damage to the underground 

pipes causing flooding and, shortages in the affected area or zone. 

As a possible solution, many inhabitants have elevated tanks, but 

they do not have an automatic control, nor view the water level in 

the tank, nor recognize possible water leaks if they occur, such 

leaks are economic detriment to the user. The objective research 

work wants to avoid shortages in the short period, controlling 

and monitoring of water for use at home or industry. For the 

implementation of this project, the technology of the Arduino 

Uno board, a 16x2 LCD screen, an ultrasonic sensor, and a mini 

pump will be used, which will be fed with a DC voltage, it is 

intended to have manual control every time, otherwise the work 

will be fully automatic. The results obtained were as expected, 

always displaying on the LCD screen, as at the beginning of the 

process with the tank empty and its corresponding alarm on a led 

diode, the percentage of water that gradually rises until the end 

of the process with the full tank message and its corresponding 

alarm on another led diode. The implementation of this project is 

economical, which is why it is very viable for many households 

and companies that can choose this alternative. 

Keywords—Arduino; ultrasonic sensor; stockouts; algorithm; 

monitoring and control; water leaks; elevated tanks 

I. INTRODUCTION 

Many homes, residential, condominiums, etc., have water 
reservoirs on the rooftops, but they do not have a constant 
monitoring system that guarantees optimal performance to 
visualize the status of storage or water leakage problems 
which could arise due to natural disasters [1], or due pipe 
breaks caused by heavy means of transport or due the age of 
the canalization system [2]. 

The fluidity of water is essential to carry out any activity 
or work, but since this objective is achieved in times of 
shortage or problems in the supply of drinking water, it is 
convenient to make an underground well and elevated tanks to 
counteract this adversity [3]. 

There are companies that depend on great fluidity of water 
for their different processes, such as laundries or dry cleaners, 
how can the constant supply of the liquid element be 
guaranteed, in addition to saving on the implementation of a 

constant control and monitoring of tanks elevated, powered by 
constant pressure pumps and PID control [4]. 

The main objective of this project is to avoid water 
shortages and leaks either in houses, residences, 
condominiums, and companies whose area is causally linked 
to the use of water such as the different textile companies, 
laundries, and dry cleaners. With this project, the use of water 
will be efficiently improved for its different needs and the low 
budget it manages, since the electronic elements to be used are 
low cost and very accessible in the market, also mention that 
this project will prevent water leaks [7]. 

To develop this research work, we will use the open-
source electronic creation platform (Arduino), which is based 
on free hardware and software, flexible and quite easy to use 
to create and develop. To create the pseudocode, we will go to 
the Arduino IDE programming language, which is based on 
the C ++ language. It will also need an element that is capable 
of measuring distance to objects, such as the ultrasonic sensor, 
which in this case will measure distance to water and will be 
processed on the Arduino board and displayed on the LCD 
screen. 

The following research work is structured as follows: In 
Section II, the electronic elements to be used will be shown 
such as the Arduino board, ultrasonic sensor, LCD screen, 
among others, in addition to the pseudo-code that will make 
possible the operation of the circuit to be put testing. In 
Section III, the results obtained, the complete layout, step by 
step of the water percentages and the corresponding alarms 
such as: empty tank and full tank will be shown, which will 
verify the good design and application of the project. In 
Section IV, the discussions regarding similar works will be 
shown, but that in comparison to the presented project differ 
in the number of accessories and operating costs. In Section V, 
the respective conclusions and recommendations of the future 
work that will be achieved with this work will be appreciated. 

II. LITERATURE REVIEW 

Using free software and hardware, the process of 
monitoring water level and leaks can be efficiently automated 
as presented by Astudillo [5], an automated system with 
application of an ultrasonic sensor, LCD screen and Arduino 
Mega board as the main elements for the control of the 
aforementioned process, as a result an efficient monitoring 
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system was obtained in a condominium in which it was 
properly implemented, the water level is displayed at all times 
on the LCD screen and if it exceeds the higher level, a water 
leak alarm is displayed. 

Also using a low budget and guaranteeing optimum 
performance, the Arduino board with an ultrasonic sensor and 
solar powered can be used to avoid the need to resort to the 
220v alternating current, as presented by Núñez and Martínez 
in a house in Lorica, Córdoba in Colombia, achieving 
successful independence of the entire project from the 
alternate mains supply, also achieving real-time monitoring 
with the visualization on the LCD screen of the percentage of 
water in the elevated tank and the alarms programmed into the 
Arduino Mega board. It is an excellent alternative to monitor 
in real time and specify the status of the water level in 
elevated tanks [6]. 

In the project presented by Valderrama [4], where alternate 
water pumps are connected to supply, in addition to adding a 
Siemens PLC to work directly with the touch screen, solenoid 
valves for better handling of all processes, this project was 
implemented for a thesis at the Universidad Católica de 
Colombia, achieving the total control of the processes through 
the touch screen. 

III. METHODOLOGY 

The type of research is Experimental, it seeks to apply 
scientific theoretical knowledge to the solution of a practical 
and immediate problem of knowledge through the 
implementation, transformation and/or modification of 
concrete reality [8]. In this sense: The methods that we will 
use during the research process are Deductive and Scientific. 
Deductive Method: It is the one we use to explain the 
characteristics of the technology with Scratch architecture and 
electronic prototype platform - ARDUINO. Scientific Method: 
We will use this method to define our concepts, hypotheses 
and variables that gives us the resources and intellectual 
instruments to solve the problem [9]. 

As has already been reflected previously, the basic 
objective of this project is to provide users with real 
information on the status of the elevated tank in the place of 
residence, this task will be broken down from three different 
computers: The first, the Arduino device installed as the 
operations center of the water tank and that will serve as 
receiver and transmitter of all information. The second, the 
electronic ultrasound device installed on the top of the tank, 
which will always inform the Arduino system of the status of 
the water level. The third, an LCD display to view each 
information processed by the Arduino [10]. 

A. Software 

For the project, it will use the Scratch program. Which is 
very compatible with Arduino and it will give below some 
scopes of it: Scratch 4 Arduino, S4A, developed by the 
Spanish Citilab. It has in its favor that for practical purposes it 
is a Scratch 1.4 modified to allow connection with an Arduino 
board and add the corresponding blocks that allow interaction 
with it. Developed and published since 2010, it is not updated 
as frequently as would be desirable, but despite this, it allows 
to work with standard Arduino boards without complications 

and in a familiar environment, such as the original Scratch 1.4. 
Completely free and available for Windows, macOS and 
Linux systems [11]. 

1) Arduino pseudocode: The model of the board to use 

will be the Arduino Uno, which is an electronic board based 

on the ATmega328 microcontroller. It has 14 digital 

inputs/outputs, of which 6 can be used as PWM (Pulse Width 

Modulation) outputs and another 6 are analog inputs [6]. 

a) Valve opening and closing: The minimum water 

percentage will be 10% and the maximum will be 90%. These 

values will be very important since they will start and end the 

filling and monitoring of the water tank [12]. The process will 

begin with the start-up through the mini start button, at that 

moment the mini water pump will begin to work, making it 

possible to fill and register the water level through the 

ultrasonic sensor, which will be important since it measures 

the distance to the liquid, using ultrasonic waves, the head 

emits an ultrasonic wave and receives the reflected wave that 

returns from the water. Ultrasonic sensors measure the 

distance to the object by counting the time between emission 

and reception. and displayed through the LCD screen, which 

will culminate when reaching 90% at which time the work of 

the water pump will be cut off, it should be noted that if it 

exceeds 90% the system will send an alarm to check the 

system [12]. 

b)  Verification and monitoring of water level: Water 

level monitoring will be made possible by the ultrasonic 

sensor and 16x2 LCD screen (the term 16x2 LCD refers to a 

small device with a liquid crystal display that has two rows, of 

sixteen characters each, used to display information, usually 

alphanumeric), which will show in real time the percentage of 

water in the tank [3]. 

c)  Water flow abnormality alarm: The leak alarm can 

be displayed on the LCD screen when the percentage of water 

level exceeds 90%, at that moment through the programming 

entered the Arduino it will make it possible to send a voltage 

to an optocoupler integrated circuit to activate the lamp. 

circuit failure, for which an alarm will be issued to show the 

system failure in order to fix it [13]. 

B. Hardware 

1) System Implementation: The model will consist of a 

plywood base, in which it will be conditioned in a cylindrical 

container that will act as a water tank, a 12V DC mini water 

pump, which will allow the filling of the tank, an ultrasonic 

sensor, which will be located in the upper part of the water 

tank and will allow data to be sent to the Arduino board of the 

status of the water level, an LCD screen, in which the 

percentage of water can be read, 1 mini start button , which 

will allow the start of the process and 1 mini stop button, to 

stop the action at any point in the process [14]. 

The power supply will be important for the good 
performance of the components, in Fig. 1 we can clearly see 
the connection between them. The use of the ultrasonic sensor 
is based on the emission of an ultrasonic pulse to a reflective 
surface, the free surface, and the reception of its echo in the 
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receiver [15]. Also, in Fig. 2, there is the connection of the 
mini pump to the activation circuit that is why the present 
project is automatized so when the system requires water, it 
will activate the mini pump. 

The trigger circuit will be very important because it will 
govern the pump when it needs to be enabled with the 
Arduino [16]. 

Process: As shown in Fig. 3, the implementation will be 
made in a 30cm x 50cm plywood model, previously 
conditioned, then the mini water tank with a built-in water 
vent will be fixed, then a protoboard will be fixed to put the 
LCD screen and the Arduino board to later wire them, LED 
diodes will also be fitted, which will indicate processes such 
as: process running, low level, medium level, full tank. 

 

Fig. 1. Communication between Arduino, Ultrasonic Sensor and LCD 

Screen. 

 

Fig. 2. Connection of the Mini Pump to the Activation Circuit. 

 

  

Fig. 3. Breadboard with Arduino and LCD Screen Wired 

 

Fig. 4. Water Container. 

As shown in Fig. 4, the manufactured container will act as 
a water tank in which the liquid will be stored and then 
discharged through the discharge valve. 

IV.  RESULTS 

A. Program Algorithm 

To program the microcontroller, the Arduino IDE is used, 
which will make it possible to govern and activate what is 
necessary for the system to operate well at each stage of the 
process [12]. 

As we appreciate in part of the program below, the 
activation and deactivation of the mini pump is clearly 
appreciated, which will be left indicated to be able to start the 
process. 

#include<liquidCrystal.h> 

Cont int rs=13, en=12, d4014, d5=27, d6=26, d7=25; 

LiquidCrystal lcd(rs, en, d4, d5, d6, d7); 

Byte bombaOn[8]={ 

0b00100, 

0b01110, 

0b11110, 

0b00100, 

0b11111 

}; 

Byte bombaOff[8]={ 

0b11111, 

0b00100, 

0b11110, 

0b01110, 

0b00100 

In the part of the program below, we proceed to give some 
details of the program for the work of the ultrasonic sensor, 
which is programmed the range in cm and the percentage is 
assigned, it also shows which output pins it will work on [12]. 

#define DIST_TOPE120// maximum level, measured with empty 

tank 

const int trigPin =2; 

const int echoPin =5; 

float distancia = 0; 

int nivel = 0; // level of percent 

In part of the program below, the assignment of 
percentages to the different levels of flow perceived by the 
ultrasonic sensor and sent to the Arduino Uno board is shown. 
The activation of the relay on the Arduino board to cut the 
water pump in the moment that the maximum water storage 
level is reached [16]. 

Int ultrasonic_fail = 0 

Void get_leve( ){ 

Distance = get_dist(); 

If (distance == 0) ultrasonic_fail++; 

If (distance_fail ==5){ 

DigitalWrite (CTROL_RELAY_GPIO,LOW); 

Lcd.clear (); 

Lcd.print (“TANK FULL”); 

While (1){ 

} 

If (distance > 0){ 
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B. System Implementation 

The tank monitoring system, in percentages of water and 
detection of failure in case of water leakage is displayed in 
Fig. 8. As the reader can see, in Fig. 5, there is the prototype 
of water monitoring system, also the connections of the 
Arduino board, display and the ultrasonic module. 

Initially, 7V DC is supplied for the correct operation of the 
different stages of the system. At that moment, the message 
"EMPTY TANK" will be displayed on the LCD screen, which 
will start the mini water pump, thus starting the filling of the 
tank, as shown in Fig. 6. 

At the beginning of the process, an ultra-bright LED diode 
was also incorporated as an indicator in case the LCD screen 
could suffer from any damage and no message could be 
displayed as seen in Fig. 7. 

Following the process, the percentage is displayed in real 
time at each instant of the tank filling as seen on the LCD 
screen, additionally an ultra-bright LED was incorporated, 
which will indicate that the filling is being carried out in case 
of failure in the tank. LCD screen and could not be viewed on 
the screen, as shown in Fig. 8, 9 and 10. 

As can be seen in Fig. 10, the process is carried out 
normally, clearly indicating the percentage of water. 

As we can see in the previous figures, the work of the 
water percentage sensor is what is expected, finally when it 
passes 90% on the LCD screen the message “TANK FULL” 
will be displayed as the reader can see in Fig. 10, at the same 
time it will turn on an amber led, time in which the filling 
process will be concluded, at this moment the water pump will 
stop working until the water level drops to 20%, with which 
the process will start again. 

 

Fig. 5. Water Monitoring System 

 

Fig. 6. Starting the Process 

 

Fig. 7. Process Start Indicator Led. 

 

Fig. 8. Tank Fill to 20%. 

 

Fig. 9. Tank Fill to 60%. 

 

Fig. 10. Tank Full. 
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As can be seen in each image, the work done by the 
prototype implemented to control the water level and failures 
in elevated tanks is as expected. The full-scale implementation 
is very economical, an economic estimate of 200 Peruvian 
Soles, for an automatic and modern system for efficient work, 
which each household should have implemented (economic, 
modern and safe). 

The prototype of water level monitoring was tested in an 
electronic laboratory from Universidad de Ciencias y 
Humaniades, proving their running in differents floor of the 
university. As a future work, we want to implement this 
research work in different house and heights. 

V. DISCUSSIONS 

The Project that is presented in this Paper has specific and 
necessary functions that are required for the proper 
functioning together of how to monitor the elevated water tank 
and its possible breakdowns, which is not the case with the 
project provided with Morales and Flores [8], in which the 
program is very extensive to describe each working moment, 
in addition to adding several loops to complete the 
functionality of accessories such as solenoids, solenoid valves, 
limit switches, pumps and control relays, which are many . 
Comparisons are to scale in working mode of the accessories 
used. 

In terms of programming, we also see substantial 
differences between the work presented by Morales, Flavio 
and Flores [8], they created a web page to see in real time on 
the pc and on their cell phones, the operation of their project, 
using the following languages programming: HTML, PFP, 
JAVASCRIPT and CSS, on the other hand, the program 
presented in this Paper only has a C ++ type language, in 
addition to showing, with simple steps, how a good 
performance of the circuit is achieved at the scale of 
monitoring elevated tanks. 

The project presented by Navarro [16], is very interesting, 
in which a work like the one presented in this research work is 
described on a real scale, it shows us the programming in 
blocks (Mblog), which is easily understood with a program 
since it is short and simple (a single loop), in terms of 
materials it uses almost the same as those described in this 
research work (ultrasonic sensor, LCD screen, etc.), also it 
uses an electronic card (D1 Mini Chipset), which calculates 
the distance and connects via Wi-Fi, it also has power via a 
solar panel and the voltage is stored in lithium batteries, which 
makes this project independent from the home alternating 
power network. 

If this research work would need to be implemented in a 
building with 15 floors or more, it would be necessary to 
incorporate components and accessories similar to that 
presented by Astudillo [5], in which a more extensive circuitry 
is appreciated, adding limit switches, solenoid valves, PID 
control and a complex algorithm with 5 loops, ideal for jobs 
where more control and electronic security are required for the 
inhabitants, compared to our research work that is 
implemented for a 3-story house. 

Castillo [17] shows in his work where, in addition to the 
accessories used in the present research work, a touch screen 
is displayed, which makes the entire process very manageable, 
compared to ours, since we only use the LCD screen, in which 
nothing can be accessed since it is only visualization, from the 
touch screen you can enter everything necessary for the 
operator to control all the functions that needed, a great 
achievement of links and algorithms. It should be noted that, 
in economic terms, this system is expensive since the work 
presented in this research work would be only 15% of the cost 
of the Castillo project, of which, budget increase due to the 
use of the touch screen, there will always be people or 
companies with the economic budget to acquire them. 

We also have the option of Valencia [18], who uses in his 
project the SIEMENS NANO PLC LOGO, which uses more 
electromechanical components such as buoys, more voltage 
power supplies, more relays to enable and disable the process, 
more lamps of Signaling, compared to our research work, 
which only uses the Arduino since it is very programmable 
and for what is required in this project is more than enough 
and the same results obtained by Astudillo are obtained, it is 
undeniable that by reducing the circuit part to electronic mode, 
it is more economical and practical to make this project more 
viable. 

VI. CONCLUSIONS 

The results obtained were as expected, from the beginning 
the problem was identified, in this case foreseeing water 
shortages either naturally, caused by man or deterioration of 
the pipes over time, the use of elevated tanks, is beneficial for 
these cases mentioned above, we add constant monitoring and 
warning in case of leaks or water shortages, also the project is 
very viable. 

The process begins with the tank empty, at that moment 
the system will launch the alarm and the mini water pump will 
start to work, the percentage of water will rise and be 
displayed on the LCD screen, through the ultrasonic sensor it 
will be possible this job of sending information to the Arduino 
board and sent for viewing on the LCD screen mentioned 
above, the percentage of water will rise until it reaches 90% of 
the water level, after that the process will stop until the level 
drops to 20%, instant in which the process will resume again, 
it should be noted that if the water level exceeds 90%, the 
system will emit an alarm with the word "TANK FULL" 
which will warn of a possible leak so, unnecessary expenses in 
monthly billing will be avoided. 

The system shown, designed and tested guarantees optimal 
performance, the theory learned in university classes and 
subsequent research are put into practice, which are essential 
for the development of this project, it should be noted that a 
real problem arises and its possible solution for certain days of 
water shortages, it is also mentioned how economical this 
system is for the home and that depending on the area to work, 
more elements can be added to improve its performance, such 
as: solar power sources , PLC, touch screen, among others. 
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As a future work, it will be sought to disseminate it and 
manufacture it to be able to commercialize it, since, as can be 
seen in this paper, it is ideal, economical, and exact in 
monitoring the water level in elevated tanks for standard 
homes and with some more additional accessories, it will also 
be possible to use it in companies. 
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Abstract—The recent years have witnessed the development 

of numerous Learning Management Systems (LMSs) to address 

the increasing needs of individuals and institutions all over the 

world. For accessibility and commercial purposes, many of these 

LMSs are released in different languages using what is known as 

localization systems. In this regard, there has been a parallel 

between the development of LMSs on one hand and the 

localization systems on the other. One main aspect in the recent 

evaluation systems and studies of LMSs is localization quality. 

Despite the prolific literature on localization quality, very little 

has been done on Arabic localization. As thus, this study is 

concerned with the evaluation of the localization quality of the 

Arabic version of LMSs. In order to explore users’ perceptions 

towards the Arabic versions of the LMSs, an online questionnaire 

was conducted. Participants were asked about their familiarity 

with LMSs and whether they used the Arabic versions of these 

systems. They were also asked about their experiences with the 

Arabic localization of these systems and whether they faced any 

problems in dealing with the Arabic version. The findings 

indicate that translation inconsistencies are the main problems 

with the Arabic versions of different LMSs including Blackboard 

Learn, Microsoft Teams, and Zoom. These problems have 

negative impacts on the effectiveness and reliability of these 

systems in schools, universities, and training institutions. For the 

proper implementation of LMSs both localization and translation 

should go hand-in-hand. Localization developers and LMSs 

designers need to consider the linguistic the peculiar linguistic 

features of Arabic. The findings of the study have implications to 

translation programs in Arab universities and training 

institutions. Program designers should integrate translation 

technologies and localization systems into translation studies. 

They need to consider the changes within the translation 

industry. The study was limited to the study of translation 

quality in the Arabic versions of the localized LMSs. The 

localization quality of other software programs, games, websites, 

and applications needs to be explored. Finally, it is recommended 

to develop a quality matrix that encompasses all the dimensions 

and peculiarities of Arabic localization. 

Keywords—Ambiguity; Arabic; language inconsistencies; 

Learning Management Systems (LMSs); localization quality 

I. INTRODUCTION 

The recent years have witnessed the development of 
numerous learning technologies including what have come to 
be known as the Learning Management Systems (LMSs) to 
address the changing needs of individuals and institutions all 
over the world. These newly developed learning systems have 

revolutionized and changed the way we look at knowledge and 
skill acquisition [1-4]. LMSs are designed to help organizations 
manage training events, self-paced courses, and blended 
learning programs. Organizations and academic institutions 
have realized that these new learning systems are good 
alternatives for the traditional rigorous and expensive teaching 
patterns. This may explain the boom in the LMS market over 
the recent years. 

The unprecedented increase in the development of LMSs 
can be attributed to different reasons including the 
development of global economies and multinational 
institutions as well as the changing patterns within teaching 
and learning. Furthermore, the emergence of the pandemic 
COVID-19 has posed strong pressures on the developers of e-
learning technologies to develop reliable and effective LMSs 
that can help students and institutions cope up with this 
dilemma that has changed our lives in drastic ways and 
represents unique challenges to all institutions around the 
world [5-8]. 

According to Verma [5], Covid-19 has brought out the 
importance of effective and reliable LMSs that can be usefully 
used to rescue the prevailing dilemmas in continuing 
education. In the same saying, Holland [9] asserts that e-
learning technologies and LMSs are playing a significant role 
in current times. Many researchers and educators stress that 
LMSs have been playing an influential role in supporting the 
education systems and training institutions during the 
pandemic COVID-19 [6]. According to Raza, et al. [6], 
learning technologies and LMSs have proved effective in 
building effective learning environments during this 
challenging transition in our contemporary history. 

Apart from COVID-19, it is argued that the development of 
LMSs has changed the nature of learning and training [10-13]. 
According to Stone [14]. 

Traditionally, Learning Management Systems (LMS) have 
been designed to deliver, manage, track, and assess learning 
activities in a formal learning environment. With new forms of 
communication and content sharing as well as social 
networking services (both open and closed), a new generation 
of systems is emerging to facilitate teaching and learning. 
These new systems are brought into educational institutions to 
support new teaching and learning environments and emerging 
social trends as well as to impact the traditional administration 
and business models. 
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The increasingly competitive global marketplace for jobs 
and education has thus posed different challenges for 
educational institutions to integrate e-learning technologies and 
LMSs into their systems. In this regard, the education systems 
in different Arab countries, Alshahrani and Ally [10] argue, 
have started to use innovative pedagogies best practices in 
teaching and learning in all education stages to address the 
needs of learners and to provide maximum flexibility in 
learning. 

In the face of the digital transformation processes and the 
pandemic COVID-19, schools, universities, and training 
institutions have started to integrate learning technologies and 
LMSs into their teaching and learning practices [8, 15-17]. The 
selection of an appropriate LMS is usually based on different 
factors including cost, nature of the courses, age and level of 
the students, and the availability of an Arabic version of the 
selected LMS. The rationale is that schools, universities, and 
training institutions tend to ensure that LMSs are delivered in 
the same way to all users globally, regardless of linguistic 
differences, many users still have difficulties dealing with the 
systems in various target languages. In other words, 
localization, defined as the process of adapting a software 
product, website, or application to the linguistic, cultural, and 
technical requirements, needs, and outlook of a target market 
[18-23], is one main criterion in the selection of appropriate 
LMSs. 

Over the recent years, there is a close relationship between 
e-learning systems and technologies on one hand and 
localization on the other hand. Gauld [24] asserts that 
localization tools have made the process relatively 
straightforward for both the educators and their language 
partners. This has resulted in an exponential growth in the 
eLearning industry that is projected to be worth $331 billion by 
2025. 

The selection of appropriate LMSs is not always 
straightforward. Education and training institutions, therefore, 
have to ensure the localization quality of the Arabic versions of 
the LMSs. Localization quality is one of the main requirements 
for the localization process of an LMS. Reliable localization 
should be based on unambiguous and understandable language, 
the appropriate language level, standardization of terminology, 
provision of sufficient context to the translators, and validation 
of the target text [19, 22, 25]. 

In order to support individuals and institutions select proper 
LMSs, reliable and comprehensive evaluation and assessments 
of LMSs and the way they work should be generated. In light 
of this argument, this study seeks to provide an evaluation of 
the Arabic versions of LMSs. The purpose is to help 
individuals and institutions with the selection of appropriate 
LMSs on one hand, and to provide working and reliable 
solutions and strategies to localization developers to improve 
their effectiveness and performance. 

The rest of this article is organized as follows. Section 2 is 
Literature Review. It provides a brief survey of localization 
evaluation and assessment systems. Section 3 is Methodology. 
It describes the methods and procedures of the study. Section 4 
is Analysis and Discussions. It provides both qualitative and 
qualitative analyses of the data and information gathered 

through the survey. Section 5 is the Conclusion. It summarizes 
the main findings, recommendations, and implications of the 
study. 

II. LITERATURE REVIEW 

Numerous studies have been recently developed to evaluate 
and assess the accuracy and reliability of localization systems 
in different languages, including Chinese, Hindu, Russian, and 
Spanish. This can be attributed to the growing popularity of 
localization systems and services which have been parallel to 
the unprecedented development in web applications and 
software programs. Zhang [26] comments that currently 
localization is an important requirement in many international 
corporations. It is utilized in many kinds of services, such as 
translation, QA, DTP, testing, and project management. He 
adds that within the global changes we witness today, 
localization organizations are providing localization solutions 
for multiple languages. In this regard, Zhang suggests that it is 
important to develop evaluation systems to manage localization 
projects and ensure effective quality management. Likewise, 
Hassan [27] explains that evaluation systems help both users 
and localization project managers be confident of the quality 
delivered. It is universally accepted that localization quality is 
one of the key success factors of brands, applications, and 
software programs [28-31]. 

Given the importance of developing evaluation systems and 
criteria for localization quality assurance, different approaches 
have been generated. These approaches have been primarily 
concerned with assessing the localization quality in terms of 
consistency and precision of localization systems by 
contrasting the source and target segments [19, 32-35]. 
Localization quality, Lobanov [36] defines, is a state of the 
translated text, such that the language is correct, accurately 
reflects the idea of the original, takes into account cultural 
specifics, and is easy for the target audience to read and use. In 
other words, localization quality is achieved when the 
translated text reveals the idea of the original accurately in the 
target language. 

The evaluation of localization quality is usually based on 
three criteria: language translation or linguistic properties, the 
transition of the product, and the outcome of the product. 
Allen, et al. [34] asserts that the quality of the translation is one 
of the main criteria of the localization quality. The quality of 
the translation entails also defining the target audience. That is, 
the quality of translation requires that the language is 
accessible to the target audience. Localization developers 
should consider the cultural and religious sensitivity of the 
target audience [18, 20]. Failing to consider such sensitive 
issues can have negative impacts on the accessibility, 
marketing, and value of software products and applications 
[37-39]. 

Concerning the localization of LMSs, Núñez [40] argues 
that LMSs should have multilingual support. That is, they 
should come in different languages because not all students, 
trainees, and instructors will be able to understand how to 
navigate the user interface, if it is not translated in their native 
languages. She asserts that LMSs that support multiple 
languages for their users, become highly engaging systems as 
they help optimize user experience by localizing the process 
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and putting an end to geographical boundaries. In this sense, 
localization quality is one of the key elements of successful and 
reliable LMSs. 

Gauld [24] argues that the localization processes of LMSs 
should consider the translation of the written content, graphics, 
navigation buttons, images, audio and video materials, and data 
formats. Fadil and Khaldi [41] add that the translation of the 
contents should be converted into accessible language so that 
LMSs can make a real impact on learning environments. 

Despite the existence of prolific literature on localization 
evaluation and assessment, research on Arabic localization in 
general and the Arabic localization of LMSs, in particular, is 
very sparse. This may be attributed in part to the 
misconceptions that users in the Arab world generally prefer to 
use the applications and software programs in their original 
languages [42, 43]. These misconceptions can be due to the 
lack of statistics and field studies on linguistic preferences and 
attitudes towards the use of software applications. 

Very few studies, however, have been recently done on 
evaluating the Arabic localization of some applications, 
software programs, and games. For instance, Omar and 
Alqahtani [44] addressed the linguistic challenges in the 
localization of Enterprise Resource Planning (ERP) systems. 
The authors reported different linguistic problems related to the 
use of these systems in the Saudi universities. The authors 
suggested that all ERP instructions, data, applications, and 
screens should be made available in a clear and accessible 
language for the successful implementation of these systems. 
They finally recommended institutions select the ERP systems 
that are embedded with multi-language capabilities to address 
the linguistic needs of all employees and stakeholders. Despite 
the focus of the study on the language problems and challenges 
in the Saudi universities and the proper selection of localization 
systems, it did not provide solutions to Arabic localization 
problems. Furthermore, the issue of LMSs was not considered 
within the ERP theoretical framework. 

To our knowledge, the first attempt to evaluate the 
performance of Arabic localizers and the attitudes and 
perceptions of individuals towards Arabic localization was 
developed by Al-Mazrooa [42]. In her study of the translation 
performance in the Arabic versions of some applications 
including Blackboard Learn and FIFA Video Games,  Al-
Mazrooa referred to many problems including language 
inconsistencies that pose serious challenges for users in the 
Arab countries. Accordingly, she recommends localization 
developers consider these problems and challenges so that 
Arab users can use these applications in the same way native 
users do in their languages. Despite the contributions of the 
study to the Arabic localization literature, the study was not 
focused on LMSs. It was confined to Blackboard Learn in the 
Saudi universities. 

In a recent study, however, Omar, et al. [43] attempted a 
comprehensive analysis of language problems in LMS. In their 
analysis of the ambiguity in Arabic localization, they focused 
on LMSs including Blackboard Learn, Microsoft Teams, and 
Zoom. This study has addressed the issue of localization 
quality in LMSs through investigating whether the language 
content and translated texts are clearly conveyed in Arabic. The 

authors indicate that localization quality is a key factor for the 
reliability, and successful and effective use of LMSs which 
requires that language content be consistently converted into 
Arabic. They also indicated that most users generally prefer to 
use software applications in their native languages. They 
reported that in Arab countries, users still prefer to use 
software applications and LMSs in Arabic despite the 
dominance of English as a global language. They concluded 
that ambiguity and linguistic inconsistencies are two serious 
problems that have negative impacts on the localization quality 
of LMSs, and thus have adverse impacts on the effectiveness 
and reliability of such systems. They finally suggested that 
localization developers pay attention to the peculiar linguistic 
features of Arabic and develop effective strategies for 
terminology management. 

One main problem with their study, however, is that the 
results cannot be appropriately generalized. The number of the 
participants in the study is very limited compared to the recent 
reports indicating the number of LMSs users in the Arab world. 
In light of this limitation, this study seeks to bridge the gap in 
the literature through evaluating the localization quality of the 
Arabic versions of the LMSs. 

III. METHODS, PROCEDURES AND RESULTS 

To explore users’ perceptions towards the Arabic versions 
of the LMSs, an online questionnaire was conducted. The 
rationale is that questionnaires are appropriate tools for 
gathering and collecting large amounts of information from a 
large number of people. The underlying principle was that an 
online questionnaire is convenient and can be usefully used to 
bring in a high response, giving also the respondents the 
flexibility to answer the questions on their own schedule at a 
pace they choose. 

As the study was essentially concerned with the Arabic 
localization of LMSs, it was appropriate to target only those 
involved in academic and learning contexts. Participants were 
asked about their familiarity with LMSs and whether they used 
the Arabic versions of these systems. They were also asked 
about their experiences with the Arabic localization of these 
systems and whether they faced any problems in dealing with 
the Arabic version. 

In total, 7263 participants from 13 Arab countries, 
including Algeria, Bahrain, Egypt, Jordan, Kuwait, Libya, 
Morocco, Oman, Palestine, Qatar, Saudi Arabia, Sudan, 
Tunisia, and the United Arab Emirates, responded to the 
survey. The participants reflected different age groups, social 
backgrounds, and nationalities. 

In terms of countries, Saudi Arabia and Egypt represent the 
two biggest participating countries, as shown in Fig. 1. This 
can be related to the number of internet users, schools, and 
universities in the two countries. According to reports released 
by the Egyptian Central Agency for Public Mobilization and 
Statistics in November 2020, there are about 3.1 million 
students in the universities and other Higher Education 
institutions. Concerning Saudi Arabia, the recent years have 
witnessed the development of many universities. Today, there 
are 51 universities in Saudi Arabia. Almost all these countries 
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have adopted digital transformation initiatives over the last five 
years to convert traditional classes into smart ones [45]. 

In terms of age, the majority of the participants belong to 
the age group 18-45, as shown in Fig. 2. This is not surprising 
anyway. According to Johnson [46], around two-thirds of 
online users worldwide are aged between 18 and 45 years. It is 
assumed that these rates do not represent any problems with 
the representativeness of the data. 

The participants included pre-university and university 
students, teachers, faculty, and information technology (IT) 
staff in both public and private institutions, as shown in Fig. 3. 
The participants represented more than 20 universities 
including King Abdulaziz University, King Saud University, 
Prince Sattam Bin Abdulaziz University, Northern Borders 
University, Mansoura University, Assuit University, Port Said 
University, Suez Canal University, Bahrain University, the 
University of Jordan, and the University of Nizwa. 

Responding to the use and familiarity of LMSs, around 87 
of the participants indicated that they used LMSs in their 
education and training. This is not surprising, however. Almost 
all educational institutions in the Arab countries have 
integrated learning technologies and LMSs into their teaching 
processes over the last two years. This also explains the reason 
that the majority (around 78% of the participants) used LMSs 
only over the last two years. This also reflects the fact that 
LMSs were not widely used before the outbreak of the 
pandemic COVID-19. 

Concerning the most common LMSs, the majority of the 
participants referred to Blackboard Learn, Blink, Moodle, 
Microsoft Teams, and Zoom, as shown in Fig. 4. 

 

Fig. 1. Participants by Country. 

 

Fig. 2. Participants by Age. 

 

Fig. 3. Participants by Profession. 

 

Fig. 4. The Most Commonly used LMSs. 
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Some of the participants referred to Facebook and 
WhatsApp as LMSs. Regardless of the recognition of these 
applications as LMSs, it was clear that many institutions were 
not ready to cope up with the changes brought up by COVID-
19. Instructors and faculty members, therefore, had to use such 
applications as free and available avenues and channels to 
communicate with their students [47-49]. 

73 percent of the participants chose to use the LMS in 
Arabic with respect to language preferences. However, about 
19% indicated that when they had trouble understanding the 
material in Arabic, they typically moved to the English or 
original versions. Finally, around 83% stressed that they were 
facing problems with the use of the Arabic versions of 
localized LMSs. These problems included ambiguous content, 
unclear instructions, and language inconsistencies. 

IV. ANALYSIS AND DISCUSSIONS 

The findings clearly show the widespread of LMSs in the 
Arab academic institutions as reflected in the participants’ 
familiarity with these systems. The widespread of such systems 
will definitely have positive impacts on the digital 
transformation processes and learning processes in the Arab 
educational institutions. Lack of localization quality, however, 
is a serious problem that may have adverse impacts on the 
reliability and effectiveness of such systems. 

The major problem with the Arabic versions of the 
localized LMSs can be described under the heading ‘translation 
inconsistencies’. These inconsistencies definitely have negative 
impacts on localization quality and reliability [50]. Generally, 
it is not easy for LMSs users to understand the instructions and 
terminologies in these systems. 

The issue of translation inconsistencies within LMSs can be 
discussed in the wider context of the challenges of technical 
translation in Arabic. Technical texts usually contain tough 
words and expressions which require even tougher translation 
standards. The translation of technical terms into an accessible 
language is usually challenging in Arabic [51]. According to 
Omar, et al. [43], there are thousands of English and Western 
technical terms that have no direct equivalents in Arabic. It is 
not easy therefore for translators to convert the terms and 
instructions in a clear language taking into consideration other 
factors including space, format, and style. In other words, 
LMSs usually support different languages where translators are 
required to be committed to definite templates and designs. 
Given the fact that not all languages are identical, localization 
developers, therefore, need to address the linguistic challenges 
and peculiarities of Arabic, including its morphology, writing 
system, and dialectal diversity. Indeed, the peculiar linguistic 
features of Arabic remain among the most serious challenges 
that have negative impacts on the NPL applications including 
information retrieval, machine translation, and definitely 
localization [52-56]. 

The Arabic localization systems should be aligned with the 
universal quality standards. These include the quality matrix 
developed by Lommel, et al. [57]. The matrix is defined into 
major dimensions including accuracy, design, fluency, 
internationalization, locale convention, style, terminology, 

verity, and compatibility. The matrix is graphically represented 
as shown in Fig. 5. 

Finally, the findings of the study indicate clearly that there 
are serious problems with the translation programs in the Arab 
universities. Program designers should consider the importance 
of making students familiar with language technologies and 
localization systems [58]. Universities and training institutions 
are also required to consider the changes within the translation 
industry. Translation should be considered as a product and 
accordingly, graduates should be prepared and qualified for 
their careers to stand out in the highly competitive labor 
markets [59]. 

 

Fig. 5. Quality Matrix Developed by Lommel, et al. [57]. 

V. CONCLUSION 

There is general dissatisfaction among users of the Arabic 
versions of the LMSs about the localization quality. The 
majority of the participants asserted that the use of the English 
versions of the LMSs is more convenient and reliable. The 
Arabic versions of LMSs including Blackboard Learn, Zoom, 
and Microsoft Teams were blamed for ambiguous instructions 
and language/translation inconsistencies. These problems have 
negative impacts on the effectiveness and reliability of these 
systems in schools, universities, and training institutions. 

In order to implement LMSs successfully in schools, 
universities, and training institutions, both localization and 
translation should go hand-in-hand. Language content, 
including words, terms, and phrases, should be consistently 
converted into accessible Arabic. In this sense, localization 
developers and LMSs designers need to consider the linguistic 
variations and diversity of Arabic as well as the different needs 
of users all over the Arab countries. They need also to consider 
the peculiar linguistic features of Arabic. 

The findings of the study have implications for translation 
programs in Arab universities and training institutions. 
Program designers should integrate translation technologies 
and localization systems into translation studies. They need to 
consider the changes within the translation industry. 

The study was limited to the study of translation quality in 
the Arabic versions of the localized LMSs. The localization 
quality of other software programs, games, websites, and 
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applications needs to be explored. Finally, it is recommended 
to develop a quality matrix that encompasses all the 
dimensions and peculiarities of Arabic localization. 
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Abstract—Air pollution is one of the biggest problems 

worldwide due to the increase of burning of fossil fuels by 

industries around the world. In the present work, the air quality 

study will be carried out with the grey clustering method, since 

the data obtained presents a certain level of uncertainty. In order 

to obtain a correct analysis of air quality, the comparison was 

made in two different years with the same monitoring stations. 

The air quality assessment was carried out in three monitoring 

stations located in three different districts of the province of La 

Oroya (La Oroya Antigua, minor town of Huari and Santa Rosa 

de Sacco), in which, they installed sampling equipment for the 

evaluation on the basis of 10 particulate matter (PM10) and 

sulfur dioxide (SO2). In each point of study a positive result was 

obtained, where an improvement in air quality can be seen, this it 

is due to the reduction of mining activity in the study area. These 

results show the improvement over the years. Finally, this 

method can also be used by any organization in the nation for 

water or air quality studies. 

Keywords—Air quality assessment; Grey clustering method; 

particulate matter (PM10); sulfur dioxide (SO2) 

I. INTRODUCTION 

Air pollution has become a serious problem for large cities 
due to transportation activities [1] or industrialization [2] as 
studies show [3], [4]. In this paper, we apply the grey 
clustering method to assess air quality, which is based on grey 
systems theory [5], [6]. The grey clustering method can be 
applied using incidence matrices or weight functions. In this 
work, air quality will be measured using the center-point 
triangular whitenization weight functions (CTWF) method 
because it helps respondents to find good answers at the 
central point of the intervals called grey classes [7]. 

In this work, we carry out an evaluation of air quality in 
the city of La Oroya, Junín, Peru. This city has a massive 
problem related to air pollution, of great magnitude in some 
districts, due to various factors, mainly due to mining activity 
[8], [9]. Therefore, the main objective of this work is the 
evaluation of air quality at three points in the city of La Oroya, 
applying the grey scream method. Based on this, a study 
focused on establishing a comparison and evaluation of air 
quality according to standard levels between the period of 
2007 and 2012 was carried out. Because air quality assessment 
is a subject with a high level of uncertainty, we firmly believe 

that applying this method would be of great help since the 
CTWF method considers uncertainty in its analysis and gives 
weight to the criteria [10]–[14]. 

For such purpose, the present investigation is organized as 
follows. In Section 2, a literature review about the CTWF 
method is given. Then, in Section 3, the methodology is 
explained step by step. After that, in Section 4, the results and 
discussions are presented. Finally, the conclusions are 
provided in Section 5. 

II. LITERATURE REVIEW 

Studies by various authors were analyzed in order to 
obtain useful knowledge for the elaboration and application of 
the grey clustering method for the evaluation of air quality. 

First, it was essential to establish the most important 
parameters to be used in order to assess air quality. In order to 
do this we rely on The Association between Air Pollution and 
Population Health Risk for Respiratory Infection: A Case 
Study of Shenzhen China [2], in which the probable 
relationship between exposure to different types of air 
pollution with respiratory problems in certain periods of time 
is analyzed. This concludes that there is indeed a relationship 
between air pollution and respiratory health problems and that 
the main pollutants were PM10, PM2.5 AND NO2. 

Similarly, we have considered the article “Short ‐ term 

Effects of Ambient Gaseous Pollutants and Particulate Matter 
on Daily Mortality in Shanghai, China” [15], which analyzes 
the effect of pollutants and gases on daily mortality in China 
over time periods. In this study the direct relationship between 
pollutants PM10, SO2, NO2 with non-accidental mortality and 
cardiopulmonary diseases in China is verified. 

Likewise, statistical information was necessary for the 
application of the grey clustering method, so the information 
provided by DIGESA in 2007 and 2012 [16] was used, which 
consists of the results obtained on the measurement of 
polluting agents for air, such as PM10, SO2, etc. It is worth 
mentioning that the data provided by DIGESA have a high 
degree of reliability, so any result obtained through them will 
also have a high degree of credibility. 
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Besides that the variables to be analyzed with the grey 
clustering method were selected. This selection was based on 
which variables were most relevant and have the greatest 
impact in terms of air pollution, in addition to their relation to 
the elements that originate from the mining industry [17]. The 
mentioned parameters are used in the grey clustering 
methodology to obtain a classification of the analyzed 
parameter. 

Finally, the research developed in “Evaluating impact of 
air pollution on different diseases in Shenzhen, China” [18] 
was considered as a review for the development of the present 
paper. Such study assess the adverse health effects of air 
pollution. This study investigates the excess risk of 6 air 
pollutants (PM 10, PM 2.5, SO2, NO2 ...) for 21 disease 
groups. Daily air quality data and 1.6 million outpatient visit 
records from Shenzhen, China are used in the study. Where 
the results show that associations between air pollutants and 
diseases vary across different disease groups. 

III. METHODOLOGY 

The methodology presented in this work, to compare the 
degree of contamination, is the grey clustering. 

To use this, we first define a set of “n” criteria (our 
classification of data to compare), a set of “s” grey classes 
(good, fair, bad, very bad) and a set of “m” objects (study 

points), according to sample values〖 x〗_ij. The steps of the 

method are as follows: 

Step 1: The center-points λ1,λ2,…,λs of the grey classes 
are defined. 

Step 2: Triangular functions are based on the relation to 
the number of “n” grey classes, which allows us to obtain the 
correspondence rule for triangular functions as represented in 
Fig. 1. 

For a   
 (   ) calculated by (1). 
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Step 3: The comprehensive clustering coefficient   
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Fig. 1. Triangular Function. 

IV. CASE STUDY 

A. Monitoring Points 

This study is based on the evaluation of air quality, which 
includes the La Oroya district as a scope, where three fixed 
stations were established in the following areas: Oroya 
Antigua, minor town of Huari and Santa Rosa de Sacco, 
installing equipment sampling for particle evaluation [19] as 
illustrated in Fig. 2. 

 

Fig. 2. Location of Monitoring Points. 

The monitoring points along with their locations and codes 
can be found in Table I. 

TABLE I. MONITORING POINTS 

cod

e 

Monitoring 

point 

Locatio

n 
District 

Altitud

e 

Coordinates 

East North 

P1 

INSTITUCIÓN 

EDUCATIVA 
NACIONAL N° 

31149 

Av. 

Brasil 

N° 222 
minor 

town of 

Huari 

La Oroya 3682 m 
40939
4 

871274
4 

P2 Vivienda 

St. Dos 

de 

Mayo 

Oroya 

Antigua 
3728 m 

40195

3 

872618

4 

P3 

Municipalidad 
Distrital de 

Santa Rosa de 

Sacco 

Street 
Mariano 

Melgar 

N° 208 

Santa Rosa 

de Sacco 
3789 m 

39748

2 

872311

2 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

452 | P a g e  

www.ijacsa.thesai.org 

B. Evaluation Parameters 

For the evaluation of air quality, the Peruvian law [20] 
establishes four levels of air quality for each parameter. The 
parameter values are shown in Table II. 

Likewise the data of each parameter collected in 2007 is 
shown in Table III. 

Besides, the data of each parameter collected in 2012 is 
shown in Table IV. 

Then, the dimensioned data for each monitoring point 
during 2007 is displayed in Table V. 

The same data regarding the year of 2012 is given in 
Table VI. 

Then the steps of the methodology according to Section 3 
are applied. 

TABLE II. AIR QUALITY LEVELS 

Levels 
Parameters 

C1 (PM10) C2 (SO2) 

λ1 Good “0 -75” “0 -10" 

λ2 Moderate "76 - 150" "11 - 20" 

λ3 Bad "151 - 250" "21 - 500" 

λ4 Care threshold > 250 > 500 

TABLE III. DATA OF EACH PARAMETER FOR EACH MONITORING POINT IN 

2007 

2007 P1 P2 P3 

C1 42.44 44.92 70.74 

C2 287.92 1237.27 64.41 

TABLE IV. DATA OF EACH PARAMETER FOR EACH MONITORING POINT IN 

2012 

2012 P1 P2 P3 

C1 38.7 28.4 48.5 

C2 11 33 7.66 

TABLE V. DIMENSIONED DATA 2007 

2007 P1 P2 P3 

C1 0.266 0.282 0.444 

C2 1.467 6.305 0.328 

TABLE VI. DIMENSIONED DATA 2012 

2012 P1 P2 P3 

C1 0.243 0.178 0.304 

C2 0.056 0.168 0.039 

Step 1: From Table II, of the air levels, the mean and 
dimensioned points were determined for each value of λ, this 
is shown in Table VII. 

TABLE VII. DIMENSIONED PARAMETERS 

 
λ1 λ2 λ3 λ4 

C1 0.235 0.706 1.255 1.804 

C2 0.025 0.076 1.325 2.573 

Step 2: From Table VII, the triangular functions [21] for 
each parameter C1 and C2 will be obtained. 

As an example, these functions will be calculated for a 
single monitoring point as shown in (3) – (10); in which (3) – 
(6) are a demonstration regarding the year of 2007, while (7) – 
(10) displays the data of the year 2012. 
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The values in Table VII were replaced in the triangular 
functions to calculate the CTWF values in each criterion for 
both years of evaluation. Such results can be found in 
Table VIII and Table IX. 

Step 3: To find the clustering coefficient, the CTWF 
values in Tables VIII and Table IX must be multiplied by a 
criterion weight. This weight is a function of the inverses of 
the dimensioned values in Table VII, such weights are given 
in Table X. 

The values of the coefficient obtained are presented in 
Table XI and Table XII, in which the maximum value is 
highlighted in yellow in order to emphasize it. 

Step 4: Finally, the classification of each sampling point is 
made according to the maximum clustering coefficient values 
for each year, obtaining the following: 
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TABLE VIII. CTWF VALUES FOR EACH MONITORING POINT FOR 2007 

P1 C1 C2 

f1 0.9348 0.0000 

f2 0.0653 0.0000 

f3 0.0000 0.8861 

f4 0.0000 0.1139 

P2 C1 C2 

f1 0.9008 0.0000 

f2 0.0992 0.0000 

f3 0.0000 0.0000 

f4 0.0000 1.0000 

P3 C1 C2 

f1 0.5565 0.0000 

f2 0.4435 0.7985 

f3 0.0000 0.2015 

f4 0.0000 0.0000 

TABLE IX. CTWF VALUES FOR EACH MONITORING POINT FOR 2012 

P1 C1 C2 

f1 0.9836 0.4010 

f2 0.0164 0.5990 

f3 0.0000 0.0000 

f4 0.0000 0.0000 

P2 C1 C2 

f1 1.0000 0.0000 

f2 0.0000 0.9267 

f3 0.0000 0.0733 

f4 0.0000 0.0000 

P3 C1 C2 

f1 0.8540 0.7346 

f2 0.1460 0.2654 

f3 0.0000 0.0000 

f4 0.0000 0.0000 

TABLE X. CRITERION WEIGHT FOR EACH PARAMETER 

 
λ1 λ2 λ3 λ4 

C1 0.098 0.098 0.514 0.588 

C2 0.902 0.902 0.486 0.412 

TABLE XI. VALUES OF THE CLUSTERING COEFFICIENTS FOR 2007 

2007 λ1 λ2 λ3 λ4 

P1 0.091 0.006 0.431 0.047 

P2 0.088 0.010 0.000 0.412 

P3 0.054 0.764 0.098 0.000 

TABLE XII. VALUES OF THE CLUSTERING COEFFICIENTS FOR 2012 

2012 λ1 λ2 λ3 λ4 

P1 0.458 0.542 0.000 0.000 

P2 0.000 0.836 0.036 0.000 

P3 0.663 0.239 0.000 0.000 

Regarding the year of 2007: 

 For P1,  *  
 +              

    where k=3. Therefore, P1 
belongs to bad grey class. 

 For P2,  *  
 +              

    where k=4. Therefore, P2 
belongs to care threshold grey class. 

 For P3,  *  
 +               

    where k=2. Therefore, P3 
belongs to moderate grey class. 

Regarding the year of 2012: 

 For P1,  *  
 +              

    where k=2. Therefore, P1 
belongs to moderate grey class 

 For P2,  *  
 +               

    where k=2. Therefore, P2 
belongs to moderate grey class 

 For P3,  *  
 +             

     where k=1. Therefore, P3 
belongs to good grey class 

V. RESULT AND DISCUSSION 

A. About the Case Study 

In this section, the results obtained regarding the air 
quality of the city of La Oroya and its relationship with the 
activity of the city's metallurgical complex will be presented. 

Regarding the results obtained in 2007, it was observed 
from the three monitoring points that none of them registered 
good air quality, in accordance with the air quality incidences 
of the Peruvian state [22]. 

Likewise, it is possible to establish that the three control 
points have different air qualities despite being in the same 
province. Thus, it is established that control point P3 presents 
better air quality than points P2 and P1, and that control point 
P1 presents better air quality than point P2, obtaining the 
following relation: 

P3>P1>P2 

On the other hand, regarding to the results achieved in 
2012, it was observed that the P3 monitoring point recorded 
good air quality and, as for the other two points, air quality 
was improved, compared to 2007 [16]. 

It is also possible to establish that the three control points 
have different air qualities, which provides that the P3 has a 
better air quality than points P2 and P1. Following the order 
registered in 2007. 

In a comparison between the results obtained in 2007 and 
2012, we can see an improvement in air quality, which can be 
explained by the closure of the metallurgical complex La 
Oroya between June 2009 and August 2012, the month in 
which the zinc plant resumes its operations [23]. 

Finally, if a comparison is made between the distances of 
the control points and the metallurgical complex, it is observed 
that the tracking point P1 is 15 km away, P2 is 0.5 km and P3 5 
km away; however, point P1 records a worse air quality than 
point P3, this is due to the direction of the air currents that are 
recorded in the area. 
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B. About the Methodology 

In relation to the method, grey clustering, was applied in 
the analysis of 10 particulate matter (PM10) and sulfur 
dioxide (SO2), with which it was possible to obtain 
clusterization equations and assign weights to each of the 
pollutants, which allows us to establish the quality of air from 
the city of La Oroya with respect to each pollutant analyzed. 

It should be noted that in this work the weights were 
assigned to the specified pollutants starting from the use of the 
grey clustering method; however, it is necessary to establish 
an in-depth evaluation of the weight corresponding more 
precisely to each pollutant. 

VI. CONCLUSIONS 

The air quality in 2012 compared to 2007 shows an 
improvement in all the evaluated control points, which may be 
due to the fact that in this period the mining company entered 
into a total temporary freeze due to social and environmental 
conflicts. Likewise, it was also observed that the control 
points closer to the metallurgical complex did not necessarily 
record lower air quality relative to the more distant monitoring 
points, this may be due to the trajectory of air currents in the 
area. 

It also has been demonstrated that along with the grey 
clustering and CTWF method an air quality analysis can be 
made based on specific points or on different points in the 
time series throughout the year, since it is based on the theory 
of the grey system, which analyzes the uncertainty and 
therefore its use in the evaluation of air quality is appropriate 
due to the high uncertainty that it possesses. 

The method used in this work can be considered as an 
appropriate option for the evaluation of nitrogen dioxide in the 
air, since no continuous record of this contaminant has been 
found by DIGESA, in the period that this research was carried 
out. On the other hand, it is suggested to analyze the possible 
relationship between respiratory infections and the various air 
pollutants in La Oroya. Finally, it is recommended to analyze 
the air quality in the cities surrounding the city of La Oroya 
and its possible linkage with the metallurgical complex in 
future studies for a better understanding of the topic and its 
evolution in this context. 
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Abstract—This paper presents a deep learning based 

intelligent text recognition system with touching and overlapped 

characters. The robustness and effectiveness in the proposed 

model are enhanced through the modified configuration of 

neural network known as Deep Wavelet Neural Network 

(DWNN). The capability of deep learning networks to learn 

efficiently from an unlabeled dataset has attracted the attention 

of many researchers over the last decade. However, the 

performance of these networks is subject to the quality of the 

dataset and invariant image representation. Numerous optical 

character recognition techniques have also been presented in the 

recent years, but the overlapped and touching characters have 

not been addressed much. The nonlinear and uncertain 

representation of image data in case of overlapped text adds 

severe complexity in the process of feature extraction and 

respective learning. The proposed architecture of DWNN uses 

fast decaying wavelet functions as activation function in place of 

conventional sigmoid function to cope up with the uncertainties 

and nonlinearity of the data representation in overlapped text 

images. It comprises of cascaded layered architecture of 

translated and dilated versions of wavelets as activation functions 

for the training and feature extraction at multiple levels. The 

local transformation and deformation variation in the visual data 

has also been taken care efficiently through the modified 

architecture of DWNN. Comprehensive experimental analysis 

has been performed over various test images to verify the 

effectiveness of the proposed text recognition system. The 

performance of the proposed method is assessed with the help of 

the metrics, namely, estimation error, cost function and 

accuracy. The proposed approach will be implemented in 

MATLAB. 

Keywords—Text recognition; overlapped characters; deep 

wavelet neural network; feature extraction; segmentation; basis 

function; optical character recognition 

I. INTRODUCTION 

The field of optical character recognition has attracted a lot 
of attention over the last two decades due to its capability to 
extract the meaningful information from the printed or 
handwritten text. It has been used successfully in the 
applications like automatic language translation, text to speech 
converters, smart scanning devices, text summarization, 
automated postal address and ZIP code reading, bank cheque 
reading, etc. The characters are recognized through the process 
of conversion of these characters into the machine-readable 
formats like ASCII code. The intended information is extracted 
from the images based on a thorough analysis of the text and 
graphical features of the document. Both these feature sets are 
processed to deal with the textual and non-textual component 

of the image of the document. The non-textual components 
involve company logos, emoticons, make up line diagrams, 
delimiting lines between text, etc. The variety and diversity 
introduced in text extraction through different font sizes, font 
types, and orientation make the problem of OCR even more 
challenging [1-3]. 

A typical framework of OCR involves the process of 
preprocessing, segmentation, feature extraction and 
recognition. These processes need to be robust as well as 
efficient to present an accurate text extraction model. Various 
techniques have been proposed by numerous researchers to 
address the problems and challenges faced at these processes. 
However, segmentation process is the most complicated stage 
in OCR because of its dependency over large number of factors 
including the quality of scanner/camera, illumination, font 
type, font size, orientation, angular features, ink diffusion, etc. 
[4]. The process of feature extraction and recognition is also an 
important phase of OCR as it governs the accuracy of the 
overall process. Various techniques ranging from statistical 
models to deep learning framework have been proposed for the 
text recognition based on the characteristics of the features of 
documents [5-8]. 

The overall performance of any OCR technique relies 
majorly upon the quality of image. Presence of noise in the 
image can greatly degrade the efficiency and accuracy of the 
process. Although the preprocessing phase is responsible to 
filter out the noise present in the image, but it is subject to the 
type of the respective noise. It is also assumed in most of the 
OCR techniques that the text lines are equitably straight and 
the distance between neighboring text lines is precise. 
However, these assumptions could be characterized for text 
with overlapped characters and slanted orientation. Therefore, 
the complexity associated with the problem of extracting the 
text from the images with overlapped or touching characters 
has attracted the attention over the last few years. But 
extremely limited work has been done in this field so far. The 
major problem in designing an efficient OCR framework for 
overlapped or touched characters is to eliminate the noise from 
the binary images and smooth them for the feature extraction 
and recognition. The training algorithm must be intelligent and 
adaptive enough to deal with the abrupt feature variations 
generated due to the overlapping [9-12]. 

Various machine learning and deep learning algorithms 
have been presented by the researchers for the feature 
extraction and recognition of text from images. But their 
accuracy is greatly subject to the textual distribution. Even the 
best OCR techniques for normal text distribution are found to 
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perform very poorly for the overlapped characters images. This 
is because of the reason that the training of the intelligent 
framework is done through the datasets where the characters 
are distant and clearly separated from each other [13]. The 
same network fails to recognize the characters in case of 
overlapped distribution. Therefore, it requires an adaptive 
intelligent model which could be able to mitigate the effects of 
sharp and abrupt changes in the text features distribution. 

Some novel configurations of deep neural networks like 
Convolutional Neural network (CNN), Long Short-term 
Memory (LSTM)/ Recurrent Neural Network (RNN), 
Generative Adversarial Network (GAN), etc. have got a lot of 
appreciation and attention due to their superior learning 
characteristics and efficient classification performance [14-18]. 
These networks have also been implemented by various 
researchers for OCR problems with varying complexity. 
However, these networks could not be able to present the 
promising results in highly dynamic and uncertain feature 
distribution space. The capability of these networks to provide 
a fast decision making with long term learning and lesser time 
complexity is limited and therefore the derived model is found 
to be conservative learning model. The major reason behind 
this is the basis function used in these networks which is not 
orthogonal in nature and results into an inefficient and non-
unique representation of decision space. Neural networks with 
non-orthogonal activation functions cannot guarantee the 
convergence of the learning curve and may get trapped in local 
minima for certain initial conditions [19]. 

These limitations of conventional neural network 
framework have been addressed in some literatures and various 
novel activation functions have been proposed. However, the 
replacement of sigmoid functions in DWNN by rapidly 
decaying functions known as wavelets has generated very 
promising results for the dynamic and uncertain feature 
distribution and larger decision space. Due to the time-
frequency localization property of wavelet function, the 
learning characteristics are found be immensely improved as 
compared to the conventional DWNN [20]. These modified 
networks are also named as Wavelet Neural network 
(WNN)/WaveNets as they augment the learning potential of 
conventional neural network architecture with the identification 
and decomposition ability of wavelets.  

Deep learning techniques have proved their superiority over 
traditional approaches for pattern recognition problems. 
However, the complexities associated with the overlapped and 
touching characters in a text requires even deeper approaches. 
This paper presents an intelligent and robust deep learning 
framework, DWNN for the text extraction from the images 
with overlapped and touching characters. The textual and 
image features distribution is very abruptly and randomly 
distributed in case of overlapped scripts, loosely configured 
characters, broken characters, connected characters. They are 
major cause of segmentation errors and result in inaccurate 
recognition. The application of high performance DWNN to 
learn and recognize the characters can greatly enhance the 
overall OCR performance. The major contributions of this 
research work can be mentioned as follows: 

 Deriving the mathematical framework of the proposed 
DWNN using multiple layers. 

 Exploiting the features distribution from even the local 
patches of the images through the localized spectral 
nature of activation function. 

 Employing high dimensional deep feature 
representation. 

 Analyzing the performance of the proposed framework 
for different challenging character variations. 

 Attaining the best possible accuracy for the noisy, 
overlapped, and touching characters. 

The paper is organized as follows: Section II deals with the 
literature survey through the analysis of related work. The 
mathematical framework of the proposed DWNN is given in 
Section III. The proposed DWNN based text extraction 
strategy for overlapped characters is discussed in Section IV. 
Effectiveness of the proposed strategy is illustrated through the 
simulation analysis in Section V while Section VI concludes 
the paper. 

II. RELATED WORK 

The potential applications of OCR in various fields have 
attracted a lot of researchers to pursue research in this field. 
Numerous algorithms have been presented over the last decade 
for various stages of OCR viz. preprocessing, segmentation, 
feature extraction and recognition. Various techniques for the 
preprocessing of the images are presented by the researchers 
depending upon the type of images. Some commonly used 
techniques are noise removal, skew removal, thinning, 
morphological operations, etc. [21-23]. However, the most 
challenging aspect of OCR is the segmentation of images 
because of the diversity in the characteristics of text. It is also 
the most dominating phase of the OCR technique as the overall 
performance is depending upon the quality of segmentation. 
Because a single segmentation technique cannot be suitable for 
all type of textual distribution, many segmentation techniques 
have been proposed over the last decade [24]. 

Most of the segmentation techniques presented in the 
literature are based on the assumptions that the textual 
distribution is uniform, equidistant, and straight. But 
segmentation of overlapped and touching characters has not 
been addressed vastly and remained an open-ended problem.  
Farulla et al. [25] addressed this problem and proposed a fuzzy 
logic-based approach by combining various segmentation 
techniques altogether. Fuzzy rule base was prepared to derive a 
combined segmentation methodology which is robust to the 
noisy data. Garain and Chaudhuri [26] have implemented a 
multiple factors-based approach for the segmentation of 
touching characters in a printed text. The factors taken in the 
respective analysis were middleness, transitions and blob 
thickness. An algorithm was derived to facilitate the 
segmentation using these parameters. Nomura et al. [27] 
presented a histogram-based method for the primary character 
segmentation followed by morphological thickening and 
thinning operation to segment the overlapped characters. 
However, the accuracy was subject to the variation of textual 
data. A novel Harrow space filter was proposed by Tian et al. 
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[28] for the license plate character recognition. They have 
augmented weighted map algorithm to add robustness to the 
segmentation approach. Zheng et al. [29] have presented a 
segmentation technique for Arabic characters using the 
structural properties. They have utilized the vertical projections 
and some heuristics of these properties to differentiate between 
background and foreground regions to detect isolated 
characters. Similarly, the projections and statistical 
dimensional information was used for the Devanagari 
characters segmentation by Bansal and Sinha [30]. 

The problem of feature extraction and pattern recognition 
has also been addressed by the researchers to enhance the OCR 
performance. Various techniques like Syntactical Analysis, 
Neural Networks Template Matching, Hidden Markov Models, 
Bayesian Theory, etc. have been implemented for the efficient 
and robust recognition for different languages. E. B. Lacerda 
and C. A. Mello [31] presented a Self-Organizing Maps (SOM) 
based approach for the separating the touching characters. 
They have used the skeletonization process to cluster the 
feature points. Elnagar and Alhajj [32] proposed a technique to 
isolate the handwritten digit strings by normalizing and 
thinning which helped in identifying the feature points. These 
points are derived through the decision line from the deep 
points in the image. Gattal et al. [33] extended the research by 
combining different segmentation approaches based on 
configuration links between overlapped digits. They have used 
the sliding window Radon transform of these segmentation 
techniques to take the decision about selecting or discarding a 
digit image. Histograms of the vertical projection have also 
been used here for the contour analysis. 

The computation cost associated with these segmentation 
techniques has posed serious concern during the real time 
implementation of OCR techniques. To deal with the issue of 
over-segmentation, several researchers have transformed the 
problem of segmentation and classification into a sole problem 
of recognition which does not involves these heavy 
segmentation algorithms. D. Ciresan [34] and A. G. Hochuli et 
al. [35] derived a convolutional neural network (CNN) 
framework for the recognition of these digits. These CNNs are 
trained over the datasets including isolated and touching text. 
Both these research works have avoided heavy segmentation 
issues, but their performance was subject to the availability of 
large datasets. H. Zhan et al. [36] have improved the OCR 
performance by combining Connectionist Temporal 
Classification (CTC) with Recurrent Neural Network (RNN). 
The features of the input image were extracted through the 
residual network and RNN was employed to derive the 
contextual information through these features. CTC model was 
derived to tune the parameters of the network for accurate 
classification.  Zhang et al. [37] replaced RNN with DenseNet 
to further enhance the efficiency of the previous designs. These 
OCR frameworks have improved the recognition accuracy and 
efficiency, but the high computation complexity has remained 
the point of concern for the researchers. 

Various configurations of deep learning have been applied 
for the problem of character recognition, but the performance 
of these techniques is subject to the availability of large 
training dataset. Also, their performance in dynamic and 
random environments cannot be guaranteed due to its 

dependency on initial conditions and uncertain convergence 
characteristics. The learning characteristics and weight 
adaptation is also found to be affected by the choice of a 
suitable activation function. Zhang et al. [38] has recently 
proposed a novel framework of neural network by replacing 
the sigmoid function by fast decaying wavelet function which 
presented better convergence rate and learning capabilities due 
to the space and frequency localization property of wavelets. 
Owing to the superior learning characteristics, this modified 
configuration of neural network known as Wavelet Neural 
network (WNN) has been used by the researchers in the fields 
of engineering where the feature space is highly dynamic and 
uncertain like object tracking, automatic control, advance 
communication, etc. [39]. WNN is used in this paper for the 
character recognition in overlapped and touching characters as 
the textual features distribution is uncertain and random in 
these types of images. 

III. DEEP WAVELET NEURAL NETWORK FRAMEWORK 

The real potential of any neural network configuration is 
dependent on the activation function used for the learning of 
the network. Various activation functions like sigmoid, ReLU, 
fuzzy, etc. have been used by the researchers traditionally for 
variety of applications [40]. However, the performance of these 
functions for the data distribution with high diversity and 
randomness could not be guaranteed due to the globally 
defined nature. DWNN are the modified framework of 
conventional neural network architecture with translated and 
dilated versions of wavelet functions as activation function. 
The spectral characteristics of wavelets are explored to select 
the best suited wavelet for a typical data sample space. The 
dyadic translation and binary translation of the wavelets in a 

subspace 2 ( )L   are used as basic functions for the data 

processing at the nodes of the wavelet network. Universal 
approximation property of neural network architecture deduces 
that the linearized combination of these basis functions is 

further used to evaluate the estimation function
2 ( )L   . 

A typical configuration of the DWNN is shown in Fig. 1. It is a 
four layered architecture namely input layer, wavelon layer, 
product layer and output layer. The preprocessing of the data is 
done at the input layer while the wavelon layer passes the data 
through the wavelet activation function. The deep features of 
the data are extracted at this layer through the translated and 
dilated versions on the wavelet function. The product of the 
outcome of these processed outcomes is then evaluated at the 
product layer and the decision is provided through the output 
layer. 

The n dimensional biased network with m nodes generates 
the output as 

   , , , ,T Tx x         
            (1) 

where  1 2, ,...,
T n

nx x x x R   is the input vector, 

 , ,...,  and , ...,
TT mxn mxn

m mR R          
       are 

translation and dilation parameters respectively, 

, ...,
T m

m 
         is wavelet function and 
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, ...,
T m

m 
         represents the respective bias 

function. The weights and bias function of the network are 
represented as

   ,..,  and ,..,
T Tm m

m mR R         

 respectively. 

Optimization of the network parameters is the most 
important aspect of any deep learning network as it governs the 
nature of the learning curve of the network. The best 
approximation of the desired function can be attained through 
the optimal parameter vectors. The optimization of the network 
is achieved through an estimate function defined as: 

ˆ ˆ ˆ( ( )) ( ( )) ( ( ))T Tx n x n x n     
           (2) 

where ˆ ˆ,   are the estimates of the optimal values of the 

network parameters *,  respectively. The problem of 

optimization is reframed in terms of estimation error defined as 

 

ˆ( ( )) ( ( )) ( ( ))

( ) ( ( )) ( ( )) ( ( ))T T

x n x n x n

n x n n x n x n

  

   

  

   
          (3) 

The objective is now to reduce the value of estimation error 

  to an arbitrarily small value by carefully selecting the 

number of resolutions. The adaptive algorithm used to tune the 
weights of the NN framework is derived through gradient 
descent algorithm. The respective tuning laws for the weights 
are derived as: 

( )
( 1) ( ) ( ) ( )

( )

e n
n n n n

n
    



 
       

          (4) 

where the learning rate and tuning weights are represented 
as  and  respectively. The weights are modified till the 

estimation error is not minimized to exceedingly small value. 
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Fig. 1. Architecture of Wavelet Neural Network (WNN). 

IV. PROPOSED METHODOLOGY 

The text recognition framework for the overlapped 
characters using DWNN is shown in Fig. 2. The overall 
process is divided into following phases: Preprocessing, 
segmentation, Classification, and recognition. The proposed 
framework for the DWNN based OCR for overlapped 
characters is shown in Fig. 2.The process is discussed in detail 
below: 

Preprocessing: The preliminary process icing of the images 
is performed at preprocessing stage which includes 
binarization, noise filtering, skew correction and thinning. 
Binarization is performed over the image to transform it from 
RGB to grayscale. A threshold is chosen in this process to 
separates the foreground and background information. 
However, it is overly complex problem in cases where the 
contrast between text pixels and background is low. The thin 
text strokes or non-uniform illumination during image 
capturing may result in background bleeding into text pixels 
during digitization. Multi-thresholding is performed here to 
identify the relevant gray level information and eliminate the 
noise and isolated points. The pixel values of the input image 
are first provided to the multi-threshold module which 
compares their values with the upper and lower threshold 
values. If the data is within the range defined through the 
threshold levels, the pixel data is assigned as 1, otherwise it 
will be assigned the value of 0. It results into the binary 
distribution of the text image which could further be used for 
the respective analysis. The resultant digital image may be 
subject to some disturbances or noise due to the undesired 
aspects in optical scanning devices and camera. This noise is 
removed during preprocessing through suitable filters. The 
typical noise present in the scanning process is salt and pepper 
noise because of the quality of paper scanned and parasitic 
components. The filtering of these noises may result into some 
edge losses; therefore, median filter is used in this work so as 
to preserve the edges of the text images. 

 

Fig. 2. Proposed Methodology. 

Preprocessing 
Stage 

• Noise removal 

• Binarization  

• Skeletonization 

• Feature Extraction 

Segmentation 
Stage 

• Segment overlapped region using Thresholding 
and Blob analysis 

• Detect lines and curves coordinates using 
Freeman Chain Code 

Classification and 
Recognition Stage 

• DWNN Based Classification and recognition 
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Skew correction is then performed over the filtered images 
to remove any kind of disorientation of text in the images. The 
skew of the scanned document image specifies the deviation of 
its text lines from the horizontal or vertical axis. The projection 
profiles are used as a suitable feature for skew detection after 
extracting the black text pixels for analysis. The shape of the 
characters is then extracted using the thinning process by 
exploring the pixel distribution of the characters smoothly. The 
process of preprocessing used in this work is shown in Fig. 3. 

Segmentation: The most important process of the proposed 
work is segmentation which is responsible for efficient split of 
the overlapping and touching characters in a text image. The 
overall performance of the OCR is dependent on the 
correctness of segmentation as the corresponding features of 
the segmented images are used for the recognition and 
classification. Keeping the seriousness of this process in view, 
Blob analysis-based method is used for the segmentation in this 
paper. The filtered pixels are classified or clustered in Blob 
analysis based on the respective pixel values. If the pixel value 
is nearly equal to the neighboring pixel value, then they are 
kept in a same blob. This process results into number of 
clusters or blobs having same kind of pixel distribution and 
spectral characteristics. The segmentation in this paper is 
performed using the blob adjacency analysis where each pixel 
is checked with its eight neighbor pixels on vertical, horizontal, 
and diagonal axes. 

The projection profiles of these blobs and the connected 
component analysis are used to derive the blob classification. 
The performance for the overlapped and touching characters is 
further improved by applying the dilation and erosion over the 
merged characters. 

The shape and size of the blobs are identified in this work 
using the Freeman chain coding with eight connectivity 
approach which derives the boundary of the blob contour.  
Chain codes use the connected sequence of straight-line 
segments of specified length and orientation to identify the 
boundary. Freeman chain coding is a linear structure derived 
through the quantization of the trajectory traced by the centers 
of adjacent boundary elements in a pixel array. The respective 
code is generated by the clockwise or anticlockwise scanning 
of the boundary and assigning the orientation value to the 
segment connecting each pair of pixels. This process for the 
shape and size identification results into a compact and 
translation independent representation of a binary contour. It 
also provides a lossless compression and preserving capacity 
for all morphological or topological information. 

 

Fig. 3. Preprocessing Framework. 

Classification and Recognition: Various features of blobs 
are extracted in this work to derive the dataset which is used 
for the training of the deep learning network. The selection of 
the features plays a particularly important role in defining the 
performance of the character recognition. In this work, the 
parameters selected and extracted for the training are based 
upon the blob analysis. These features resemble the shape, 
texture, blob area, perimeter, corners, etc. which are generated 
through the skeletonization process. The respective feature 
vector is derived by dividing the blob zones into various 
windows of equal size and the respective chain codes are used 
to derive the parameters like number of horizontal lines, 
vertical lines, right diagonal lines and left diagonal lines. These 
features are then used for the training of the proposed DWNN 
framework. It is responsible for the final decision making 
about the characters which are to be extracted from the text. 
The feature dataset is divided into two parts, training dataset, 
and testing dataset. The derived feature vector is denoted as X 
as. 

1 2, , , nX f f f
             (5) 

Where n denotes the number of blob zones and f represents 
the respective feature sets. DWNN is trained with these feature 
sets to derive a recognition model for the overlapped and 
touching characters in the text. 

The recognition model is derived from (1) as 

   , , , ,T TX X         
           (6) 

The wavelet ( ) used in the proposed DWNN model is 

Mexican hat wavelet which has shown best resolution 
performance in analyzing the sharp features in the data 
distribution. It has two side-lobes and central peak as shown in 
Fig. 4 and therefore known as second Gaussian wavelet (g2 
wavelet) as well. It is the negative normalized second 
derivative of a Gaussian function. The mathematical 
description of Mexican hat wavelet can be derived by 
evaluating the second derivative of the Gaussian probability 
density function (pdf) as 

2

2
2
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4

2
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t
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            (7) 

where   represents the standard deviation of the Gaussian pdf. 

The proposed DWNN model used for the text extraction 
comprises of three nodes and the weights and bias of the 
network are tuned and optimized using the gradient descent 
algorithm over the error value derived in (4) as: 

( )
( 1) ( ) ( ) ( )

( )

e n
n n n n

n
    



 
       

          (8) 

The recognition accuracy is considered to evaluate the 
performance of the proposed DWNN based text extraction 
strategy. 
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Fig. 4. Mexican Hat Wavelet. 

V. EXPERIMENT RESULTS AND DISCUSSION  

The performance of the proposed DWNN based text 
recognition with overlapped characters is assessed through the 
experimental analysis in MATLAB. The recognition capability 
of the proposed deep learning network is evaluated based on 
some metrics namely estimation error, cost function and 
Accuracy.  More than 100 images with overlapped and non-
overlapped characters are taken for the experiment with 80 % 
used for training and 20% for testing purpose. Fig. 5 shows the 
variation of cost function with respect to time and reflects the 
efficacy of the optimization algorithm for the tuning of the 
proposed DWNN. The variation of estimation error is shown in 
Fig. 6 which clearly reflects the learning characteristics of the 
network. The values of the estimation error are converging and 
ranging around zero as the learning goes on. 

The performance of the proposed DWNN based character 
recognition is also shown by the accurate segmentation of the 
characters in the input images. The input images along with 
their respective segmentations are shown in Fig. 7 to 10. 
Although the accuracy of OCR in case of overlapped or 
touching character solely depends upon the quality of 
segmentation which relies on the quality of the image, the 
recognition capability has been evaluated in terms of average 
accuracy and found to be around 94 percent.  The fast 
convergence rate of the proposed deep learning network can 
easily been deduced from the sharp decrease in the value of 
estimation error. It also represents the impact of using wavelet 
function as the activation function in the conventional neural 
network framework. The capability of wavelet as kernel in the 
neural network framework is also reflected from the efficient 
classification. 

 

Fig. 5. Cost Function v/s Time. 

 

Fig. 6. Estimation Error v/s Time. 

 

Fig. 7. Input Image 1. 

 

Fig. 8. Segmented Image 1. 
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Fig. 9. Input Image 2. 

 

Fig. 10. Segmented Image 2. 

VI. CONCLUSION 

A deep learning based intelligent text recognition is 
presented in the paper which has used DWNN to enhance the 
learning capabilities of the conventional deep learning models. 
Mexican hat wavelet has been used as the activation function 
to mitigate the impact of uncertainties and randomness in the 
data distribution over an image. The challenging problem of 
segmentation and recognition of overlapped or touching 
characters has been addressed in this paper. The segmentation 
is achieved through the combination of blob adjacency analysis 
and Freeman chain coding technique. The extracted features 
are used for the training of the proposed DWNN model. 
Cascaded layered architecture of the translated and dilated 
versions of wavelet function is used to derive the complete 
framework of the DWNN. Tuning laws have been derived 
through gradient descent algorithm to achieve the optimal 
learning characteristics. The performance of the proposed deep 
learning framework is evaluated through the experimental 
analysis in terms of estimation error and cost function which 
has reached to a desirable range within an exceedingly small 
amount of time. The segmentation part of the process is found 
to be the most crucial aspect of OCR and it is subject to the 
nature of connectivity between the characters. The future 
aspect of this research is to add more robustness during the 
segmentation process to make the proposed model more 
effective even for the characters with high degree of 
superposition and overlapping. 
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Abstract—This is the age of information. Now-a-days 

everyone communicates with each other by means of digital 

systems. Humans are always communicating with each other on 

the go. On-demand broadcasting is an efficient way to broadcast 

information according to user requests. In an on-demand 

broadcasting network, anyone can satisfy multiple clients in one 

broadcast which helps to fulfill the enormous demand of 

information by clients. The optimized flow of digital data in a 

network through the transmission of digital evidence about 

messages is called network coding. The “digital evidence” is 

composed of two or more messages. Network coding 

incorporated with data scheduling algorithms can further 

improve the performance of on-demand broadcasting networks. 

Using network coding, anyone can broadcast multiple data items 

using single broadcast strategy which can satisfy the needs of 

more clients. In this work, it is described that network coding 

cannot always maintain its superiority over non-network coding 

when the system handles different sized data items. However, the 

causes of performance reduction on network coding have been 

analyzed and THETA based dynamic threshold value integration 

strategy has been proposed through which the network coding 

can overcome its limitation for handling heterogeneous data 

items. In the proposed strategy, THETA based dynamic 

threshold will control which data item will be selected from the 

Client Relationship graph (CR-graph) so that large sized data 

items cannot be encoded with small sized data items. Simulation 

result shows some interesting performance comparison. 

Keywords—Network coding; scheduling algorithms; CR graph; 

wireless broadcast; simulation; LTSF; STOBS; performance metric 

I. INTRODUCTION 

Now-a-days almost everyone carries a portable cellular 
computing device from a laptop computer to smartphone. All 
these devices share information to the network on the go. This 
also requires an infrastructure that does not require a user to 
maintain a fixed connection in the network and allows 
mobility. Wireless networks require mobility, distributed 
sensing and city-wide internet connectivity. For broadcasting 
the data to the client, network coding uses the limited 
bandwidth of the wireless efficiently [17] [23]. Network 
Coding, as a field of study is young which was first introduced 
in [27] [30]. It is a new concept. Study on the performance of 
network coding shows that it can utilize the available limited 
bandwidth of the network to achieve improved throughput in 
multicast communication [16] [31] [32]. Network coding is 
applied on on-demand broadcasting network [14] [23] [28]. 
Here the server broadcasting the data has the information of 

every client it is broadcasting. Server uses this information to 
keep track of the data received by clients. Then the server 
encodes data and broadcasts them on the network. All the 
clients receive the encoded data and use its own received data 
to decode the encoded data. Using network coding, a server 
can serve multiple requests at the same time [17] [22]. 

Network coding can increase the performance of a 
broadcasting network in many aspects. It increases 
throughput, robustness, security in network as well as 
decreases deadline miss ratio, stretch, response time [17]. But 
while working on heterogeneous data items, network coding 
has some drawbacks [9]. It does not perform well as it has 
been on singular data items [29]. It is caused by the encoding 
technique which is used in network coding [15]. In XOR 
encoding, we encode the data items that are found in the 
maximum clique from the CR-graph [4] [7] [24] [25]. CR-
graph is constructed through the data regarding clients’ 
relationships of requested and cached data items [4] [7]. In the 
proposed THETA based dynamic threshold value integration 
strategy, the drawbacks of the traditional network coding 
approach in the scenario of heterogeneous data items have 
been minimized. Large sized data items and small sized data 
items have been filtered and encoded separately for improving 
the performance of network coding. 

The rest of this paper is organized as follows. Section II 
contains related work. Section III illustrates the system model 
for implementing our proposed strategy. Section IV describes 
the performance evaluation. Our final thoughts are included in 
Section V. 

II. RELATED WORK 

G. G. Md. Nawaz Ali, Yuxuan Meng et al. [1] performed 
simulation-based analysis based on top of generalized 
encoding model on both in homogenous as well as the 
heterogeneous environment for measuring the effectiveness 
plus adaptability of network coding assisted scheduling 
algorithms. They analyzed the performance of diverse 
scheduling algorithms both in non-coding then their proposed 
coding method utilizing dissimilar performance metrics. 

Yuxuan Meng, Edward Chan at al. [2] analyzed the effect 
of network coding with different scheduling algorithms. They 
conducted various experiments to measure the performance of 
broadcasts considering standard access moment, due date 
ignores relative amount along with typical stretch out. 
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Cheng Zhan, Victor C. S. Lee et al. [3] proposed a 
generalized framework so that data scheduling algorithms can 
be incorporated with network coding for broadcasting on 
demand requests. They described that with coding, 
performance can be improved using different scheduling 
algorithms. 

Jun Chen, Victor C. S. Lee et al. [4] proposed a new 
coding strategy named AC, for implementing an efficient 
coding mechanism. They also proposed two coding assisted 
algorithms named ADC-1 and ADC-2 considering data 
scheduling and network coding. Their simulation results 
showed that response time was dynamically reduced using 
both ADC-1 and ADC-2. They also showed that ADC-1 and 
ADC-2 performed better than conventional and other coding 
assisted algorithms. 

Mohamed A. Sharaf and Panos K. Chrysanthis [8] 
proposed a new scheduling algorithm named STOBS-α for 
grouping requests and only one-time delivery of broadcasting 
results to the clients. Their proposed heuristic on demand 
algorithm was experimented using access time and fairness for 
mobile clients. 

III. NEED OF THE IMPROVEMENTS 

From studies it is noted that when there is no difference in 
data item size, there is no problem in encoding. For instance, 
if it is needed to encode three data item d1, d2 and d3 of unit 
size 1, the size of encoded data item d1⊕d2⊕d3 is also 1. But 
when we have to encode data items with different size then 
there is a slight problem. In this condition, the encoded data 
item's size is the size of the largest item selected for encoding. 
Let the size of d1 is 1 unit, d2 is 3 unit and d3 is 7 unit. Then 
the size of encoded data item d1⊕d2⊕d3 is 7 unit. In 
traditional network coding, large data items are selected with 
small data items for encoding which in terms cause 
performance reduction. That also leads to increased stretch 
and response time, thus hampering the performance of the 
network [12]. Traditional scheduling algorithms [5] [12] [18] 
are able to perform better than network coding in such 
conditions. For this reason, a new modified strategy in 
network coding has been established to handle heterogeneous 
data items with ease for maintaining an improved throughput, 
stretch and response time. The contribution of this paper is as 
follows: 

1) To design a system model, where the server maintains 

the specification of network coding. 

2) To implement the proposed modified strategy which 

will eliminate the drawback of network coding for 

heterogeneous data items. 

3) To simulate, integrate and analyze our proposed 

approach with other existing basic scheduling algorithms and 

compare their performances. 

IV. SYSTEM MODEL 

A. System Architecture 

To fulfill more requests earlier than their due dates as well 
as to assure operative utilization of the constrained bandwidth 
are the main goals of real-time scheduling and coding. Our 

system architecture is based on top of the conventional on 
demand broadcast set-up [4] [7] [10] [14] [18]. The 
architecture is shown in Fig. 1. The system is set aside by one 
server with a number of end devices. All end devices have a 
local cache along with provisions for a certain data core which 
is broadcasted by the server [1] [13]. Due in the direction of 
the obligatory room of the end device’s caches, a certain 
guiding principle is applied intended for cache substitution. If 
the inquired data core cannot be initiated in its cache, the end 
device sends a request, and its active cache stand-in data to the 
server through an uplink tunnel [1]. All requests conceivably 
will necessitate auxiliary data portion from the server. Later 
than transfer requests headed for the server, end devices listen 
to the broadcast tunnel to recapture their requested data [1] 
[13]. It is presupposing that an end device doesn’t cache this 
arriving encoded information but it cannot decode any asked 
data piece by utilizing this encoded information. If an end 
device gets and decodes every requested data substance earlier 
than the time limit, in that case, the requests can be content. In 
other cases, the request misses its time limit as well as there is 
no value to the end device [4]. 

On receiving a request, the server embeds it into a service 
queue. A request holds up to be scheduled in the service queue 
until every one of its requested data substances are 
broadcasted otherwise it gets to be infeasible for scheduling 
[1] [20]. When the leftover slow-moving phase is smaller than 
the compulsory phase obligatory towards broadcast every one 
of the leftover unprocessed data substances, the appeal is 
considered impossible to be scheduled [1]. A request is 
removed from the service queue and becomes infeasible, if it 
misses its required deadline [1]. The server primarily recovers 
the asked information substance put away within the local 
database based on top of certain scheduling algorithms then, in 
that case, encodes the data substance based on data concerning 
end devices' cached and requested data substance. Lastly, the 
server broadcasts the encoded information via the downlink 
tunnel. Inside our model, server and end devices purely 
exploit the basic XOR operations to encode and decode 
information [3] [7] [30]. Therefore, the encoding, as well as 
decoding operating cost and hold-up, can be overlooked. 

 

Fig. 1. System Architecture. 
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B. Graph Model 

Our graph model is based on the graph model proposed 
and discussed by Zhan at al. [3]. In this approach, the CR-
graph is constructed on the THETA based threshold 
mechanism basis. The system has a data server S and n 
number of end devices E = {e1, e2, .... en}. Set X(ei) denotes 
the set of requested data items of end devices’ ei and set Y(ei) 
denotes the set of cached data items of end devices’ ei. The 
server has a database which contains all the data items. Set m 
denotes the overall data items contained in the database D. 
Definition 1: Given E = e1, e2, .... en, D = d1, d2,.... dm, X(ei) ⊆ 
D, Y(ei) ⊆ D, X(ei) ⋂ Y(ei) = ∅ [3][6]. A graph G(V, E) can 
be built the same as follows: 

 V= { vij | end device ei requests for data item dj, 1≤ i≤ n, 
1≤j≤m} 

 E = (vi1j1, vi2j2) | j1=j2; or j1≠ j2, dj2 ⊆ Y(ui1), dj1⊆ Y(ui2), 
| SizeOF(d1)- SizeOF(d2) | THRESHOLD 

If we weigh up on-demand broadcast circumstances in 
Fig. 2(a) which consists of a server, S and five end devices, e1, 
e2, e3, e4 and e5. Presume that the server has four data 
substances d1, d2, d3 and d4. If we assume that end device e1 
has already stored d2, d3, d4 in its cache from preceding 
broadcasting, end device e2 has d1, d2, d4 in its cache, end 
device e3 has d2, d3, d4 in its cache, end device e4 has d1, d2, d4 
in its cache and end device e5 has d1, d2, d3 in its cache. Now if 
we assume that end device e1 is requesting data item d1, end 
device e2 and e3 are requesting data item d2, end device e4 is 
requesting data item d3 and end device e5 is requesting data 
item d4. The data sizes of d1, d2, d3 and d4 are 1 unit in 
addition to the broadcast transmission capacity is B=1, which 
infers the server can broadcast one information piece every 
time unit. 

As of explanation 1, the diagram matching to Fig. 2 is 
developed as Fig. 3. Within this stature vertex V11 speaks to 
the request from end device e1 for data d1. End device e1 has 
d2 requested by e2 and end device e2 has d1 requested by e1, 
there is an edge (V11, V22). It is also shown that the end device 
e3 has d3 requested by e4 and the end device e4 has d2 requested 
by e3, there is an edge (V32, V43). Other edges are constructed 
by following the same rule. 

 

Fig. 2. A Demo of On-demand Information Broadcast. 

 

Fig. 3. CR-Graph Developed Commencing the Case in Fig. 2. 

C. Proposed THETA based Dynamic Threshold Calculation 

Strategy 

The proposed THETA based dynamic threshold 
integration is based on the fact that large data sized items will 
not be encoded with small sized data items. 

We construct the undirected graph G (V, E) according to G 
(V, E) as mentioned in III (B) section. Candidate vertex vmi 

(denotes data item di requested by end device Em) need to be 
initiated with V(G). 

 For each vij ∈ V(G) do 

 if SizeOf (dk) < 100 then 

 THRESHOLD= ( ln ( SizeOf(dk) ) )
2 

 end if 

 if SizeOf (dk) > 100 then 

 THRESHOLD= ( SizeOf(dk) ÷ ln (SizeOf(dk) ) ) 

 End 

We need to make a decision which data items would be 
encoded together. For this reason, we have used dynamic 
thresholds. This gives better results. Threshold calculating 
process is given above. Here we have given an example. 
Suppose we need to broadcast 5-unit data items and 50-unit 
data items. If we choose 5-unit data items as candidates, the 
threshold would be around 3. So, 50 unit sized data items 
won't be in a set with a 5-unit data item set. Only, data item 
size in between 2 and 8 would come to consideration. Again, 
when 50-unit data items are candidate, the threshold would be 
around 15. So, 5 unit sized data item won't be in a set with 50. 
In this case the range of encoding would be 35 to 65. Though 
they produce different thresholds, both will face less stretch. 

The proposed approach is to change THETA for each 
candidate by doing THETA= candidate requests requested 
data item size ÷ 3. But it is tried to choose THETA through a 
general equation. The proposed algorithm strategy is given 
below. 

 At first, we make pairs which contain Client_Id and 
Requested_Data_Id. 

 Then, we choose each request as a candidate request 
one by one. For calculating dynamic THETA, we have 
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used candidate requests requested data item size. Here, 
THETA is equal to either square of ln (candidate 
requests requested data item size) or candidate requests 
requested data item size ÷ ln (candidate requests 
requested data item size). 

 By using THETA, we make a set. If the difference of 
candidate request's requested data item size and other 
requests requested data item size is less than THETA 
then this request is inserted into the set. We repeat this 
process for all candidate requests. 

 From these sets, we find out maximum clique and then 
do network coding by broadcasting data. 

If two vertices of a similar subset are linked through an 
edge in an undirected graph, it is considered as a clique [4] 
[26]. There are a number of preferences in the proposed 
methodology. We are using THETA based dynamic threshold 
integration. It helps to separate small data items from large 
data items. If small data items are encoded with large data 
items, they face large stretch and response time also increases. 

V. PERFORMANCE EVALUATION 

A. Overview of Comparable Scheduling Algorithm 

With the rapid growth of on-demand broadcasting 
networks, servers have to serve significantly large numbers of 
clients every day and it is always increasing. So to balance out 
the increasing load of servers, the necessity of new and 
improved scheduling algorithms is very high. In network 
coding, we have to incorporate scheduling algorithms 
according to our framework so that they maintain their 
characteristics for scheduling data items for normal networks. 
Two algorithms have been implemented using the system 
model (III-A). For heterogeneous data items, STOBS and 
LTSF scheduling algorithms perform efficiently better than 
other scheduling algorithms (FCFS, MRF, LMF and others) as 
those algorithms are generally implemented for single data 
item [11]. 

1) STOBS (Summary Tables On-Demand Broadcast 

Scheduler): In STOBS, the server maintains a queue to store 

the requests of clients at the time of their arrival. This 

scheduler chooses a data item for broadcasting with highest 

(R*W)/S [3] [8] [12] [19]. A summary table T
x 

is maintained 

for each request of Q
x
. The server keeps the following 

information [8] [12] [19]. 

 R: Number of arrival requests for the table T
x.
 When a 

request for T
x
 arrives, the value of R increments. 

 W: Waiting time of the first request Q
x.

 

 S: Table size. 

2) LTSF (Longest Total Stretch First): LTSF chooses a 

data item intended for broadcasting concurring to the order of 

the maximum total recent stretch [3] [12]. The data piece 

having the utmost whole current distend is broadcasted earliest 

[18]. Recent stretch records are calculated by the ratio of the 

waiting time of pending requests to its time of service [3] [9] 

[12] [18] [21]. 

B. Performance Metrics 

1) Average response time: Average response time is the 

ratio of the summation of altogether request’s response time in 

the direction of the entire number of requests [8] [18] [21]. 

Requests are served quickly if the value of average response 

time is low. 

2) Average stretch: Minimizing the average stretch for 

heterogeneous data items is the main issue considered for 

scheduling algorithms. We find average stretch in our 

simulation model using the following equation. 

Average Stretch=Total response time for all end 
devices/Total service time for all end devices [8] [18] [21]. 

C. Simulation Model 

We performed detailed analysis using CSIM19 [11]. The 
simulation parameters used for our system architecture (III-A) 
is shown in Table I. Most of these parameter values are 
considered from related works [1] [2] [3] [4] [5] [7]. In our 
simulation model, the server maintains a cache for every end 
device. At first end devices are generated with data items in 
their cache automatically. Then, they make their requests to 
the server maintaining an inter arrival time (IATM). We use 
IATM in accordance with average data item size. In our 
simulation: 

IATM = 100/Average data item size; 

If IATM is low, then end devices will make their requests 

more frequently which can overload the server. 

TABLE I. SIMULATION PARAMETERS 

Parameters Default Range Description 

IATM - - 
Request generation 
interval 

NUMENDDEVICE 100 25-600 Number of end devices 

DBSIZE 1000 - 
Quantity of information 

objects in the database 

BANDWIDTH 1KB/sec - Broadcasting bandwidth 

THETA (𝜃) 0.4 0.2-1.0 
Zipf distribution 
parameter. 

CACHSIZE 10 30-180 

The maximum amount of 

data stored in every 
client’s cache. 

DWNSIZEMIN 1Kb - 
Minimum size of data 

item in database 

DWNSIZEMAX 60Kb 30-70 
Maximum size of data 

item in database 

D. Performance Analysis 

The proposed THETA based dynamic threshold 
integration has been implemented using the system model 
described in III-A. Overall performance is analyzed and 
compared using two metrics: average response time and 
average stretch. We measured the performance by varying 
item size and cache size with our dynamically changing 
THETA. Simulation results show that there is significant 
increase of performance in the network coding environment 
with our proposed THETA based dynamic threshold 
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calculation strategy. The reason behind performance 
improvement is large sized data items are not being selected 
with small sized data items with our proposed strategy. 

1) Performance comparison of average response time for 

varying item size with different cache size: Tables II, III and 

Fig. 4(a), 4(b) shows the observations of average response 

time by varying item size for different cache size. For both 

STOBS and LTSF algorithms, there is significant increase of 

performance in the network coding environment. For STOBS, 

average response time decreases by .25 percent for cache size 

30 and .095 percent for cache size 60. For LTSF, average 

response time decreases by .25 percent for cache size 30 and 

.26 percent for cache size 60. 

2) Performance comparison of average response time for 

varying cache size with different item size: Tables IV, V and 

Fig. 5(a), 5(b) shows the observations for average response 

time by varying cache size for different item size. For both 

STOBS and LTSF algorithms, there is significant increase of 

performance in network coding environments. For STOBS, 

average response time decreases by .18 percent for item size 

60 and .16 percent for item size 30. For LTFS, average 

response time decreases by .17 percent for item size 30 and 

.16 percent for item size 60. 

TABLE II. AVERAGE RESPONSE TIME WITH CACHE SIZE 30 

Serial 

No. 

LTSF 

Without 

Theta 

STOBS 

Without Theta 

STOBS 

With Theta 

LTSF With 

Theta 

1 1.1 1.1 1.1 1.1 

2 2.3 2.4 2.2 2.1 

3 3.4 3.5 3.2 3.1 

4 4.4 4.5 4.2 4.1 

5 5.4 5.5 5.2 5.1 

6 6.4 6.5 6.2 6.1 

7 7.4 7.5 7.2 7.1 

8 8.4 8.5 8.2 8.1 

TABLE III. AVERAGE RESPONSE TIME WITH CACHE SIZE 60 

Serial 

No. 

LTSF 

Without 

Theta 

STOBS 

Without Theta 

STOBS 

With 

Theta 

LTSF With 

Theta 

1 1.1 1.1 1.1 1.1 

2 2.3 2.5 2.4 2.1 

3 3.4 3.6 3.5 3.1 

4 4.4 4.6 4.5 4.1 

5 5.4 5.6 5.5 5.1 

6 6.4 6.6 6.5 6.1 

7 7.4 7.6 7.5 7.1 

8 8.4 8.6 8.5 8.1 

 
(a). Average Response Time for Varying Item Size with Cache Size 30. 

 

Fig. 4. (b). Average Response Time for Varying Item Size with Cache Size 

60. 

TABLE IV. AVERAGE RESPONSE TIME WITH ITEM SIZE 30 

Serial 

No. 

LTSF 

Without 

Theta 

STOBS 

Without Theta 

STOBS With 

Theta 

LTSF With 

Theta 

1 6.5 6.55 6.5 6.5 

2 5.9 5.95 5.8 5.7 

3 5.4 5.45 5.3 5.2 

4 4.9 4.96 4.8 4.7 

5 4.5 4.6 4.4 4.3 

6 4.2 4.3 4.1 4 

7 4.1 4.2 4 3.9 

8 4 4.1 3.9 3.8 

TABLE V. AVERAGE RESPONSE TIME WITH ITEM SIZE 60 

Serial 

No. 

LTSF 

Without 

Theta 

STOBS 

Without Theta 

STOBS 

With Theta 

LTSF With 

Theta 

1 6.5 6.5 6.5 6.5 

2 5.9 6 5.8 5.7 

3 5.4 5.5 5.3 5.2 

4 4.9 5 4.8 4.7 

5 4.5 4.6 4.4 4.3 

6 4.2 4.3 4.1 4 

7 4.1 4.2 4 3.9 

8 4 4.1 3.9 3.8 
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(a). Average Response Time for Varying Cache Size with Item Size 30. 

 

Fig. 5. (b). Average Response Time for Varying Cache Size with Item Size 

60. 

3) Performance comparison of average stretch for 

varying item size with different cache size: Tables VI, VII and 

Fig. 6(a), 6(b) shows the observations for average stretch by 

varying item size for different cache size. For both STOBS 

and LTSF algorithms, there is significant increase in 

performance in the network coding environment. For STOBS, 

average stretch decreases by .91 percent for cache size 30 and 

.85 percent for cache size 60. For LTFS, average stretch 

decreases by 1.10 percent for cache size 30 and 1.09 percent 

for cache size 60. 

TABLE VI. AVERAGE STRETCH WITH CACHE SIZE 30 

Serial 

No. 

LTSF 

Without 

Theta 

STOBS 

Without Theta 

STOBS 

With Theta 

LTSF With 

Theta 

1 5 5 5 5 

2 6 6.2 5.1 5 

3 6.4 6.3 5.2 5.1 

4 6.4 6.3 5.3 5.1 

5 6.4 6.3 5.3 5.1 

6 6.4 6.3 5.3 5.1 

7 6.4 6.3 5.3 5.1 

8 6.4 6.3 5.3 5.1 

TABLE VII. AVERAGE STRETCH WITH CACHE SIZE 60 

Serial 

No. 

LTSF 

Without 

Theta 

STOBS 

Without Theta 

STOBS 

With Theta 

LTSF With 

Theta 

1 5 5 5 5 

2 6 6.2 5.1 5 

3 6.4 6.3 5.2 5.1 

4 6.3 6.1 5.3 5.1 

5 6.3 6.1 5.3 5.1 

6 6.3 6.1 5.3 5.1 

7 6.5 6.4 5.3 5.1 

8 6.5 6.4 5.3 5.1 

 
(a). Average Stretch for Varying Item Size with Cache Size 30. 

 

Fig. 6. (b). Average Stretch for Varying Item Size with Cache Size 60. 

4) Performance comparison of average stretch for 

varying cache size with different item size: Tables VIII, IX 

and Fig. 7(a), 7(b) shows the observations for average stretch 

by varying cache size for different item size. For both STOBS 

and LTSF algorithms, there is significant increase in 

performance in the network coding environment. For STOBS, 

average stretch decreases by 1.75 percent for item size 30 and 

2.09 percent for item size 60. For LTFS, average stretch 

decreases by 2.04 percent for item size 30 and 2.22 percent for 

item size 60. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

469 | P a g e  

www.ijacsa.thesai.org 

TABLE VIII. AVERAGE STRETCH WITH ITEM SIZE 30 

Serial 

No. 

LTSF 

Without 

Theta 

STOBS 

Without Theta 

STOBS 

With Theta 

LTSF With 

Theta 

1 7.2 7.1 6 5.8 

2 7.2 7.1 5.7 5.5 

3 7.2 7 5.4 5.2 

4 6.4 6.5 5 4.9 

5 6.4 6.3 4.7 4.5 

6 6.4 6.2 4.2 4 

7 5.9 6 3.7 3.4 

8 5.9 5.8 3.3 3 

TABLE IX. AVERAGE STRETCH WITH ITEM SIZE 60 

Serial 

No. 

LTSF 

Without 

Theta 

STOBS 

Without Theta 

STOBS 

With Theta 

LTSF With 

Theta 

1 6.5 7 5 4.6 

2 6.4 6.8 4.8 4.4 

3 6.3 6.5 4.5 4.2 

4 6.2 6.3 4.3 4 

5 6.1 6.2 4.1 3.8 

6 6 6.1 3.9 3.6 

7 5.8 5.9 3.7 3.4 

8 5.6 5.7 3.5 3.1 

 
(a). Average Stretch for Varying Cache Size with Item Size 30. 

 

Fig. 7. (b). Average Stretch for Varying Cache Size with Item Size 60. 

VI. CONCLUSION 

Network coding can be widely used in the on demand 
wireless broadcast environment. However, it faces encoding 
problems while handling heterogeneous data items. It fails to 
provide the best possible solutions when different-sized data 
substance is encoded jointly. It faces a high stretch. Response 
time also increases when size differences of different data 
items are very high. Therefore, in this paper it is attempted to 
minimize the performance reduction difficulty of network 
coding in terms of heterogeneous data substance. Based on top 
of the generalized model proposed and discussed in, a new 
approach called THETA based dynamic threshold strategy has 
been introduced for encoding purposes. The proposed 
approach keeps in mind that large sized data items should not 
be encoded with small sized data items. The simulation results 
reveal interesting performance improvement of network 
coding. STOBS and LTSF scheduling algorithms have been 
used in this paper and the proposed THETA based dynamic 
threshold approach has been integrated with these two 
algorithms. With the proposed strategy, average stretch and 
average response time is dynamically reduced in a network 
coding environment. In future, other scheduling algorithms 
(FCFS, MRF, and LMF) can be integrated with the proposed 
strategy. 
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Abstract—It is indisputable that clinicians cannot exactly 

state the outcome of pregnancies through conventional 

knowledge and methods even as the surge in human knowledge 

continues. Hence, several computational techniques have been 

adapted for precise pregnancy outcome (PO) prediction. 

Obstetric datasets for PO determination exist as single label 

learning (SLL), multi-label learning (MLL) and multi-target 

(MTP) problems. There is however no single classifier 

recommended to optimally satisfy the needs of all the 

classification types. This work therefore identifies six widely used 

PO classifiers and investigates their performances in all three 

classification categories; to find the best performing classifier. 

Obstetric dataset exposed to input rank analysis via Principal 

component Analysis, produced thirteen (13) significant features 

for the experiment. Accuracy, F1-measure and build/test time 

were used as evaluation metrics. Decision tree (DT) had an 

average accuracy and F1 score of 89.23% and 88.23% 

respectively, with 1.0 average rank. Under MLL configuration, 

average accuracy (91.71%) and F1 score (94.28%) were highest 

in the random forest (RF) which had a 1.0 average test time rank. 

Using MTP, DT had an average accuracy of 88.80% and average 

F1 score of 71.13%, the multi-layered perceptron (MLP) had the 

best time cost with an average rank value of 2.0. From the 

results, RF is most optimal in terms of accuracy and average 

rank value, while DT is the most efficient in terms of time cost. 

The comparative analysis of global averages of the six base 

classifiers shows that RF is the most optimal algorithm with an 

average accuracy of 87.3% given all three data setups in the 

study. MLP on the other hand had an unexpectedly high time 

cost, making it unsuitable for similar data classifications if time is 

the main criterion. It is recommended that the choice of the 

classifier should either be RF or DT depending on the application 

domain and whether or not time cost is a major consideration. 

Keywords—Pregnancy outcome; random forest; multi-label 

learning; comparative analytics; machine learning algorithms; 

single label learning; maternal outcome prediction; decision tree 

I. INTRODUCTION 

Machine Learning (ML), a fast-rising branch of artificial 
intelligence (AI), encompasses computer science, engineering, 
mathematical sciences, cognitive science and many more 
disciplines [1]. The advancement and wide applications of ML 
is largely due to the availability of enormous data repositories 
and the satisfaction and reliability of its performances — 
accuracy and computational cost. It equips systems with 
cognitive capability of understanding the concepts of their 
environments through the building of models and functions, 

and the communication of their experiences with patterns. 
These models and patterns are built and implemented through 
the process called ML. There are two key classes of ML — 
supervised ML (SML) and unsupervised ML (UML) [1].  
Both UML and SML draw inferences by learning, however 
UML utilizes datasets with input features only while SML 
depends on datasets having both input and target attributes for 
mapping and extraction of relationships between input and 
output feature spaces.  Any dataset with target or desired 
output variable(s) is referred to a labelled dataset. Unlabeled 
datasets lack response variables therefore do not support 
model training activity needed by SML techniques [2-4]. In 
labelled datasets, every record has predefined class label(s) 
and supports two broad types of data mining applications — 
regression and classification [5]. In regression tasks, the target 
variable(s) is in continuous numeric form whereas 
classification requires class labels or categorical variables as 
the target. Classification is the most common and widely 
applied SML approach. It is aimed at identifying and 
assigning membership class to a new record, from a set of 
already defined classes [4,6]. Classification approaches are 
sub-divided into two groups according to the number of 
labels; single label and multi-label. The conventional single-
label classification approach deals absolutely with disjoint 
classes—each record belongs exclusively to a unique class, 
whereas in multi-label classification the labels are intertwined 
and each record is associated with two or more class labels 
[7]. In single label problems, the categories may comprise of 
two labels (binary class) or more than two labels (multi-class). 
For example in medical diagnosis, a laboratory test result 
might confirm the presence or otherwise of causative 
organisms in the tested patient’s sample while the patient can 
concurrently suffer from more than two diseases. 

In maternal healthcare (MHC), obstetricians are 
confronted with the tasks ensuring safety of both the mother 
and baby throughout pregnancy, during delivery, and within a 
specified period after delivery. This is achieved by providing 
specialized medical care services while she is expectant, 
during child delivery and after delivery — antenatal, neonatal 
and post-natal care services. They are therefore required to 
obtain clinical factors for the realization of the safety of 
mother throughout the period during pregnancy and birth, and 
the newborn in a bid to minimize mortality and morbidity. 
These involve simultaneous predictions of multiple outcome 
regarding mother and neonatal status using common baseline 
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risk factors. Maternal outcome, mother’s status during and 
after delivery, neonatal physiological status, conditions and 
overall state among others are central in MHC management. 
Hence, multiple target prediction, multi-label and multi-class 
predictions are essentially mandatory tasks in the obstetric 
healthcare domain. However, these maternal decisions are 
repeatedly made based on doctors’ perceptions and experience 
without utilizing the pieces of vital knowledge concealed in 
the huge data repositories [8,9]. The author in [10] state that 
only about 30% of pregnancy outcomes classified by 
gynecologists and obstetricians concerning pathological fetus 
or pregnancy turns out to be true. This limitation in current 
medical practice has led to several complications in deliveries 
and avoidable deaths from the over 130 million deliveries per 
year globally. It is therefore expected that a robust 
computational technique for accurate pregnancy outcome 
determination will be available to assist medical personnel. 

Although solutions from data mining and computational 
models are laudable and widely accepted methods for medical 
predictions, none is confirmed as a universal and best-
performing model for prediction of diverse maternal 
outcomes; individually or in a combined target setup. This 
paper aims at assessing the performances and suitability on 
obstetrics dataset, classification algorithms under varying 
maternal outcome target configurations, given that they 
comprise binary, multi-class and multi-labeled target features. 
The remaining sections are structured as follows:  Section 2 
gives a review of related works on medical diagnoses 
regarding maternal health care management. In Section 3, the 
dataset acquisition, preprocessing and description are 
presented while the methodology of the comparative analytics 
is described in Section 4. The predictive results along with the 
evaluations of their performances as well as discussions are 
described in Section 5 while conclusions and further directions 
are given in Section 6. 

II. RELATED WORKS 

A. Single Label Learning 

Classification tasks are broadly categorized into single-
label learning (SLL) and multi-label learning (MLL) based on 
the nature of association existing between target labels and 
input patterns [11,12]. The goal of SLL is to build a model for 
the prediction of a distinct class label from a set of non-
overlapping labels using input samples. It deals solely with 
disjoint classes and comprises two types: binary (or filtering in 
of textual and web-data domian) [13] and multi-class 
classification [11]. Binary classification has two unique class 
labels and involves the mapping of input features to only one 
of the two classes based on an explicit assessment criterion. 
Examples include disease diagnosis (positive or not), gender 
discrimination (male or female), email spam detection (spam 
or not), quality control (pass or fail), maternal status after 
delivery (alive or death) among others. Some of the famous 
binary classification datasets are adult dataset (adult.csv) to 
predict if a person’s earnings per annum  exceed $50,000 or 
not, titanic dataset (whose target has passengers who survived 
or not), diabetes dataset (positive or negative diabetic status), 
Cleveland heart disease dataset, ionosphere, banknote 
authentication dataset (authentic or fake). Logistic Regression, 

k-Nearest Neighbors (KNN), decision trees (DT), support 
vector machine (SVM), Naive Bayes (NB) and neural 
networks (NN) are some notable binary classification 
algorithms. Unlike binary learning problems which have two 
class labels, multi-class learning is applied to problems 
involving three or more disjoint class labels. It relies on the 
assumption that 1) each observation is assigned to only a 
single label, and 2) each class label is independent of the other 
[6] For example, a fruit can be one of the following types; 
apple, mango, orange, pear, a student can graduate with only 
one class of degree.  Iris, zoo, waveform, dermatology, sport, 
MNIST, ionosphere, glass and wine datasets are some of the 
examples of widely used multiclass datasets that are available 
in data repositories and widely reported in the literature. SVM, 
DT, multinomial logistic regression and multi-layered 
perceptron are suitable algorithms for multi-class tasks.  
Widely adopted methodologies for multi-class tasks include; 
1) decomposing target label space, via the following methods; 
one-vs-all, all-vs-all, and error-correcting codes 
2) arrangement of the classes in a tree-like structure 
(hierarchical method) 3)  adapting and extending binary 
classifiers to perform multi-class classification tasks  
[11,14,15]. 

B. Multi-label Learning 

In real-world scenarios, the same set of input features are 
often used to concurrently predict more than one target 
variable. The target feature may consist of binary labels, 
categorical or continuous values. For binary target features the 
type of classification is MLL while real-valued target 
variables are referred to as multi-target regression. However, 
when the target features are categorical, it becomes a multi-
target prediction problem. The MLL problem is a special kind 
of multi-target learning (MTL) (multi-dimensional or multi-
objective), where each label can be associated with more than 
one values, as opposed to binary labels which have two values 
depicting relevance(1) or otherwise(0). Recently, MLL has 
progressively attracted the attention of researchers especially 
in ML communities and has been extensively applied to 
solving many problems including image and video analysis, 
text, bioinformatics, web mining, rule mining, information 
retrieval, medical diagnosis and prediction and many more 
[16]. Techniques advanced for MLL classification problems 
include; algorithm adaptation approach (AAA), problem 
transformation methods (PTMs) [11,12,17] and ensemble 
methods [11,18]. The PTMs transform the original MLL 
problem into multiple SLL (binary or multi-class) or 
regression tasks while AAAs adapt the base learning 
algorithms themselves to solve MLL problems rather than 
transforming them. PTMs adopt the basic SLL classifiers to 
accomplish the classification task after the transformation 
stage and thereafter combine the results into an MLL solution. 
In consideration of the flexibility of the PTMs [12,17], this 
work performs MLL using classifier chain (CC), bayesian 
classifier chain (BCC), RAndom k-labEL sets (RAkEL) and 
Pruned Set (PS) methods and its MTL variant Nearest Set 
replacement (NSR). 

CCs provide a means of combining several binary 
classifiers into a single multi-label model that is capable of 
exploiting correlations among targets. It is based on binary 
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relevance (BR) [12,17,19] approach and beats the weaknesses 
of BR with an improved performance in addition to the 
inherited strengths of BR especially low time complexity. The 
main idea of CC is to incorporate label dependency to BR 
[7,20]. The BCC [21] uses many classifiers, one per class, 
linked in a chain to find a joint distribution of the classes C = 
(C1, C2, . . . , Cd) given the attributes X = (x1, x2, . . . , xn).  In 
BCC settings, a CC can be constructed by firstly inducing the 
classifiers that do not depend on any other class and then 
proceed with their descendants, according to the dependence 
structure which can be represented as a Bayesian network. It is 
an alternative method for MLL that integrates class 
dependencies while preserving the computational proficiency 
of the BR technique [21]. The RAkEL algorithm repetitively 
constructs a cooperative group of Label Powerset (LP) 
classifiers. That is, it transforms a multi-label problem into 
one multi-class classification problem where the possible 
values for the transformed class attribute is a set of distinct 
subsets of labels present in the original training data. Each LP 
classifier is trained by relying on label correlations required 
for ranking of the labels by averaging the zero-one predictions 
of each model per considered label. RAkEL offers the 
following advantages [13]: 1) computationally less expensive 
due to resulting subsets of SLL tasks; 2) improvements in the 
class-imbalance ratio of the dataset thereby enhancing the 
accuracy of minority labels; 3) collation of multiple 
predictions for the same label by the different LP models.  The 
PS method leverages the most significant label relationship 
within a multi-label dataset by eliminating insignificant and 
noisy label sets which might distort the performance of the 
classification. This reduces the complexity originating from 
the label dependencies without significant information loss 
[20,22].  The author in [20] report from experimental evidence 
that the PS approach outperforms LP and other baseline 
methods and is highly recommended for data sets with diverse 
concept drifts. The NSR method is the MTL version of PS 
where the closest sets replace outliers, rather than using 
subsets. 

Researchers have built and used a variety of multi-labeled 
datasets in disparate formats and have made them available in 
notable multi-label data repositories including MULAN [13], 
Multi-label/Multi-target Extension to Weka (MEKA), Library 
for SVM (LibSVM) [23], Knowledge Extraction based on 
Evolutionary Learning (KEEL) (Alcala-Fdez et al, 2011) and 
R Ultimate Multilabel dataset repository (RUMDR), each one 
using two base file formats; comma-separated values (.CSV) 
and attribute-relation file format (.ARFF) file formats. 
MULAN, scikit-multi learn, MEKA and the Multi-labelled 
dataset in R (mldr) package provides exploratory analysis of 
MLL datasets. While MEKA is a general-purpose MLL 
software, mldr package is limited to exploratory analysis only 
[24]. This work therefore adopts MEKA for MLL for 
comparative analytics of obstetric outcome.  The degree to 
which samples in the dataset have more than one label of 
datasets (multi-labelness) is estimated with two basic 
parameters – label cardinality (LC) (1) and Label density (LD) 
(2) [24]. LC indicates the mean number of labels of the 
records in the dataset while LD is equivalent to LC divided by 
the number of labels [14,24]. 
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Where n represents the number of samples in the dataset, 
Yi the label set of the ith instance, and k the sum of labels in 
the dataset. The LC level is directly proportional to the 
number of active labels per sample.  Several classifiers have 
been developed and adapted for binary, multi-class and multi-
label classification problems, but there are no classifiers 
recommended to optimally satisfy the needs of other 
classification problems. This work investigates the 
performances of widely used classifiers on all three types of 
classification with a view of finding the best performing (most 
suitable) one. 

C. Classification Approaches for Medical Diagnostic 

Problems 

Classification is a fundamental and pivotal task of ML and 
data mining (DM) applications. It is encountered in various 
areas, such as medicine to identify a disease of a patient, 
prediction of the effectiveness of surgical procedures, medical 
tests, and the discovery of relationships among clinical and 
diagnosis data. The classification of health care data (HCD) 
for non-faulty diagnosis and appropriate prescriptions is a 
rising application area of DM that is grabbing the attention of 
researchers [25, 26].  Several works have utilized various 
classification methods for diseases’ diagnosis and prediction. 
The proper utilization of classification algorithms significantly 
improves the analysis, disease prediction and severity level 
determination in addition to ensuring early detection and 
effective prevention mechanisms. Over the years, analysis of 
morbidity and mortality data in maternal-related care has 
evolved from the traditional to intelligent research approaches 
with the aim of improving the efficiency of mother and child 
care during pregnancy. Nonetheless, effective analytical 
approaches that breed intelligent decisions are dependent on 
the availability of reliable data collected from the healthcare 
domain for the purpose of extracting knowledge for informed 
decision-making. This process is supported by classifiers 
implemented in binary, multi-class or multi-label approaches. 
However, a universal and multi-label classification with 
Extreme Learning Machine (ELM) classification approach 
capable of performing the functions of the three 
aforementioned classifiers were proposed by [11] and [14], 
respectively. The survey conducted by [27], provided 
information about the association rule, classification and 
cluster analysis as useful tools in the identification and 
discovery of risk in maternal care. These tools are developed 
using a few underlying algorithms that have been used for 
mining maternal-related care, such as DT, NB, KNN, ANN, 
SVM, RF, Gaussian NB and so on [28-30]. ML algorithms 
comprising Logistic Regression (LR), SVM, DT, BPNN, 
XGBoost and RF, in building predictive models for early 
pregnancy loss after In vitro fertilization-embryo (IVF) 
transfer with fetal heart rate. Each of the models experimented 
on the features associated with on-going pregnancy and early 
pregnancy loss samples. RF stood out with a high performance 
of 97% for recall ratio, F1 and area under the curve (AUC), in 
addition to an accuracy of 99% especially for those within 10 
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weeks after embryo transfer.  In [31] MLL was performed by 
adapting and extending three SLL algorithms. The 
comparative analysis was conducted on Genbase, Yeast and 
Scene datasets which were evaluated in terms of LD and LC. 
Genbase dataset which had 27 labels, depicts greatest multi-
labelness with LD of 0.05 and LC of 1.35. Four base ML 
algorithms (SMO, KNN, C4.5 and NB) were used to develop 
a predictive model which revealed SMO as the best algorithm. 
However, inclusion of more well-known datasets would have 
helped in the comparative analysis. 

The author in [28] adopted the Gaussian NB classifier-
based methodology with four variables obtained from INEGI. 
These variables were: gender, gestational age, maternal age 
and fetuses. The result of the classification recorded 96% 
accuracy in terms of precision, recall and F1-score 
respectively. Similarly, the NB classifier was used to compare 
physician-based classification for 21,000 child and adult 
deaths in India, South Africa and Bangladesh. This 
comparative study was carried out on the classifier between 
two different datasets without performance evaluation of any 
existing analytical methods. To detect gestational diabetes 
mellitus (GDM) in pregnant women without a visit to the 
hospital, a decision support system was developed based on 
MLP with newly designed input [50]. The identification of 
predictors of in-hospital maternal mortality among women 
attending referral hospitals in Mali and Senegal was addressed 
by [51]. Nonetheless, BR, LP and CC methods with different 
base classifiers were used for classification [12]. Although the 
work was limited to the phonemes of the Tamil language only, 
the procedure for evaluation is useful in the classification of 
maternal care problems. The author in [32] compared SVM 
and Logistic Regression (LR) to determine their performance 
efficiency in pregnancy outcome prediction on anonymized 
dataset of 420 different pregnancy details.  Four output 
categories were defined, and the results show that the average 
specificity of SVM in all four categories is at least 1% higher 
than that for LR, except in the case of underweight infant 
prediction where LR had a higher specificity. On the other 
hand, the average sensitivity of LR was at least 10% higher 
than that of SVM. The study failed to compute the 
classification accuracies of the designed models, although LR 
was adjudged as a better model.  The author in [49], 
performed a study on the cardiotocography (CTG) dataset of 
the University of California Irvine machine learning 
repository. They compared ten machine learning algorithms; 
focusing on their predictive precision, recall and F1 scores. 
Submission of the work is that during training; DT learnt 
better while NB had the least learning accuracy. Conversely, 
between the MLP, RF, SVM, and NB algorithms; the RF had 
the best result with an accuracy of 92%. This is followed by 
MLP with 84% accuracy, then 83% for the SVM classifier 
with linear kernel and 77% for NB.  Moreover, the work 
reported in [33] compared the classification ability of NB, RF, 
DT, and SVM on the CTG dataset using the Minimum 
Reduction Maximum Relevance technique for feature 

extraction. Their measurement matric comprised of Accuracy, 
Precision, Recall and F1 Score. After experiments, they report 
that SVM had the best classification ratings followed by RF 
with 96%, 88.3%, 91%, and 89.3% respectively. In addition, 
the work did not consider the MLP classifier even though it 
has been widely used with interesting results in the literature 
for pregnancy outcome (PO) prediction. The work reported in 
[10] proposed an ensemble of One Dimensional Convolutional 
Neural Network (1DCNN) and MLP for abnormal birth 
outcome detection. The study performed traced segmentation 
on CTU-UHB intrapartum cardiotocography dataset with 552 
trace observations for class distribution equalization and 
1DCNN for learning and automatic feature extraction from 
segmented CTG data. Classification results from the proposed 
model were compared with SVM, RF and MLP models 
trained with random weight initialization. The model 
evaluation using sensitivity, specificity and AUC showed that 
the conventional MLP classifier out-performed SVM and RF 
in two measures, except that it had the lowest specificity. The 
RF algorithm on the other hand had a higher specificity (69%) 
and AUC (67%) scores. SVM had 68%, 56% and 62% in 
sensitivity, specificity and AUC respectively, at a batch size of 
500. Considering the sensitivity (80%), specificity (79%) and 
AUC (86%), the authors concluded that models evaluated in 
the study failed to produce better classification results 
compared to the proposed ensemble 1DCNN. 

III. DATA ACQUISITION AND FEATURE SELECTION 

Data was acquired from secondary health facilities in Uyo, 
Nigeria. A total of one thousand six hundred and thirty-two 
(1,632) records were obtained from archives of retrospective 
observations of pregnant women recorded while they enrolled 
for antenatal care, with an input feature space of forty-two 
(42) features excluding the target variable. A sub-set of the 
attributes are; maternal age, number of children delivered, 
previous medical history, abortion, miscarriage, prematurity, 
previous illness, number of attendances to antenatal care, 
modal mode of delivery, antenatal registration, and mode of 
delivery, amongst other features. Cleaning, aggregation and 
pruning of attributes with only a single domain value was 
performed. The outcome is a dataset with thirty-five (35) input 
features, which were exposed to input rank analysis [34,35] 
via PCA in WEKA software. The selection criterion was 
based on eigenvalue scores not less than unity [35] regarding 
PO as target variable. This produced thirteen (13) significant 
features with a cumulative effect of 67.13%.  The distribution 
of the variance for each factor and rank given in Table I, 
shows that average maternal blood pressure topped the list 
with an EV of 3.86 (11.7% percentage of variance), followed 
by average maternal weight (EV = 2.77, proportion = 8.39%). 
The 13th ranked attribute, average ascorbic acid level 
accounted for 3.17% variation with an EV score of 1.05.  
Target feature description of is also represented in Table I, PO 
consists of four Death=0) and Neonatal weight (NW) assumes 
low, normal or overweight as possible values. 
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TABLE I. RANK AND DESCRIPTION OF SIGNIFICANT INPUT ATTRIBUTES 

Rank Features Description EV Proportion (%) Cumulative (%) 

1 Maternal BP Average maternal blood pressure 3.86 11.69  11.69 

2 Maternal Weight  Average maternal weight  2.77 8.39  20.29 

Rank Features Description EV Proportion (%) Cumulative (%) 

3 Hemoglobin Level Average number of red blood cells count  2.37 7.18  27.47 

4  PCV level  Average Packed Cell Volume count  1.92 5.82  33.29 

5 Pulse Rate Average number of heart beats per minute  1.54 4.67  37.67 

6 Mode of Delivery 

Delivery method 

vaginal delivery =1;  
caesarean section = 2 

1.42 4.30  42.26 

7 Malaria Frequency  Number of times maternal malaria Diagnosis 1.39 4.21  46.47 

8 Hepatitis C 
Indicates history of hepatitis C disease; 

presence=1, absence=2 
1.26 3.82 50.29 

9 Diabetes Status 

Maternal Diabetic status 

non-diabetic=0 
type1=1; type2=2, others=3 

1.18 3.60  53.89 

10 Herbal Ingestion 
Use of herbal medicinal products during 

pregnancy 
1.15 3.48  57.37 

11 Respiratory disorder 
Maternal respiratory disease status; 
presence=1, absence=2 

1.12 3.39  60.76 

12 Age Maternal age during pregnancy 1.06 3.20  63.96 

13 Ascorbic acid Level 
Average amount of ascorbic acid in the body 

during pregnancy 
1.05 3.17  67.13 

14 Pregnancy outcome 
Maternal delivery outcome miscarriage = 0; 
pre-term =1; full-term=2, stillbirth=3 

- - - 

15 Maternal status 
Records whether mother is alive of death 

Alive=1, Death=0 
- - - 

16 Neonatal weight 
Weight of the newborn 

low=1, normal=2 overweight=3 
- - - 

IV. MATERIALS AND METHODS 

A. Predictive Analytic Models 

Widely used and most performing algorithms SML 
algorithms; NB, SVM, DT, KNN, RF and MLP classifiers are 
compared. The experiment aims to observe which algorithm is 
capable of classifying PO in all multiple classification learning 
scenarios. 

 KNN is a supervised classification technique aimed at 
predicting the target variable           given a set 
of features      [36]. It is a type of instance-based 
learning, or lazy learning approach in which the 
approximation of functions is performed locally. KNN 
is based on the principle of determining a fixed number 
of training examples closest in distance (usually 
Euclidean distance) to an unknown point, and predict 
the label from these pieces of information. Although 
KNN is simple, it does not require categories to be 
linearly separable in addition flexibility, it is 
computationally costly although very fast in the 
training phase and arduous to estimate the optimal 
value of k [5,15]. 

 NB is a classifier based on the Bayes theorem. Results 
from different classification and prediction studies 
suggests its strength and dynamism. The 
implementation of NB algorithm computes the 
posterior probability of a hypothesis given an observed 
data. Given an observation   ; NB helps determine the 

possibility of having d as a component of   , using (3): 

  (  |     
 ( |     (   

 (   
              (3) 

where  (       is the likelihood of finding   in   ,  (    

is the probability of the observation    , while  (   is the 

probability of observing the data, irrespective of the specified 
hypothesis. The NB algorithm can often outperform more 
sophisticated classification methods and ranks among the 
topmost successful algorithms for text documents 
classification. It implicitly assumes that all the attributes are 
mutually independent which violates real-world scenarios and 
performs poorly on data comprising highly correlated features. 
It exhibits greater accuracy and speed when applied to large 
databases, generalizes well even with limited training samples. 
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 SVM is a non-parametric supervised learning classifier 
that finds the trade-off between minimizing the training 
set error and maximizing the margin for optimal 
classification.  It is known to have the best 
generalization ability and resistant to overfitting [37]. It 
is a machine learning approach efficient for solving 
classification and regression problems.  It relies on 
supervised learning models which are trained by 
learning algorithms and is very effective when 
confronted with large amount of training samples to 
identify patterns from them. It is one of the most 
powerful ML algorithms for optimization, prediction 
and classification tasks [38,39]. Its efficiency in the 
prediction of weather, power output, stock market 
dynamics, bioinformatics, voice and handwriting 
recognition, image and video analysis, and medical 
diagnosis, among others has been demonstrated in the 
literature. 

The major strengths of the SVM include: 1) relatively easy 
training and moderate scaling even with high dimensional 
data; 2) trade-off between the model complexity and the error 
are controlled easily; 3) it can handle both continuous and 
categorical data as well as ability to capture the nonlinear 
relationships in the data; 4) assumptions regarding data 
structure are not required because it is a non-parametric 
technique; 5) provides a good generalization performance with 
high accuracy. Some of its weaknesses include: 
1) comprehensible of results to largely depends on 
interpretability of the input features; 2) they are 
computationally costly and need a good kernel function; 3) it 
lacks transparency in its results because it is a non-parametric 
method. 

 DT is a method for approximating discrete-valued 
functions, in which the learned function is represented 
by a decision tree. Mathematically, the i

th
 C4.5 DT 

classifiers solve the following problem that yields the 
i
th

 decision function as presented in (4). 
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 DT adopts hierarchical design to implement the divide-
and-conquer approach. It is a non-parametric technique 
used for both classification and regression without 
functional form specification. It can be directly 
converted to a set of simple if-then rules to enhance 
human comprehensibility thereby minimizing the 
ambiguity of complicated decisions. DTs are effective 
outliers and missing values detection [5]. Because of 
overfitting the data, additional pruning tasks (pre-
pruning and post-pruning) are required, in addition to 
being computationally expensive. Its performance 
largely depends on the characteristics of the dataset. 

 RF consists of a combination of classifiers where each 
classifier contributes with a single vote for the 
assignation of the most frequent class to the input 
vector (x) [40]. RF is an efficient model for averaging 
multiple deep DT that has been trained on different 
parts of the same training set when the goal is to reduce 
variance in the result. Trees constructed with fixed 
training data are prone to be overly adapted to the 
training data. The averaging function of the RF 
algorithm is described in (5). 

    
 

 
 ∑   

 
   (                (5) 

where N is the total number of trees created in random 
subspaces,    is the classification tree,    represent the 
instance to be classified, and n is a count of the sub trees 
which ranges from 1 to N. 

 MLP consists of multiple layers of simple, bi-state, 
sigmoid processing nodes of neurons that interact using 
weighted connections [41].  The MLP classifier is a 
neural network that utilizes backpropagation in 
prediction based on threshold functions comprising a 
linear combination of weight, bias, and input data, as 
defined by (6). Each perceptron has an activation 
threshold; below which the perceptron is inactivated. 

     (                   (6) 

where   denotes the cumulative vector of weights, X is 
the vector of cumulated inputs,   is the bias and   is the non-
linear activation function. 

B. Problem Formulation and Dataset Modelling 

The dataset on maternal outcome is modeled in three main 
data-setups: 1) single label/single target 2) multi-label 
3) multi-target. The single label/single target setup has two 
variants; single target binary class (ST-BC) where each 
observation is only associated with a single binary class label 
for modeling MS target attribute; and single-target multi-class 
(ST-MC) representation where each instance is associated 
with a single target with multiple class labels (PO and NW 
target attributes). A record may be associated with more than 
two binary class labels in the multi-label (MLL) data 
configuration while in multi-target (MTP), every label can 
assume many values — nominal attributes. The input vector 

space     consists of   input variables               
representing pregnancy risk factors for PO prediction. The 
target feature space       has   target variables, 
             for the multi-target problem. An 

instance  (    , where x=               is the input feature 

vector and                  is the target vector, together 

are constituents of X and Y respectively. The input vector 
space is given in (7) while (8) defines the multi target 
arrangement. 

[

             

             

    
           

]             (7) 
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]              (8) 

This paper considers three maternal outcomes (m=3) as 

target feature;    
                     is defined with an 

alphabet    , {0,1}
n
 and is associated with the binary-class 

variable Maternal Status (MS). The alphabet    , {1,2,3}
n
 

defines the multi-class target — neonatal weight (NW) vector, 

represented as   
                     while the vector 

  
                     defined with alphabet    {1,2,3,4}

n
 

corresponds to PO, another multi-class target arrangement. 
The multi-target training vector space    (          

  is 
defined in (9) while the labels,                   
         , of target variables are given in (10) – (12). 
Equation 13 also depicts the multi-label structure with target 
vector space defined over alphabet     {0,1}

n
 . 
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The task is to predict variants of both single-label and 
multi-labelled data setups. This is followed by the assessment 
of the weighted accuracies and computational costs of all 
strategies for optimal predictive power decision making in the 
domain of obstetric management. Table II gives the 
specifications of the dataset configurations. In all 
classification learning types, the input feature dimension is 
        while the target vector for each of the SLL setting 
(MS, PO and NW) are column vectors.  In MLL and MTL, the 
dimensionality of the target vector is 9 and 3 respectively, 
with 9 labels each. All variants of SLL setups depict LC of 
unity and LD of 0.5 for MS, 0.25 and 0.33 for PO and NW 
respectively. However, MLL and MLT have the same LC 
(3.00) and LD (0.33). 

C. Empirical Setup 

The empirical evaluation was performed on some varying 
experimental setups on the obstetrics outcome dataset. The 
different configurations were based on SLL and multi-labeled 

classifications types. The single labeled data configuration 
comprises ST-BC (where the input features are associated 
with one of the two class labels of the MS target) and ST-MC 
(where the input features are mapped to one of the more than 
two class labels of the PO and NW targets, respectively).  All 
base classifiers were implemented under WEKA [42], in the 
SLL scenario and MEKA based frameworks [43] with the 
multi-labeled setting, running under Java JDK 1.7 
environment. The following base classifiers: SVM, RF, DT, 
MLP, KNN and NB were used separately as internal 
classifiers in WEKA (for the ST-BC and ST-MC 
configurations) and MEKA (for the MLL and MTL datasets) 
environments. Implementations were carried out with a 
train/test mode of 10-fold cross validation [9] on each 
configuration of the dataset and repeated 20 runs with each 
classifier–algorithm pair on a 64bit machine of 8GB RAM 
size with windows 10 operating system. 

The WEKA/MEKA default parameters were adopted to 
implement the base classifiers in both SLL and MLL settings 
with a batch size of 100. MLP used a learning rate of 0.3 and 
momentum of 0.2 while the maximum training time was 500 
seconds for each iteration. There was no distance weighting 
associated with KNN while Linear search was used with only 
a single neighbor. A confidence factor of 0.25 was set for C4.5 
DT. John Platt's sequential minimal optimization (SMO) 
algorithm was adopted for training SVM classifier with RBF 
Kernel function as well as epsilon value fixed at          . 
NB classifier adopted unsupervised discretization without 
kernel estimator. MLL and MTL setups adopted the following 
PTMs — classifier chains (CC), random k-label sets (RAkEL) 
and Bayesian classifier chains (BCC) [14] for optimality 
evaluations of the six base algorithms. MEKA default 
parameters were also adopted for the chosen PTMs and base 
classifiers including a batch prediction size of 100. The BCC 
employed CC for creating maximum spanning trees based on 
marginal label dependence, and NB as base classifier [21]. 
The RAkEL method [31] builds ensembles of Label Powerset 
(LP) classifiers. The training of LP classifiers relied on label 
correlations produced through the averaging of zero-one 
predictions of each model per considered label. 

TABLE II. DATASET SPECIFICATIONS 

Classification 

type 

Target 

feature 

Target  

Vector 

Dimension 

Number 

of 

Labels 

LC LD 

Single 

label 

ST-BC MS 1 2 1.0 0.50 

ST-MC 
PO 1 4 1.0 0.25 

NW 1 3 1.0 0.33 

Multi-
Label 

MLL 

Combined 

(MS, PO, 

NW) 

9 9 3.0 0.33 

MTL 
Combined 
(MS, PO, 

NW) 

3 9 3.0 0.33 
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V. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Single Labelled Learning Results 

The results for the SLL settings are presented in Tables III 
and IV. They represent the mean values, standard deviation 
(stdev) and the rank given in brackets. A rank of 1 being the 
highest and indicates the highest performance indicator value 
while a rank of 6 is the least performance rank value. 

From Table III, the computed mean accuracy results show 
that ST-BC has the highest mean accuracy (0.950 ±0.219) and 
mean F1 scores (0.964±0.006). This implies that the base 
classifiers used in this experiment performed better in terms of 
accuracy and F1 score in the ST-BC configuration. In terms of 
classifiers, DT, RF and SVM depicts the same mean accuracy 
(0.964) with a slight upward variation in the stdev of DT.  The 
fourth ranked classifier is MLP while NB produced the least 
mean accuracy (0.896 ±0.023). F1 score produced by DT in 
the ST-BC (0.982±0.001) is ranked the 1st while MLP yielded 
the smallest F1 score. 

The build and test costs (Table IV), reveal that KNN is the 
fastest classifier with an average cost of zero during model 
building in all datasets, this corroborates the findings reported 
in [5] while MLP consumed the longest average train time in 
ST-BC(MS) (1.575± 0.149) and ST-MC (1.936±0.135) target 
setups respectively. SVM model building performance was the 
worst in the ST-MC (2.403±0.315). 

All classifiers showed significant improvements in the 
testing time, DT and MLP are the top performers with average 
rank of 1.00 and 1.67 respectively while RF execution time 
was the highest time and earned a rank of 5.33. The rank of 
the classifiers based on accuracy and F1 score (Fig. 1) show 
that DT is the best ranked classifier (rank=2) in both accuracy 
and F1 score while SVM has a rank of 3 in both metrics. Other 
classifiers have an average rank greater than 3.0 in both 
metrics except the accuracy of RF with an average rank of 
2.33. NB is the least ranked classifier based on accuracy and 
second lowest based on F1 score. The average rankings based 
on train and test time (Fig. 2) are unequal in all the classifiers. 
However, NB, KNN and RF ranked higher in training than 
testing while DT yielded the best average ranking. 

TABLE III. SLL ACCURACY AND F1 SCORE (MEAN ± STD DEVIATION) AND RANK (IN BRACKETS) 

Classifier 
Accuracy 

Average Rank 
ST-BC (MS) ST-MC (NW) ST-MC (PO) 

NB 0.896 ±0.023 (6) 0.807±0.027 (6) 0.784±0.025 (6) 6.0 

SVM 0.964 ±0.002 (3) 0.907±0.014 (3) 0.807±0.019 (3) 3.0 

kNN 0.952 ±1.195 (5) 0.909±0.067 (2) 0.738±0.059 (5) 4.0 

DT 0.964 ±0.018 (1) 0.893±0.065 (4) 0.820±0.061 (1) 2.0 

RF 0.964 ±0.007 (2) 0.936±0.016 (1) 0.789±0.024 (4) 2.33 

MLP 0.962 ±0.067 (4) 0.887±0.016 (5) 0.813±0.022 (2) 3.67 

F1 –Score 

NB 0.944±0.013 (4 ) 0.809±0.023 (6 ) 0.770±0.028 (3) 4.33 

SVM 0.982± 0.001(1) 0.890±0.020 (3) 0.765±0.028 (5) 3.0 

kNN 0.975±0.006( 2) 0.908±0.021 (2) 0.730±0.026 (6) 3.33 

DT 0.982±0.001 (1) 0.881±0.022 (4) 0.784±0.021 (1) 2.0 

RF 0.955±0.011 (3) 0.930±0.019 (1) 0.766±0.026 (4) 3.33 

MLP 0.943±0.004 (5) 0.865±0.021 (5) 0.774±0.026 (2) 4.33 

TABLE IV. SLL BUILD TIME AND TEST TIME (MEAN ± STD DEVIATION) AND RANK (IN BRACKETS) 

Classifier 
Build Time 

Average Rank 
ST-BC(MS) ST-MC(NW) ST-MC(PO) 

NB 0.002±0.001 (2) 0.002±0.003 (2) 0.002±0.004 (2) 2.0 

SVM 0.023±0.010 (4) 1.519±0.129 (5) 2.403±0.315 (6) 5.0 

kNN 0.000±0.000 (1) 0.000±0.001 (1) 0.000±0.001 (1) 1.0 

DT 0.013±0.005 (3) 0.034±0.012 (3 ) 0.029±0.012 (3) 3.0 

RF 0.300 ±0.033 (5) 0.452±0.079 (4) 0.587±0.068 (4) 4.33 

MLP 1.575± 0.149 (6) 1.936±0.135 (6) 1.950 ±0.187 (5) 5.66 

Test Time 

NB 0.001±0.002 (3) 0.002±0.004 (3 ) 0.002±0.004 (3 ) 3.0 

SVM 0.000±0.001 (2) 0.027±0.011 (6) 0.032±0.012 (6) 4.67 

kNN 0.015±0.003 (5) 0.018±0.007 (5) 0.021±0.009 (5) 5.00 

DT 0.000±0.000 (1) 0.000±0.001 (1) 0.000±0.001 (1) 1.00 

RF 0.009± 0.002 (4) 0.015±0.015 (4) 0.020±0.003 (4) 5.33 

MLP 0.000± 0.000 (1) 0.001±0.001 (2) 0.001±0.001 (2) 1.67 
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Fig. 1. Average Rank of Algorithms in SLL. 

 

Fig. 2. Average Rank of Time Cost in SLL. 

B. Multi-labelled Learning Performance 

The distribution of average accuracy and F1 score across 
the PTMs and classifiers (Table V) show that NB earned the 
lowest accuracy and F1 score (rank=5.50) while RF produced 
the best performance in both Accuracy and F1 score. 

It is observed that the rank of each classifier across the 
PTMs is the same in both metrics in addition to a marginal 
variation in their values. Similar results (Table VI), show that 
top classifies regarding accuracy earned lower ranks for time 
cost. Although MLP is ranked 6 with outstandingly high build 

time values, it competes favourably with other classifiers in 
the test time. KNN and DT had the best performers in the 
build and test times respectively while the highest execution 
time is exhibited by KNN followed by RF. 

In the MTP scenario, Tables VII and VIII give the 
accuracy/F1 score and build/test time values, respectively.  
The F1 scores are the lowest in all dataset configurations and 
classification types with CC approach producing the highest 
average performance. The top performers are KNN, SVM and 
NB, in that order, and with RF having the highest average F1 
score and rank of 1.25. NB earned the least rank in both 
accuracy (5.25) and F1 score (6.0). DT earns the highest rank 
(1.5) which is slightly higher than that of DT in terms of 
accuracy.  For build and test costs, KNN utilizes an 
insignificant time during model build and returned as the most 
expensive algorithm during model execution. The reverse is 
the case with MLP, although the average rank of KNN is 
better. The ranking of DT is average in both test and build 
metrics while RF ranks 4.00 and 4.50 in test and build phases, 
respectively. 

A summary of the ranks of classifiers across the datasets 
and classification types is given in Table IX and Fig. 3. The 
result shows that the ranks of classifiers in learning types 
varies especially between SLL and others. RF earned the best 
rank in MLL followed by MTP and SLL with an overall best 
rank of 1.78 for accuracy while depicting the worst rank in 
terms of time cost. DT is the second best ranked classifier 
regarding accuracy but is ranked the best regarding time cost 
while SVM is the second top classifier when considering time 
cost. In terms of optimality, it implies that RF is capable of 
producing high accuracy across dataset and classification 
types although is computationally expensive. This 
corroborates the findings reported in [9]. 

In term of both metrics, DT is optimal for consideration 
followed by KNN. It is therefore necessary to choose between 
RF and DT depending on the application domain and whether 
or not time cost should be given consideration. A cursory 
analysis of the result via statistical significant evaluation is 
presented in subsequent sections. 

TABLE V. MLL ACCURACY, F1 SCORE (MEAN ± STD DEVIATION) AND RANK (IN BRACKETS) 

Classifier 
Accuracy Ave 

Rank CC BCC RAkEL PS/NSR 

NB 0.834±0.0182 (6) 0.83 ±0.019 (6) 0.825±0.0191 (6) 0.819±0.023 (4) 5.50 

SVM 0.881±0.015 (5) 0.881±0.014 (5) 0.883±0.0148 (5) 0.88±0.015 (3) 4.50 

kNN 0.889±0.0162 (4) 0.89±0.016 (4) 0.885±0.0166 (4) 0.89±0.015(2) 3.50 

DT 0.896±0.0152 (2) 0 .90±0.015 (2) 0.891 ±0.015 (3) 0.89±0.015 (2) 2.25 

RF 0.9192±0.013 (1) 0.92±0.013 (1) 0.915±0.0132 (1) 0.914±0.014 (1) 1.00 

MLP 0.894±0.016 (3) 0.894 ± 0.16 (3) 0.893±0.015 (2) 0.89±0.015 (3) 2.50 

F1 Score 

NB 0.883±0.013 (6) 0.882±0.014 (6) 0.878±0.014 (6) 0.86±0.02 (4) 5.50 

SVM 0.916± 0.011 (5) 0.919±0.0103 (5) 0.92±0.0104 (5) 0.92±0.01 (3) 4.50 

kNN 0.922±0.012 (4) 0.923±0.012 (4) 0.920±0.0123 (4) 0.92 ±0.01 (3) 3.75 

DT 0.928±0.011 (3) 0.93±0.010 (2) 0.927±0.010 (3) 0.92 ±0.01 (3) 2.75 

RF 0.944±0.009 (1) 0.945±0.009 (1) 0.942 ±0.010 (1) 0.94±0.010 (1) 1.00 

MLP 0.93±0.011 (2) 0.927±0.011 (3) 0.927±0.011 (2) 0.93±0.010 (2) 2.25 

0
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TABLE VI. MLL BUILD AND TEST TIMES (MEAN ± STD DEVIATION) AND RANK (IN BRACKETS) 

Classifier 
Build Time Ave 

RanK CC BCC RAkEL PS/NSR 

NB 0.060±0.011 (2) 0.061±0.012 (2) 0.101±0.019 (2) 0.011±0.008 (2) 2.00 

SVM 1.134±0.36 (4) 1.07±0.229 (4) 6.790 ±1.801 (4) 7.53 ±2.65 (5) 4.25 

kNN 0.022±0.001 (1) 0.025±0.008 (1) 0.059±0.018 (1) 0.005±0.004 (1) 1.00 

DT 0.24±0.037 (3) 0.34 ±0.062 (3) 0.847±0.13 (3) 0.140±0.028 (3) 3.00 

RF 3.927±0.52 (5) 4.59±0.77 (5) 14.76±7.07 (5) 1.415±0.140 (4) 4.75 

MLP 85.77±12.16 (6) 67.28 ±8.71 (6) 123.14±17.60 (6) 34.91±5.05 (6) 6.00 

 Test Time  

NB 0.023±0.001 (4) 0.021±0.005 (4) 0.083±0.0157 (4) 0.029±0.006 (3) 3.75 

SVM 0.008±0.015 (2) 0.005±0.003 (2) 0.025±0.024 (3) 0.047±0.05 (5) 3.00 

kNN 0.913±0.13 (6) 0.756±0.120 (6) 0.90±0.2059 (6) 0.077±0.01 (6) 6.00 

DT 0.002±0.002 (1) 0.002 ±0.00 (1) 0.006±0.0021 (1) 0.003±0.002 (1) 1.00 

RF 0.172±0.032 (5) 0.213±0.035 (5) 0.70 ±0.37 (5) 0.039±0.010 (4) 4.75 

MLP 0.012±0.004 (3) 0.009±0.004 (3) 0.0167±0.010 (2) 0.004±0.002 (2) 2.50 

TABLE VII. MTP ACCURACY, F1 SCORE (MEAN ± STD DEVIATION) AND RANK (IN BRACKETS) 

Classifier 
Accuracy Ave 

Rank CC BCC RAkEL PS/NSR 

NB 0.815±0.018 (6) 0.816±0.017 (4) 0.814±0.0207 (6) 0.814±0.020 (5) 5.25 

SVM 0.880±0.013 (3) 0.88±0.014 (2) 0.88 ±0.014 (3) 0.88 ±0.013 (2) 2.75 

kNN 0.867±0.014 (4) 0.87±0.014 (3) 0.863±0.013 (5) 0.86 ±0.014 (4) 4.00 

DT 0.892 ±0.013 (2) 0.89±0.013 (1) 0.89±0.013 (1) 0.88 ± 0.013 (2) 1.50 

RF 0.894 ±0.012 (1) 0.89±0.013 (1) 0.89±0.012 (2) 0.88 ±0.012 (3) 1.75 

MLP 0.885±0.013 (3) 0.89±0.013 (1) 0.88±0.013 (4) 0.88 ±0.0135 (1) 2.25 

F1 score  

NB 0.600 ±0.032 (6) 0.60±0.032 (6) 0.58±0.035 (6) 0.59±0.036 (6) 6.00 

SVM 0.69±0.032 (4) 0.69±0.033 (4) 0.69±0.033 (4) 0.69±0.033 (4) 4.00 

kNN 0.648±0.032 (5) 0.65±0.03 (5) 0.64±0.032 (5) 0.64 ±0.032 (5) 5.00 

DT 0.715±0.034 (2) 0.72±0.04 (1) 0.702±0.031 (3) 0.70 ±0.035 (2) 1.75 

RF 0.716±0.031 (1) 0.72±0.028 (2) 0.704±0.031 (1) 0.705±0.030 (1) 1.25 

MLP 0.701±0.031 (3) 0.70±0.03 (3) 0.703±0.032 (2) 0.70 ±0.034 (3) 2.75 

TABLE VIII. MTP BUILD AND TEST COSTS (MEAN ± STD DEVIATION) AND RANK (IN BRACKETS) 

Classifier 
Build Time Ave. 

Rank CC BCC RAkEL PS/NSR 

NB 0.024 ±0.008 (2) 0.032±0.025 (2) 0.014±0.022 (2) 0.01±0.0047 (2) 2.00 

SVM 1.044±0.221 (4) 0.95±0.22 (4) 6.85 ±2.414 (5) 7.141 ± 2.59 (5) 4.50 

kNN 0.009±0.004 (1) 0.010±0.004 (1) 0.006±0.003 (1) 0.004 ±0.003 (1) 1.00 

DT 0.26 ± 0.050 (3) 0.242±0.046 (3) 0.149 ±0.032 (3) 0.139 ±0.031 (3) 3.00 

RF 3.162 ± 0.52 (5) 3.60±0.911 (5) 2.180±0.43 (4) 2.048 ± 0.33 (4) 4.50 

MLP 27.89 ±3.78 (6) 25.70±3.41 (6) 35.07 ±4.92 (6) 348.40±15.92 (6) 6.00 

Test Time  

NB 0.012±0.004 (4) 0.014±0.003 (4) 0.029±0.006 (3) 0.034±0.007 (3) 3.5 

SVM 0.003±0.008 (3) 0.004±0.010 (3) 0.049 ±0.017 (5) 0.059 ±0.049 (4) 3.75 

kNN 0.34 ±0.062 (6) 0.28±0.046  (6) 0.036±0.034 (4) 0.078±0.015 (6) 5.5 

DT 0.001±0.001 (1) 0.001±0.002 (1) 0.073±0.015 (6) 0.007±0.003 (1) 2.25 

RF 0.114 ±0.026 (5) 0.131±0.039 (5) 0.002± 0.002  (1) 0.064±0.059 (5) 4.00 

MLP 0.003 ±0.001 (2) 0.003±0.001 (2) 0.004±0.0013 (2) 0.0084±0.003 (2) 2.00 
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TABLE IX. AVERAGE RANKINGS (AR) OF ALGORITHMS OVER TWO METRICS AND CLASSIFICATION TYPES 

 Accuracy/F1 score  Build and Test Time 

Classifier SLL AR MLL AR MTP AR Global AR  SLL AR  MLL AR MTP AR Global AR 

NB 5.17 5.50 5.63 5.43  2.50 2.88 2.75 2.71 

SVM 3.00 4.50 3.38 3.63  4.84 3.63 4.13 4.20 

kNN 3.67 3.63 4.50 3.93  3.00 3.50 3.25 3.25 

DT 2.00 2.50 1.63 2.04  2.00 2.00 2.63 2.21 

RF 2.83 1.00 1.50 1.78  4.83 4.75 4.25 4.61 

MLP 3.84 2.38 2.5 2.91  3.34 4.25 4.00 3.86 

 

Fig. 3. Global Rank of Classifiers based on Accuracies and Time Cost. 

C. Statistical Significance and Rank Validation 

The main goal is to ascertain if there is any base classifiers 
whose performance is significantly different from others and 
also perform multiple comparison analysis. This was achieved 
by implementing non-parametric procedures [44,45] 
individually to each of the four categories of dataset-target 
setups for informed statistical inferences. Friedman test — a 
non-parametric variant of the repeated-measures Analysis of 
Variance, was used to test the null hypothesis that there is no 
significant difference in the performances (accuracies and 
time costs) of the classifiers. It compares the average rankings 
of the six classifiers across each of the four dataset 
configurations, calculating test statistic which estimates the 
probability of the observed rankings under the null hypothesis. 
Nemenyi’s test and Bergmann-Homme ’s post-hoc procedures 
implemented in R produced pairwise comparisons of all 
algorithms. The results are presented in the following sub-
sections. 

1) SLL Analysis : Friedman test on the performances of 

the classifiers reveals that there was no statistically significant 

difference in the accuracies ( 2
=10.071, df =5, p=0.0732) and 

time cost ( 2
=8.8571, df =5, p=0.1149) of the six classifiers at 

95% confidence level (CL). This implies that the null 

hypothesis that there is no statistically significant difference 

between performances of classifiers in terms of accuracies and 

time cost for the SLL dataset setups is accepted.  Nemenyi test 

(Fig. 4) compared all classifiers to each other and obtained the 

critical difference (CD) value of 3.2853 for both accuracies 

and time.  As shown in Fig. 4, none of the distances separating 

any two classifiers in terms of their accuracy and time is 

greater than the CD value, this confirms that the performance 

of every pair of classifiers is not statistically different. In both 

cases, DT is the best performing classifier while RF has an 

average rank (AR) of 2.67 and 4.33 on accuracy and time cost 

respectively. Although, NB has the lowest accuracy value with 

an average rank of 5.17 it earned an AR of 2.67 for cost, while 

SVM is the most computationally expensive classifier in the 

SLL scenario. 
2) MLL Analysis: The results of accuracies ( 2

 = 36.464, 
df = 5,            ) and time cost ( 2

 = 10.929, df = 5, 
p=0.05281) for MLL target configurations signify the 
existence of statistically significant difference in accuracies of 
classifies while the average time used by each classifier does 
not vary significantly at 95% CL. The CD=2.7924 (Fig. 5) is 
returned for both accuracy and time cost. The top three 
performing algorithms regarding accuracy; RF, MLP and DT, 
do not depict statisticaly significant difference between each 
other while the bottom performing classifiers kNN, SVM and 
NB are statistically similar. NB is lowest ranked classifier in 
terms of classification accuracy and is significantly different 
from values produced by RF, MLP and DT since their 
respective difference in length is greater than CD (2.7924). 

Although RF is the best performing algorithm as evidence 
by its accuracy, it is the most time consuming algorithm with 
an AR of 4.75 while DT consumed the smallest amount of 
time in all dataset configurations, followed by NB. 

3) MTL Analysis : In MTL setting, the comparison of the 
differences in the performance accuracy of the classifiers is 
statistically significant at a CL of 95% while the time costs 
across classifiers, statistically, does vary significantly. This is 
as indicated by their respective p-values and chi-squared 
values regarding accuracy ( 2

 = 35.125, df = 5,        
    ) and time ( 2

 = 5.9107, df = 5,        ). The CD 
diagram (Fig. 6), depicts the results of Nemenyi test showing 
the statistical comparison of all classifiers against each other 
by ARs based on accuracy and time. Classifiers that are not 
connected by a bold line of length equal to CD have 
significantly different ARs at 95% CL. In the case of 
accuracy, the values of NB are significantly different from RF, 
DT and MLP respectively. RF has the highest AR (1.44) 
followed by DT (2.12) and MLP (2.69) using accuracy while 
DT (2.62) and RF(4.25) stand out as the best  and worst 
algorithms respectively when considering computation time. 

 

Fig. 4. CD for Nemenyi Test at        for a) SLL Accuracy b) SLL Time. 
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Fig. 5. CD Diagram for Nemenyi Test (      ) a) MLL Accuracy b) MLL 

Time. 
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Fig. 6. CD Diagram for Nemenyi Test (      ) a) MTL Accuracy b) MTL 

Time. 

4) Multiple Comparison of Classifiers on all targets 

setups: Results of multiple comparison analysis on the 

combined accuracies and time costs obtained from the 

classifier in four dataset settings are discussed in this section. 

The Friedman test on aggregated values of the adopted metrics 

produces accuracy values ( 2
 = 70.019, df = 5, p=     

     ) and time values ( 2
 = 23.123, df = 5, p=          ) 

which depicts a statistically significant difference in 

performance metrics at        significance level. The CD 

diagram (Fig. 7) obtained from the comparisons for accuracy 

and time,  shows that the accuracy of NB significantly differs 

from accuracies of other classifiers while the performance of 

KNN differs significantly from DT and RF. The accuracy of 

SVM is however equivalent to others except R F and NB. RF 

is the highest ranked (1.61) and best performing algorithm 

based on accuracy followed by DT (2.36). MLP earned an AR 

of 3.0 and returned as the third ranking classifier while the 

accuracy of NB is the worst.  In terms of time cost (Fig. 7b), 

the worst performing classifier is the RF with an AR of 4.45 

and is similar to the accuracies of other classifiers except for 

NB and DT. DT is best classifier in terms of computational 

cost closely followed by NB and KNN. This implies that RF 

yields the highest accuracy across all classification types 

(dataset configuration) while it is the most computationally 

expensive algorithm. 

 

Fig. 7. CD for Nemenyi Test at        for    a) Accuracy    b) Time. 

The obtained p-values from the Freidman test specify that 
the null hypothesis (that all the algorithms perform the same) 
is reject. This, therefore, serves as the justification for 
conducting the post-hoc test. Bergmann–Homme ’s test 
procedure is the most powerful, best performing, and most 
suitable when the number of algorithms is less than nine (9) 
[46-48], although it is complex and computationally 
expensive. Statistical pairwise comparison of the six 
algorithms based on average accuracies and time cost are 
given in Table X. 

As shown in Table X, there are four major heterogeneous 
pairwise groupings of classifiers based on accuracy, with RF 
and DT being outstanding and individually significantly 
different from the rest of the classifiers, except MLP while NB 
depicts a statistically significant difference from all other 
classifiers.  KNN-SVM and RF-DT pairs, each produced a ρ-
value > 0.05, therefore statistically equivalent.  

The time cost of RF is significantly different from DT 
(ρ<0.05) and NB (ρ<0.05) while statistically equivalent with 
MLP and SVM (ρ=1.0).  Although the time used by DT is not 
statistically different from that of KNN (ρ=0.383), it exhibits a 
significant difference when compared with MLP (ρ=0.0110) 
and SVM (ρ=0.0110) in addition to RF. Pairwise comparisons 
involving KNN yielded no statistically significant difference 
as well as SVM compared with RF and MLP respectively.  
The summary of the Bergmann–Homme ’s corrected average 
values (accuracy and time) of each algorithm over all the 
dataset is given in Table XI and Fig. 8. The results confirm 
that RF (accuracy=87.3%) is the best performing algorithm 
followed by DT (accuracy=86.3%) based on accuracy metrics 
while NB is the least expensive algorithm across all dataset 
and classification types. The ranking of classifiers considering 
both performance metric reveals DT (rank=2.0) as the best 
optimal performing classifier followed by RF (rank=3.0) while 
MLP (rank=4.5) depicts the worst performance. 

TABLE X. CORRECTED P-VALUES USING BERGMANN–HOMMEL’S 

PROCEDURE FOR ACCURACY (  =0.05) 

S/N Hypothesis 
ρ-value 

Accuracy Time 

1 RF  vs. NB                     

2 RF vs KNN                     

3 RF vs  SVM          1.00 

4 RF vs DT                     

5 DT vs. NB           1.00 

6 DT vs. KNN                     

7 DT vs. SVM                     

8 NB vs. MLP                     

9 NB vs. SVM                      

10 NB  vs. KNN            1.00 

11 MLP vs. RF           1.00 

12 MLP vs. KNN                     

13 MLP vs. SVM           1.00 

14 MLP vs. DT                     

15 KNN vs. SVM                     
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TABLE XI. BERGMANN–HOMMEL’S GLOBAL AVERAGE VALUES (  =0.05) 

S/N Algorithm Accuracy Time Global AR 

1 NB  0.793  0.026 3.5 

2 SVM 0.854 1.69 4 

3 KNN 0.840 0.163 4 

4 DT 0.863 0.115 2 

5 RF 0.873 1.75 3 

6 MLP 0.858 34.26 4.5 

 

Fig. 8. Bergmann–Homme ’s Global Rank of Classifiers based on Time and 

Accuracy Scores (α=0.05). 

VI. CONCLUSION 

Over the years, analysis of morbidity and mortality data in 
maternal-related care evolved from traditional to intelligent 
research approaches with the aim of improving the efficiency 
of mother and child care during pregnancy. For intelligent 
automated predictive solutions, ML and statistical approaches 
have been the most popular techniques in the literature; 
following the increasing clinical and administrative interest in 
PO determination. Results from both methods have 
contributed to the research of PO prediction, preconception 
counseling, antenatal assessment, intrapartum care, 
postpartum management, and reproductive health education 
among others. In this paper, six ML-based classifiers, 
including SVM, RF, DT, MLP, KNN and NB were identified 
as widely used and highly successful in obstetric outcome 
prediction. The performances and suitability of these 
techniques on obstetrics dataset classification under varying 
maternal outcome target configurations were assessed, 
positing that they comprise binary, multi-class and multi-
labeled target features. Performance efficiency was achieved 
by empirical evaluation of implemented non-parametric 
procedures individually for SLL, MLL and MTP to enable 
informed statistical inferences. Using SLL, three 
configurations including MS, PO and NW were defined, 
whereas the MLL and MTP evaluations both used the CC, 
BCC, RAkEL, PS/NSR PMTs to evaluate performance 
efficiency. Dataset obtained from archives of secondary 
healthcare facilities in Uyo, Nigeria, was reduced feature 
dimension of 13 x 1632. From the results, in the SLL setup, 
DT had the best accuracy, F1 score and test time with an 
average rank of 1.0. This was followed by RF in accuracy and 
SVM in F1 score, while MLP had the second best time cost. 
NB had the worst accuracy and F1 values, while the worst test 
time is observed in RF.  In MLL, we observed DT was least 
expensive in terms of time cost; whereas KNN was most 

expensive. RF performed better with the highest accuracy and 
F1 scores and was followed by DT and MLP for accuracy and 
F1 measures, respectively. The accuracy and F1 values 
obtained for NB suggests that it is the least performing 
classifier with the MLL setup. With an average rank of 1.50, 
DT had the highest accuracy in the MTP setup. This was 
followed by RF, while NB had the worst performance. For F1-
measure evaluation, RF, DT and NB had the best, second and 
least performances respectively. The comparative analysis of 
global averages of the six base classifiers shows that RF is the 
most optimal algorithm with an accuracy of 87.3% given all 
three data setups in the study. The pole position of RF in terms 
of accuracy measure is in agreement with the submission in 
[49] (Hoodbhoy et al., 2019) that compared ten machine 
learning algorithms on PO determination and observed RF had 
an accuracy of 92% compared to lower scores obtained by 
MLP, SVM and NB. It also corresponds with the result 
obtained in [33] where the accuracy of RF was best with a 
score of 96%, and the work of [9]. In terms of time cost, NB is 
the least expensive algorithm even though it has the poorest 
global accuracy score. MLP on the other hand had an 
unexpectedly high time cost, making it unsuitable for similar 
data classification if time is the main criterion. Finally, from 
the comparative analysis, it is recommended that the choice of 
classifier should either be RF or DT depending on the 
application domain and whether or not time cost is a major 
consideration.  As further research, the tuning of parameters of 
the base classifiers using evolutionary computing would be 
carried out in order to improve performance in terms of 
accuracy and computational cost. 
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Abstract—Data security is an important aspect of the modern 

digital world. Authentication is necessary for the prevention of 

data from intruders and hackers. Most of the existing system 

uses textual password which can provide only single-layer 

security. The textual passwords are simple but they may prone to 

spyware as well as dictionary attacks. Hence there is a need for a 

highly secure and multilayer security method. Steganography, 

the art of hiding the existence of a message by embedding it into 

another medium, can be exploited in an authentication system. 

Steganography has emerged as a technology that introduced 

steganalysis to detect hidden information. In this approach, the 

multimedia file is the input that is to be transferred over the 

media. On the transmitter side, the audio and video files are 

extracted. The secret audio file is embedded with an audio file 

using the LSB method while the face of the authenticated person 

is embedded into the video frame using the Pixel Value 

Differencing (PVD) method. At the receiver side, the face is 

extracted using the reverse PVD method and authenticated using 

the Convolutional Neural Network-based face recognition 

method. After authentication, the secret audio is extracted using 

the reverse LSB method. The results show that the MSE, RMSE, 

PSNR, and SSIM of 0.0000045303, 0.0021, 53.5877, and 0.9957, 

respectively. 

Keywords—Audio; Face recognition; Information Security; 

LSB; Steganography; Video 

I. INTRODUCTION 

The digital world is evolving rapidly. It means that people 
are finding new ways of doing old tasks efficiently and 
creatively. Although it seems a boon, we should not forget that 
people won't stop using technology to their advantage. It makes 
the world more vulnerable as it grows. The authentication 
systems are the ones that require immediate attention [1]. 

Information hiding methods have been used in different 
applications for data security. This consists of copyright 
protection for digital media, watermarking, and steganography. 
Digital marketing supplies the framework to mark all data 
object copies with the owner's mark to insert copyright 
properties. Fingerprinting embeds a distinct signature for each 
customer purchasing the object [2]. 

The science of communicating secret data incorporate with 
communication channels is called Steganography. The 
communication media will be an image, audio, and video, etc. 
In the case of a cover image that could be color, grayscale, or 
even binary in which secret information is embedded, as a 

result, the stego object is obtained using embedding algorithms 
[3]. 

An eavesdropper may decrypt a cryptographic message but 
he does not even know that a steganographic message exists. 
Nowadays the issue of illegal copying of music files, books, 
and software is of critical significance. To solve such a 
problem steganography is being used, where any information 
would be encoded in digital media in such a way that it cannot 
be easily retrieved. There are several forms of steganography 
depending on the type of medium which is selected as the 
carrier and these include text, image, audio, video 
steganography, etc. The main objective of this approach is to 
provide multi-level security to the audio as well as video data 
of multimedia files using PVD and LSB algorithms. 

This approach is divided into three steps: First, the secret 
audio sample is embedded into a multimedia file's extracted 
audio. The Least Significant Bit (LSB) approach is used for 
audio steganography. Second, the authorized user's facial 
image is embedded in the multimedia file frame using the Pixel 
Value Differencing (PVD) method. Third, a face recognition 
system is used to recognize the face of an authorized user. The 
database of authorized and unauthorized users is trained using 
Convolutional Neural Network (CNN) algorithm. 

The proposed paper is prepared as follows; Section II offers 
an overview of audio-video steganography's recent 
development using different algorithms and their advantages 
and disadvantages. Section III presents the proposed 
methodology for the two-stage steganography approach. 
Section IV demonstrates the results qualitatively and 
quantitatively. Lastly, the conclusion is given in Section V. 

II. LITERATURE SURVEY 

The literature survey of audio and video steganography is 
described in this section. 

G Prasad et al. [4] proposed a method of hiding important 
information i.e. text, sound, or image which is embedded into 
an audio cover file using spatial domain techniques. The main 
aim of this system is to improve the data security of embedded 
secret audio files. This system uses the LSB technique to 
embed the secret audio. The performance of the system is 
evaluated using MSE, PSNR, and SNR. They suggest the 
further development can be managed to enhance the capacity 
and improve the robustness of an algorithm. 
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N. Taneja et al. [5] suggested that the security of the file 
transfer can be enhanced by combining encoding and digital 
signature. A digital signature was applied over these files and 
embedded with the audio file using the LSB technique. The 
experimental results show the increasing security and content 
of the hidden textual information. In the future, two encryption 
algorithms can be used in the file, and steganography applied 
to increase security. 

Sattar B. Sadkhan et al. [6] presented an audio 
steganography method in which the LSB method is used to 
hide the data in the audio signal. With few changes, the bit 
index in stego can be changed reasonably. The method also 
generates a secret key, as the embedding threshold can hide 
and retrieve the data. The large amplitude samples produced a 
high bit index without decreasing the payload availability in 
the embedding process. 

S. M. H. Alwahbani et al. [7] present the audio 
steganography and encryption approach in which the secret 
data is embedded into an audio file. Initially, data is encrypted 
by one-time padding, then the LSB method is applied in the 
spatial domain to embed the data into an audio file. The 
experimentation results show the efficiency of the algorithms 
and the quality of stego sound. 

S. E. El-Khamy et al. [8] presented an efficient approach of 
steganography in the transform domain i.e. Discrete Wavelet 
Transform (DWT). Initially, the audio sample is spitting into 
different subbands i.e. detailed and approximate coefficient. 
Then select the detailed coefficient and repaced by the 
embedded encrypted image bit thresholded value. The 
encryption is performed by the RSA method. The pretraiend 
threshold value help to hide the cipher bits in the detailed 
component of the audio file. The result and analysis prove the 
robustness of the system in a noisy environment. 

Lindawati et al. [9] presented the encryption method in 
which the secret message is hidden into an audio file of 
different formats like MP3 or .wav using the LSB method in 
the spatial domain. This method can hide .ppt, .docx and .xlsx 
files. This system is implemented on android phones. The 
performance of this system is evaluated using PSNR and it 
shows good PSNR for .wav and MP3 files. 

Sattar B. Sadkhan et al. [10], proposed encryption using the 
AES algorithm. The secret data is encrypted and hide in the 
spatial domain using the LSB method to ensure confidentiality 
of the data. This is the simplest but robust technique. The 
experimental results show that the system is robust for 
maintaining data confidentiality. The future direction of this 
research is to encrypt the voice call between two phones. 

Y. Bassil [11] suggested the approach to hide the essential 
data and information like audio samples to the public browser 
users. Authorized people could use a private browser to access 
hidden data within the web content. The experiments have 
provided an excellent way to hide confidential data and ensure 
that the LSB technique is not found. Important information can 
be hidden in website videos or image files in the future. 

M. Than et al. [12] present the LSB-based data hiding 
technique. In this approach, the secret message is embedded 
into the .mp3 file using the LSB method. The traditional LSB 

method shows the weaken results besides noise. Hence this 
system proposed compression after combining Echo Hiding 
techniques. 

Kaur N et al. [13] presents the procedures used for Discrete 
Cosine Transform (DCT) based Steganography and Discrete 
Wavelet Transform (DWT), and the authors provided various 
hiding practices or some undisclosed files in image jpg 
formats. Results were evaluated to know which procedure is 
good for hiding images. 

Islam AUl et al. [14] presented hidden systematic efforts 
using the major bits of image pixels. The difference between 
bit number 5 and bit number 6 is measured, and if the outcome 
is unlike the secret data bit. Then the bit number 5 value is 
changed. The consequences of this investigation reveal that the 
projected method advances the signal-to-noise ratio. Several 
methods and techniques used in stegno scrutiny and spatial 
representation processes are evaluated. The likely imminent 
exploration drifts related to steganography safekeeping and 
substantiation are summarized. 

Cheddad et al. [15] presented the skin tone information 
encryption method in YCbCr colorspace. There is different 
application which uses YCbCr colorspace such as object 
detection, video compression. This system first separates each 
channel of YCbCr and information is hidden in the Cr plane of 
YCbCr. Hence, part of the skin reviewed to hide the secret 
message. This system has low embedding capacity because the 
data is stored in only a single channel. 

Kousik Dasgupta et al. [16] developed LSB-based video 
steganography. Eight hidden information bits are separated in 
3,3,2 and embedded in the RGB pixel values of the cover 
frames respectively. This propagation pattern is taken as blue's 
chromatic effect on the human eye is stronger than red and 
green pixels. Video output isn't abandoned, so we could raise 
the payload. The proposed approach compares with current 
LSB-based steganography methods, witnessing an encouraging 
performance. 

Sneha Khupse et al. [17] suggested an efficient video 
steganography system, using ROI instead of the whole frame in 
a frame. This approach uses human skin tone to mask the 
message. Morphological dilation and filling are used for skin 
area identification. Then, the video frames are translated to 
YCbCr color space, choosing the frame with the least square 
error for embedding. Hiding the hidden message is achieved 
inside the Cb portion of the specific video frame. This 
approach is constrained as only one video frame is considered 
for the embedding stage. 

III. FACE RECOGNITION SYSTEM 

The comprehensive block diagram of the Face Recognition 
system is demonstrated in Fig. 1. 

 

Fig. 1. Block Diagram for Embedding and Retrieval. 
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The key stages include Image Acquisition, Database 
development, Face detection, Pre-processing, Data 
augmentation, Feature extraction, training using CNN, and 
Classification. There two main phases: The training phase and 
the Testing (Recognition) phase. 

A. Image Capture  

The database is collected in real-time. The database 
consists of facial images of five persons in different light and 
luminance conditions with different angles. The collected 
images are in RGB format of size 227X227 pixels. The 
database distribution of the training and testing used for this 
system is tabulated in Table I. 

B. Pre-Processing 

Sometimes the captured facial images require a little pre-
processing like cropping the face, resizing, histogram 
equalization for removal of illumination variance, noise 
reduction, thresholding, converting to the binary, or grayscale 
image, etc. The input image is in RGB color format. For 
further processing, the RGB is transformed into a grayscale 
image that can be attained by averaging the three-channel. Still, 
this method gets failure because Red color has much more 
wavelengths amongst these three colors, and green color has a 
lower wavelength than red color and soothes the eyes. Thus, 
we understand that there is a need to reduce the impact of red 
color, increase the green color's effect, and impact the blue 
color within these two [18]. The conversion of RGB to gray is 
given by. 

                                     (1) 

R, G, and B represent the pixel intensity values of red, 
green, and blue pixels. 

C. Data Augmentation 

Artificially creating novel data from previously available 
training data is called data augmentation. Applying domain-
specific methods to examples from training data creates new 
and dissimilar training examples. 

Image data increase is among the most accepted data 
increase types. It includes creating redeveloped image forms 
within the training dataset that fit in the same class as the 
original image. The transformation consists of image 
manipulation operations like zooms, flips, shifts, etc. 

The intention is to add new examples to the training 
dataset. Thus, the model is likely to observe the training set 
image variations. 

TABLE I. DATABASE DISTRIBUTION FOR THE FACE RECOGNITION 

SYSTEM 

               Data 

Labels 

Total facial 

Images 

Training Facial 

Images 

Testing Facial 

Images 

1 973 779 194 

2 830 664 166 

3 924 740 184 

4 842 674 168 

5 1453 1089 364 

D. Training and Testing using CNN 

CNN's demonstrated effective image classification. CNN 
consists of neurons, kernels, or filters with weights, parameters, 
and biases. Each filter receives inputs, executes convolution. 
CNN's structure contains Rectified Linear Unit (ReLU) and 
Fully Connected Layers (FCL). 

 Convolutional Layer: The convolutional layer forms 
CNN's central building block, which performs the 
heaviest computational work. The primary aim of the 
convolution layer is to extract input data images. A set 
of learnable neurons transforms image input. It 
generates a function map or activation map in the 
output image and is then fed as input data to the next 
convolution sheet [19]. 

 Pooling Layer: The pooling layer reduces the 
dimensionality of each activation diagram but has the 
most essential details. Separate input images into non-
overlapping rectangles. Each field has an average or 
maximum non-linear activity. This layer achieves 
quicker convergence, better generalization, stable 
translation, and modification, and is usually positioned 
inside convolutional layers [19]. 

 ReLU Layer: ReLU is a non-linear operation using the 
rectifier. Applied per pixel, the map reconstitutes all 
negative values to 0. To understand how ReLU 
operates, we accept an input given as x, and in the 
neural network image literature, the rectifier is called 
               Using FCL, these features are used 
to identify the input image in various groups depending 
on the training dataset. Using the Softmax activation 
mechanism, FCL is called the final pooling layer 
inputting features to a classifier. Summing the 
maximum layer performance possibilities is 1. Using 
Softmax as an activation mechanism is verified. 

E. AlexNet 

AlexNet among the popular deep networks used for several 
computer vision applications. In this approach, the transfer 
learning of a trained CNN model that is AlexNet is employed 
for face recognition. The AlexNet model architecture is shown 
in Fig. 2. 

AlexNet has five convolutional layers trailed by three fully 
connected layers. These convolutional layers extract essential 
features from the image. Every convolutional layer comprises 
linear convolution filters followed by ReLU activation, 
normalization, and max pooling. The primary layer is the input 
layer, which takes images having size 227-by-227-by-3. The 
very first convolution layer has 96 filters, each of which is 
sized 11x11x3 with pace four and no padding. The first 
convolutional layer results are passed on to the ReLU layer, 
which is followed by the max-pooling layer. The purpose 
behind using the ReLU activation function is the prevention of 
propagation of any non-positive value in the network. The 
pooling layer aims to lessen computation and control 
overfitting. The second convolutional layer comprises 256 
filters sized 5x5 with pace one and padding 2. The third, fourth, 
and fifth convolution layer executes 3x3 convolution with rate 
one and padding 1. Only convolutional layers 1, 2, and 5 have 
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max-pooling. Three fully connected layers trail the down-
sampling and convolutional layers. The final fully connected 
layer uses features learned from the last layer to execute the 
classification task. This layer is followed by a softmax layer, 
which will normalize the output. 

In this approach, we have trained AlexNet for face 
recognition. Fig. 3 shows the AlexNet training. Accuracy of 
99.66% is achieved during the training. 

 

Fig. 2. Architecture of AlexNet. 

 

Fig. 3. Alexnet Training Progress. 

IV. PROPOSED SYSTEM 

The proposed audio-video steganography system is as 
shown in Fig. 4. The proposed audio-video steganography 
system is divided into two parts transmitter and receiver. In the 
transmitter section, initially, the audio (called cover audio) and 
video (cover video) are separated from the multimedia file. 

Direct Sequence Spread Spectrum (DSSS) is a spread 
spectrum technique whereby the secret audio data is multiplied 
with a pseudorandom noise (PN) spreading code. This 
spreading code has a higher chip rate/bit rate, which results in a 
wideband time-continuous scrambled audio. This processed 
secret audio and cover audio files embedded using the LSB 
method. If the bit of cover audio C(i,j) is equal to the message 
bit m of the secret massage to be embedded, C(i,j) will remain 
unchanged; if not, then set C(i,j) to m. The message embedding 
processing is as elaborate in Eq. 2 [20]. 

                       (      )            

                     (      )    

                       (      )                    (2) 

where LSB(      ) be the LSB of cover audio,       and 
  is been the next message bit which is to be embedded, 
       is the stego audio. The output file is called a stego audio 
file. The secret audio embedding process is as follows. 

1) First, extract the bit from the cover audio. 

2) Second, extract the bit from the secret audio 

3) Choose the first bit, pick the secret audio and place it in 

the first component of the bit 

4) Place a terminating symbol to indicate the key end. This 

algorithm used 0 as a terminating symbol. 

5) Insert some secret audio file in each first component of 

the next bit, replacing it 

6) Repeat step 6 till all the bit of secret audio has been 

embedded. 

7) Place some terminating symbols to indicate data end. 

8) Output stego audio. 

In another step, the authorized user's facial image is 
embedded with the extracted frame of video using the PVD 
method. The insertion process is explained below. 

1) For each sequential pixel (      and         in the cover 

image, calculate the difference between       and        as   . 

find the lower limit (  ) and the higher limit (  ) from the range 

table (  ) based on the    value. 

2) Calculate            

3) Calculate the value of            with the log base 

of 2. 

4)    value determines how many bits can be inserted. 

5) Take the    message,    is the decimal value of    
6) Calculate the value          

7) Calculate the value of              
8) Calculate       

 and       
  by using Eq. 3. 
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Using the above PVD method, a stego facial image is 
obtained. The stego audio and stego video are then embedded 
and transfer over the communication channel with additive 
white noise. 

1) For each successive pixel in the stego image i.e.       
  

and       
 , determine the difference of       

 and       
  as   

 . 

Find the lower limit (  ) and the higher limit (  ) from the table 

range (  ) based on the value of   
 ,. 

2) Determine           . 

3) Calculate the value of            with     . 
4)    the value determines how many bits can be inserted. 
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5) Calculated   
    

    , convert   
  into binary values 

with the length of    
6) The conversion of   

  into binary with the length of    is 
the hidden message. 

7) Differential value algorithm of 2 pixels: finding a 

separate value of two adjacent pixels, two-pixel width 

difference, converting d to binary with t length, bit message 

length, 
message power inserted in t in a bit, converting inserted 

messages to decimal, measuring two new pixels after inserting 
messages. 

On the receiver side, the white noise from the stego 
multimedia file is removed. The decryption process is started 
with the separation of stego audio and stego video from the 
noiseless multimedia file. First, the face from the stego video 
file is extracted using the reverse PVD method. The process is 
explained. 

The transmitted face is extracted from the above reverse 
PVD process, which is the face recognition process. The CNN 
algorithm is used to recognize the face of an authorized user. 
The extracted face is tested with a trained face recognition 
model, which gives us whether the user is authorized. The 
secret audio from stego audio proceeds if the user is 
authorized. The secret audio from stego audio is extracted 
using the reverse LSB method. The extraction process is as 
follows. 

1) Extract the bit of the stego audio. 

2) Now, start from the first bit and extract the stego bit 

from the first component. 

3) Repeat step 2 till all the bit of secret audio has been 

extracted. 

4) Obtained secret audio. 

 

Fig. 4. Block Diagram of Proposed Audio Video Steganography. 
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V. RESULT 

The proposed system is implemented using MATLAB 
2020a, the X64 bit software. 

A. Analysis of Face Recognition 

In this approach, the face recognition system is 
implemented using a deep CNN algorithm. The training 
parameter used to train the face recognition system is as 
tabulated in Table II. 

TABLE II. TRAINING PARAMETER OF CNN ALGORITHM FOR THE 

PROPOSED FACE RECOGNITION SYSTEM 

Training Parameters Values 

Training algorithm 'sgdm' 

Momentum 0.9000 

Batch size 10 

Initial Learning Rate 3e-4 

Drop Period  10 

Drop Factor 0.1 

Gradient Threshold Method 'l2norm' 

The face recognition system is implemented using the CNN 
algorithm. 

 

Fig. 5. Traning Progress Graph of CNN based Face Recognition System. 

The training progress graph given in Fig. 5 shows that 
training and validation accuracy graphs follow each other and 
achieved a validation accuracy of 97.47%. The trained model is 
portable and used to recognize the authorized and unauthorized 
user with high accuracy. The qualitative analysis of the face 
recognition system is, as shown in Fig. 6. 

The proposed system's qualitative analysis shows that the 
proposed system accurately classified the facial samples into 
authorized and unauthorized users. Fig. 6(a-d) are the 
authorized samples, while Fig. 6(e) is the unauthorized user's 
sample face, which is provided to the trained CNN model's 
input. The CNN model gives accurate output for each sample. 

B. Analysis PVD based Video Steganography 

In this method, the video frame is considered the cover 
image, and the face image of the authentic user is regarded as a 
secret image. The video steganography aims to hide the video 
frame's facial image, which is not visible to the intruder. The 

results of the PVD-based video steganography are as shown in 
Fig. 7. 

  
(a) 

  
(b) 

  
(c) 

  
(d) 

  
(e) 

Fig. 6. Qualitative Analysis of Face Recognition System (a)-(d) Authorized 

User (e) Unauthorized user. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 7. Results of PVD based Video Steganography (a) Cover Frame (b) 

Secret Image (c) Stego Frame (d) Decrypted Secret Image (e) Authorized 
Face Recognition Output. 

Fig. 7 shows the results of the PVD-based video 
steganography. The cover image and secret image are shown in 
Fig. 7(a) and Fig. 7(b). The authorized user's secret image is 
embedded in the cover image using the PVD method and 
created a stego image shown in Fig. 7(c). Fig. 7(c) shows that 
the cover image and stego image are visually similar. Hence 
the intruder cannot predict the embedded secret message with 
naked eyes. The reverse PVD method is used at the receiver 
side to extract the face of the authorized user, shown in 
Fig. 7(d). Finally, the extracted face is tested with a CNN-
trained model to predict the authorized person, shown in 
Fig. 7(e). 

C. Analysis LSB based Audio Steganography 

In this section, the LSB-based audio steganography process 
is presented with the analysis shown in Fig. 8. The secret audio 
and the extracted cover audio extracted from the video 
multimedia file are presented in Fig. 8(a) and Fig. 8(b). The 
secret audio and cover audio are embedded using the LSB 
method called stego audio, presented in Fig. 8(c). From 
waveform analysis, it is observed that the cover audio 
waveform and stego audio waveform are looking visually 
similar. Therefore, it is a problematic intruder to recognize the 
embedded secret audio. In the decrypted process, the stego 
audio is extracted using the reverse LSB method shown in 
Fig. 8(d). 

D. Quantitative Analysis 

The Results of the systems are evaluated using Peak Signal 
to Noise Ratio (PSNR), Root Mean Square Error (RMSE), and 
Structural Similarity Index Matrix (SSIM). The detailed 
explanation of this parameter is as explained as follows. 

 PSNR: PSNR is the parameter of the audio file that 
means Peak Signal to Noise Ratio. PSNR and MSE 
both are inversely proportional to each other, and the 
following equation can measure PSNR. 

            *
  

   
+             (2) 

Where   is the maximum possible value of audio. 

 RMSE: RMSE is a parameter that means Root Means 
Square Error, calculated as the square root of MSE. 

      √
 

[   ] 
∑ ∑ (       )

  
   

 
              (3) 

 SSIM: SSIM is the measure of the quality degradation 
caused by the modification and loss in the data 
transmission. The SSIM is calculated in this approach is 
between the original audio and extracted audio. 

           
(        )(       )

(        )(        )
           (4) 

where   ,   , are the local mean,   ,    are the standard 

deviation and     is the cross-covariance for data x, y. 

The mean, standard deviation, and cross variance is given 
by 
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                 (5) 
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(a) Secret audio 

 
(b) Cover Audio 

 
(c) stego audio 

  
(d) 

Fig. 8. Results of LSB based Audio Steganography (a) Secret Audio (b) 

Cover Audio (c) Stego Audio (d) Decrypted Secret Audio. 

The qualitative analysis in terms of MSE, RMSE, PSNR, 
and SSIM of the audio steganography is shown in Fig. 9(a-d). 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 9. Graphical Analysis of the Audio Steganography (a) MSE (b) RMSE 

(c) PSNR (d) SSIM. 
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The graphical analysis shows that the MSE and RMSE 
values of the original secret audio and extracted secret audio 
are minimal. In contrast, PSNR and SSIM values are high. 
Hence it can be concluded that the system is highly precise and 
can be used for steganographic applications. 

VI. CONCLUSION 

In this paper, the Audio and video steganography approach 
is presented. The video steganography is performed using a 
pixel value differencing method while audio steganography is 
performed using the least significant method. The authorized 
user is recognized using the CNN algorithm, which shows 
excellent validation accuracy of 97.47%. The Results of the 
system are presented using MSE, RMSE, PSNR, and SSIM. 
The results show that audio and video steganography leads to 
promising results. This method could widely be used to modify 
LSB's without hampering the audio quality of the sound. The 
proposed approach attained enhanced MSE, RMSE, PSNR, 
and SSIM of 0.0000045303, 0.0021, 53.5877, and 0.9957, 
respectively. 

In the future, new data-hiding schemes will be worked to 
improve the embedding capacity by merging the PVD scheme 
and hidden sharing scheme. 
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Abstract—Social networking sites are new generation of web-

services providing global community of users in an online 

environment. Twitter is one of such popular social networks 

having more than 152 million daily active users making a half 

billions of tweets per day. Owing to its immense popularity, the 

accounts of legitimate Twitter users are always at a risk from 

spammers and hackers. Spam and Malware are the most 

affecting threats reported on the Twitter platform. To preserve 

the privacy and ensure data safety for online Twitter community, 

it is necessary develop a framework to safeguard their accounts 

from such malicious attackers. Machine Learning is recently 

matured and widely used technique useful to prevent the 

propagation of such malicious activities in social media. 

However, the Machine Learning based techniques have yielded a 

promising result in filtering the undesired contents from the user 

tweets but its efficiency always remains restricted within the 

technological limits of the technique used. To devise a more 

efficient model to detect propagation of spam and malware in the 

Twitter, this research has proposed a Machine Learning based 

optimization scheme based on hybrid similarity (Cosine and 

Jaccard) measured in conjunction with Genetic Algorithm (GA) 

and Artificial Neural Network (ANN). The Cosine with Jaccard 

in hybridization has been applied on the Twitter dataset to 

identify the tweets containing spam and malware. In conjunction 

to it the GA has been used to enhance the training rate and 

reduce training error by automatically selecting the designed 

fitness function while the ANN was applied to classify malicious 

tweets from through voting rule. The simulation experiments 

were conducted to compute the precision rate, recall, F-measures. 

The results of Machine Learning based optimization scheme 

proposed in this research were compared with the existing state-

of-arts techniques already available in this regime. The 

comparative study reveals that the model proposed in this 

research is faster and more precise then the existing models. 

Keywords—Social networking sites, Twitter, spam, malware, 

Cosine similarity, Jaccard similarity, genetic algorithm, artificial 

neural network  

I. INTRODUCTION 

The last two decades have witnessed an unprecedented 
growth in social networking sites, where people share 
information with the other users through radio means without 
verifying their identity. Several social networking sites such as 
Twitter, Facebook, LinkedIn, Instagram and WhatsApp, etc. 
have emerged as a powerful tool to facilitate the users to share 

information in the form of audio, video, text and pictures. 
These social media platforms are governed by common instinct 
that all of them require creating an account using personal 
information and need access to data computing device before 
actual operation. The registered users can form a socio-digital 
network with the other users having similar interest and can 
share the contents of his choice in a manner prescribed the 
concerned website owner. Users use these sites for varied 
purposes including fun, entertainments, business, and 
advertisement etc. For instance, Twitter, a typical micro 
blogging social media platform, allows users to send message 
up to 140 characters, make comments, attach image and pdf 
documents. Apart from it blogs, PDF files, picture or videos 
and web page can be forwarded over the platform. On twitter 
the registered users enjoy unrestricted access to post, like, 
comments, reply and re-tweet while the unregistered users can 
only read the tweets. Twitter users are linked in the form of an 
exponential hierarchy where the user's tweets are available to 
followers in the form of public and protected tweets. 

One of astonishing feature of Twitter which differentiates it 
from other social media platforms is that in Twitter the 
relationship between users and their followers is asymmetric 
while in other networks it follows a symmetric or cyclic 
pattern. In Twitter when a user gets followers the vice-versa is 
not always remains true and hence followers necessarily may 
not have to access all the tweets of their ancestral user [1]. The 
tweet post is twitter can be accessed with unrestricted right by 
immediate followers but not to the followers at a third level of 
followers in tree hierarchy. But the re-tweet from second level 
of users will be available to third level of users. The social 
media communities are more liberal on their community 
standards and generally groups are formed between those 
users, who are more active and share information frequently 
compared to less active users. The unsolicited users enter to 
this chain of active users to execute their malicious activities 
[2]. Hackers possess as original users can have easy access to 
the important personal information such as bank account or 
passwords, available in social media account or those available 
in computing device (computer or mobile phone) [3]. Recent 
studies reveal that Twitter has become most preferred 
destination for cyber criminals to perform multiple malicious 
activities including spam, phishing and malware [4]. One of the 
instances of such activity was reported in March 2010 when 
using festive-themed messages, dangerous malware was spread 
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in Twitter. Later in September 2010, the malware has affected 
the millions of Twitter users including British Prime Minister 
[5-6]. Fig. 1 depicts the social- criminal ecosystem of social 
network especially Twitter site. As revealed in the figure, a 
separate community is formed by criminal users using a unique 
user ID along with a supporter community encircled by green 
dotted contour, which supports those users outside the 
community of criminal accounts [7]. It reveals two types of 
relationship among the networked community viz. inner and 
outer relationships. Inner relationship reveals the interrelation 
among the criminal accounts connected through social means 
while the outer relationship represents the interaction between 
the criminal accounts and his supporters, who maintain a close 
friendship with the criminal accounts. To propagate the threats 
identified in this research viz. malware and spam; the hackers 
post malicious links to unsolicited users for attracting user 
traffics. 

The subsequent sub-sections will elaborate these both types 
of malicious activities for formulating further research work. 

A. Spam 

There is a general perception that spam mostly found in e-
mails but there are instances where social networking sites 
frequently suffers from malicious software. Spam harms the 
users through various modes such as by sending undesired 
information in the form of advertisement or by sending 
messages continuously to the same e-mail or social media ID. 
The existing research detects the by analysing the features of 
the data. Beutel et al. (2013) has detected the spam by 
analysing the relationship between the users, social media 
pages and the time of instant at which the edge has been 
created in the social graph [8]. Another research performed by 
Ahmed et al. (2012) has used graph-based technique to show 
the relationship between the social nodes and their 
communication by edge of the graph [9]. The weight of edge 
represents the real and fake users‟ interactions in the form of 
shared URLs, pages, active friends. Here, spam detection has 
been performed using optimization-based machine learning 
approach. Sharma et al. (2014) have used Machine Learning to 
classify text containing spam as enunciated in the workflow 
[10]. 

 

Fig. 1. Structure of the Social Criminal Ecosystem [7]. 

B. Malware 

Malware is a type of code implanted into the network with 
the intention to affect the information of the legitimate users. It 
is injurious issue to a computer user and need to be resolved to 
safeguard his private and business rights. Recently there are 
examples where spammers have relied on outmoded social 
networks impersonated as e-mail to steal the information of 
normal users by inserting harmful worms. The Pay-Per Install 
(PPI) is the most amazing institute that spread malicious 
activities targeting the financial institutions and other websites 
like Facebook and Twitter. The modus operandi of Malware in 
affecting the information was characterized by Sanzgiri et al. 
(2013) [11]. 

This research intended to design a model to detect spam as 
well as malwares propagating in twitter contents through an 
approach based on finding similarity among the extracted 
features such as crime related keywords and normal keywords 
and the URL features. Based on the extracted features, the 
features are optimized using a novel fitness function of Genetic 
Algorithm (GA). Based on these optimized features the 
machine learning classifier such as ANN is trained based on 
the optimized features which enhance the accuracy of detection 
method [12]. The subsequent sections of this paper are 
arranged as follow: Section 2, describes the work accomplished 
by researcher community engaged in the regime of social 
network security and malicious attacks. The step by step 
description of the work proposed in this piece of research is 
presented in Section 3. The results obtained over simulation 
experiments and the examined parameters are discussed in 
Section 4. A conclusive discussion is carried out in Section 5, 
followed by the references consulted there in the paper. 

II. RELATED WORK 

Social networking sites are naive form of socialization and 
hence facing out of security issues. A number of researchers 
have studied detection and protection of social networks 
against spam. Blanzieri et al. (2008) have surveyed the 
commonly known features which were further used to enlist 
the unsolicited methods of spam detection [13]. Further 
Sahamiet al. (1998) has deployed the unsolicited techniques 
such as content filtering for the same purpose [14]. In social 
media applications such as Twitter and Facebook the content-
based methods are hardly effective because the spam contains 
only a few words along with the URLs. Therefore, some of the 
researchers have used URL blacklisting approach in order to 
filter the spam but this technique is not performing as per the 
user requirement as well as take large processing time as 
summarized by Grier et al. (2010) [15]. Song et al. (2011) have 
used relation features (distance and interconnection) among the 
transmitter and receiver social user for the detection of the 
spam in data. A list of spam and non-spam data has been 
created and then trained the classifier based on the extracted 
features. The results indicate that most of the spam has been 
generated by the account rather than receiver [16]. Lin et al. 
(2017) have presented a machine learning based approach to 
detect the spam based on ground truth value and provided 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

497 | P a g e  

www.ijacsa.thesai.org 

satisfactory performance. Also, the designed spam detection 
twitter model has been analysed for scalability and the 
performance has been measured in terms of true positive, False 
positive, F-score and accuracy of the system using different 
data size with small processing time [17].Gupta et al. (2018) 
have presented a spam detection framework through which the 
spam is identified based on user based and tweets‟ text-based 
features collectively. The use of text-based tweet features 
allows users to detect the spam tweet if the unsolicited user has 
created new account. The work has been verified based on four 
different classifiers such as Support Vector Machine (SVM), 
Neural Network (NN), Random Forest (RF) and Gradient 
Boosting and Neural Network based approach has achieved 
highest accuracy of 91.65 among all the methods [18]. Hanif et 
al. (2018) have introduced additional features to measure the 
countermeasure in the presence of spam in Twitter site. Hanif 
et al. (2018) have detected the spam and malware using four 
machine learning techniques such as RF, SVM, K-Nearest 
Neighbour (KNN) and Multi-Layer Perceptron (MLP). They 
have performed a series of experiments using two simulation 
tools such as WEKA and RapidMiner and better results in 
terms of detection accuracy of 95.44% has been obtained using 
RF as classifier on RapidMiner tool [19]. Hai and Hwang 
(2018) have used deep learning as a classification approach for 
the detection of malware based on their malicious activities. 
The detection accuracy of 98.75 % has been obtained, which is 
quite higher as compared to the other existing techniques 
[20].Kaur and Sabharwal (2018) have used feed forward neural 
network as a classifier, which was trained based on the 
extracted features (+ve and -ve) in social networks. To resolve 
the complexity of extracted features genetic optimization has 
been used as an optimization approach [21]. 

However, a lot of researches are available in literature 
which studied the issue in fragmented way but the technique 
offering a single framework to detect spam and malware 
affected tweets by utilizing a minimal number of feature set is 
still undiscovered. To address this issue this research intends to 
develop a novel model to filter out the spam and malware in 
the Twitter using machine learning approach. 

III. PROPOSED WORK 

In this research, we have applied a hybridized approach that 
includes GA with ANN technique to detect spammed malware. 
The feature of tweets has been refined and optimized based on 
the fitness function of GA and used dynamically to trained 
ANN structure. In traditional methods, the features are refined 
using pre-processing technique and then applied to the whole 
dataset. ANN is a better approach for training the data in the 
sense that it dynamically selects the features for the individual 
user data instead of applying the same features to all users. It is 
effective strategy for the reason that each user possesses its 
own characteristic features and hence need to be segregated 
from each other. A study on Twitter reveals that fresh accounts 
and Spam accounts have higher link share than that of average 
link shares in normal accounts. Apart from its various studies 
yield that spam users share more images from news web sites 
and roll out lucrative advertisements to lure the innocent users. 

Therefore, mere filtering the users sharing more images will 
not be sufficient to detect the spam rather filtering the users 
sharing more images from new websites and issuing lucrative 
advertisements will serve the purpose better. This study more 
relied on the feature of individual user group identity and 
classifies each user based on the URL sharing. The identified 
grouped in each URL‟s are trained using ANN approach in 
addition to GA scheme. Fig. 2, presents a secure framework for 
detecting Spam and Malware in the Twitter network. 

A. Upload Data 

The data used for this research were initially obtained 
Kaggle database and only the data related to spam, malware 
and normal tweets have been processed for further use in study 
[22]. The dataset contains total of 200K tweets along with their 
URL. The study was initiated on the hypothesis that all tweets 
contain URLs with the aim to attract social users towards 
malicious sites such as spam and malware downloading. The 
hypothesis was contradicted to obtain the URLs with spam and 
malware and rest were discarded. 

B. Stop Word Removal 

The stop word is removed by comparing each row contains 
in the dataset with the stored stop word list available on 
GitHub Gist [23]. A few stop words used in the proposed work 
are listed in Table I. Initially, collected data is uploaded and 
compared with the list of stop words in the database. 
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word
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Disk
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each embedded 

W2V value

Add URLs 

(blocked), Crime 

related Keywords

For each category Evaluate 

Cosine Similarity, Jaccard-

similarity, Hybrid Similarity

Initialized Training-

data to empty, 

associated label to 

empty

Neutralized training 

data using GA to 

select optimal Rows

Neural Measure

Neural Count= 20-50

Propagation type== Feed Forward

Back Tracking= Laverberg 

Start Training using 

Neural Network

Upload 

Test data

Evaluate Cosine, 

Jaccard and Hybrid 

post feature vector

Apply Neural for 

Classification, Apply 

Voting Rule 

Classification

Find Max 

Classification value 

as result

Evaluate 

tn, fn

tp++

Produce result, 

Precision, Recall, F-

measure

If Classified 

Result== Test 

Resulkt

Yes

No

Stop

Start

fp++

 

Fig. 2. Workflow Diagram of Proposed Model. 

TABLE I. STOP WORD LIST 

“An” “If” “During” “Before” “After” “Above” 

“And” “Or” “Below” “To” “From” “Up” 

“But” “Because” “Down” “In” “Is” “It” 

“While” “Until” “Else” “Than” “Too” “Very” 

“Off” “Of” “Own” “Can” “Off” “Will” 

“The” “At” “Just” “Don” “Should” “Now” 
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If the words in the uploaded data are matched with the 
database words, then these words are removed to obtain the 
data containing only the meaningful informative words. The 
mentioned algorithm is used to remove the stop word from 
database. 

Algorithm 1: SWFD = Stop Word Removal (TUD) 

Where, TUD  Twitter User Data (Individual user-wise) 

SWFD  Stop Words Free Data sorted from main database 

1 Start 

2 Load Stop Word Dataset 

3 Set, Count = 1 

4 For I = 1  All TUD  

5  For J = 1  All SW  

6  If TUD (I, J) = SW (I, J) 
7  SWFD (Count) = TUD (I, J) 

8  Count = Count+1 

9  Else  

10  SWFD = „ ‟ 

11  End – If 

12  End – For 

13 End – For 
14 Return: SWFD 

15 End 

C. Mention Ratio / URL as Content-Based Features 

In this research mention ratio such as @ and # have been 
used as content features along with the URL. As these are the 
essential features used by the twitter and also used by the 
malicious users to misguide the normal tweet users. Therefore, 
it is necessary to remove these symbols from the tweet. 

1) Mention Ratio: Generally, Twitter users are tagged 

using the „@‟ special character. Spammers and malware 

activists can also use the same special characters to trap the 

legitimate users. The malicious account holders entice normal 

users to attach with them. Equation (1) below, is used to 

calculate the mention ratio for each special characters. 

              
                                

                               
          (1) 

2) URL Ration: Social media users generally share their 

thoughts and also give suggestion through tweets. The tweets 

posted by the sender may include URLs having a link to 

source pages encompassing complete information. The clever 

user intentionally enters a large number of URLs in their 

tweets to trap the legitimate users as their soft target. The URL 

ratio can be calculated using equation (2). 

         =
                                   

                                
           (2) 

3) Word to vector: The removal of stop words is followed 

by calculation of special characters (# and @) in the uploaded 

tweets, which can be applied on word to vector method. This 

scheme converts the text into its corresponding weighted value 

like as: 

{-0.09450 0.16788 -0.14402 -0.0251 0.11355 -

0.11794 -0.13871 -0.01607 0.1555 0.11695 

0.05452 0.0936 0.08511 0.00671 -0.11653 -

0.13014 0.12626 0.10248 -0.035507 -0.1523 -

0.08457 0.089321 -0.01771 -0.07837 0.16123 -

0.10844 -0.10118 0.03016 0.05699 0.03763 

0.63156 0.06131 0.19388 -0.05652 0.1217 

0.15755 0.01353 0.33352 -0.0223 -0.10877 

0.11583 -0.07015 0.03653 0.05292 -0.0074 

0.0242 0.08846 0.14987 0.12804 0.18679}. 

The main purpose of word embedding is to study the vector 
representation obtained after word to vector method. One of 
the most commonly used word embedding method is word to 
vector, which maximize the probability of word condition, 
which is fitted in the window „W‟. After this, the crime related 
words appear in the URL are blocked. 

On the basis of calculated value of „W‟, the relationship 
between any two words such as   ,    can be measured using 

hybrid similarity measures, which is a combination of Cosine 
Similarity and Jaccard Similarity index [24]. The similarity 
between tweets, which is being calculated using Cosine 
Similarity, is calculated using equation (3). 

      =
     

‖  ‖‖  ‖
              (3) 

D. Cosine Similarity 

Cosine similarity is a similarity analysis approach used to 
measure similarity score between two non-zero vectors. It is 
measured by the cosine of the angle between the two vectors 
and determines whether the two vectors point in approximately 
the same direction. It is often used in text analysis to measure 
similarity among documents. This method is used to determine 
the similarity and is a traditional approach, which is used in 
integration with the Term Frequency (TF). The text obtained 
after the filtering of crime related words appear in the tweet, 
cosine similarity is applied between the two vectors and then 
the multiplication of these two vectors value is being 
compared. Fig. 3 show the Cosine Similarity used in 
comparing tweets throughout this study. 

 

Fig. 3. Cosine Similarity. 
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Two tweets are declared similar if Cosine Similarity value 
is approaches to unity. The value of this factor approaches 
unity for 0

o
 and for other angles it is less than it [25]. The 

designed algorithm for Cosine Similarity is presented below: 

Algorithm 2: Cosine Similarity 

Required Input: Data  Raw data in which similarity 

needed 

Obtained 

Output: 

SimCos Cosine similarity between data 

1 Start  

2 To store similarity create an empty array, SimCos= [] 

3 Sim-count = 0 

4 For m = 1  Length (Data) 

5 Current_Data = Data (m) 

6  For n = m+1  Length (Data) 

7  Calculate the Cosine Similarity using given equation  

8  L = |Cos (Current_Data) - Cos (Data (n))| 

9 SimCos [sim_count, 1] = Current Data 

10 SimCos [sim_count, 2]= Data(n) 

11 SimCos [sim_count, 3]=L  

12  Incremental array Sim-count = Sim-count + 1 

13  End – For 

14 End – For 

15 Return: SimCos as final output of cosine similarity 

between data 

16 End – Function 

E. Jaccard Similarity 

Jaccard similarity is used to determine the similarity as well 
as the distinction among the documents based upon the 
attributes. Its value lies between 0 to 100 percentages. Higher 
percentage value represent more similar is the data while lower 
value infers least similarity. An effort has also made to 
determine the similarity using Jaccard Similarity with 
relationship between two tweets by calculating Jaccard 
Coefficient, basically utilized to compare data based on 
similarity, dissimilarity and distance bases [26]. The output 
obtained using Jaccard similarity is the rate of number of tweet 
features that are most common to the entire text with respect to 
the number of features present in the entire tweet. The 
measured similarity calculated using Jaccard similarity is given 
by equation (4). 

  (     )  
|     |

|     |
             (4) 

Following algorithm is implemented for Jaccard Similarity: 

Algorithm 3: Jaccard Similarity 

Required Input: Data  Raw data in which similarity 

needed 

Obtained 

Output: 

SimJac Cosine similarity between data 

1 Start  

2 Create an empty array to store similarity, SimJac = [] 

3 Sim-count = 0 

4 For m = 1  Length (Data) 

5 Current_Data = Data (m) 

6  For n = m+1  Length (Data) 

7  Union = (Cos (Current_Data) Ս Cos (Data (n))) 

8  Intersection = (Cos (Current_Data) Ո Cos (Data (n))) 

9 SimJac (sim_count) = 
             

                    
 

10  Incremental array Sim-count = Sim-count + 1 

11  End – For 

12 End – For 

13 Return:SimJac as Jaccard Similarity between data 

14 End – Function 

F. Genetic Algorithm (GA) 

 GA has been used as a feature selection algorithm in 
order to select the row features of the tweets obtained after 
hybridizing Cosine and Jaccard Similarity Index. Feature 
selection is one of the essential tasks, that helps to enhance the 
training accuracy of the classification algorithm such as Neural 
network is used to train the system based upon the optimized 
features obtained as per the designed fitness function as 
denoted by equation (5). 

     

{
                                                

                             
  (5) 

Where, 

   Generated mutation error 

   : Current feature in FD 

  : Threshold feature and it is the average of all FD 

The implementation in GA can be accomplished in three 
steps depicted in the Fig. 4: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

500 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 4. Steps in GA Implementation Process. 

GA is a basic heuristic algorithm that works on Darwin's 
theory of evolution and is also named as Evolutionary 
Algorithm that finds the best solution based on the natural 
selection and crossover as shown in Fig. 4. Genetic algorithms 
randomly generate a set of populations. A distinct gene is 
comprised by each individual and hence responsible for 
different solution to a particular problem, which is again 
encoded by the chromosomes. To solve the problem, a problem 
specific objective function is designed. GA mainly included 
three operators viz. (i) Selection (ii) Crossover and 
(iii) Mutation. Selection is used to choose individuals from the 
present generation, which is later used for next generation. At 
this stage the best one with high fitness values are selected. In 
chromosomes, it is responsible to suggest parents (two best 
chromosomes that are responsible for best generation). This 
process is repeated until the desired solution is obtained. The 
workflow of GA is written in algorithmic form as below: 

Algorithm 4: Features Selection using GA 

Required Input: Feature Data  Extracted feature from 

used Dataset 

Fitness Function Designed fitness 

function for feature selection 

Obtained 

Output: 

OFDOptimized Feature Data 

1 Start Feature Selection  

2 Load Dataset, Feature Data (FD) = Load feature sets  

3 To optimized the FD, Genetic Algorithm (GA) is used 

4 Set up basic operators and parameters of GA: 
Population Size (P) – Based on the number of properties 

CO – Crossover Operators  

MO – Mutation Operators 

OFD – Optimized Feature Data 

5 Calculate fitness function [     with usual terms 

    

 {
                                           

                         
 

6 Set,Optimized Feature Data, OFD = [] 

7 For i in rang of R  

8 Fs = FD (i) =                  

9  Ft =                  ∑       
    

10                       
11 Nvar = Number of variables 

12 BestProp = OFD = GA (F(f), T, Nvar, Set up of GA) 

13 End - For  
14 Return: OFD as an Optimized Feature Data 

15 End – Function 

G. Artificial Neural Network (ANN) 

After optimizing the features based on the fitness function 
of GA as according to equation (5), these features are used to 
train Neural Network as a classification algorithm. ANN is 
designed to work in the same way as that of human brain. Its 
working is inspired by the biological nature of cell known as 
Neurons or sometimes knows as nodes. The structure of ANN 
with „N‟ number of data input and single output is shown in 
Fig. 5 while Fig. 6 shows the examined Mean Square Error 
(MSE) value during the training process of a spam and 
malware detection based social media system. 

The figure shows that the desired value has been obtained 
after passing the 20 number of neurons to the hidden layer of 
ANN structure. 

 

Fig. 5. Trained ANN Structure with MSE Value. 

 

Fig. 6. Mean Square Error for Epoch. 

Population Selection 

Crossover Mutation 
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Also, The MSE value examined during the training process 
ID indicated by the blue line, which is approaches to zero at 3

rd
 

iteration. The designed algorithm for ANN is represented as 
follows: 

Algorithm 5: Training using ANN 

Required Input: OFDTraining Data as an optimized 

feature data 

CTarget/Category in terms of spam, 

malware and normal data 

NNumber of Neurons 

Obtained 

Output: 

Net  Trained structure 

1 Start Detection 

2 Load Training Data, T-Data = OFD 

3 Declare the initial parameters of ANN  
– Epochs Counts: E  

– Neurons Counts : N 

– Performance Parameters: MSE, Gradient, Mutation 

and Validation 

– Techniques Applied: Levenberg Marquardt 

Algorithm 

– Data Division Strategy: Random 

4 For i = 1  T-Data 

5  If T belongs to spam 
6 Group (1) = Features (OFD) 

7 Else if T belongs to malware 
8  Group (2) = Features (OFD) 

9  Else // Normal Case 
10  Group (3) = Features (OFD) 

11 End – If 

12 End – For 
13 Implement the ANN through Training data and Group 

14 Net = Newff (              ) 

15 Setting training parameters as per the requirements and 

accomplish the train task 

16 Net = Train (Net, T-Data, Group) 

17 Return: Net value according to trained structure  

18 End – Function 

The testing of spam and malware detection social system 
has been performed by uploading the tweets as test data and 
then measure the similarity among the uploaded documents 
using Cosine with Jaccard as similarity measure. The data 
obtained are compared with the data stored into the ANN 
database by applying the voting rule as a cross-validation 
scheme.  Here the voting classifier is used in addition to ANN 
classifier. If maximum value has been obtained, then calculate 
True Negative (  ) and False Negative (  ) values for the 
uploaded data. In case, if classified results are equal to test 
results then True Positive (  ) and False Positive (  ) has been 

calculated. Subsequent section 4 of this paper presents and 
discuss the results obtained for the parameters (  ),     , (  ) 

and (  ) in term of precision, recall, F-measure. 

IV. RESULTS AND DISCUSSION 

The performance analysis of proposed model was carried 
out through simulation experiments conducted using standard 
settings considering optimization, classification with similarity 
measurement tools. A total of N-700 tweeter data were 
analysed over Simulink and Natural Language toolkit for 
parametric analysis and stop word removal respectively. The 
performance has been measured for three parameters precision, 
recall, F-measure using standard equations (6), (7) and (8) 
respectively. Where Precession signify the instances of 
correctness in the experiment, Recall signify the measure of 
correct hit and F-measure score is related to accuracy or correct 
prediction per unit of input. 

           
  

     
             (6) 

       
  

     
              (7) 

          
                  

                
            (8) 

Where 

   = Number of tweets that are actually spam/ malwares and 

also predicted as malicious. 

   = Number of tweets that are being predicted as real but are 

spam and contains malwares. 

   = Number of tweets that is actually real but predicted as 

affected one (Spam/ malwares). 

   = Number of appropriately predicted real tweets. 

The variation of precision values with number of tweets 
uploaded for various techniques viz. Cosine, Jaccard, Hybrid 
and GA with ANN approach are presented in Fig. 7. Figure 
illustrates that proposed work implementing GA with ANN in 
combination with hybrid similarity measure have highest 
Precession values for any number of tweets. The average 
precision computed for cosine, Jaccard, hybrid and GA with 
ANN approach are 0.746, 0.805, 0.885 and 0.963 respectively 
which reveals that the tweet that are filtered as a sub part of 
spam or malware for the tested dataset is maximum for GA 
with ANN approach (proposed in this research). 

 

Fig. 7. Precision versus Number of uploaded Tweets (N=700). 
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The recall parameter represents the rate of tweets that are 
being posted by genuine user and have been predicted as spam 
or malware by the user accurately. The examined value of 
Recall for the uploaded tweet in the range from 100 to 700 is 
shown in Fig. 8. The average recall rate examined for the 
Cosine similarity, Jaccard Similarity, hybrid similarity and GA 
with ANN are 0.694, 0.785, 0.864, and 0.894 respectively 
which reveals that the tweet that are filtered owing to 
genuineness against spam or malware for the tested dataset is 
maximum for GA with ANN approach (proposed in this 
research). 

To represent the arithmetic means of precision and recall of 
the examined values F-measure is illustrated in Fig. 9. F-
measure basically envisages the accuracy of a model. The 
examined average values of F-measure for four different 
schemes viz. Cosine similarity, Jaccard Similarity, hybrid 
similarity and GA with ANN are 0.719, 0.822, 0.874, and 
0.927 respectively which again reveals that the tweet that are 
filtered per unit of input due to spam or malware for the tested 
dataset is maximum for GA with ANN approach (proposed in 
this research). 

A comparison of average values of the parameters under 
study for proposed model with the existing state-of arts in the 
area of research viz. K. Subba and E. Srinivasa (2019) [27] and 
Murugan and Devi (2018) [28] is tabulated in Table II and 
represented graphically in Fig. 10. 

 

Fig. 8. Recall versus Number of uploaded Tweets (N=700). 

 

Fig. 9. F-Measure versus Number of uploaded Tweets (N=700). 

 

Fig. 10. Comparison of uploaded Tweets (N=700). 

TABLE II. COMPARISON OF PARAMETERS 

Parameters 
Proposed 

Model 
K. Subba and E. 

Srinivasa (2019) [27] 
Murugan and 

Devi (2018) [28] 

Precision 0.963 0.91 0.87 

Recall 0.898 0.93 0.15 

F-measure 0.927 0.919 084 

A detailed look at the available literature reveals that the 
models established by K. Subba and E. Srinivasa (2019) [25] 
and Murugan and Devi (2018) [28] are state-of-arts exiting 
models having best performance so far. The comparison of 
performance of the existing state-of-arts with the model 
proposed in this research is shown in Fig. 10. Above results 
reveals that model proposed by us using the hybrid GA with 
ANN approach outperform the Murugan and Devi (2018) on 
all three examined parameter while it outperform the K. Subba 
and E. Srinivasa (2019) Model on the two parameters viz. 
Precision and F-measure and almost lessen Recall value. For 
quantitative purpose the precession in filtering the spam and 
malware for the proposed model is improved by 5.82 % and 
10.69 % respectively from K. Subba and E. Srinivasa (2019) 
[25] and Murugan and Devi (2018) [28] models. Therefore, 
overall performance of the model proposed in this research is 
better than the existing models. 

V. CONCLUSION 

Presently Social networking sites are the most popular 
mode of network formation for the purpose of exchanging the 
information, advertise and the business purpose. Owing to their 
global popularity the Social Networking sites are at a great risk 
of having been used to misguide the genuine users from 
malicious activities of spammers and malwares. Therefore, to 
ensuring the data safety and privacy of the social media user is 
a need hour. In literature the measurement of Cosine 
Similarity, Jaccard Similarly and Hybrid Similarity has been 
carried out to evaluate the Precession, Recall and F-measure 
values for decide the effectiveness of a model in preventing the 
spam and malware but improving the performance is always 
remained an open challenge before research community 
working in this regime In this paper, we have designed a secure 
threat prevention (spam and malware) system for Twitter site. 
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We have used Machine Learning approaches such as GA 
and ANN in hybridization of existing models involving 
measurement of Cosine and Jaccard similarity. In our model 
novel GA approach and has been used for classification and 
ANN with voting algorithm is used for cross validation 
purpose. The simulation study carries out on N=700 tweets, 
reveals that average precision, recall and f-measure of 0.963, 
0.894 and 0.927 has been achieved which is 5.82 % and 10.69 
% higher than the other two models viz. K. Subba and E. 
Srinivasa (2019) and Murugan and Devi (2018); used as 
standard reference in research. This study reveals that the 
Machine Learning is an effective tool for prevention of 
legitimate users against attack of spam and malwares. Here in 
this research we have applied GA and MLL for filtering some 
stop words from Twitter and observed a promising result. In 
future we are planning to further investigate the similar issues 
using deep learning approach with complete text analysis with 
NLP in Twitter and social media sites. Such study may yield 
more effective results for preventing malicious attack of 
legitimate social media users. 
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Abstract—Securing the routing process against attacks in 

wireless sensor network (WSN) is a vital factor to ensure the 

reliability of the network. In the existing system, a secure attack 

resilient routing for WSN using zone-based topology is proposed 

against message drops, message tampering and flooding attacks. 

The secure attack resilient routing provides a protection against 

attacks by skipping the routing towards less secure zones. 

However, the existing work did not consider the detection and 

isolation of the malicious nodes in the zone based wireless sensor 

network. To solve this issue, we proposed enhanced attack 

resilient routing by detecting malicious zones and isolating the 

malicious nodes. We proposed a three-tire framework by 

adopting sequential probability test to detect and isolate 

malicious nodes. Attacker information is shared in a secure 

manner in the network, so that routing selection decision can be 

made locally in addition to attack resiliency route selection 

provided at the sink. Overhearing rate is calculated for all nodes 

in each zone to detect blackhole attackers. Simulation results 

shows that the proposed Three Tier Frame work provides more 

security, reduced network overhead and improved Packet 

delivery ratio in WSNs by comparing with the existing works. 

Keywords—Flooding; malicious zone; network overhead; 

overhearing rate; packet delivery ratio 

I. INTRODUCTION 

Wireless sensor network (WSN) technology is growing 
rapidly in many emerging sectors such as industry monitoring 
and control, home surveillance, wild life monitoring and smart 
farming. WSN is a network created by sensors equipped with 
wireless transceivers for communications. Sensor nodes 
collect environment parameters and send it to a central station 
for processing. The sensor node can send data to the central 
station in one hop or via multi hop forwarding depending on 
the distance between sensor node and the sink. Due to 
unattended nature and wireless infrastructure, the sensor 
network is easily susceptible to various kinds of attacks like 
message dropping, message tampering, message flooding etc. 
These attacks must be detected and mitigated to ensure the 
reliability of the sensor networks. 

In [1] a secure attack resilient routing protocol is proposed 
to secure the routing process against possible attacks such as 
message dropping, message tampering and flooding. The 
whole network is divided into several zones and each zone is 
scored on the basis of the security and energy available in the 
zone. The zone with low security score is not preferred by the 

sink node for routing the packets. But this work did not 
specifically identify the malicious nature of the zone and did 
not isolate the specific attacker node. All zones are scored 
based on security and energy availability in that zone. Due to 
energy imbalance in the zones, still there is a higher chance of 
selecting less secure route by sink node. 

It is important to identify the malicious zone and isolate 
the specific attacker node in that zone for secure data 
transmission. The attacker or compromised node may 
fabricate or tamper the data packet in the routing and it is a 
major problem to solve. 

To solve this problem, a three-tier framework is proposed 
for secure attack resilient routing to transmit packets in 
secured manner from source node to destination node. The 
attacker node is detected and the information about the 
attacker node is shared in a secure manner in the network. 
Through sharing of attacker information, the network is made 
attack resilient and other innocent nodes are aware about the 
attacker node. Hence packets are routed only through innocent 
nodes in a secured manner. 

Watch dog mechanism is employed by monitoring node in 
three tier frame work to detect the attackers. Monitoring node 
runs in promiscuous mode and observes all the packets within 
the zone. The monitoring node calculate overhearing rate 
(OR) for all nodes within its zone. Black hole attackers are 
identified Based on overhearing rate calculated by monitoring 
node. Sequential probability hypothesis test is used to check 
whether the Node is selective dropper or not. Monitoring node 
observes the rate of packets generated by the nodes in the zone 
and when rate exceeds certain threshold, it detects the node as 
flooding node. 

Monitoring node shares the information about the message 
dropping and message tampering attackers to the sink in a 
secure way, so that sink can skip these routes while processing 
the packet for routing. 

If monitoring node observes flooding attack from a node in 
a zone, it generates a blacklist packet containing the flooding 
node information. The packets from the blacklisted node are 
dropped by the nodes in the zone. Therefore, the effect of the 
flooding attack is restricted as much as possible. 

The remaining part of the paper is organized as: The 
review of related work is presented in Section II. The 
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Proposed solution is elaborated in Section III. Detailed results 
are discussed with the help of tables and charts in Section IV. 
Conclusion and further enhancements for proposed work are 
depicted in Section V. 

II. RELATED WORK 

Compromised nodes are detected using statistical analysis 
in [2]. Based on the past observations, sink calculates the 
probability for a node to be malicious. The overhead of 
detection is at sink. In [3], a light weight defense mechanism 
against black hole attack is proposed. Based on observation of 
packet sequence number, message droppers are identified. 
Once black hole message droppers are identified, ICMP 
control packets with information of black hole attackers is 
broadcasted in the network. So black hole nodes are skipped 
in the routing. Authors in [4] proposed a method to detect and 
alleviate from cooperative black hole attack. The detection of 
black hole is based on absence of consistent acknowledgement 
for the packets. The black hole node can be precisely located 
in this solution. The sensitive regions where there is high 
probability of packet loss are identified and routing through 
these paths is prevented using a sensitive guard procedure. E-
watch dog mechanism is proposed in [5] to detect selective 
message droppers. This scheme is proposed to solve the 
problem of higher false positives in the traditional watch dog 
mechanism of packet monitoring.  To solve the higher false 
positives in watch dog monitoring, the placement of 
monitoring hidden node problem is avoided. Time required for 
attacker detection, False positives, Network overhead and 
Accuracy of detection is measured for performance analysis. 
A heuristic solution for attack detection is proposed in [6]. In 
this work attackers are detected at the route discovery stage by 
observing the discrepancy in the sequence number of route 
request and route reply. Due to detection at route discovery 
stage, overhead for attack detection is less in this 
methodology. Black hole nodes are detected using cooperative 
sensing in [7]. A semi centric detection process called 
BlackDP is proposed in [8]. The solution can detect 
cooperative black hole nodes and isolate them in a two-stage 
process. In first stage any suspicious activity in the route reply 
with highest sequence number is notified to a cluster head. In 
the second stage, cluster head verifies all suspicious nodes and 
shares the information about blacklist to all nodes within the 
cluster to proactively drop the blacklisted nodes in the routing 
path. Authors in [9] proposed a solution to secure against 
cooperative black hole nodes in the MANET. Designated 
monitoring nodes are called security monitoring nodes and 
they are deployed in certain places in the network. Monitoring 
nodes detect black hole attackers by probing the packets and 
on detection of attack, the information is shared periodically to 
rest of the nodes. A cross layer protocol for detecting 
cooperative black hole nodes is proposed in [10].  The 
solution is based on watch dog monitoring of RTS/CTS at the 
MAC layer and to solve the problem of false alarm in watch 
dog monitoring, which is done by network layer. In [11], 
AODV protocol is extended for detecting multiple black hole 
attacks in the network. The black hole nodes are detected by 
monitoring the discrepancy in the count of packets. The node 
that detects the attacker, shares the attacker information to rest 
of the nodes in the network. The nodes maintain a dynamic 

blacklist to keep the information of black list nodes and 
proactively skip those black hole attackers from the routing 
path.  A light weight black hole attack detection method is 
proposed in [12]. Cluster heads are deployed redundantly. 
Passive cluster heads use watchdog monitoring mechanism to 
detect compromised cluster heads. Authors in [13] proposed a 
black hole attack detection using acknowledgement scheme. 
Special designated nodes called monitor nodes are deployed in 
the network. Destination node sends an acknowledgement for 
each packet received from source node. This 
acknowledgement is monitored by monitoring node to detect 
packet loss due collisions. The traditional AODV protocol is 
integrated with bait detection scheme to detect collision 
attacks. On detection of black hole nodes, monitoring node 
forwards the information to rest of nodes to prevent 
blacklisted nodes from routing packets. Packet delivery ratio, 
Time required for attacker detection, False positives, Network 
overhead and Accuracy of detection is measured for 
performance analysis. Hidden Markov Model is applied for 
message drop attack detection in [14]. The nodes in the relay 
path are analyzed using Hidden Markov Model to detect the 
message drop attacks. Information about malicious nodes is 
sent to all other nodes in the network to mitigate the impact of 
such nodes in the routing path. A centralized geo-statistical 
hazard model to detect malicious regions in the network is 
proposed in [15]. Detection and mitigation of attacks is not 
handled uniformly in the network. Base station samples, 
analyze the suitability of the area for detection and launches 
detection only in the selected areas. A group-based technique 
for detection of multiple message drop attacker in the network 
is proposed in [16]. The clustering topology is used solution. 
The detection of message drop attack is done by the cluster 
head nodes. Cluster head nodes send probing messages to the 
nodes in the cluster and wait for acknowledgements. Based on 
acknowledgement monitoring, message droppers are detected 
and isolated in the network.  Authors in [17] analyzed the 
recent trends in security of wireless sensor networks. Authors 
in [18] proposed analytical model for analyzing the security of 
wireless communications. Work in [19] and [20] identified 
malicious nodes and isolated them using certificate revocation. 
In addition to end-to-end delay, the propagation of large 
amount of data in MANETs is liable for higher energy usage, 
thereby influencing the parameters such as network efficiency, 
throughput, packet overhead, energy usage. To increase the 
longevity of the network and energy usage, efficient parameter 
metric measures are adopted in [21], [22]. 

III. PROPOSED SOLUTION 

A. Network Model 

Each sensor node in WSN contains a unique ID. It is 
preconfigured with the private key of Hyperelliptic curve 
cryptography (HECC) and the corresponding public key is 
maintained at sink node. Hyperelliptic curve is a type of 
elliptic curves with genus ≥ 1.  Elliptic curve cryptography 
(ECC) is found to have lower complexity than RSA. But still 
the complexity is high in ECC considering the case of 
resource constrained wireless sensor network. HECC is 
proposed to solve this problem. Equation (1) represents 
Hyperelliptic curve C with genus g over k. 
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      ( )   ( )             (1) 

Where 

a(x): A polynomial with degree ≤ g over b 

b(x): A monic polynomial with degree 2g+1 over b 

Equation (2) is an example for sample HECC Function 

                 over Q genus g=2.          (2) 

The public and private key pair of source node and sink is 
unique and not available to other nodes Also, the secret key 
sequence and a hash function H is assigned to each node in 
WSN. The secret key sequence and H is known to the source 
node and sink. 

The whole WSN is split into      zones. The zone size 
is set in such a way that nodes in the same zone are one hop 
away from each other. For each zone, a node close to the 
center of the zone is selected as the monitoring node. 

B. Secure Intruder Information Sharing 

The architecture of secure intruder information sharing in 
WSN shown in Fig. 1. 

A three tier frameworks is proposed to solve the secure 
intruder information sharing problem in wireless sensor 
networks. 

 At the top tier is sink node, which prevents routing to 
risk zones and blocks the transition of Route Reply 
(RREP) containing risk zone relays. 

 At the middle tier is the monitoring nodes [13]. They 
do not participate directly in routing, but instead 
passively monitor the packets and detect attacks within 
the zone and share this information to neighboring 
zones and sink. 

  At the bottom tier is the ordinary sensor nodes and 
they send data through multi hop routing to the sink 
node. 

There are two functionalities in the three-tier framework 

 Detection of attack. 

 Mitigation of attack. 

1) Detection of attack: Watch dog mechanism is 

employed by the monitoring node to detect the attacks. 

Monitoring node runs in promiscuous mode and observes all 

the packets within the zone. The monitoring node calculate 

overhearing rate (OR) for all the nodes within its zone. The 

OR value is calculated by observing the RTS/CTS packets in 

the MAC layer using the Equation (3). 

    
  

  
               (3) 

Where    is the count of overheard packet and     is the 
count of forwarded packets? Every time monitoring node 
overhears packet    is incremented and whenever monitoring 
node finds the overheard packet is forwarded    is 

incremented. When the overhearing rate is continuously less 
than a threshold value, the corresponding node can be 
confirmed as black hole attacker. 

But deciding on selective message dropper cannot be made 
based on     threshold alone and monitoring node relies on 
sequential probability test to confirm the selective message 
dropper in this work. Sequential probability test is a statistical 
testing technique to check the validity of a hypothesis based 
on observation over a period of time. 

Sequential probability test tries to prove one of the 
following hypotheses. 

H0: Node is not a selective dropper. 

H1: Node is a selective dropper. 

To prove the hypothesis this work uses two thresholds A 
(upper) and B (lower) based on false positive rate α and false 
negative rate β [5] as shown in Equations (4) and (5). 

     
 

   
               (4) 

     
   

 
              (5) 

The tolerant value for  ,   is set by the monitoring node. 

The log probability for a node   for T tests is given in 

Equation (6) 

 ( )     
∏   (  )
 
   

∏   (  )
 
   

             (6) 

The following observations can be done Based on P(x). 

Hypothesis H0 can be accepted if P(x)<A and the test can 
be stopped for the node x. 

Hypothesis H1 can be accepted if P(x)>B and the test can 
be stopped for the node x.  In this case, monitoring node 
marks the node as selective dropper. 

For A<P(x)<B, both of the hypothesis cannot be confirmed 
now and further test is needed for node monitoring node 
observes the rate of packets generated by the nodes in the zone 
and when rate exceeds certain threshold, it detects the node as 
flooding node. 

Monitoring node correlates the received and forwarded 
packets and checks if the packet content is altered. On 
detection of alteration of packets, the node which is 
forwarding can be identified as message tampering attacker. 

Monitor node is able to detect message dropping, message 
tampering and message flooding attackers through the process 
of promiscuous monitoring. 

2) Mitigation of attack: Monitoring node shares the 

information about the message dropping and message 

tampering attackers to the sink in a secure way, so that sink 

can skip these routes while processing the route reply (RREP). 
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Fig. 1. Architecture of Secure Intruder Information Sharing. 

Monitoring node sends the information of message 
dropper and message tampering attacker to sink node via a 
new packet type called blacklist. The blacklist packet has 
following format: 

BlackList 
{ 

Source 
Timestamp 
Encrypted payload 

}  
The encrypted payload has information of the attacker 

found. The encryption is done using HECC private key and 
sent to the sink. Encryption process is shown in Fig. 2. 

If the packet is dropped in the zone, the monitoring node 
observes it and then attempts the cooperative forward for 
relaying the packet. Cooperative forwarding mechanism 
ensures the reliability of the BlackList packet. 

Once the BlackList packet is received at sink, it decrypts 
the Encrypted payload using the HECC public key. The nodes 
found after decryption is added to a blacklist maintained at the 
sink. The Decryption process is shown in Fig. 3. 

When RREQ is received at sink, before processing it for 
sending RREP sink checks the nodes in the RREQ for their 
presence in the blacklist maintained at the sink. In case of 
presence, RREP is not generated for the paths. Only from the 
rest of the paths, the one with highest security score is selected 
and RREP is generated with that path. 

Valß Create comma 

seperated value of attackers

Evalß Encrypt with HECC 

(Val, private key of node)

Fill Eval in Black List Packet

Send Black List packet to 

Sink

 

Fig. 2. Encryption Process. 

Evalß Extract Eval from the 
Black List Packet at Sink

Valß Decrypt with HECC 
(Eval,Public key of sending 

node)

Add all nodes in Val to black 
list information at sink

 

Fig. 3. Decryption Process. 
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In case monitoring node observes flooding attack from a 
node in a zone, monitoring node generates an ALERT packet 
containing the flooding node information. The ALERT packet 
is broadcasted to next immediate neighboring zones. The 
neighboring zone nodes and local zone nodes, after receiving 
ALERT packet, add the node in the ALERT packet to their 
blacklist. The packets from the blacklisted node are dropped 
by the nodes in the zone. Therefore, the effect of the flooding 
attack is restricted as local as possible. 

3) Novelty in proposed solution: The proposed solution 

has better performance than the solutions reported in earlier 

works [5] and [13] in the following ways: 

 Detection effort is localized within zone, thus reducing 
the unnecessary overhead. 

 Mitigation is distributed in both sink and neighboring. 

 Zones, thereby there is a more control on the attackers. 

 Sharing of information between the zone and the sink 
is secured using HECC algorithm, thereby it is difficult 
to tamper the information about the attacker. 

 A highly reliability for packet carrying attacker 
information is ensured. 

IV. RESULTS 

Simulation was conducted in NS2 for proposed solution 
with the parameters shown in Table I. 

The solution for proposed work is compared with solution 
proposed in [5] for selective attacker detection and solution 
proposed in [13] for detection malicious attacker in sensor 
network. 

In terms of the following parameters, the performance of 
the proposed and existing works is compared. 

 Packet delivery ratio 

 Accuracy of detection 

 False positives 

 Time for attack detection 

 Network Overhead 

The ratio of number of packets received at sink to the 
number of packets sent from source to sink is termed as packet 
delivery ratio. The rationale for measuring the packet delivery 
ratio is to measure the resilience of the packet transmission in 
the network in presence of message dropping attacks. 

The packet delivery ratio is calculated by varying the 
number of nodes with 10% of nodes as attackers and the result 
is presented Table II and plotted Fig. 4. 

The packet delivery ratio in the proposed work is 7.65% 
more than that of [5] and 8.72% more than that of [13]. 

The packet delivery ratio is measured for fixed 250 nodes 
in the network and by varying the attack rate from 5% to 20% 
and the result is shown in Table III and plotted in Fig. 5. 

TABLE I. PARAMETERS OF SIMULATION 

Parameters Values 

Number of Nodes 50 to 250 

Transmission range(m) 100 

Simulation area(m2) 1000*1000 

Node propagation Random 

Span of Simulation (minutes) 30 

Queue Size of Interface 50 

Medium Access Control 802.11 

Percentage of attackers 10% of total nodes 

TABLE II. PACKET DELIVERY RATIO 

No of Nodes Proposed [5] [13] 

50 88.4 82.15 81.5 

100 90.2 83.34 82.17 

150 91.5 84.56 83.11 

200 92.7 85.12 84.32 

250 93.6 86.31 85.5 

 

Fig. 4. Packet Delivery Ratio. 

TABLE III. PACKET DELIVERY RATIO BASED ON ATTACK PERCENTAGE 

Percentage of attacker Proposed [5] [13] 

5 96.4 88.15 87.5 

10 93.6 86.31 85.5 

15 91.5 84.56 83.11 

20 90.7 83.12 82.32 

 

Fig. 5. Packet Delivery Ratio based on Attack Percentage. 
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In WSN, the packet delivery ratio decreases as the attack 
rate increases. But the packet delivery ratio is still higher in 
the proposed solution. It is 8.07% higher compared to [5] and 
9.08% higher compared to [13]. 

The accuracy of attack detection is measured by varying 
the number of nodes with 10% of nodes as attacker and the 
result is presented in Table IV. 

The attack detection ratio in the proposed solution is 
7.72% higher compared to [5] and 8.82% higher compared to 
[13]. The reason for increased attack detection ratio is due to 
localization of detection to zone level in the proposed solution. 

False positives are very common in any detection 
technique. Certain drops due to network conditions could be 
wrongly misinterpreted as message dropping attack. False 
positives are measured by varying the number of nodes with 
10% of nodes as attacker and the result is given in Table V 
and Fig. 6. 

The false positives in the proposed work is 28% lower 
compared to [5] and 18.3% lower compared to [13]. The 
reason for reduced false positives it due to better watch dog 
mechanism with localized monitoring and sequential 
probability test in the proposed solution. 

TABLE IV. ACCURACY OF ATTACK DETECTION 

No of Nodes Proposed [5] [13] 

50 90.4 83.25 82.5 

100 91.4 84.44 83.17 

150 92.5 85.51 84.11 

200 93.6 86.15 85.32 

250 94.5 87.33 86.5 

TABLE V. FALSE POSITIVES 

No of Nodes Proposed [5] [13] 

50 10.4 13.65 12.5 

100 11.5 14.54 13.17 

150 12.2 15.61 14.71 

200 13.3 16.75 15.82 

250 13.8 17.83 16.2 

 

Fig. 6. False Positives. 

Time for detection of attack is measured for a fixed node 
of 250 by varying the percentage of attacks and the result is 
given in Table VI and Fig. 7. 

The time for detection of attack is almost flat with only a 
slight increase in the time compared to [5] and [13]. This is 
because of parallelization is detection at zone level. 

The network overhead is calculated for a fixed node of 250 
by varying the percentage of attacks and the result is given 
Table VII and Fig. 8. 

TABLE VI. ATTACK DETECTION TIME 

Percentage of attacker Proposed [5] [13] 

5 11 13 12 

10 12 15.54 14.17 

15 12.5 17.61 16.71 

20 12 20.75 18.82 

25 12.8 22.83 21.2 

 

Fig. 7. Attack Detection Time. 

TABLE VII. NETWORK OVERHEAD 

Percentage of attacker Proposed [5] [13] 

5 8 13 12 

10 11 15 14 

15 15 18 17.2 

20 19 22 21 

25 22.5 24 23.2 

 

Fig. 8. Network Overhead. 
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The network overhead in the proposed work is 22.52% 
lower compared [5] and 17% lower compared to [13]. The 
proposed solution has lower overhead because of the 
distributed nature in the proposed solution and attack 
influence is localized. 

V. CONCLUSION AND FUTURE WORK 

In this work, a secure intruder information sharing in 
wireless sensor network for attack resilient routing is 
proposed. The proposed solution is able to detect message 
drop, message tampering and message flooding attacks with 
higher accuracy when compared to existing solutions. The 
malicious node is identified and isolated in the zone. Also due 
to attack detection localization with zones, the network 
overhead and time to detect attack is comparatively lower in 
the proposed solution. The information about the attacker is 
shared in a secure manner using HECC and there is higher 
reliability for attacker information sharing in the network. 

Due to unattended node deployment batteries may have 
limited power which requires additional resources to recharge. 

As part of the future work, the proposed work can be 
extended to increase communication range in secured manner 
with Realtime scenario by considering collision avoidance and 
energy constraints. 
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Abstract—The focus of this study is to (1) determine the level 

of mobile technologies’ utilization and competency and (2) report 

separately the level of basic operation, communication and 

collaboration, information Seeking, digital citizenship and 

creativity and innovation skills in mobile technologies among 

first year undergraduate students in College of Computer 

Science and Information Technology at Hadhramout University. 

The sample size consists of 148 freshmen students. Using the 

descriptive statistical analysis, the results of this study reveal that 

undergraduates in College of Computer Science and Information 

Technology have highly utilized mobile technologies. It was also 

figured out that they were extremely capable to use these devices. 

Moreover, it was revealed that undergraduates’ competency and 

utilization levels were so high in communication purpose due to 

certain social and educational reasons. Due to the results of the 

study, wider and greater implication of this method in College of 

Computer Science and Information Technology and other 

colleges at Hadhramout University is recommended along with 

the activation of the university apps. 

Keywords—Mobile technologies; utilization; competency; 

college students 

I. BACKGROUND OF THE STUDY 

World Bank Institute reported that the number of smart 
phone users in 2010 had increased to 5 billion as compared to 
only 700 million users in early year of 2000, which indicates 
that the increase of users in percentages would be more than 
70% of the world population in future. With that figure, it 
would absolutely be doubted whether underdeveloped country 
like Yemen is on the race with other developed countries or 
not. A report from [15] declared that the number of mobile 
customers in Yemen increased in December 2015 to reach to 
16.88 million users. In this same report, it is declared that the 
basic mobile phone facilities were steadily becoming familiar 
with mobile networks reaching about 90 percent of the 
population. Moreover, it is discovered that the number of 
mobile phone subscriptions in Yemen had notably raised to 
five-fold from 3 million in 2006 to 16 million in 2016, 
resulting to 56.9-percentage penetration for a population of 
about 28 million. Furthermore, the report detailed that the 
claim for internet-enabled 3G facilities was increasing as 
Yemenis started switching from using basic mobile phones to 
smartphones and computers such as laptops and tablets [1]. 

This growth is expected to have an effect of further 
learning evolution, particularly in higher education institutions 
(HEI). These institutions will be going through quick changes, 

especially during the next 10 years due to this rapid growth 
[15]. Moreover, it is obvious that ubiquitous information 
systems are altering the creation and dissemination of 
information in new ways, producing opportunities in all 
aspects of society [16] [11]. In their study; [13] consider 
mobile learning as a major evolution in HEI learning sector 
where students and professors are more enlightened in 
technology due to its existence. On the other hand, the author 
in [17], revealed that HEI has extremely modified the reason 
of the continuous development of mobile computing devices 
and internet resources. The author in [14] stated that HEI 
students might be ready to accept m learning sooner than K-12 
students do because more college students have their own 
mobile devices. The author in [15], concluded in their survey, 
which is conducted in Republic of Yemen, that students in 
HEI have positive attitude towards the use of e-learning and 
m-learning. They also discovered that they are familiar with 
the use of smartphone facilities in daily activities. 

However, the availability of mobile devices does not 
necessary ensure high utilization of the devices among 
students particularly in education field. We must first assess 
the students’ readiness for mobile learning [2] [5] [6] with 
regard to these issues. The author in [15] discovered that 
despite the familiarity of e learning and m learning among 
undergraduate students in Yemen, HEI students do not use 
smartphones for learning actively. Therefore, the aims of this 
study are to (1) determine the level of mobile technologies’ 
utilization among first year undergraduate students, (2) 
identify the level of mobile technologies’ competency among 
first year undergraduate students, and (3) report separately the 
level of basic operation, communication and collaboration, 
information Seeking, digital citizenship and creativity and 
innovation skills in mobile technologies competency. 

The importance of this study stems out of the fact that 
mobile learning through mobile technologies will be the centre 
focus of this study because Yemen is one of the countries that 
experiencing a scarcity of mobile technology resources, where 
the utilization of mobile technologies is known to be quite 
limited. Moreover, this study also attempts to reveal the level 
of mobile technologies utilisation among the students. Hence, 
it is hoped that the results of this study will later bring on 
benefits to the higher authority of the university, to improve 
the existing learning conditions. Another worth noted point is 
that this study would later on be a good reference to other 
future studies within the same context in Yemen or in any 
Arabic country. With very little searched topics in the field of 
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integrated technologies especially in mobile technologies 
adoption, it is vital and essential to tackle this topic. 

II. RESEARCH METHODOLOGY 

A. Population and Samples 

In a country like Yemen where integration of technology is 
in an infant stage, it becomes very distinguished, remarkable 
and of a great interest to have a fully equipped faculty. In 
college of computer science and information technology, 
technologies like mobile devices are extensively applied. 
Therefore, this faculty have been chosen for this study to 
investigate the influence of competency of mobile 
technologies among the undergraduate students on their 
frequent utilization of these devices. Another possible reason 
is that majority numbers of staff in this faculty possesses an 
outstanding knowledge and are among specialists in the field 
of computer science and information technologies. All of the 
staff in this faculty is continuously trying to innovate their 
teaching method in line with the use of current and available 
technologies. 

Besides, using mobile devices like laptops, tablets and 
mobiles inside classes are compulsory for all students in this 
faculty to facilitate the learning process. Majority of the given 
task need to be done outside classes, purposely to let the 
students experience the mobile learning approaches. More 
precisely, all first year students in Computer Science and 
Information Technology Departments in this faculty are 
selected to participate in the study due to some of 
characteristics found in them. First, these students are newly 
introduced to new purposes of using these devices as stated 
before and uses of mobile technologies especially learning, 
studying and research purposes. Moreover, they are studying 
subjects with a relation to the topic of this study like; 
communication skills, learning skills, thinking skills and 
searching skills in the second semester of their first year. They 
are even studying about theory of computation. Hence, they 
possess at least the basis knowledge of M-Learning in general. 
Moreover, the choice of time which is the second semester 
when it is applicable to check whether being in this 
department studying these subjects and knowing the new 
purposes changed the way they utilize these devices. 

In addition to that, the researcher wants to check whether 
the availability of these technologies and the allowance of 
using them will affect the way these undergraduates perceive 
the technologies and use them. Due to the above-mentioned 
reasons, all of the first year undergraduates were selected as 
the study sample, which means a census population was 
chosen. This also means that no sampling was done for this 
study. Moreover, the selection of the sample of this study is 
supported by study conducted by (Dawson, 2007; Saunders et 
al., 2007; Zikmund et al., 2010) who states that census is the 
most suitable for this research since participants are so rare 
and distinguished. They are of great interest to the researcher 
since they have owned previously stated features. 

B. Instrument 

Due to the characteristics of questionnaire survey which 
offers cheap and time saving, hence the instrument is 
distributed with online and offline method. Moreover, the 
results of the survey questionnaire can be generalized [4]. The 
instrument used in this study is divided into three sections: 
Section 1: The demographic information, Section 2: the 
utilization of mobile technologies, and Section 3: the 
competency factor. Table I presents the summary of the 
survey instruments sections. 

1) Demographic information: The items are developed by 

the researcher to get respondent’s personal information 

particularly on the history of these technologies. There are 

four items or questions in this section. All of them are close-

ended questions. All these items are asking about personal 

information like, departments (CS or IT), gender, and age. Etc. 

2) Utilization of mobile technologies: This part of the 

instrument is adopted from [12] which quoted from [7]. This 

section contains 40 items which divided into six sub sections 

of: i) basic information uses, ii) communication uses, 

iii) collaboration uses, iv) information seeking uses, v) digital 

citizenship uses, and vi) creativity and innovation uses. The 

aim of this section is to explore the undergraduate students’ 

level of utilization of mobile technologies. In other words, it 

will reveal how frequently they utilized the mobile application 

in related to M-Learning. Each item in every subsection is 

measured through five Likert scale which represented by (1) 

to (5), (1) never, rarely (Once or twice), (2) sometimes (2 – 3 

times a week), (3) often 4 – 6 times a week and (5) almost 

every day. Table II shows the six subsections in the utilization 

of mobile technologies section with the number of items for 

each section. 

TABLE I. SECTIONS IN THE QUESTIONNAIRE 

Section Aspect measure No. of items 

Section 1 Demographic information 5 

Section 2 Utilization of mobile technologies 40 

Section 3 Competency factor 40 

TABLE II. SUBSECTIONS OR DIMENSIONS WITH ITEMS OF MOBILE 

TECHNOLOGIES UTILIZATION 

Name of subsection No. of items 

Basic operation uses 7 

Communication uses 9 

Collaboration uses 3 

Information seeking uses 7 

Digital citizenship uses 9 

Creativity and innovation uses 5 
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C. Data Collection 

There are few challenges that need to be dealt with during 
the data collection phase. Despite the easiness of distributing 
questionnaires online, it is notably hard to administer it. 
Therefore, the researcher prefers to distribute the 
questionnaires in a collective way. Having a good relationship 
with lecturers was another reason why the researcher prefers 
to perform it in collective questionnaire as compared to the 
online version. Majority of the academicians in the faculty are 
helpful and collaborative enough to lend a hand in the survey 
distribution phase. The undergraduate student’s weak 
experiences of using email and online questionnaire was 
another reason for the researcher to choose the collective 
method. 

The data collection step was carried out from August to 
September 2018.  A total number of 208 undergraduate 
students had participated in this study. Thirty of them were 
chosen for the pilot study. The rest of them were used for the 
actual study, which were 178. Out of the number of 
questionnaires distributed, 162 were returned to the 
researcher. After checking the questionnaires responses, 148 
of the 162 of the returned were valid, completed and used for 
the analysis, which is a good feedback. The number of 
questionnaires that are valid completed and returned are more 
than 60% of the total questionnaires distributed. This is 
considered a good number for the data analysis and report [3]. 
Table III shows the response rates and percentages on survey 
questionnaire distributed. 

When the questionnaires were collected, sorted and 
checked, the data was entered to IBM SPSS 23 statistical 
package for analysis. 

TABLE III. RESPONSE RATES AND PERCENTAGES ON QUESTIONNAIRE 

Description Distributed in actual study Returned Valid 

No. of 

questionnaire 
178 162 148 

Percentage 100% 91% 83% 

III. RESULTS AND DISCUSSIONS 

A. Demographic Information 

This first section of the survey questionnaire is on 
respondent demographic information. The demographic 
information involved department, sex, age, mobile 
technologies own, frequency of mobile technologies usage and 
hours spend on the device involved. A total number of 148 
respondents involved in this survey. Information is presented 
in Table IV. 

Table IV indicates from 148 respondents, majority of them 
are from IT department (50.7), 49.3% are from CS 
department. Meanwhile, majority of the respondents are male 
with 62.2 % as compared to female with 37.8%. The number 
of male respondents is more than females because in most of 
Arab countries women’ right is still not fulfilled specially in 
education. Therefore, the number of females in HE institutions 
still smaller if compared to males. Majority of them with 80.4 
% age from 20-24 years old, followed by 15-19 years old 

(13.5%), and 25-30 with 6.1 %. Most of the respondent age 
from 20-24 years old is due to the education systems, which 
force students to start studying at the age of seven and then 
twelve years for primary and secondary. Following that, 
students are forced to have one-year vacation. When 
calculating, it is discovered that early twenties is the age for 
majority of students in the first year unless there are special 
cases. Regarding the mobile technologies ownership, majority 
of them own a laptop (81.8%), while the rest does not own a 
laptop (18.2%). 

Meanwhile, all of the respondents own a mobile or smart 
phone. A total number of 85.8% of the respondent own a 
tablet, while only 14.2% among them does not own a tablet. 
Based on the output on mobile technologies usage, most of the 
respondents are using the laptop for 2-5 years (33.8%), 
followed by months -1 years (23.6%), never (23.0%) and over 
5 years (19.6%). Majority of them are using the smartphone 
more than 5 years (49.3%), followed by 2-5 years’ usage 
(38.5%), and the least is month-1 year (12.2%). Surprisingly, 
majority number of the respondent never uses a tablet. This is 
due to the fragility of tablets and quickly damaged. While 
another 8.8% had use them over 5 years, followed by 2-5 
years (7.7%) and the least is months-1 year (2.7%). 

The results on daily usage of each devices reveals that the 
respondents commonly spend approximately 1-5 hours 
(64.9%) on the laptop usage, whereas only few of them spend 
more than 10 hours on the laptop usage. The smart phone is 
commonly utilized daily with approximately 1-5 hours 
(45.3%). Lastly, only 9.5% of the respondents spend they 
daily time on tablet. This is because majority number of the 
respondents does not own a tablet. 

B. Overall Utilization of Mobile Technologies among 

Undergraduates 

This section is design to identify the level of mobile 
technologies utilization based on user’s frequency of using 
mobile technologies. In this section the question ―What is the 
level of utilization among first year undergraduate students 
when using mobile technologies?‖ will be answered in this 
part of the results. To answer this question, the respondents 
were asked to indicate their level of frequency on each 
purpose of mobile technologies utilization which was 
measured by the five Likert scale; (1) never, (2) Rarely (once 
or twice), (3) Sometimes (2 – 3 times a week), (4) Often (4 – 6 
times a week) and to the most frequent use (5) almost every 
day. The results presented involved 148 respondents 
respectively. The results of all dimensions in the dependent 
variables will be stated like in the Table IV. 

As mentioned earlier, one of the objectives of this study is 
to study on the level of mobile technologies utilization among 
CS & IT undergraduates’ students in general. Therefore, based 
on Table V, the output had confirmed that out of six factors of 
mobile technologies utilization purposes, majority of the 
undergraduates’ students frequently used the mobile 
technologies by means of communication (M =4.6, SD = 
2.62). Following that, basic operation purposes (M =4.0, SD = 
4.02) and information seeking (M =4.0, SD = 3.50) are 
equally and highly utilized by HE students. Creativity and 
innovation with (M =3.56, SD = 2.46) is in the third rank. 
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Lastly, Digital citizenship with (M =3.0, SD = 4.88) and 
collaboration purpose (M =3.0, SD = 2.39) are as noticed the 
least equally utilized among the students.  

TABLE IV. RESPONDENT’S DEMOGRAPHIC 

Variables Category Frequency Percentage 

Department 
CS 

IT 

73 

75 

49.3 

50.7 

Sex 
Male 

Female 

92 

56 

62.2 

37.8 

Age 

15 – 19 

20 – 24 

25 – 30 

20 

119 

9 

13.5 

80.4 

6.1 

Own laptop 
Yes 
No 

121 
21 

81.8 
18.2 

Own mobile 
Yes 

No 

148 

- 

100 

- 

Own tablet 
Yes 
No 

21 
127 

14.2 
85.8 

Period of using laptop 

Never 

months - 1 year 

2 years - 5 years 
over 5 years 

34 

35 

50 
29 

23.0 

23.6 

33.8 
19.6 

Period of using smartphone 

Never 

months - 1 year 
2 years - 5 years 

over 5 years 

- 

18 
57 

73 

- 

12.2 
38.5 

49.3 

Period of using tablet 

Never 

months - 1 year 

2 years - 5 years 
over 5 years 

124 

4 

7 
13 

83.8 

2.7 

7.7 
8.8 

Period of using laptop 

(daily) 

Never 
1 hour - 5 hours 

6 hours - 10 

hours 

More than 10 

hours 

32 

96 

12 

8 

21.6 

64.9 

8.1 

5.4 

Period of using smartphone 

(daily) 

Never 
1 hour - 5 hours 

6 hours - 10 

hours 
More than 10 

hours 

- 

67 

44 
37 

- 

45.3 

29.7 
25.0 

Period of using tablet 
(daily) 

Never 

1 hour - 5 hours 

6 hours - 10 
hours 

More than 10 

hours 

131 

14 
3 

- 

88.5 

9.5 
2.0 

- 

TABLE V. THE LEVEL OF MOBILE TECHNOLOGIES UTILISATION AMONG 

CS AND IT UNDERGRADUATE STUDENTS 

Items N Mean SD Rank 

Communication 148 4.6 2.62 1 

Basic operation Purposes 148 4.0  4.02 2 

Information Seeking 148 4.0  3.50 2 

Creativity and Innovation 148 3.56 2.46 3 

Digital Citizenship 148 3.0 4.88 4 

Collaboration 148 3.0 2.39 4 

C. Overall Competency of Mobile Technologies among 

Undergraduates 

This section is designed to identify the level of mobile 
technologies competency based on user’s skilfulness of using 
mobile technologies. In this section, the question ―What is the 
level of competency among first year undergraduate students 
when using mobile technologies?‖ will be answered in this 
part of the results. To answer this question, the respondents 
were asked to indicate their level of skilfulness on each 
purpose when using these devices which was measured by the 
five Likert scale: (1) No skills in this area, (2) Limited skills in 
this area, (3) enough Skills: Need refinements, (4) Skilful 
(5) Very Skilful. The results presented involved 148 
respondents respectively. 

The results in Table VI clearly displays that the most 
prominent competency level among the students is as expected 
basic operation tools (M =3.9, SD = 3.49), followed by 
information seeking tools (M =3.8, SD = 3.10). Thirdly, HE 
students are competent in communication purposes (M =3.7, 
SD = 3.78). Meanwhile, creativity and innovation tools is 
unexpectedly the next mastered skill among the students (M 
=3.4, SD = 2.52). The HE students are least skilled on digital 
citizenship (M =3.0, SD = 4.40) and collaboration (M =2.9, 
SD = 2.07). 

Table VII demonstrates the results on the overall results of 
utilization and competency of mobile technologies in the 
learning field conducted among the undergraduates’ students. 
Based on the above table, it can be clearly seen that the results 
of overall utilization of mobile learning is (M = 3.78, SD 
=12.1). Meanwhile, the overall competency level is (M= 3.53, 
SD= 13.5). Hence, the results had indicated that CS & IT 
undergraduates in Hadhramout University are highly utilizing 
the mobile technologies in their hands. Moreover, it is 
indicating that these students are so competent in using these 
devices for the six purposes. 

TABLE VI. RESULTS ON OVERALL COMPETENCY LEVEL OF MOBILE 

TECHNOLOGIES 

Items  N Mean SD Rank  

Basic operation Tools 148 3.9 3.49 1 

Information Seeking Tools 148 3.8 3.10 2 

Communication Purposes 148 3.7 3.78 3 

Creativity and Innovation Tools 148 3.4 2.52 4 

Digital Citizenship Tools 148 3.0 4.40 5 

Collaboration Purposes 148 2.9 2.07 6 

TABLE VII. OVERALL; MEAN SCORE AND STANDARD DEVIATION FOR 

MOBILE LEARNING UTILIZATION AND COMPETENCY LEVEL 

Dimension N Mean 

Overall utilization 148 3.78 

Overall competency 148 3.53 
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D. Individual Level of Utilization and Competency for all 

Dimensions among Undergraduates 

Now a detailed description about which of the statements 
in the dimensions are higher will be displayed in the following 
tables. In this section the question ―What is the level of basic 
operation, communication and collaboration, information 
Seeking, digital citizenship and creativity and innovation skills 
in mobile technologies competency and utilization 
separately?‖ will be answered. First, detailed results for all 
dimensions in utilization of mobile technologies will be 
provided. Second, the results will detail data about all 
dimensions in competency of mobile technologies. 

1) All dimensions in utilization of mobile technologies: 

Table 8 above demonstrates the results on mobile technologies 

for basic operation purposes. According to previous literature 

review, seven significant dimensions identified were included 

under mobile technologies for basic operation purposes. These 

dimensions are: i) sharing files and documents, ii) setting time 

and place for an event, iii) capturing pictures, iv) recording 

videos, v) installing applications, vi) organizing files into 

folders and vii) opening several programs simultaneously. 

Based on the compare of mean results, it can be clearly seen 

that the most highly utilize mobile technology under this 

factor which rank as the first is operating several program 

simultaneously (M = 4.34, SD = .676), followed by organizing 

files into folders (M = 4.09, SD = .755). Meanwhile, the third 

highest utilization ranked is recording videos (M = 4.07, SD = 

.809), followed by (setting time and place for an event (M = 

4.05, SD = .875), installing application (M = 4.01, SD = .861), 

capturing pictures (M = 3.90, SD = .855) and the least utilized 

among the undergraduate’s students of this faculty is sharing 

files and documents (M = 3.08, SD = .849). 

In this subsection, the respondent was asked to indicate 
their level of frequency of communication with three groups 
of people that are friends, lecturer, and family members with 
similar scale of 1 to 5 as previous aforementioned section. 
Each table below demonstrates the results generated on the 
level of utilization of mobile technologies using SPSS.  

Table IX displays the results on communication purposes 
using mobile technology among the respondent with their 
friends. Three significant communication medium used as 
dimension in this subsection are: i) voice, ii) video and 
iii) email. Based on the above table, the results proved that the 
most highly utilize mobile technologies under this factor is 
using email (M = 4.61, SD = .504), followed by video (M = 
4.57, SD = .510) and lastly voice (M = 4.54, SD = .539). 
Voice is the most preferred communication medium, because 
it is more expressive especially when they are very busy. 
Meanwhile, email is the least preferred communication 
medium with their friends, because most of what they are 
sharing is talks and chats. Moreover, they do have the same 
way of thinking that emails are meant for official matters only.  

TABLE VIII. MOBILE TECHNOLOGIES FOR BASIC OPERATION PURPOSES RESULTS 

Item  N Min Max Mean SD Rank 

Opening several programs simultaneously 148 3 5 4.34 .676 1 

Organizing files into folders 148 3 5 4.09 .755 2 

Recording videos 148 2 5 4.07 .809 3 

Setting time and place for an event 148 2 5 4.05 .875 4 

Installing applications 148 1 5 4.01 .861 5 

Capturing pictures 148 2 5 3.90 .855 6 

Sharing files and documents 148 1 5 3.86 .849 7 

TABLE IX. MOBILE TECHNOLOGIES FOR COMMUNICATION PURPOSES RESULTS (FRIENDS) 

Item N Min Max Mean SD Rank  

UTICF (Email) 148 3 5 4.61 .504 1 

UTIF(Video) 148 3 5 4.57 .510 2 

UTIF (Voice) 148 3 5 4.54 .539 3 

TABLE X. MOBILE TECHNOLOGIES FOR COMMUNICATION PURPOSES RESULTS (LECTURER) 

Item  N Min Max Mean SD Rank 

UTICL (video) 148 3 5 4.65 .507 1 

UTICL (email) 148 3 5 4.62 .514 2 

UTIL (voice) 148 3 5 4.59 .521 3 
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Table X indicates the results on communication purposes 
using mobile technology among the respondent with their 
lecturers. Three significant communication medium used as 
dimension in this subsection are: i) voice, ii) video and 
iii) email. Based on the above table, the results demonstrate 
that the most highly used communication medium that 
students used to communicate with the lecturers is video (M = 
4.65, SD = .507), followed by email (M = 4.62, SD = .514) 
and lastly voice (M = 4.59, SD = .521). As compared to 
previous results of which they prefer to communicate with 
their friends using email, majority of the students prefers to 
communicate using video with their lecturer. This is due to the 
mode of teaching and studying. Some of the teachers attempt 
to let the students experience different modes of delivering 
information. Therefore, they were videotaping their lectures. 
Furthermore, students sometimes are asked to video tape 
themselves when doing some of their assignments. Moreover, 
voice is the least preferred communication medium is because 
it not much required by their lecturer when they are asking 
them to do an assignment. Note that the communication is not 
face-to-face type rather than it is recorded videos. 

Table XI shows the results on communication purposes 
using mobile technology among the respondent with their 
family. Based on the above table, the results indicate that the 
most highly used communication medium that undergraduates 
used to communicate with their family members is using voice 
(M = 4.60, SD = .518), followed by video (M = 4.59, SD = 
.520) and lastly email (M = 4.59, SD = .521). The results 
clearly stated that respondents prefer to communicate with 
their family using voice as compared to video and email. 
Voice is the most preferable communication medium because 
videos are difficult to be used if compared. The videos would 
have been the most preferred unless the bandwidth is very 
terrible in the countryside (most of the students are either form 
KSA or countryside). They feel that text is not fulfilling what 
they want to say and videos are hard to use. Then, it is only 
through the voice that they, with little difficulty, can send 
voice mails rather than calling. 

Table XII demonstrates the results on the level of 
utilization of mobile technologies for collaboration purposes. 
The results indicate that the most frequently used mobile 
technologies for collaboration is delivering a presentation via 
a videoconference (M =3.08, SD = .973), followed by 
attending a webinar (M =2.97, SD = .979), and the least use is 
sharing ideas via other people’s blogs, social forum, social 
networking sites’ walls etc. (M =2.82, SD = .822). The 
students frequently use to deliver a presentation via a 
videoconference as compared to two other factors is mainly 
due to the well –equipped labs. Due to the university, 
powerful internet bandwidth, which is wireless, lecturers, 
experiences the video conferences with their friends from 
other countries. It is one of the new styles of teaching in this 
outstanding college. That happens only inside the college. 

Table XIII displays the output on the level of utilization of 
mobile technologies for information seeking purposes. The 
results prove that the most frequently used mobile 
technologies under the information seeking categories factor is 
to get latest information from subscribing portal/ website (M 
=4.14, SD = .753). The next result is the one of getting latest 

information by signing up for newsletter of portals and 
websites (M =4.07, SD = .739). After that is finding latest 
information on subject / topic by browsing with (M =4.03, SD 
= .884). Then updating list of portals and websites in 
bookmark (M =3.92, SD = .796) is following. Bookmarking 
portals and website related to the field (M =3.89, SD = .905) is 
the next. After that, browsing to find references (M =3.84, SD 
= .825) is the next. The least utilized information using mobile 
technologies among the students is downloading learning 
materials from portals and websites (M =3.80, SD = .873). 
The students frequently utilized the mobile technologies to get 
latest information from subscribing portal/ website mainly 
because there is always new information in computer science 
and information technology field offered in portals and 
websites guaranteed by the lecturers. Moreover, lecturers in 
this college keep always asking them to collect info from the 
authorized portals and websites to keep them up to date. 

Table XIV presents the result on the level of utilization of 
mobile technologies for digital citizenship purposes. The 
results have proven that the most frequently used mobile 
technologies under this factor is to using other people’ works 
lawfully (M =3.49, SD = .951). It is followed by learning and 
prevent on cyber bullying (M =3.22, SD = 1.07) and 
expressing myself through digital media (M =3.16, SD = 
.931). After that, it is the item ―creating strong passwords to 
protect my private information (M =3.08, SD = .944)‖ and 
―protecting my digital works through the copyright (M =2.96, 
SD = .790)‖. Next, is the items ―finding out required 
information (M =2.86, SD = .901) and ―evaluating 
information (M =2.84, SD = .886)‖. The least frequently used 
are ―identifying valuable information (M =2.81, SD = .884)‖ 
and ―using information effectively (M =2.71, SD = .859)‖. 
Using other people’s work lawfully is the most preferable is 
due to the continuous warnings given to them by their lecturer. 
When the researcher asked the lecturers about this issue, their 
answer was ―we give them stories happened in the countries 
we studied in to draw the awareness to this issue‖. 

TABLE XI. MOBILE TECHNOLOGIES FOR COMMUNICATION PURPOSES 

RESULTS (FAMILY) 

Item  N Min Max Mean SD Rank  

UTICFA(voice) 148 3 5 4.60 .518 1 

UTICFA(video) 148 3 5 4.59 .520 2 

UTICFA(email) 148 3 5 4.59 .521 3 

TABLE XII. MOBILE TECHNOLOGIES FOR COLLABORATION PURPOSES 

Item N Min Max Mean SD Rank  

Delivering a 
presentation via a 
video Conference 

148 1 5 3.08 .973 1 

Attending a 
webinar 

148 1 5 2.97 .979 2 

Sharing ideas via 
other people’s 
blogs, social 
forum, Social 
Networking Sites’ 
walls etc 

148 1 5 2.82 .822 3 
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TABLE XIII. MOBILE TECHNOLOGIES FOR INFORMATION SEEKING PURPOSES 

Item  N Min Max Mean SD Rank 

Get latest information from subscribing portal/ website 148 2 5 4.14 .753 1 

Get latest information by signing up for newsletter of portals and websites 148 2 5 4.07 .739 2 

Finding latest information on subject / topic by browsing. 148 2 5 4.03 .884 3 

Updating list of portals and websites in bookmark 148 1 5 3.92 .796 4 

Bookmarking portals and website related to the field 148 1 5 3.89 .905 5 

Browsing to find references 148 1 5 3.84 .825 6 

Downloading learning materials from portals and websites 148 1 5 3.80 .873 7 

TABLE XIV. MOBILE TECHNOLOGIES FOR DIGITAL CITIZENSHIP PURPOSES 

Items  N Min Max Mean SD Rank  

Using other people’ works lawfully 148 2 5 3.49 .951 1 

Learning what to do if involved in cyberbullying & how to overcome 148 1 5 3.22 1.07 2 

Expressing myself through digital media 148 1 5 3.16 .931 3 

Creating strong passwords to protect my private information 148 1 5 3.08 .944 4 

Protecting my digital works through the copyright 148 1 5 2.96 .790 5 

Finding out required information 148 1 5 2.86 .901 6 

Evaluating information 148 1 5 2.84 .886 7 

Identifying valuable information 148 1 5 2.81 .844 8 

Using information effectively 148 1 5 2.71 .859 9 

TABLE XV. MOBILE TECHNOLOGIES FOR CREATIVITY AND INNOVATION PURPOSES 

Items N Min Max Mean SD Rank  

Uploading work 148 1 5 3.61 .779 1 

Creating an innovation/product 148 2 5 3.59 .832 2 

Producing work 148 2 5 3.57 .661 3 

Performing advanced searches  148 2 5 3.51 .705 4 

constructing an original work 148 2 5 3.50 .655 5 

Referring to Table XV, the results on mobile technologies 
for creativity and innovation purposes shows that uploading 
work is the most frequently perform under this factor (M 
=3.61, SD = .779). Meanwhile, the second highest preferred is 
by creating an innovation/product (M =3.59, SD = .832), 
followed by producing work (M =3.57, SD = .661), 
performing advance searches (M =3.51, SD =705), and lastly 
the students choose to utilized the mobile technologies by 
constructing an original work (M =3.50, SD = .655). The 
students highly utilized the mobile technologies by uploading 
their works due to the assignment that they have to do and 
then upload to their face book group to discuss it with their 
peers. 

Finally, it could be concluded that communication is the 
most highly utilized by the students is due to certain reasons. 
These students are far from their families; therefore, they need 
to contact their families from time to time. More importantly, 
these students are given assignments to answer in a due time. 
For this purpose, students may contact their lecturers to have a 
clear picture about the assignment or they may ask their 

classmates instead. This notion is supported by the study 
conducted by Murphy (2011). In this study, it is revealed that 
students are very energetically using technologies available 
for communication purposes to facilitate their learning process 
through interactions. 

2) All dimensions in competency of mobile technologies: 

Table XVI shows the results of competency of mobile 

technologies as basic operation tools. The above table 

indicates that the most highly rated skill is opening several 

programs simultaneously (M = 4.20, SD = .670), followed by 

organizing files into folders (M = 3.97, SD = .713), recording 

video (M=3.96, SD =.737), setting time and place for an event 

(M=3.95, SD =.772), sharing files and documents (M=3.78, 

SD =.787), installing applications (M=3.78, SD =.655). The 

least competency level in this category is capturing pictures 

(M=3.76, SD =.732). Opening several programs 

simultaneously is the most prominent factor. 

Table XVII displays the results on communication 
purposes using mobile technology among the respondent with 
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their friends. Three significant communication medium used 
as dimension in this subsection are: i) voice, ii) video and 
iii) email. Based on the above table, the results proved that the 
most skilful mobile technology among the students while 
communicating with their friends is email (M = 4.11, SD = 
.675), followed by voice and video with (M = 4.10, SD = 
.726) and (M = 4.09, SD = .699). Meanwhile, Table XVIII 
below present the results on competency of communication 
with their lecturers. 

Based on Table XVIII, the output demonstrates that 
communicating with video is the highest competency level (M 
= 4.18, SD = .716), followed by communicating using email 
(M = 4.13, SD = .663), and communicating using voice (M = 
3.98, SD = .665). The results for competency level with their 
family are presented in Table XVIII. 

Table XIX displays the output of competency level of 
mobile technologies of communication factor. The most 
highly rank is communicating using email (M = 4.14, SD = 
.650), followed by communicating using voice (M = 4.12, SD 
= .737) and communicating using video (M = 4.05, SD = 
.668). 

Table XX indicates the overall competency level of mobile 
technologies. The outcomes demonstrate that the competency 
with family is the highest (M = 12.3, SD = 1.56), followed by 
friends (M = 8.76, SD = 2.07), and lecturer (M = 2.96, SD = 
.798). Therefore, based on the results it is proven that students 
are more competent in the use of mobile technologies for 
communicating their families due to the distance between 
them and their families. It could be also speculated that they 
still have the influence of the surrounding environment that 
are skilful in the use of mobile technologies as a tool for social 
communication rather educational or study communication. 

TABLE XVI. COMPETENCY OF MOBILE TECHNOLOGIES AS BASIC 

OPERATION TOOLS 

Items  N Min Max Mean SD Rank 

Opening several 

programs 
simultaneously 

148 3 5 4.20 .670 1 

Organizing files 

into folders 
148 2 5 3.97 .713 2 

Recording videos 148 2 5 3.96 .737 3 

Setting time and 
place for an event 

148 2 5 3.95 .772 4 

Sharing files and 

documents. 
148 2 5 3.78 .787 5 

Installing 

applications 
148 2 5 3.78 .655 6 

Capturing pictures  148 2 5 3.76 .732 7 

TABLE XVII. COMPETENCY OF MOBILE TECHNOLOGIES FOR 

COMMUNICATION PURPOSES (FRIENDS) 

Item  N Min Max Mean SD Rank  

Communicating using email 148 2 5 4.11 .675 1 

Communicating using voice  148 2 5 4.10 .726 2 

Communicating using video 148 2 5 4.09 .699 3 

TABLE XVIII. COMPETENCY OF MOBILE TECHNOLOGIES FOR 

COMMUNICATION PURPOSES (LECTURERS) 

Items  N Min Max Mean SD Rank  

Communicating using video 148 2 5 4.18 .716 1 

Communicating using email 148 2 5 4.13 .663 2 

Communicating using voice 148 2 5 3.98 .665 3 

TABLE XIX. COMPETENCY OF MOBILE TECHNOLOGIES FOR 

COMMUNICATION PURPOSES (FAMILY MEMBERS) 

Items  N Min Max Mean SD Rank  

Communicating using email 148 3 5 4.14 .650 1 

Communicating using voice 148 2 5 4.12 .737 2 

Communicating using video 148 2 5 4.05 .668 3 

TABLE XX. RESULTS ON COMPETENCY OF COMMUNICATION WITH ALL 

Items  N Mean SD Rank  

Family  148 12.3 1.56 1 

Friends  148 8.76 2.07 2 

Lecturer  148 2.96 .798 3 

Table XXI presents the output of competency level of 
mobile technologies for collaboration purposes. Delivering 
presentation via video conference (M =3.04, SD =.880) is the 
highest competency level among the students, followed by 
attending a webinar (M =2.91, SD =.819) and sharing ideas 
via social media platform (M =2.81, SD = .732). 

In Table XXII, it is stated above out of seven dimension 
tested, get the latest information by signing for newsletter (M 
=4.00 SD = .690) is the most prominent skills owned by the 
students. This is followed by acquiring the latest information 
via website (M =3.93 SD = .650), findings the current 
information by browsing (M =3.84 SD = .774), updating list 
of portal (M =3.77 SD = .681). Meanwhile, bookmarks portal 
and website related to the subject expertise is the next rated 
skills (M =3.76, SD = .846), followed by surfing the net to 
find references (M = 3.74, SD = .741) and lastly downloading 
from websites the learning materials (M =3.68, SD = .700). 

Table XXIII presents the results on competency of digital 
citizenship among the undergraduates’ students. The most 
highly rated skill is using other people’s work lawfully (M 
=3.36, SD = .817). This is followed by learning knowledge 
related to cyber bullying (M =3.16, SD = .896), expressing 
self through media (M =3.10, SD = .831), creating password 
for privacy purposes (M =3.08, SD = .829), creating copyright 
of work (M =2.98, SD = .742). Meanwhile, finding 
information is the next competency level rated with (M =2.94, 
SD = .784), evaluating information (M =2.91, SD = .808), 
identifying valuable information (M =2.86, SD = .774). The 
least ranked competency skills among the students is using the 
information effectively (M =2.79, SD = .731). 

Table XXIV demonstrates the findings on mobile 
technology competency of creativity and innovation tools. The 
most advanced skills owned by the undergraduates’ students is 
uploading work (M =3.48, SD = .778). The second skill 
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mastered is creating an innovation /products using mobile 
technologies (M =3.47, SD = .812). Next competency ability 
is producing work (M =3.41, SD = .649), followed by 

performing advanced searches (M =3.40, SD = .687) and 
constructing an original work (M =3.35, SD = .648). 

TABLE XXI. COMPETENCY OF MOBILE TECHNOLOGIES FOR COLLABORATION PURPOSES 

Items  N Min Max Mean SD Rank  

Delivering a presentation via a video conference 148 1 5 3.04 .880 1 

Attending a webinar 148 1 5 2.91 .819 2 

Sharing ideas via other people’s blogs, social forum, Social Networking 
Sites’ walls etc 

148 2 4 2.81 .732 3 

TABLE XXII. COMPETENCY OF MOBILE TECHNOLOGIES FOR INFORMATION SEEKING TOOLS 

Items N Min Max Mean SD Rank 

Get latest information by signing up for newsletter of portals and websites 148 2 5 4.00 .690 1 

Get latest information from subscribing portal/ website 148 2 5 3.93 .650 2 

Finding latest information on subject / topic by browsing. 148 2 5 3.84 .774 3 

Updating list of portals and websites in bookmark 148 2 5 3.77 .681 4 

Bookmarking portals and website related to the field 148 1 5 3.76 .846 5 

Browsing to find references 148 2 5 3.74 .741 6 

Downloading learning materials from portals and websites 148 2 5 3.68 .700 7 

TABLE XXIII. COMPETENCY OF MOBILE TECHNOLOGIES FOR DIGITAL CITIZENSHIP TOOLS 

Items  N Min Max Mean SD Rank 

Using other people’ works lawfully 148 2 5 3.36 .817 1 

Learning what to do if involved in cyber bullying & how to overcome  148 2 5 3.16 .896 2 

Expressing myself through digital media 148 2 5 3.10 .831 3 

Creating strong passwords to protect my private information 148 2 5 3.08 .829 4 

Protecting my digital works through the copyright 148 1 5 2.98 .742 5 

Finding out required information 148 1 5 2.94 .784 6 

Evaluating information 148 1 5 2.91 .808 7 

Identifying valuable information 148 1 5 2.86 .774 8 

Using information effectively 148 1 5 2.79 .731 9 

TABLE XXIV. RESULTS OF MOBILE TECHNOLOGIES AS CREATIVITY AND INNOVATION TOOLS 

Items  N Min Max Mean SD Rank  

Uploading work 148 2 5 3.48 .778 1 

Creating an innovation/product 148 2 5 3.47 .812 2 

Producing work 148 2 5 3.41 .649 3 

Performing advanced searches  148 2 5 3.40 .687 4 

Constructing an original work 148 2 5 3.35 .648 5 
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IV. CONCLUSIONS AND IMPLICATIONS 

The focus of this study was to report the degree of 
utilization among first year undergraduate students when 
using mobile technologies, the level of competency among 
first year undergraduate students when using mobile 
technologies, the level of basic operation, communication and 
collaboration, information Seeking, digital citizenship and 
creativity and innovation skills in mobile technologies 
competency separately. The target sample of this study 
consists of 148 freshmen students majoring in computer 
science and information technology at Hadhramout University 
on their level of frequency use of these technologies. This 
study is unique, and it adds to the body of the research. The 
uniqueness of this study is due to the few searched topics in 
this field in the context (Hadhramout). The instrument used to 
collect the data of the study is adopted from [12] which is 
quoted from [7] [10] which has been adapted to suit the 
research objectives. 

This study finds that undergraduate students in faculty of 
computer science and information technology are highly 
utilizing mobile technologies (M = 151, SD =12.1). Similarly, 
they have good capabilities and skills in using them (M= 141, 
SD= 13.5). The results also uncovered that communication is 
highly used by these students (M =41.4, SD = 2.62) followed 
by basic operations (M =28.3, SD = 4.02). These results of 
utilization are supported by students’ competency in using the 
same purposes where it is discovered that students are so 
competent in using mobile technologies for communication 
(M =33.4, SD = 378). Moreover, it is revealed that students’ 
skilfulness in basic operation is also significant (M =27.4, SD 
= 3.49). 

Through results which shows the second most used 
purpose is information seeking, it could be implied that 
students become more aware about getting what will enrich 
their backgrounds with knowledge in their field. Thus, there 
must be much focus paid to this method to have better level of 
students. To have this fulfilled, it is advised that faculty of 
computer science and information technology to strengthen 
their bandwidth and permit students to have more access to the 
internet to encourage them using mobile technologies for that 
purpose. Moreover, to have a better engagement of students, it 
is desirable to activate the university application. The use of 
this application may guide students’ choice of information to 
what is more beneficial and related to their study. 
Furthermore, activating the app may also elevate the effect of 
competency in communication uses in which students will be 
forced to contact only lecturers or classmates. This will result 
in more engagement and directed communication that will 
lead to better learning and utilization of mobile technologies. 

Despite the significant competency of CS and IT students 
in basic operation and information seeking, it is preferable that 
these students acquire more competencies to have higher level 
of mobile technologies utilization. The author in [8] who 
declared the importance of students possessing technical skills 
will assist them in their workforce when graduating, support 
this assumption. Moreover, they detailed that these skills must 
be gained prior entering working places, which means HE 
institutions must empower their students with these skills. 

This is achievable through training teaching staff on how to 
integrate technology into classes. There must be also 
workshops to provide them with techniques that will enable 
them directing these learners after arming them with needed 
capabilities to the desirable uses that will strengthen their 
skills and make them ready for the work force. This is in a line 
with [9] which states that education institutions must link their 
teaching staff to chance that will provide them with 
technological skills enabling them to have better adoption of 
continues emerged technologies effectively. 

As it can be seen from results that HE undergraduates are 
utilizing the gadgets for communicating with their friends or 
family, which means social type of use; therefore, lecturers 
ought to shift these learners to communicate more for the sake 
of learning through contacting their lecturers and peers in the 
campus and other countries. Lecturers must open channels for 
students to show them how communication can be a good tool 
with the existence of internet and these mobile technologies. 
They may innovate through trying the flipping classroom or 
problem based or any new method of teaching since mobile 
learning is facilitating these methods a lot. 

It is highly recommended since this college is adopting 
mobile learning method to activate the university app to be a 
source of knowledge and learning. It is recommended to get 
use of the app to contain an LMS (learning management 
system) that will not only help students to register and know 
their subjects but also communicate and collaborate in 
different college activities that happened digitally. Moreover, 
the experience of using M-Learning in this college must be 
expanded to other colleges to show them the benefits the 
faculty in outcomes results and learning quality as well. 

It is also recommended to conduct this research in another 
governorate where it might be found more colleges are 
applying this method. This change will result in having 
different results since the participants will be greater and the 
context varied a little bit. It is also recommended to have this 
study done in qualitative mode where the researcher can get 
more in depth data about why students choose certain purpose 
rather the other. With the existence of the app and the website, 
it is highly recommended to conduct and exploratory study on 
students and teachers’ perspectives towards the existence of 
these tools in the campus. This study will be like an evaluative 
study covering strengths and weakness of both tools. Studies 
must be conducted to check teachers’ point of view towards 
this new method along with whether the infrastructure of the 
college is supportive or not. 
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Abstract—Fiber optics cables present various benefits over 

regular cables when used as a data transportation medium in 

today’s communication networks. It is noted that there are 

significant challenges in the connectivity of inner cities that are 

located far inland away from the coastal areas. Most of the 

networks developed in Africa, especially in Egypt, are connected 

via submarine cables flowing across coastal areas. Very few 

connections are constructed to connect inner cities by crossing the 

Nile. The Nile River is characterized by a wide area, offering a 

natural path for underwater cables’ laying areas. In this study, 

the analysis and evaluation of the laying of these cables along the 

bed of the Nile River in Egypt, rather than crossing it, is 

investigated. There are many issues with laying fiber optic cables 

across the Nile River. Some of these are the requirement of using 

more than one node over fiber optic cable for each. When the 

number of nodes increases, the cost of installation and drilling 

effort increases with each node. The fiber optic cable path along 

the Nile River is simulated with a numerical model (Delft-3D). 

Two different scenarios for laying cables were applied and 

analyzed to evaluate the effect of the predicted water surface and 

sediment profiles on the fiber optic cable path. Based on the 

results obtained, the fiber-optic network infrastructure is 

proposed to solve connectivity problems by laying fiber optic 

cables along the Nile River. 

Keywords—Communications; optical fiber cables; delft3d; 

underwater / river crossing cable 

I. INTRODUCTION 

Communication is very important in the life of human 
beings since ancient times. Underwater optical fiber 
communication technologies present new advancements in this 
field. Underwater optical fiber technology has evolved over the 
years and is growing at high rates [9].  Fiber-optic usage in 
communication networks has many advantages and 
disadvantages compared to electric wiring cables, especially 
with long distances. Fiber optics have various benefits such as 
high data security (since there is no electromagnetic radiation 
from cables), immunity to electromagnetic interference, lack of 
current-induced sparks risks (having no conducting current 
used), using small and lightweight materials, and high 
operating bandwidth over long distances [11]. On the other 
hand, these cables have some disadvantages such as cost 
because cables have expensive installation although they last 
longer than copper cables. Also, optical fibers require 
repeating at distance intervals, and Fragility [21] [8]. In 

addition to that, optical fibers require more protection around 
cables compared to copper [1]. Various projects aim to link 
Africa to the world networks through undersea fiber-optic 
cable networks; as shown in Fig. 1 [20]. However, there is a 
difficult challenge in the connectivity of inner towns and cities 
that are located far inland away from the coastal areas. 

In Egypt; the Abu Talat city which is marked by number 1 
is linked to the undersea Cables Europe   India Gateway (EIG), 
Middle East North Africa (MENA) Cable System/Gulf Bridge 
International, TE North/TGN- Eurasia/SEACOM/Alexandros 
network systems. Alexandria city no.2 which is connected to 
Cables Aletar, FLAG Europe- Asia (FEA), Hawk, IMEWE, 
SeaMeWe-3, and SeaMeWe-4. Suez city no.3 connected to 
cables FALCON, FLAG Europe- Asia (FEA), IMEWE, 
SeaMeWe-3, and SeaMeWe-4. Zafarana city no.4 connected to 
cables Europe India Gateway (EIG), Middle East North Africa 
(MENA), Cable System/Gulf Bridge International, 
SEACOM/Tata TGN-Eurasia. [20]. 

The objectives of this research are to study, analyze, and 
evaluate the laying fiber optic cables system along the bed of 
the Nile River in Egypt. Because of the fiber optic network 
characteristics and advantages, fiber-optic cables are 
considered an effective alternative to consider for a new 
communication network in long and spacious lands such as in 
Egypt. This is in comparison to using either satellite for 
telecommunication or laying copper wire coaxial cables for 
long distances [18]. 

 

Fig. 1. Map of Africa with Coastal undersea Fiber-Optic Networks. Egypt 

Cable Locations are Encircled. [20]. 
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II. RELATED WORKS 

Several researchers have provided a detailed analysis of 
submarine optical fiber cable transmission systems. Ammar A. 
Saleh, et al. [15] study and analyze a proposal suitable for 
African Nile River basin countries to lay new fiber optics cable 
networks submerged under the river’s water level. This 
proposal discusses the challenges that are faced by common 
ground cable networks. Paul D. et al. [3] provided an analysis 
of undersea bed fiber optic cable network that is reported on 
several cable networks TAT, their reliability, and cost 
considerations. Recently, Navneet A. and Ajay V. [12] Neal 
S. Bergano [1], investigated undersea fiber optic cables that 
make the web worldwide. Modern cable systems installed up to 
last year are capable of transmitting about 1000 Gbps over each 
fiber pair [4]. In [7] they studied newly retiring fiber optic 
telecommunication cables, which offer far greater opportunities 
for the scientific community. Hsiang et al. [13] focused their 
work on the research and development of an integrated 
underwater environmental monitoring system, which is planned 
to be applied on the offshore wind farm of Taiwan. In [6] 
SAICi/MariPro was contracted by Alcatel TCC in Australia, to 
install a 240-kilometer long submarine fiber optic cable system 
across the Bass Strait in August 1995. This eighteen fiber cable 
system provided telecommunication services between 
mainland Australia and Tasmania for customers of TELSTKA. 
Jeffcoat et al. [2] introduced considerations in the design and 
laying of a new undersea fiber optic cable system. Jurdana et al. 
[14] analyzed underwater fiber-optic cables, evaluated their 
impact on the marine environment, and addressed possible 
threats to submarine cables from human activities and natural 
hazards. This work provided guidelines for improving the 
installation of cables, and also their security. Msongaleli et al. 
[17] inspected the disaster-aware submarine fiber-optic cable 
deployment process problem to minimize such expected extra 
costs in case of a disaster. Namihira et al. [5] studied the optical 
fiber submarine cables Polarization fluctuation characteristics 
under 8000-m deep-sea environmental conditions, optical fiber 
submarine cable conjunction under periodic variable tension, 
and the performance of cables through and after installation. 

III. STUDY AREA DESCRIPTION AND DATA COLLECTION 

To achieve the objectives of this study, the following 
methodology is applied as shown in Fig. 2. 

1) Develop a database for fiber optic cables that cross the 

Nile River. 

2) Determine the proposed fiber optic cable longitudinal 

path along Nile River using recent hydrographic survey data in 

2016. 

3) Use a Delft-3D numerical model to simulate two 

different scenarios for laying the fiber optic cable along the 

bed of Nile River by applying maximum and minimum flow, 

predict the morphological changes from the year 2016 to the 

year 2030, which could affect the efficiency of the fiber optic 

cables. 

4) Evaluate and compare two different scenarios of laying 

fiber optic cables along the study’s reach. 

5) Evaluate the economic and environmental impacts of 

the ground cables and submerged cables under the Nile River. 

6) Propose Nile River fiber-optic network infrastructure to 

solve the connectivity problems. 

A. Study Area Description 

The Nile River in Egypt mainly consists of a long single-
channel followed by two branches forming the Delta. The 
single channel’s length is 953.5 km downstream Old Aswan 
Dam (OAD) in the south to just upstream Delta Barrages north 
of Cairo. The river is divided into four reaches. This paper 
focuses on the fourth reach as shown in Fig. 3, which is the 
longest and extends between Assiut and Delta Barrages 
covering a total distance of 408.75 km. It is marked by having 
numerous natural phenomena represented in many islands’ 
characteristics, and many bends. This study focuses on a 
segment from km 918 upstream Delta Barrage to km 937 
downstream OAD. 

 

Fig. 2. Research Methodology. 

 

Fig. 3. Reach Location and Bathymetry Data of Study Area. 
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B. Data Collection 

1) Hydrographic Data: 20 km of the Nile River was 

hydrographically surveyed by the Nile Research Institute 

(NRI) in 2003, and 2016 respectively to reveal the riverbed 

morphology. 

2) Hydraulic Data: the measurements of velocity were 

collected at the same time as the survey in 2003, and 2016. 

Cross-sections were selected to overlay the length of the study 

area. At the soil laboratory of NRI, the samples were 

analyzed. The results of this analysis indicated that the bed 

material consisted of sand and silt. The sand ranges between 

95.44% and 99.07% of the bed material sample. As for the silt, 

it varies in the range between 0.18% and 4.43% of the bed 

material sample. 

3) Hydrological Data: Hydrologic data is needed to 

initiate the model’s boundary conditions. Besides, the 

discharge variation released through the river and its 

corresponding fluctuations cause a sediment transport process, 

which in turn, causes morphological changes through the river 

bed. The monthly average discharges of three years that were 

released downstream Assiut barrages, and the corresponding 

monthly average water levels have been measured at Assiut 

gauge station were gathered from the historical records from 

2000 to 2009 as shown in Fig. 4. These three years were 

selected as they were distinguished by maximum and 

minimum flow releases respectively to represent the most 

critical situation that can affect the morphological 

characteristics of the river. 

The maximum monthly average in three years of the water 
level and discharge of historical data from (2000-2002) and the 
minimum monthly average in three years of the water level and 
discharge of historical data from (2003-2005) are shown in 
Fig. 5a and 5b, and Fig. 6a and 6b. 

 

Fig. 4. River Discharge at Study Area. 

 
(a) Average Monthly Discharge. 

 
(b) Average Monthly Water Level. 

Fig. 5. Nile River Hydrograph of Maximum Three Year (2000- 2002). 

 
(a) Average Monthly Discharge. 

 
(b) Average Monthly Water Level. 

Fig. 6. Nile River Hydrograph of Minimum Three Year (2003- 2005). 

IV. DEVELOPING A DATABASE FOR FIBER OPTIC CABLES 

CROSSING THE NILE RIVER 

In this part, the development of a database is necessary and 
required to draw a complete picture with up-to-date 
information on the number and locations of fiber optic cables 
crossing the Nile River in Egypt. Fig. 7 shows the flexible 
interface of the developed database by using visual basic 
programming language and Geographic Information system 
GIS. This database stores information about all the cables. 

 

Fig. 7. Developed Database of Fiber Optic Cables Crossing Nile River. 
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V. DETERMINE THE PROPOSED LONGITUDINAL FIBER-

OPTIC CABLE PATH ALONG NILE RIVER 

By using NRI’s recent hydrographic survey data from 2016, 
as well as the navigational path, longitudinal fiber optic cable 
path can be determined according to the deepest points as 
shown in Fig. 8. Furthermore, the calibration of that proposed 
path was applied by using the model shown in Fig. 9. 

 

Fig. 8. Proposed Fiber Optical and Navigation Paths. 

 

Fig. 9. Bed Level Calibration Proposed Fiber-Optic Path Longitudinal 

Section. 

VI. NUMERICAL MODEL AND SIMULATION 

A. Numerical Model 

Delft3D is the hydrodynamic module of Delft3D, which is 
an integrated program for modeling water flows, waves, water 
quality, particle tracking, ecology, sediment, and chemical 
transports and morphology [19]. The Meyer-Peter-Muller 
sediment transport relation will be used [12]. 

1) Model preparation and grid generation: Delft3D 

model generated a grid network. This grid covers a distance of 

18 km along the shoreline. A fine grid (5m*5m) used in the 

model as shown in Fig. 10. The initial boundary condition is 

defined as the initial water levels. The initial water levels were 

used to simulate the flow characteristics. Both upstream and 

downstream boundary conditions were given to the model as 

inputs. The upstream boundary condition was the discharge 

downstream from the Assiut barrage. Also, Upstream Delta 

Barrage water levels were used as the downstream boundary 

condition. 

2) Model calibration: The model calibration process was 

done for flow velocity distribution and also sediment 

transport. It can be noted that there are a sound and logical 

agreement between the computed and measured values of the 

flow velocity distributions and morphological changes at the 

chosen cross-sections. The model was carried out by adjusting 

roughness coefficients at various locations along the modeled 

study reach, the calibration process was run to attain the finest 

agreement between measured and resulted values of the model. 

Fig. 11 shows the velocity calibration process and velocities 

comparison at different cross-sections along the study area. 

Besides, Root Mean Square Error (RMSE) which is presented 

in Eq. 1 was computed to quantify the model’s performance 

for the observed and measured bed level values [10]. 

n

n
i ielXiobsX

RMSE

  


1

2
),mod,(

          (1)

 

Where X
obs

 is observed values and X
model

 is modeled values 
at time/place. 

 

Fig. 10. Studied Reach Grid. 

 

Fig. 11. The Velocity Calibration. 
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Fig. 12. The RMSE for the Observed and Measured Sediment Values. 

Fig. 12 shows the calibration of the bed level and the 
comparison of observed and measured cross-sections through 
the area of study. Also, RMSE which was presented by Eq. 1 is 
used to quantify the model performance for the observed and 
measured bed level values. 

3) Model simulation: The model simulated two different 

scenarios to achieve the main objectives of this paper. In the 

model simulation, the recent hydrographic survey data from 

the year 2016 is used to predict the morphological changes for 

two different scenarios of fiber optical cable path to select the 

optimum scenario. 

a) The first scenario, fiber optical cable crossing the 

Nile River. 

b) The second scenario is that the fiber optical cable is 

laid and installed along the Nile’s riverb ed . 

These scenarios are simulated by Delft3D by applying 
maximum and minimum flows. 

1) Scenario 1: Fiber optical cables that cross the Nile 

River according to our database, there are twenty-five fiber 

optic cables that cross the Nile River as recent as 2019. In this 

scenario; the Delft3D model simulation for selected fiber optic 

cable crossing the Nile River in the study reach is represented. 

The selected fiber optic cable crosses the Nile at km 928.15 

from Aswan High Dam in May 2007 as shown in Fig. 13. 

Also, the natural changes of the river that could affect the cable 

efficiency have been evaluated. The numerical simulation was 

performed for maximum and minimum flows at the study reach 

to indicate the locations of deposition and erosion. According 

to NRI technical reports; as this cable is laid directly on the 

riverbed, it falls 25 cm below the bed as shown in Fig. 14. 

Fig. 15 shows the predicated water depths, water velocities, 
and bed levels patterns for the initial river bed levels surveyed 
in 2016 and the predicted for the year 2030 in case of releasing 
discharges for maximum and minimum. As shown in Fig. 15a, 

as a result, after running the model for fourteen years, it is clear 
that the maximum erosion occurs when the maximum 
discharge is passed compared to minimum discharge, 
particularly at the location of the fiber cable that crosses the 
Nile. Furthermore, Fig. 15b, and 15c, the initial velocity 
distribution in 2016 ranges between 0.4 and 0.5 (m/s). 

The predicted velocity distribution in 2030 is high in the 
maximum case at many locations, particularly in outer curves 
regions, at the location of fiber cable, which ranges between 
1.0 and 1.2 (m/s). In the same pattern, the velocity distribution 
at the minimum case was introduced.  It can be noted that in 
the case of maximum flow, erosion has a significant effect on 
the location of fiber cable path that crosses the Nile than 
sedimentation. As a result, this will affect the fiber optic cable 
path which crosses the Nile, especially in the case of 
maximum flow. 

2) Scenario 2: Laying fiber optic cable along the riverbed. 

The model simulated laying the fiber optic cable along the bed 

of Nile River as shown in Fig. 16. In this scenario, a numerical 

simulation was performed for maximum and minimum flows 

at the upstream and water levels at the downstream boundary 

of the study reach. 

 

Fig. 13. Fiber Optic Cables Crossing Nile River. 

 

Fig. 14. Laying Fiber Optic Cable Directly on the Bed Level of Nile River. 
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(a) Simulated Water Depths for Maximum and Minimum Discharge. 

 
(b) Simulated Water Velocities for Maximum and Minimum Discharge. 

 
(c) Simulated Bed Levels for Maximum and Minimum Discharge. 

Fig. 15. Simulated Water Depths, Water Velocities, and Bed Levels Patterns 

for Scenario1. 

 
(a) Simulated Water Depths for Maximum and Minimum Discharge. 

 
(b) Simulated Water Velocities for Maximum and Minimum Discharge. 

 
(c) Simulated Bed Levels for Maximum and Minimum Discharge. 

Fig. 16. Simulated Water Depths, Water Velocities, and Bed Levels Patterns 

for Scenario 2. 

VII. RESULTS AND DISCUSSIONS 

The proposed fiber optic cable path is affected by certain 
factors related to river processes as maximum and minimum 
flow, erosion, and deposition. Hence, it is very important to 
simulate and check with different flow cases. Any changes in 
river morphology are prohibited unless they are of absolute 
importance such as maintenance operations. That is including 
pump intakes and pipeline crossing under the river. Fig. 17 
shows the predicted max and min flow morphological changes 
in 2030 for the first scenario, where the fiber optic cable was 
laid by crossing Nile River at km 928.15 downstream OAD 
through the tunnel drilling of the river for laying the fiber optic 
cable along the riverbed by 3 (m). It can be noted that the rate 
of erosion was greater than deposition, which could affect the 
safety and efficiency of the fiber optic cable. 

On the other hand, Fig. 18 shows the longitudinal bed level 
profiles for both the initial riverbed in 2016 and the predicted 
in 2030 for the release of maximum and minimum flows for 
the second scenario, where the fiber optic cable is laid along 
the Nile River bed. It can be observed that in the first scenario, 
the erosion rate relative to the length of the cross-section area 
is greater in the second scenario. Also, in the first scenario, the 
deposition rate relative to the length of the cross-section is 
greater in the second scenario. It is clear that in scenario 1, the 
efficiency of the fiber optic cable path will be affected by the 
high erosion rate compared to the second scenario. Hence, it 
can be concluded that the proposed fiber-optic cab1e laying 
scenario 2 is better than scenario 1. 

 

Fig. 17. Predicted Morphological Changes at Max and Min Flow (Scenario 

1). 

 

Fig. 18. Predicted Morphological Changes at Max and Min Flow (Scenario 

2). 
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VIII. EVALUATING AND COMPARING THE ECONOMIC, 

ENVIRONMENTAL IMPACTS OF THE GROUND CABLES AND 

SUBMERGED CABLES UNDER THE NILE RIVER 

A comparison is introduced detailing the use of submerged 
river cab1es versus ground cables. It has been demonstrated 
that this type of network can be used with significant 
advantages over ground cable networks, especially for 
countries with long river lengths. While most Egyptian cities 
and towns are located deep inland to the west and south of the 
Mediterranean and the Red Sea coasts. There are many 
challenges facing ground fiber optic cable networks in Egypt. 
In particular, they involve high-cost drilling operations, 
especially when connecting cables to remote locations. 
Furthermore, they may suffer from loss of cables and 
equipment (e.g.: due to theft and vandalism). Besides, it is 
time-consuming and maintenance is costly. Moreover, there is 
a need for repeaters grid and Land permit costs for areas on 
which cable network is established. Table I shows these 
evaluations of economic and environmental impacts based on 
running costs, maintenance, repeaters, and power. According to 
this evaluation, a suitable proposal will be presented for the 
establishment of new fiber optic cable networks in Egypt 
submerged under the Nile River. Such networks could be 
considered as the core network of African countries especially 
those which are part of the Ni1e River basin. 

TABLE I. ECONOMIC AND ENVIRONMENTAL IMPACTS COMPARISON 

BETWEEN THE GROUND AND SUBMERGED CABLES UNDER RIVER NILE 

Economic/environmental 

Impact Factor 

Ground Cables 

Network 

Underwater Cables 

Network 

Repeaters  Repeater grid  Repeater along River  

Power  Power grid  Power along River  

Theft  Frequently  Hardly  

Maintenance  
Time-consuming 

and costly  
rarely  

Security  Vulnerable  impervious 

Damage  vulnerable  impervious 

Human interventions Frequent  Negligible  

Monitoring points Difficult  Easy  

General Costs  High  Standard  

Land Cost  High  Standard  

Running cost  High  Standard 

Service Continuity  Low  High  

Materials  Standard  Standard  

Wars  Direct Effect  Negligible 

Temperature  High Effect  Low Effect  

Medium  ground  water  

Earthquakes  High Effect  Low Effect  

IX. PROPOSED NILE RIVER FIBER OPTIC CABLE FEATURES 

A. Fiber Optic Cables 

Fiber Optic cabling has revolutionized the way that data 
travels globally. These cables are characterized by high- speed, 
which transmits data at much faster rates without any quality 
degradation compared to copper wires. Also, they contain an 
outer optical casing, which surrounds the light. The core can 
be configured in two different types: 

1) Single-mode fiber optic cable: This type has a small 

core size (less than 10 µm) as shown in Fig. 19a. It allows the 

transmission of one light ray only. So, as the light passes 

through the single-mode fiber core, a little reflection of light is 

formed. This decreases fiber attenuation and further increases 

the signal’s ability to travel. Thus, single-mode fibers are 

usually used in long distances up to 1000 km and high 

bandwidth applications. 

2) Multimode fiber optic cable: Multimode fibers are 

characterized by larger cores (62.5 µm or 50 µm) - as shown 

in Fig. 19b - which introduce more data. This will allow more 

light reflections, and increase the rate of dispersion and 

attenuation, which may reduce the signal quality over long 

distances. Therefore, it can be noted that in short distances, 

multimode fibers are often preferred. 

B. Recommended Fiber Optic Cable 

According to the National Telecommunication Institute 
(NTI), Egypt, reports and recommendations, the recommended 
type of fiber optic cable (Fig. 20) Underwater / River crossing 
type optical fiber cable, based on ITU-T recommendations, IEC 
60794, IEC 60332, IEC 304, or EIA/TIA-598 standards. This 
type of optical cable is characterized to be suitable for the 
transmission of voice, data, and broadband over long distances, 
and local area networks with installation methods underwater 
for river crossing [16]. 

The type of these cables marked by MLT (Multi-Loose 
Tube) design, high fiber capacities, Single-mode, multimode 
(50/125, 62.5/125), waterproof dry core design, high tensile 
strength, improved compressive strength, bituminized 
polypropylene yarns as an outer jacket. 

 
(a) Single-Mode Fiber-Optic Cable. 

 
(b) Multi-Mode Fiber-Optic Cable. 

Fig. 19. Fiber Optic Cable Types. 

 

Fig. 20. Proposed Underwater Optical Fiber Cable. 
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Based on the results and discussions of the Delft3D model, 
it can be concluded that it would be beneficial to consider 
constructing a fiber optic cable network along the bed of the 
Nile River to provide connectivity for inland cities. This 
infrastructure should be constructed as follows: 

1) Installation of monitoring and control centers along the 

Nile River path for every 1000km. This distance is the longest 

distance that can be traveled by light through these cables 

before repeaters are required. Since the Nile River at the 

Egyptian border has a total length of 1440 km, one repeater 

will be needed. 

2) Installation of control centers can serve as checkpoints 

for other essential services such as water level measurements, 

water quality monitoring, and other public safety services. 

3) Based on results and discussion; it is recommended that 

the second scenario be used to lay a fiber cable network along 

the r iverbed in Egypt. 

4) According to the recommendations of NTI, the single-

mode fiber optic cable type (underwater / River crossing type 

optical fiber cable) should be used. 

X. CONCLUSION AND RECOMMENDATIONS 

It was noticed that the majority of fiber optic cable networks 
are established via submarine cables through the coastal areas. 
Constructed connections are not enough to connect inland 
towns and cities. This paper introduces a proposal to utilize the 
natural path of the Nile River in Egypt to construct a fiber optic 
cable system submerged under the river’s water. This would 
provide coverage to inland areas that are located closer to 
riverbanks. Delft3D hydrodynamic model was used to simulate 
two different scenarios for laying fiber optic cable submerged 
under a riverbed in Egypt. Based on the results and discussions, 
it can be observed that in the first scenario, the erosion rate was 
greater than the deposition rate at the location of fiber optic 
cable compared to the second scenario. This could harm the 
safety and efficacy of the fiber optic cable. Furthermore, there 
are many issues with laying fiber optic cables across the Nile 
River.  Several of these are the requirement of using more than 
one node over fiber optic cable for each. When the number of 
nodes increases, the cost of installation and drilling effort 
increases with each node. It can be concluded that scenario 2 is 
more suitable than scenario 1 for laying such cables along the 
Nile River in Egypt. Consequently, we found that it would be 
beneficial to consider constructing and installing a fiber optic 
cable network along the Nile riverbed to provide connectivity 
to inland cities. In this study, it is strongly recommended that 
a n  action plan be developed for the proposed infrastructure as 
a fiber optic system along the Nile River. Finally, it is 
recommended to take into consideration the coordination with 
the affiliated authorities of public facilities and services that 
pass through the Nile River in Egypt to obtain all information 
about the locations and paths of these services such as gas 
lines, electricity, and phone cables. 
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Abstract—Artificial Intelligence in legal research is 

transforming the legal area in manifold ways. Pendency of court 

cases is a long-lasting problem in the judiciary due to various 

reasons such as lack of judges, lack of technology in legal services 

and the legal loopholes. The judicial system has to be more 

competent and more reliable in providing justice on time. One of 

the major causes of pending cases is the lack of legal intelligence 

to assist the litigants. The study in this paper reviews the 

challenges faced by judgment prediction system due to lengthy 

case facts using deep learning model. The Legal Judgment 

prediction system can help lawyers, judges and civilians to 

predict the win or loss rate, punishment term and applicable law 

articles for new cases. Besides, the paper reviews current 

encoding and decoding architecture with attention mechanism of 

transformer model that can be used for Legal Judgment 

Prediction system. Natural Language Processing using deep 

learning is an exploring field and there is a need for research to 

evaluate the current state of the art at the intersection of good 

text processing and feature representation with a deep learning 

model. This paper aims to develop a systematic review of existing 

methods used in the legal judgment prediction system and about 

the Hierarchical Attention Neural network model in detail. This 

can also be used in other applications such as legal document 

classification, sentimental analysis, news classification, text 

translation, medical reports and so on. 

Keywords—Legal judgment prediction; hierarchical attention 

neural network; text processing; transformer 

I. INTRODUCTION 

Legal Judgment Prediction (LJP) system helps in assisting 
litigants and attorneys to improve their work and time 
efficiency and reduce the risk of making mistakes with feasible 
judgment suggestions, which includes the prediction of 
charges, applicable law articles, and prison term based on the 
case facts [1]. Some of the LJP frameworks predict final 
judgment as a binary [2] and multilabel text classification [3] 
for cases in English of European Court Human Rights and 
Chinese Judgment Online dataset. One of the most important 
challenges in LJP is unlabelled data and that was tackled using 
the Long Short Term Memory framework [4] for Indian 
Supreme Court judgments with headnotes. At the initial stages, 
Machine Learning methods such as optimized Lasso 
Regression [5] [6] for Chinese cases and then deep learning 
models [7] [8] for automated judgment predictions were used. 
Providing fair and timely justice by the courts is not only the 
most important obligation of the country but is an important 
characteristic of democracy [9] [10] [11] [12] [13] [14]. India 
being the world‟s largest democracy is still in need of an 
intelligent judicial system. It also benefits civilians to know the 

possible judgment result before the trial by describing a case 
they are concerned about for win or loss rate. Surveys show 
that India has only twenty percent judges for every million 
citizens [15] [16]. 

Following are the benefits of using deep learning in LJP 

 Accelerated decision process and outcomes. 

 Instant verification of input data. 

 Unbiased point of view or opinion. 

 Ability to quickly showcase historical cases with similar 
patterns. 

 Easier to spot corruption by identifying cases with high 
variance in human and AI decisions. 

Case Facts of the real World has two main challenges. One 
is the difficulty faced in encoding lengthy documents and the 
other is lack of full external information. Existing models used 
for text classification and prediction like RNN and LSTM work 
sequentially and takes a long duration in training large corpus 
for the UK and Chinese court cases. Most of the LJP 
framework consider judgment prediction as text classification 
task while some works consider it as a Legal Reading 
Comprehension [3]. Any text classification has two main 
phases. The first phase is the representation of the document 
and the latter is to use a good classifier model. Both are very 
much important to give good prediction accuracy for new case 
facts or queries. Earlier deep learning models used BOW (Bag 
Of Words) and word embeddings, like Word2Vec, GloVe and 
Fast Text for encoding. 

Legal information such as legal cases, contracts, bills are 
often represented in textual form. Processing of legal text is a 
grooming area in the current era. In NLP, the legal text is being 
utilized in various applications like “legal topic classification, 
court opinion generation and analysis, legal information 
extraction, legal interpretation and entity recognition” [17] [18] 
[19] [20] [21] [22]. Models that predict the legal outcomes are 
emerging for the past few years and these models aid the legal 
practitioners and citizens with a reduction in the cost of legal 
issues paves way for faster justice. The legal judgment 
prediction model can be utilized by lawyers and judges to 
predict the win or loss chance of a case [23] [24]. Human rights 
organizations and legal research scholars can adapt them to 
examine whether fair judicial decisions are given or are do they 
correlate with biases. 
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This review aims to discuss one of the most effective deep 
learning models (HAN) applicable to judgment predictions. 
The other objectives to be covered in this article are: 

 Classify and summarize recent works based on 
empirical methods of LJP and conceptual literature of 
text classification. 

 Encoding and Decoding architecture using a 
transformer. 

 Showcase the important features and challenges of 
existing LJP methods. 

 Future Scope with various applications. 

The following section of this article is organized as follows. 
Section II briefs up the related work. In Section III, a review of 
the HAN and Transformer model is done. Major Findings and 
suggestions are revealed in Section IV. Finally, Section V 
contains the conclusion. 

II. BACKGROUND 

Machine learning has begun to revolutionize various 
industries already and it would aid India‟s legal system in 
producing legal judgments with higher accuracy and precision. 
If law firms/advocates in India use this AI application for risk 
assessment for an out-of-court settlement/Alternative Dispute 
Resolution (ADR) mechanism, the number of cases would 
reduce and faster justice could be provided [25][26]. In India, 
legal search engines use Artificial Intelligence for legal 
analytics and visualization through its Case Map and 
Taxonomy and it also provides an analysis of judge‟s 
disposition through data analyzed by AI. Areas in legal that 
already use ML are client due diligence and contract 
management. 

The problem of judgment prediction has taken a great 
attraction in the legal research area. This section describes 
Empirical Literature on Legal judgment Prediction methods, 
Conceptual Literature on Text Classification Methods and 
transformer model in detail. 

A. Empirical Literature on Legal Judgment Prediction 

Methods 

Most of the legal judgment prediction research works were 
classified using Binary Classification. Zhong et al. [1] have 
introduced the TOPJUDGE, a topological multi-task learning 
framework that shows the dependencies among subtasks of 
case facts as a Directed Acyclic Graph. The challenge faced in 
TOPJUDGE is that it failed to exhibit interaction between 
subtasks. Besides, a Convolutional Neural Network-based 
encoder was utilized to generate the fact descriptions. The 
outcomes of the TOPJUDGE model are law articles, charges 
and terms of penalty. TOPJUDGE exhibited a higher 
consistency over the existing models. 

A new HAN model with Google‟s Bidirectional Encoder 
Representations from Transformers (BERT) was developed by 
Chalkidis et al. [2] for the prediction of cases from the 
European Court of Human Rights. A wide variety of neural 
models like BiGRU-Att, HAN, LWAN, BERT and 
Hierarchical BERT were evaluated on the proposed dataset. 

The research work had surpassed the drawbacks of the existing 
models and does (1) binary violation classification (2) multi-
label classification (3) case importance prediction using 
sentence scores. Long et al. [3] formulated the Legal Reading 
Comprehension framework for the judgment predictions which 
works based on answering the questions of Comprehension 
rather than using the text classification method. This model 
was developed to handle multiple and complex textual inputs. 
Also, they have conceptualized the AutoJudge framework to 
infuse law articles for judgment prediction. The results of 
AutoJudge were better than the base model in terms of 
consistency and reliability. The problem of unavailability of 
labeled data for the prediction task is tackled by assigning 
classes/scores to sentences in the training set, based on their 
match with reference summary produced by humans using 
LSTM by Anand et al. [4]. 

In 2020, Guo et al. [5] introduced the TenLa by blending 
the concepts of both the tensor decomposition and an 
optimized Lasso regression model. Based on the similarities 
between legal cases the judgment charges were predicted. The 
major process undergone in the proposed works was: 
(a) ModTen to legal cases as three-dimensional tensors, 
(b) ConTen to decompose tensors obtained by ModTen (c) 
OLass, which was trained with the Core tensors got by 
ConTen. The results of the TenLa had exhibited higher 
accuracy than the traditional models. 

Guo et al. [6] have preferred TenRR that amalgamates the 
tensor decomposition and ridge regression for judgment 
prediction of legal cases, and the proposed model had enclosed 
three major contributions. In the initial contribution, RTenr was 
developed as a tensor representation method to express the 
legal cases as three-dimensional tensors. In the second 
contribution, the ITend was introduced to decompose the 
original tensors representing legal cases into core tensors. In 
the contribution, the ORidge was built to construct an 
optimized Lasso judgment prediction model for legal cases. 
The results of the proposed work had exhibited higher accuracy 
than traditional methods for judgment prediction. 

Chen et al. [7] analyzed the case description and predicted 
the judgment employing the deep learning model. The outcome 
of the deep learning model was in the form of three aspects: 
penalty, accusation and legal provisions. They predicted the 
latter aspects based on the FastText and TextCNN method. The 
resultant of the proposed judicial decision-making model was 
more accurate and persuasive. Yang et al. [8] proposed a 
Multi-Perspective Bi-Feedback Network. It had a word-level 
attention mechanism based on the topology structure among 
subtasks. Also a multi-perspective forward prediction and 
backward verification framework were designed to make use 
of the dependencies among multiple subtasks effectively. The 
word collocations features of fact descriptions were integrated 
into the proposed work to distinguish cases with similar 
descriptions but different penalties. The resultant of the 
proposed work had achieved significant improvements in terms 
of prediction accuracy. Shang Li et al. [12] discussed a 
Multichannel Attentive Neural Network(MANN) framework 
which predicts applicable charges, punishment terms and 
articles for Chinese court cases based on case facts for single 
defendant person using two-tier hierarchical architecture. K. 
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Zhu et.al [22] proposed Sequential Generation Network using a 
nested hierarchical attention mechanism for multi-charge 
prediction with single case defendants. 

Kongfan Zhu et al [34] proposed Transformer-Hierarchical-
Attention-Multi-Extra (THME) Network to extract the 
semantics of external information of the fact for prediction of 
Legal judgment based on multiple classes. 

Jerrold sho et al [35] proposed a comparative study on NLP 
methods against statistical models on 6227 novel Singapore 
Supreme Court Judgments for the topic model, word 
embedding, and language model. 

Hui Wang et al [36] have designed the LJP framework 
based on FastText and TextCNN for multilabel text 
classification for accusation prediction. 

B. Limitations 

We see that most of the existing legal judgment prediction 
system is applicable for a single defendant person and the 
judgments are predicted only based on case facts. In the real 
world, along with case facts, other external information such as 
evidence and emotions play a vital role in judgment which is a 
drawback found, which indirectly affects the prediction 
accuracy of the judgment. Also the problem of unavailability 
of structured legal data prone to an imbalanced dataset, gives a 
biased prediction. The lengthy case fact also is found to be a 
major challenge. Practically, Casefact with legal opinion comes 
around 60 to 100 pages. So a great amount of time is spent on 
extracting important points from them to make it into around 
200 words per document either manually or by using a text 
summarization tool for a basic RNN model to work on it. In 
Table I, the features and challenges of existing Judgment 
prediction works are enlisted. 

TABLE I. FEATURES AND CHALLENGES OF EXISTING PREDICTION WORKS 

Author 
[Citations] 

Methodology  Data Sets Used  Features  Challenges  

Zhong et al. [1] TOPJUDGE 

CJO, PKU, and 
CAIL.  
CJO has criminal cases published by the 
Chinese government from China 
Judgement Online. 
PKU contains criminal cases published by 
Peking University Law Online 
CAIL(Chinese AI and Law Challenge) 

 integrates multiple subtasks and 
make judgment predictions 
through topological learning 
framework 

 judgment predictions through 
topological framework 

 neural encoder for fact 
representation and subtasks with 
DAG dependencies. 

 Limited to work on single 
defendants and charges. 

 Need to explore how to infuse 
temporal factor into LJP 

Chalkidis et al. 
[2] 

HAN model with BERT  English legal judgment prediction dataset 

 binary violation classification of 
articles 

 multi-label classification of 
charges 

 case importance prediction using 
sentence scores 

 few-shot learning is not taken 
into account 

 need to break the problem of 
charge prediction into 
different subtasks 

Long et al. [3] AutoJudge Chinese Referee Document Network 

 captures the complex semantic 
interactions among facts, pleas, 
and laws based on legal reading 
comprehension framework 

 Improved F1 score, accuracy and 
precision 

 don‟t have access to 
groundtruth law articles 

 increases the computational 
complexity 

 reduces the accuracy and 
stability 

Anand et al. [4] neural network 
Indian Supreme Court Judgments (1947 to 
1993) 

 tackles the problem of 
unavailability of labeled data 

 Uses Feed Forward Neural 
Network and Long Short Term 
Memory for case text 
summarization  

 Higher cost  
 Higher computational 

complexity 
 Need sentence simplification 

approaches for complex and 
long sentences 

Guo et al. [5] TenLa 
3,000,000 legal cases in the past five years 
from multiple provinces and cities in China 

 higher accuracy 
 removes redundant, meaningless, 

and inaccurate information 

 Need to prevent over fitting 
 Complex 

Guo et al. [6] TenRR Chinese Referee Document Network 

 greatly reduce the dimension of 
original tensors 

 Removal of the meaningless and 
inaccurate information in original 
tensors 

 Need to improve the accuracy 
of predictions 

Baogui Chen et 
al. [7] 

FastText and TextCNN CAIL 2018 data set 
 more accurate and persuasive 

decision-making 
 Better in accuracy, and recall rate  

 Need to improve the accuracy 
of model prediction 

Yang et al. [8] 

Multi-Perspective based 
BiFeedback Network 
(MPBFN) and a Word 
Collocation Attention 
(WCA) mechanism 

Chinese AI and Law challenge 
(CAIL2018)  

 improves the overall performance 
 improve the performance of 

multitasking 

 Need to reduce the 
misjudgment of penalty 
prediction 
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C. Conceptual Literature on Text Classification Methods 

Before applying text classification methods text 
preprocessing has to be done. Preprocessing of raw text data 
gives good results on classification 

1) Based on text preprocessing: Jin Wang et al [37] in 

2019 implemented a regional CNN with LSTM model which 

comprises of two parts: to predict the Valency Arousal ratings 

of texts on Stanford Sentiment Treebank 1 dataset. The local 

information within the sentences is observed using regional 

CNN and long-distance dependencies are extracted by using 

LSTM across sentences that can be considered in the prediction 

process. Hao Fei et al [38] in 2020 finds multiple emotions 

using text as a multilabel classification problem using 

variational autoencoder and capsule module, to extract rich 

features in a sentence. Latent Topic attention-based routing 

algorithm is used in capsule module for pertaining the task. 

Zhang et al [39] in 2019 proposed a coordinated CNN-LSTM 

attention model to capture meaningful emotional dependent 

information, where filters of different widths are used in 

between word representation and pooling unit to get semantic 

information. Hao Peng et al [40] in 2019 uses a graphical 

capsule neural network model to capture rich information 

through a routing mechanism. This type of neural network 

model is found to be better than LSTM-RNN while 

considering long-term dependency. Zhongqing Wang et al [41] 

proposed the Hierarchical Attention Model in 2020 using 

Linguistic Attention based on argument representation, 

dependency representation and sentiment representation to 

extract meaningful words. 

Word segmentation and tokenization are the initial steps in 
Natural Language Processing. The raw content of case fact 
description has to be preprocessed according to the application 
we choose. Mingjie Ling et al [46] use ELMo(Embeddings 
from Language Models) word embedding Language Model to 
overcome polysemy phenomena in word representation. The 
work of researchers Matthew E Peters et al [47] has proved that 
ELMO word embeddings are good to avoid polysemy 
phenomena than Skip-gram models and other word 
embeddings, like word2vec and GloVe which were widely 
used earlier. The main advantage of ELMo is that they have 
different word vectors under different contexts for the same 
word. 

D. Transformer Model 

Transformers which are at their budding stage in the 
application can be replaced for other methods in encoding and 
decoding text representation. They are pre-trained word 
embedding models used for text summarization and translation. 
Original transformer models have a large number of 
parameters and are compute-intensive. Also, they can be used 
for fixed-length documents only. Some of the transformer 
models are G-BERT, BioBERT, M-Bert, Trans-Bert, Clinical 
BERT, etc. 

Jacob Devlin et al [42] in 2019 proposed deep bi-
directional transformers by smoothing the existing pre-trained 
BERT model by adding one additional output layer, which is 

simple and powerful compared to the existing RNN models. 
Zhenzhong Lan et al [43] in 2020 proposed A Lite BERT 
which is better than BERT in terms of less memory 
consumption of the model by using two parametric reduction 
techniques. Chi Sun et al [44] in 2020 worked on different 
types of fine-tuning like single task and multitask tuning of 
parameters of the BERT for text classification. The tuned 
hyperparameters were then applied on eight different datasets 
and analyses were done. Zihang Dai et al [45] in 2020 
proposed an attention model using XLnet which could learn 
80% more dependency than RNN and better than existing 
vanilla transformers. The drawback is that the transformer 
model is highly compute-intensive and that it has a little 
struggle in handling negative sentences [47]. 

III. HAN AND TRANSFORMER MODEL 

Recurrent Neural Networks in deep learning models were 
widely used in Natural language processing tasks. Though it 
can capture contextual information over long distances 
compared to CNN, it suffers from the Vanishing Gradient and 
Exploding Gradient problem. While passing the information 
down between hidden layers during backpropagation, larger 
derivatives increase exponentially and then explode eventually 
creating Exploding Gradient problem. Similarly for smaller 
derivatives, the gradient decreases and vanishes eventually 
creating the Vanishing Gradient problem. To solve this 
semantic bias CNN with the max-pooling stage is adopted to 
get the most important information from text. Again 
approaches using the basic CNN model cannot represent the 
text semantically due to fixed window size. Other solutions for 
vanishing and exploding gradient problems are reducing the 
number of layers, by limiting the gradient size and by 
considering random initialization of weights [48] between the 
hidden layers. The gradient problems of RNNs were overcome 
by long short-term neural networks (LSTMs). It captures the 
contextual information of longer context in the documents than 
basic RNN. But, LSTM works unidirectional and sequentially 
which takes longer time consumption. This limitation in 
unidirectional LSTM was overriden by using bidirectional 
LSTMs, where we can read the context from both directions. 
Nowadays attention mechanisms were infused in the existing 
framework of RNN which is the hierarchical attention models. 
In this survey importance of the Hierarchical Attention Neural 
Network and transformer model has been studied and analyzed. 

A. HAN 

In NLP, the advancement in machine learning is making 
the decision-making capability a more relevant one. Bots in the 
market are already used to „smart search‟ existing judgments 
and rulings to help in the preparation of a new case. Most of 
the existing judgment prediction models reviewed by 
researchers are based on traditional machine learning 
algorithms [28]. 

Nowadays, attention mechanism has been used in deep 
learning across a wide variety of contexts ranging from image 
captioning, image generation, and language modeling and 
translation. Hence, in the judgment prediction model, the 
attention mechanism is used to extract important words from 
the lengthy document, by assigning more weights to them. 
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Fig. 1. General Architecture of Hierarchical Attention Network (HAN). 

A hierarchical attention model is used in modeling the 
hierarchical relationships of words and sentences in a 
document for document classification. The Hierarchical 
Attention Network (HAN) [10] [22] [26] [27] [29] [30] [31] 
[32] [33] is a deep-neural-network that is utilized for 
Document Classification. A HAN attempts to classify a 
document based on the knowledge it can infer about the 
document from its composite parts, in other words, the 
sentences and words that make up the document. The 
„hierarchical‟ in HAN comes from the design that this 
knowledge is built hierarchically, starting from using the words 
in a sentence and followed by using the sentences in a 
document [29]. 

The overall architecture of the Hierarchical Attention 
Network (HAN) is shown in Fig. 1. It consists of several parts: 
“a word sequence encoder, a word-level attention layer, a 
sentence encoder and a sentence-level attention layer”. The 
word vectors are encoded using the word sequence encoder and 
the word-level attention layer is utilized for aggregating the 
information of the informative words that do not contribute 
equally. Then, the sentence vectors are encoded in the word 
sequence encoder and the sentence level attention mechanism 
is utilized to reward attention (weights) to the sentences that 
are clues to correctly classify a document. 

B. Transformer Model Architecture 

Transformers have taken a vivid shape in NLP since 2019. 
Researchers use transformers nowadays in NLP while using 
RNN, LSTM, GRU, etc. Integration of transformer models 

with language models is at its budding stage in all NLP tasks. 
The Attention mechanism makes transformers have extremely 
long-term memory. A transformer model can remember all 
previously generated tokens that have been generated. Also, 
they have infinite reference windows, thereby overcoming the 
short reference window of RNN. It is an encoder-decoder 
architecture. The inputs given into the encoder are represented 
as a continuous vector. 

The main benefit of using transformer-based models are: 

1) The input tokens are not processed sequentially one by 

one as in RNN, rather the full sequence is taken as one input at 

a single shot. 

2) Also labeled data is not necessary. Just giving a large 

amount of unlabeled data is enough to train a transformer-

based model. 

Bidirectional Encoder Representation Transformer (BERT) 
is a multiheaded attention-based encoder-decoder used as a 
pre-trained model for the word to a vector representation. It can 
be applied for Legal Judgment prediction which is based on 
lengthy case facts in an efficient way [2]. Fig. 2 shows the 
steps used in BERT architecture. 

1) The input is fed into a word embedding layer where 

ever word is mapped into a vector and a lookup table is formed 

2) Positional information is sent into embeddings since the 

encoder of the transformer doesn‟t have it. Sine and Cosine 

functions are used for positional encoding, at every even and 

odd index. 

3) Encoder layer has the information for the entire 

sequence. It contains two subgroups. Multiheaded attention and 

then a Fully Connected Network. Multiheaded attention model 

uses a self-attention mechanism, i.e. it relates each word in 

input to other words. Query, key and Value factors are used to 

create a self-attention mechanism. 

4) A dot product between Query and the key value is done 

to produce a score matrix. This gives a clue about how much 

importance should be given to each word in a sentence. Greater 

the score, the more important those words are. Thus queries are 

mapped to keys. 

5) On the scaled score, a Softmax is applied which gives 

attention weights between 0 and 1.After doing this, greater 

scores are made still higher and vice-versa. 

6) Multiply the above Softmax output with the value 

vector, which gives the output vector. 

7) Decoder layer is also similar to the encoder layer and it 

has two multiheaded attention layers and a feedforward layer. 

It is appended with the linear layer that acts as a classifier and a 

Softmax is applied to get the probabilities of words. Masking is 

done to make all the negative values represented as zero. 
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Fig. 2. Transformer Model. 

IV. MAJOR FINDINGS  

The explanation given in section III conveys the working 
procedure of HAN without transformer models and 
Transformer models with attention mechanism in a detailed 
way. 

Hierarchical attention models are used mainly to 
automatically read and extract information from case facts 
efficiently. They differ from classic sequence to sequence 
model in two main ways. Most of the hierarchical model has 
two-tier architecture one for word attention vector and the 
other for sentence attention vector. The Encoder passes more 
data to the decoder instead of passing the last hidden state of 
the encoding stage, which turns to be advantageous than RNN. 
It consumes more time to train word embedding for a particular 
application if we use an attention model without transformers. 
Traditional RNN needs labeled data for the word which is not 
necessary if we use the pre-trained transformer model. 

Attention mechanism with transformer model also has its 
pits and falls. The main benefits are it can cope up with any 
application using its good contextualized inbuilt word 
embedding which supports large words. A pre-trained transfer 
model in word to vector representation proves to be a time-
saving one. On the other hand, original transformer(BERT) 
models are very big which are prone to intense computation. 
Due to the large number of parameters present in the 

transformer model, it is advised to fine-tune the architecture 
according to the needs of the application. BERT has its own 
limitations [26]. Firstly, it fails to capture longer-term 
dependency beyond the predefined context length. The 
maximum length of the sequence for BERT is 512 tokens 
which have to be taken into consideration. For shorter 
sequence padding has to be done and for longer sequence, the 
sentence has to be trimmed. Secondly, it struggles in handling 
negative sentences. Thirdly, it is unable to generalize to 
positions beyond those undergone for training. 

There are different types of transformer models available. 
Though BERT has been renowned as the most efficient one on 
many NLP tasks, now it's overrun by XLNet from Google. 
XLNet uses the permutation language modeling concept in a 
sentence. CamemBERT is used mainly for legal tasks enduring 
with Part Of Speech tagging and Named Entity Recognition 
with less number of parameter compared to basic BERT, which 
in turn takes less time for computation. Pappagari et al. [26] 
proposed fine tuned BERT models such as Transformer over 
BERT(ToBERT) and Recurrence over BERT(RoBERT) 
methods for classification of long documents which performed 
better than pre-trained BERT. Therefore we suggest using 
HAN with fine-tuned transformer model for future endeavors 
in judgment predictions. 

V. CONCLUSIONS 

The purpose of this review was to identify an effective deep 
learning model used for judgment predictions. Based on the 
analysis conveyed integration of Hierarchical Attention Neural 
network models with fine-tuned transformer concept will give 
an efficient improvement based on quality and time in 
judgment prediction. Also, the improvement of multilabel 
classification for complex case facts with multiple defendants 
and charges still needs further investigation. A future 
exploration into the following legal areas such as 
summarization of legal judgment, legal data curation, and legal 
document simplification could be very much useful for the 
legal society. 
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Abstract—Pediatric medical procedures are often stressful 

and painful for children, so they can resist and make the work of 

doctors and nurses a little more complicated. This research aims 

to develop a virtual pet simulator to distract pediatric patients 

from pain and stress using smart techniques. The methodology 

used is SUM. The primary data for the development of the 

simulator were gravity, the player's position, the speed, and the 

mass for the calculation of the predictive physics in the toy to 

interact with the pet. As part of the intelligent techniques, the A-

star algorithm was used for the pet to follow the user and the 

flocking algorithm to have a natural behavior of a group of 

animals and thus have a higher immersion level. Trials were 

conducted with pediatric patients where those who made use of 

the virtual pet simulator during the medical procedure felt less 

pain and stress than those who did not try the simulator. 

Therefore, it is highly recommended to use alternatives such as 

the one developed to reduce pain and stress in pediatric patients. 

Keywords—Virtual pet; pediatric patients; pain; stress; smart 

techniques; A-star algorithm; flocking algorithm 

I. INTRODUCTION 

Pain is an emotional and unpleasant experience that the 
pediatrician often encounters in his daily activities with his 
patients. To treat pain and anxiety in the best way is to avoid 
them. Therefore, it is essential to try to avoid anxiety and 
stress that causes painful sensations [1]. 

Child distraction appears to be the most widely used 
behavior management technique during medical procedures 
[2]. Pet therapy can also be used to distract pediatric patients 
in stressful or painful situations. Studies show that children 
who interact with therapy pets, typically dogs, show increased 
coping skills and reduced anxiety levels. [3]. 

A recent technological advance that can be an attractive 
distraction is virtual reality [4], which uses virtual 
environments. Virtual reality immersion systems are also 
known to allow the user to interact with the computerized 
environment they are viewing and the feasibility of using 
these computerized environments to reduce anxiety and pain 
associated with an invasive medical procedure in children with 
Cancer [4]. 

In a virtual environment, different types of things or virtual 
objects can be included; one type of these are pets. Virtual 
pets are common in the domain of children's games, where 
children play with the virtual pet and often interact with it via 
a button or touch interface [5]. 

In Peru, virtual environments and therapies with pets are 
scarce concerning the distraction of pain and stress of 
pediatric patients during stressful or painful medical 
procedures. It is known that a virtual environment can be of 
different types or modalities, one of them being those that 
include virtual pets. So, will a virtual pet simulator be able to 
distract pediatric patients from pain and/or stress during 
medical procedures using a virtual environment? 

This study seeks to help pediatric patients who need a 
distraction from both the pain and/or stress that they suffer 
during medical procedures. Consequently, the goal is to 
develop a virtual pet simulator to distract pediatric patients 
from pain and stress during medical procedures using a virtual 
environment and smart techniques, as these can help improve 
the pediatric patient experience and assist them. To avoid 
trauma from high pain medical procedures and even avoid 
scarring pediatric patients during simple medical procedures. 

To do this, the SUM methodology for video games was 
used to develop quality games in defined times and costs. The 
methodology goes through five phases: Concept development 
phase, planning phase, development phase, beta phase, and 
closing phase. Tools like Unity and Blender were also used. 
Besides, intelligent techniques such as the A-star algorithm 
were applied so that the pet can follow the user and the 
flocking algorithm to have a natural behavior of secondary 
fauna, and thus the level of immersion is better. 

The article has more sections which talk about the 
following: Section II talks about the related works that 
provided information for the development of the virtual pet 
simulator. Section III contains the materials and methods 
developed for the development of the virtual pet simulator. 
Then in Section IV, we have the results obtained when using 
the developed simulator. In Section V we have the conclusions 
obtained after analyzing the individual results, and finally, we 
have in Section VI the future works to be developed. 
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II. RELATED WORK 

This section reviews work related to pain management, 
non-drug therapy, pet therapy, virtual reality for pain in medical 
procedures, and virtual pets. 

A. Pain Treatment 

The best treatment of pain and anxiety will be to avoid 
them by promoting prevention, anticipating the pain produced 
by diseases or procedures. It is also essential to a void anxiety 
and stress caused by the painful sensation [1]. To do this, you 
have to know how to value pain. In pediatric patients, it is 
complex to assess pain since they have a limitation or 
impediment to express, transmit or specify their pain 
(location, intensity, characteristics), and it is even more so 
while the age of the pediatric patient is younger [6]. 

To assess pain, it is useful in the emergency department to 
consider the child's process, changes in physiological 
parameters (increased heart rate and respiratory rate, cold skin, 
increased sweating, vasoconstriction of the skin), and the 
scales pain assessment. Different scales try to objectify the 
intensity of pain according to the age of the child. For those 
over three years of age, subjective scales are used. Ages 3-6 
years old: color scales or facial drawings. Ages 6-12: 
numerical, visual analog, or color scales [1]. 

There are types of pain which we will mention below: 

 According to the intensity of the pain: There is mild 
pain, which usually will suffice an analgesic drug 
administered orally, and moderate pain that may be 
necessary drug combinations and use, in addition to an 
analgesic, an anti-inflammatory, or a minor opioid [1]. 

 According to the pain duration: There is acute pain, 
which is pain directly related to a temporary injury and 
usually lasts for a short period (<6weeks). Also, 
chronic pain persists for a period longer than six 
weeks, often for months or years [7]. 

 Pain from therapeutic, diagnostic procedures: 
Currently, multiple procedures require pseudo-
analgesia techniques. It is necessary to assess in these 
cases the degree of pain and anxiety that is going to be 
induced, to anticipate it [1]. 

Just as there are types of pain, there are also forms of pain 
measurement such as scales, which are presented below [8]: 

 Visual analog scale (VAS): Measures pain intensity 
through a markerless line with lower or higher 
endpoints for pain intensity. This type of scale is used 
in school-age children. 

 Numerical Rating Scale (EN): This scale is a variation 
of EVA. Use numbers (0-10 or 0-100) to rate the pain. 
This type of scale can be used in children seven years 
and older. 

 Face, legs, activity, crying, and comfort (RPALC): 
This scale evaluates distressing behaviors in five 
categories (face, legs, activity, crying, and comfort). It 
is used to measure acute pain in children two months to 
7 years. 

Like pain, stress can also be measured using scales. Among 
the main ones are: 

 Visual analog scale (VAS): VAS is also used to 
measure anxiety and consists of a horizontal line of 10 
cm with a connection of two points to each other, 
where 0 is equivalent to "without worry or anxiety" 
and 10 indicates "the worst worry or anxiety" with 
opposite facial expressions joined along the same line. 
The child is asked to mark the point that best represents 
the anxiety he feels [9]. 

 The facial image scale (FIS): It was developed to 
assess dental anxiety status in children. It consists of 5 
faces ranging from very happy to very unhappy, which 
children can easily recognize [10]. 

B. Non-Pharmacological Treatments 

It has been shown that the reduction of pain and distress 
can be alleviated and that some simple, non-pharmacological 
techniques can alleviate the fear they cause. For example, ice 
or vibration therapy can also help distract patients during 
painful procedures. Pediatric pain relief devices in the shape 
of animals or insects are visually appealing to children for 
sale. Placed on your skin, they provide a cooling or vibrating 
effect that helps numb the injection pain. Pet therapy can also 
be used to distract pediatric patients in stressful or painful 
situations [3]. 

Sampson and Renee [3] mention some examples of 
distraction techniques for pediatric patients according to their 
age such as the calming effect of wrapping to which babies 
react well, soap bubbles or hide-a-face play that works well 
for young children, cartoons for preschool children, audio 
visual distractions for older children or teenagers, or also 
doing use of pet therapy for distract pediatric patients from 
stressful or painful situations. 

C. Pet Therapies 

Animal-assisted therapy, also known as "pet therapy," is 
the general term that refers to both animal-assisted activities 
and animal-assisted therapies [11]. The dog is ideal because he 
is more dependent on the human being and comes to learn and 
obey [12]. Studies show that children who interact with 
therapy pets, usually dogs, show increased coping skills and 
reduced anxiety levels [3]. Besides, Guha [13] mentions that 
the calming effects of animals are especially valuable with 
children. 

In order to be able to carry out the therapies with pets, 
Sampson and Renee [3] mention that the policies and 
procedures of the hospital that uses this type of therapy must 
be followed, in addition to the approval of the parents because 
any type of contraindication must be ruled out such as 
allergies or the possibility of bacterial contamination 

D. Virtual Reality for Pain in Medical Procedures 

Virtual reality is useful in providing relief from acute and 
procedural pain and can help provide a corrective 
psychological and physiological environment to facilitate 
rehabilitation for pediatric patients suffering from chronic 
pain. Furthermore, virtual reality therapies that incorporate 
body movement tracking allow for greater interactivity [7]. 
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A large body of evidence supports the efficacy of 
immersive virtual reality in reducing pain, anxiety and stress 
among pediatric patients undergoing burn care or cancer 
treatments, as it provides a means of human / human-computer 
interaction, in which a human becomes an active participant in 
a virtual environment created through a head-mounted display. 
Besides, by using virtual reality, the user actively participates 
in a virtual environment since real time changes with the 
user's movements [14]. 

E. Virtual Pets 

According to Lin, Faas and Brady [15] a virtual pet is a 
type of agent that can be realistic or also abstract that is found 
in video games or virtual reality environments, they also 
highlight that people can have virtual pets in addition to or 
instead of a real pet for company, amusement or for simple 
distraction. 

Virtual pets are common in the domain of popular 
children's games, where children play with the virtual pet and 
often nurture it through a button or touch interface, although 
more advanced interfaces feature gesture and speech 
interaction such as the game Kinectimals (Microsoft Xbox 
360) or EyePet (Sony Playstation 3) [5]. 

Studies have shown that using and interacting with virtual 
pets to prevent the treatment of different diseases works quite 
well with children [5]. The Mixed Reality Virtual Pets system 
to reduce childhood obesity developed by Johnsen et al. [5] 
turned out to be very reliable, and the study was a resounding 
success despite having minimal game content, compared to 
much more elaborate entertainment games, the virtual pet 
managed to motivate the treatment group of children who 
exercised significantly more than his peers in the control 
group. 

All these reviews of the related works have served to 
establish the basis for the virtual pet simulator's development 
proposal for pediatric patients. 

III. MATERIALS AND METHODS 

The SUM methodology has been chosen for its advantages 
in developing video games, which is divided into phases and 
goes hand in hand with a risk management document. To 
better understand the scope of this project using the SUM 
methodology, the following diagram was followed, which can 
be seen in Fig. 1. The diagram has 5 phases, which we will 
talk about and explain what was developed in each of them to 
achieve the final product, i.e. the virtual pet simulator. All 
phases are accompanied by risk management. 

A. Phase 1: Concept 

In this phase, the project concept's development was 
carried out; in other words, the vision, genre, classification, 
characteristics, history, and setting of the simulator. This 
game's vision is to provide a virtual pet that provides 
entertainment to pediatric patients, and its genre is a 
simulation. 

Then the classification was continued: type E (Everyone), 
that is, for everyone since it is a simulator for children. The 
gameplay of this simulator is as follows: When the user starts 

the game, a virtual pet will be presented in the first instance; 
To be exact a dog, the user will be able to interact with it in 
almost the same way as with a real one, that is, they will be 
able to: feed it, pet it and play with it. 

What features does the simulator have? The simulator has 
the following: 

 Be attractive in the eyes of children. 

 Be a visual and auditory distractor. 

 Be interactive by using the pet. 

The pet was chosen to be a dog because children have a 
better interaction with them, as already mentioned in 
Section II of the article. Once the simulator's characteristics 
were established, the story of the game or simulator was 
developed, which is simple. It is a parallel world away from 
the anguish where the user can have fun with a lovely pet, 
distracting him from his fears. 

Finally, the simulator setting was designed, which has a 
semi-forest, since it has a good number of trees but not too 
many to block the sunlight or generate too many shadows that 
could scare the user (pediatric patient). Flowers, grass, and 
stones were also placed to give a more rustic atmosphere. 
Finally, some villages were also located to avoid a feeling of 
being asked or of loneliness. 

B. Phase 2: Planning 

In this section, the development team members' roles for 
the rest of the project were defined. The number of iterations 
performed was also determined, and the milestones that had to 
be met were specified. In the same way, the objectives to be 
achieved to complete the project were defined. Finally, the 
characteristics of the video game were specified. 

 

Fig. 1. SUM Methodology Diagram Designed by Acerenza et al. (2009) 

[16]. 
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It was determined that the project would have three 
milestones which were developed in 17 weeks; therefore, a 
schedule was also developed. To better manage the project, 
the Trello tool was used to update the objectives or tasks that 
were concluded. As mentioned above, in this section, the 
objectives of the project were defined, which are: 

 Generate a relaxed setting with a semi-forest 
environment. 

 Generate a wide area for a good movement. 

 Generate or obtain the model of a virtual dog. 

 Generate functionalities with which you can interact 
with the virtual dog. 

 Find and play calm and entertaining music for children. 

 Insert sounds of interaction. 

C. Phase 3: Elaboration 

For the development of this project, it was divided into 
three stages. Stage 1 was the simulator analysis. For stage 2, 
the corresponding design was carried out, and finally, it 
culminates in stage 3, where the entire simulator 
implementation was carried out. 

In the analysis stage, functional and non-functional 
requirements were defined. Below are some of the 
functionalities that were defined for the development of the 
project: 

 The system will have the display function by using the 
first-person camera since the child must be able to see 
the pet because it is the main point of distraction. 

 The system will have the interaction function when the 
child uses a controller to pet the pet. 

 The system will have the functionality of 
displacement, which will be given through a command. 

 The system will have the object manipulation 
functionality that will allow the child to interact with 
objects within reach in the area, such as balls, 
branches, or others to play with the pet. 

 The system will have multimedia functionality since it 
will require sound or music to relax and distract the 
child more efficiently. 

In the design stage, the project's sketches or mockups were 
made, which can be seen in the following figures. In Fig. 2, 
the game start tab is shown, which has the game title plus a 
button to start the game. Fig. 3 shows how the virtual dog is 
fed. In Fig. 4, it is shown that the user can take objects and 
throw them for the virtual dog to bring them back. In Fig. 5, it 
is shown that it is possible to interact with the virtual pet, that 
is, to caress it. 

In this stage, the acquisition and/or creation of the 
necessary assets for the simulator implementation was also 
carried out. The asset of a 3D dog, quite friendly and 
attractive for children, was acquired from the Unity Asset 
Store as seen in Fig. 6, and the creation of assets of a toy bone 

was carried out as seen in Fig. 7 and a plate of food as seen in 
Fig. 8 using the Blender tool. It can be seen that the different 
models’ figures are quite simple and with basic colors because 
children like simple shapes and attractive colors, so they were 
modeled based on said analysis. 

 

Fig. 2. Home Tab. 

 

Fig. 3. Virtual Dog Feeding. 

 

Fig. 4. Play with the Virtual Dog. 

 

Fig. 5. Interaction with the Virtual Dog. 
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Fig. 6. Asset Virtual Dog. 

 

Fig. 7. Asset Toy Bone. 

 

Fig. 8. Asset Food Plate. 

In the implementation stage, the development of the 
scenario and different scripts in Unity was done. For the 
creation of the virtual terrain, the Gaia 2.0 tool was used; it 
helped speed up the development process a bit and generate a 
good quality scenario. The simulator scenario with that tool is 
presented below in Fig. 9. A forest was created in order to 
create a natural and relaxing environment because medical 
centers have unattractive rooms for children, even the fact of 
seeing a hospital, already begins to scare them, so the end of 
the virtual scenario of a forest, is to change the environment 
together with the background music, and thus generate 
tranquility. 

 

Fig. 9. Virtual Terrain using the Gaia Tool. 

For the creation of scripts, the C # programming language 
was used since this language uses Unity. The launch script 
was developed, which allows the user to take a specific object 
from the stage and throw it; for this, gravity and the masses of 
the objects were taken into account to give them weight. The 
launch is based on the parabolic movement, and the prediction 
of the trajectory consists of the following elements: starting 
position in three dimensions based on time ( ̅ ); shooting 
position in three dimensions ( ̅ ); output speed (  ); direction 
the toy was fired ( ̅); the length of time since the toy was 
released ( ); and gravity ( ̅) which in this case has a value of 
9.81 m/s. The corresponding formula can be seen in (1) with 
the active components. 

 ̅    ̅    ̅     
 ̅  

 
             (1) 

In Fig. 10, you can see a cube, representing the toy (first 
part of development, the toy had not been modelled yet), being 
thrown openly on the stage; it is necessary to emphasize that 
the player can pick up this object, the longer he holds it, he 
will throw it; differently, it also depends on the mass of the 
rigid body component. 

The launch script was made following the suggestion in 
Tuto_DrawTrajectory [17], where you can see the initial 
position of the toy with the applied force, through a loop "for" 
begins to go through and updates the points where the toy will 
go. Gravity is also applied based on the Unity game engine's 
physics component along with its time, as can be seen in 
Fig. 11. 

 

Fig. 10. Toy Launch. 

 

Fig. 11. Toy Launch Script. 
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For the smart part, the Pathfinding A-star algorithm was 
used, which is probably the most popular path search 
algorithm in artificial intelligence games [18]. The A-star 
algorithm was imported as a library to the virtual pet 
simulator in Unity. It is a generic search algorithm that can be 
used to find solutions for many problems, including route 
search. For route finding, the A-star algorithm repeatedly 
examines the most promising unexplored location it has seen. 
When a location is scanned, the algorithm terminates if that 
location is the target; otherwise, it takes note of all the 
neighbors at that location for further exploration. 

The Pathfinding A star algorithm also made the virtual pet 
follow the bone toy, as shown in Fig. 12. The Pathfinding A- 
star library was implemented throughout the scenario; each 
node's size is one, since the problem was recognizing the 
terrain, specifically the houses, furthermore, it can be seen that 
the blue color is the space where the pet can move; near 
buildings there is no such color because it should not make 
sense for the pet to walk between the walls. The green line 
represents the shortest path of the grid drawn by the algorithm. 
The terrain is quite large because it has been created with Gaia 
2.0, so the library's recognition dimensions had to be enlarged 
quite a bit and wait for it to recognize all the structures for the 
tour, which is shown in Fig. 13. 

The Flocking algorithm was also used, to generate a more 
natural environment and with more significant nature, such as 
birds flying over a clear sky or a few butterflies flitting 
through the field, as can be seen in Fig. 14. The Flock and 
FlockUnit scripts were used for this algorithm. FlockUnit is in 
charge of giving individual flock behavior to a prefab 
assigned to it by the script; that is, it controls the cohesion, 
separation, and alignment components of a single prefab, and 
in case it has neighbors, that is, copies, it relates them to each 
other. 

 

Fig. 12. Pathfinding Algorithm a Star. 

 

Fig. 13. Land with Pathfinding a Star Library. 

 

Fig. 14. Scene using Flocking. 

The Flock script is in charge of performing the flocking 
behavior of several copy objects that are asked to generate 
according to the type of prefab assigned using the relationship 
between neighbors of the FlockUnit script; that is, if it is 
assigned a bird prefab and it is instructed to generate 100 
copies, then the Flock script will generate 100 bird copy 
prefabs, each of which will contain a behaviour given by the 
FlockUnit script that was assigned to the original prefab, and 
thus all the copies interact with each other as one giving the 
desired flock effect. 

A life bar was also added using the Canvas tool, a tool 
already included within Unity. The life or energy bar 
represents the energy that the virtual pet has to be able to play 
with the user. If the life bar reaches the minimum, that is to 
say 0, and if the toy is out of reach, then the pet will lie down 
and rest until it is fed. 

D. Phase 4: Beta 

In the first version, it was obtained that the virtual pet 
pursues an object using the Pathfinding A star algorithm, the 
object that the virtual pet follows can be taken by the user and 
thrown. It was also possible to obtain a vast and natural 
scenery using the Gaia 2.0 tool since secondary nature such as 
flowers and trees were added. The flocking algorithm was also 
used to give it a more natural and immersive touch with 
secondary fauna such as birds in the sky and butterflies. 

Two additional levels were generated for the better 
entertainment of pediatric patients if the user wishes to 
experience another type of entertainment. Level 2 is about 
collecting bones and achieving 100 points. The main level pet, 
which must be cared for and fed at this level, is manipulated 
by the user. The land is also in a natural style, including grass, 
stones, and trees. Different triggers were used to collect objects. 
Once the score is obtained, the level ends. 

Finally, level 3 is focused on collecting clues to find the 
pet. The clues are three, which are a plate of food, a bone, and 
footprints. These clues are hidden on stage. This level's 
scenario is different from the main level and level 2 since it is 
a small city. Once the clues are found, the pet will appear, 
meeting with its owner (user). 

E. Phase 5: Closing 

In this phase, the problems, successes, solutions, 
achievement of objectives, and general feedback of the entire 
process of creating the video game were evaluated. To 
evaluate the aforementioned, verification tests were carried 
out to be more specific, unit tests. 
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Project verification tests were developed while adding a 
component to an item. The algorithms were evaluated 
according to their behavior based on the pet and the player. 
The respective unit tests were carried out on the entire project, 
but the most important or high-impact sections were: 
trajectory prediction, object tracking, petting the dog, and the 
flocking algorithm. Below you can see in Table I the white 
box tests performed to the trajectory prediction test section. 

The project was also tested on two different computers. 
The first uses an AMD graphics card with a 6th generation 
Intel core i5 processor, while the other computer uses a GTX 
1660 TI video card with an 8th generation Intel core i7 
processor. 

Metrics were carried out to know how much quality there 
is in the development of the project. The ISO \ IEC 9126 
standard was used. From this standard, the characteristics of 
functionality, reliability, and usability were applied. For what 
are metrics, tables were made using the patterns required by 
the standard, that is, the tables contain the fields of name, 
purpose, application method, formula or measure, 
interpretation of the measured value, type of scale, type of 
measurement, source of measurement and audience. 

For the functionality metrics, tests were carried out based 
on the requirements detected in the simulator development 
analysis stage. Table II shows the functionality metrics of one 
of the requirements. 

In Table II, the interpretation of the measured value is 1, 
and for the functionality metrics, if said value is one or very 
close to it, it means that this requirement meets the 
functionality metrics. Similarly, the reliability and usability 
metrics were carried out, which can be verified in Table III, 
one of the reliability metrics of the trajectory prediction 
functionality, and Table IV, the usability metric of the 
interaction recognition functionality. 

TABLE I. TRAJECTORY PREDICTION UNIT TEST TABLE 

N° Description Input data Expected output 

1 User takes object Left-click Successful object take 

2 
The user moves 

with the object 

Hold down the left 

click 
Successful object take 

3 
User launches 

object 
Release left click 

Object dropped 

successfully 

4 Object falls 
Gravity, the mass of 
the object 

Object drops 
successfully 

5 
Object collides with 

objects 

Gravity, the mass of 

the object 

The object collides and 

falls to the ground 

6 
Object collides with 

ceilings 

Gravity, the mass of 

the object 

The object stays on the 

ceiling 

7 
The object follows 
the launch path 

Gravity, the mass of 
object, launch angle 

The object follows the 
trajectory of the launch 

8 

The object is thrown 

with different force 

by pressing the 
mouse 

Gravity, the mass of 

the object, force 

Distance varies 

according to force 

9 
The object is thrown 
when the user jumps 

Gravity, the mass of 

the object, user 

physics 

The object can be 

thrown when the user 

jumps 

TABLE II. TABLE OF FUNCTIONALITY METRICS OF THE FIRST REQUISITE 

Name Vision recognition functionality 

Purpose 
How complete is the functional implementation of 

vision recognition? 

Application 

Method 

I was counting the missing functions detected in the 

evaluation and comparing the number of functions 

described in the requirements specification performed 

in the analysis stage. 

Measure, formula 

and computer data 

“A” Number of 

missing functions 

“B” Number of 

required 

functions 

X 

0 5 1 

Interpretation of 

the measured value 
1 

Scale type absolute 

Media type 

A B X 

numeric numeric 

1-( 

numeric / 

numeric) 

Measure source Specification of requirements in the analysis stage. 

ISO/IEC 12207 

SLCP 
Validation, Joint Review 

Audience Analysts, developers 

TABLE III. TRAJECTORY PREDICTION RELIABILITY METRIC TABLE 

Name Trajectory prediction 

Purpose 
How many of the required test cases are covered by 

the trajectory prediction test plan 

Application 

Method 

Counting the missing functions detected in the 

evaluation of the trajectory prediction and compare 

with the number of functions described in the 

specification of requirements performed in the 

analysis stage. 

Measure, formula 

and computer data 

“A” Number 

of test cases in 

the plan 

“B” Number of 

test cases 

required 

X 

8 9 0,8888888889 

Interpretation of 

the measured value 
0,8888888889 

Scale type absolute 

Media type 

A B X 

numeric numeric 
numeric/ 

numeric 

Measure source 
"A" comes from the test plan, "B" comes from the 

requirements specification 

ISO/IEC 12207 

SLCP 
Quality assurance, problem solving, verification 

Audience Developers and maintainers 

It can be seen that Table II, Table III, and Table IV are 
close to or have one as an interpretation of the measured 
value. The functionalities or implementations complied with 
the metrics of ISO \ IEC 9126 [19]; therefore, there is quality 
in the virtual pet simulator developed. 
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TABLE IV. USABILITY METRIC TABLE OF INTERACTION RECOGNITION 

Name Interaction recognition functionality 

Purpose 
What proportion of the system functions are evident to 

the user to have a good recognition of the interaction 

Application 

Method 

Counting the functions evident to the user and compare 

with the total number of functions 

Measure, formula 

and computer 

data 

“A” Total of 

obvious functions 

“B” Total number 

of functions 
X 

4 5 0,8 

Interpretation of 

the measured 

value 

0,8 

Scale type absolute 

Media type 

A B X 

numeric numeric 
numeric/ 

numeric 

Measure source Requirements specification, design 

ISO/IEC 12207 

SLCP 
Validation, Joint Review 

Audience Analysts, developers 

Once the verification tests had been concluded and the 
simulator's quality had been verified, the validation tests were 
carried out. For these tests, a small medical center (medical 
post) was attended. A small number of 10 pediatric patients 
were evaluated, which we detail later, who have been 
prescribed an invasive medical procedure (injectable or serum). 
4 children were taken as a control group. Six as a test group, it 
is known that most children feel pain and stress due to 
injectable, so four children were chosen as a control group 
since three were very few and what was wanted was to have 
an experimental group of as many of the small sample as 
possible to demonstrate the effectiveness of the pet simulator. 
Having a small sample is for reasons of the covid-19 of the 
year 2020 since this study was carried out during that year, in 
addition, the medical field in our country is collapsing, for 
which there is not much medical attention in external clinics 
and an enter to emergency admission is very risky for our 
health. 

To verify the pet simulator's effectiveness, methods and 
scales were used to measure pain and stress in patients, which 
are: The Facial Image Scale (FIS) for measuring stress and the 
Visual Analog Scale (VAS) for both pain and stress. 

Vital signs (heart rate, respiratory rate) of pediatric patients 
were also evaluated to have more objective results. These 
signs were noted and measured before and after the medical 
procedure for all pediatric patients. In this way, it was 
observed how much the heart rate and/or respiratory rate 
varied. Heart rate was measured by counting the pulses in the 
radial artery for 1 minute. Taking the vital signs of pediatric 
patients, the effectiveness of the virtual pet simulator could be 
verified. 

The measurement scales were given to the pediatric 
patients through sheets to mark or indicate the way they felt 
during the medical procedure, both those who used the 
simulator or not. Below it can see in Fig.15 and Fig.16 the 

scales in the EVA, FIS figures, which were explained in 
Section II. 

The tests were carried out in the medical center for six 
days, in which the informed consent of the head and the parents' 
respective permission with four boys and six girls were 
requested. Two of them are eight years old, one nine years old 
and the other ten years old. In the girls, four were five years old, 
one was four years old, and one was nine years old. 

Each of the children attended the medical center and was 
diagnosed to receive invasive medical procedures. In the first 
four days, five pediatric patients were diagnosed with invasive 
medical procedures, of which the first four were taken as a 
control group, and from the 5th pediatric patient, they were 
taken as an experimental group. 

The first four pediatric patients were three girls (two 5 
years old and one 4 years old) and one boy (8 years old), who, 
as mentioned above, were selected as a control group; 
therefore, they did not use the simulator during the invasive 
medical procedures. The control group was evaluated for vital 
signs (pulse, respiratory rate) before and after the medical 
procedure, and they were given the respective pain and stress 
measurement scales (VAS, FIS). 

The experimental group consisted of 6 pediatric patients, 
three girls (two 5-year-olds and one 9-year-old) and three 8, 9, 
and 10-year-old boys. This group did use the simulator during 
the invasive medical procedure by putting on virtual reality 
glasses type Vr Box 2nd Generation. Before performing the 
invasive medical procedure, when the pediatric patient had 
accelerated vital signs due to stress, they were given a 
simulator and expected to interact with the pet. Once the 
pediatric patient was distracted, the injectable was applied. 
Finally, once the invasive medical procedure was completed, 
the use of the simulator was withdrawn. 

As was done in the control group, the pediatric patients in 
the experimental group were assessed for vital signs (heart rate, 
respiratory rate) both before and after medical procedures. 
Finally, after carrying out invasive medical procedures, 
the experimental group was given the respective pain and 
stress measurement scales (VAS, FIS). 

 

Fig. 15. Visual Analog Scale (VAS). 

 

Fig. 16. Facial Image Scale (FIS). 
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IV. RESULTS 

A. Verification Test Results 

After running the virtual pet simulator, it was observed that 
the algorithms work correctly; the trajectory prediction 
algorithm works at 89% since sometimes the object collided 
with the roof of a house and got stuck there, the pet followed it 
but could not climb and reach it, the toy must be set to 
recognize whether it has a considerable difference from the 
vertical coordinate of the pet, and make the toy fall. 

In the movement algorithms, as for the pathfinding. A star 
algorithm, it was observed that the pet follows the character 
by 90% because there is a lake in the simulator, and if the user 
enters said lake, the pet should stop at wait for it, however, it 
follows it under the water, it can also modify the animation, in 
such a way if it detects that it is going to enter a water area, 
the pet maintains its vertical coordinate and proceeds to swim 
while following the player. 

As for the flocking algorithm, the birds and butterflies were 
correctly added, these objects rise to the sky, and the 
simulator's immersion increases. As for its function the 
algorithm is at 100% because in the sky there, are no 
collisions with rocks or mountains, except for the same copy 
objects (neighbors); that is, the flocking algorithm works 
correctly. 

B. Validation Test Results 

First, the results obtained in the control group are 
presented. Pediatric patients' vital signs were measured before 
and after the medical procedure, as explained above. In 
Table V, you can see the vital signs of pediatric patients in the 
control group before and after performing the medical 
procedure. 

Typical heart rate values in pediatric patients are detailed 
in Table VI [20]. 

The typical respiratory rate values in pediatric patients are 
detailed in Table VII [21]. 

After the medical procedure, it can be seen that in Table V 
that pediatric patients came to present an increase in both heart 
and respiratory rates. These results demonstrate that pediatric 
patients in the control group experienced both pain and stress 
while undergoing the invasive medical procedure. Pediatric 
patients were also given files or surveys containing the 
aforementioned scales. 

For the VAS scale, pediatric patients marked values from 6 
to 9, which means that pediatric patients felt pain intensely 
and moderate. For the FIS Scale, pediatric patients indicated 
faces from number 3 to 5, which means that all pediatric 
patients had moderate to even severe anxiety. 

Now the results obtained in the experimental group are 
presented. The pediatric patients' vital signs in the 
experimental group were also measured before and after the 
medical procedure. In Table VIII, you can see the pediatric 
patients' vital signs in the experimental group before and after 
performing the medical procedure. 

After the invasive medical procedure, Table VIII shows 
that the heart rate values and the respiratory rate decrease, 
compared to the values measured before applying the 
developed virtual reality environment. Therefore, the results 
showed that pediatric patients could distract themselves from 
the pain and stress of the situation surrounding them, which was 
the realization of the invasive medical procedure, giving more 
attention to the virtual pet simulator. 

TABLE V. PEDIATRIC CONTROL GROUP VITAL SIGNS TABLE 

Nº Age Sex 
Heart frequency Breathing frequency 

Before After Before After 

1 5 F 124 157 35 58 

2 5 F 125 154 37 56 

3 4 F 120 159 40 60 

4 8 M 110 146 25 45 

TABLE VI. CHART OF HEART RATE IN PEDIATRIC PATIENTS 

Age Lower limit Upper limit 

2 age 80 130 

4 age 80 120 

6 age 75 115 

8 age 70 110 

10 age 70 110 

 Girls Boys Girls Boys 

12 age 70 65 110 105 

14 age 65 60 105 100 

16 age 60 55 100 95 

18 age 55 50 95 90 

TABLE VII. TABLE OF RESPIRATORY RATE IN PEDIATRIC PATIENTS 

Age Lower limit Upper limit 

1–3 age 24 40 

4–5 age 22 34 

6–12 age 18 30 

13–18 age 12 16 

TABLE VIII. TABLE OF VITAL SIGNS OF THE PEDIATRIC EXPERIMENTAL 

GROUP 

Nº Age Sex 
Heart frequency Breathing frequency 

Before After Before After 

1 8 M 112 90 29 18 

2 5 F 129 112 37 28 

3 10 M 107 70 25 17 

4 5 F 131 115 37 30 

5 9 F 109 93 30 20 

6 9 M 106 87 26 19 
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V. CONCLUSIONS 

It was found that the application of the virtual pet simulator 
allows distracting pediatric patients from pain and stress, 
according to the results obtained in the tests carried out. The 
tests showed that the pulse and respiratory rate levels of 60% of 
the total pediatric patients decreased since six pediatric 
patients made use of the pet simulator and all six managed to 
be distracted, that is to say, 100% of pediatric patients in the 
experimental group, they managed to distract themselves from 
pain and stress. 

All the pulsations of pediatric patients before the medical 
procedure exceeded 100 beats per minute; also, all pediatric 
patients' respiratory rate exceeded 26 breaths per minute. 
However, after using the pet simulator, those of the 
experimental group, both their pulsation levels and their 
respiratory rates, decreased considerably. 

It was also found that using the pet simulator would 
improve care during medical procedures for pediatric patients. 
Therefore, the virtual pet simulator developed allows the 
distraction of pain and stress for pediatric patients in a virtual 
environment; for this, the product was developed with the 
SUM methodology. The operation of the game has excellent 
playability since all the algorithms work as expected. Besides, 
thanks to intelligent techniques such as the Pathfinding A star 
algorithm, which allowed a better interaction between the pet 
and the user (pediatric patient), and the Flocking algorithm, 
which allowed a more natural environment, a better 
immersive environment was obtained. Finally, the simulator 
passed the metrics of ISO \ IEC 9126; therefore, the virtual pet 
simulator developed has quality. 

VI. DISCUSSIONS 

As we can see, the heart rate, respiratory rate and anxiety 
in patients decrease. This is useful in pediatric patients, since 
post-traumatic stress can be avoided after a medical 
intervention that is very traumatic for the child, this has been 
the main motivation for this work. There are pathologies in 
which an increased heart rate can lead to a series of 
complications as in the case of congenital heart disease [22]; 
in addition, there are more complicated diseases such as the 
case of autistic children that are also affected by these 
variations [23]. This simulator can solve these complications 
by reducing heart frequency, respiratory frequency, and state 
of anxiety when these people are undergoing medical 
intervention. 

We can observe in the work of Buldur and Candan [24] 
that they developed a software similar to ours in the field of 
virtual reality, however they work with other biological 
parameters while in ours, we add a new parameter, where we 
can observe a considerable decrease in respiratory rate. 

Although modern systems use different technologies, in 
our environment the use of virtual reality is just emerging and 
in the different medical centers they are not yet used, they 
perform different traditional treatments. Therefore, the 
proposed simulator would help to encourage the use of 
modern technology in our health environments and thus obtain 
better results in the treatment. 

VII. FUTURE WORK 

The simulator is still in version 1.0. It can be improved 
since more details can be added, such as that the pet can 
receive orders such as sit or play dead. It is also intended to 
make an improvement to level 3 by placing the clues randomly 
since the present hidden clues are static so that if the child 
plays the level several times, he will be able to memorize the 
objects' location. 

It is planned to test the virtual pet simulator with a larger 
sample when the COVID-19 situation improves to have better 
results and check its effectiveness. It is also planned to test the 
simulator with other medical procedures because it was only 
tested with invasive medical procedures. 

Finally, it has been thought to generate more levels to the 
simulator; that is, it will not be oriented only for children, but 
also for different types of people, creating levels of distraction 
and stress for different ages since not only children suffer pain 
and stress during medical procedures, also young adults and 
older adults. 
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Abstract—The software can be constructed in many different 

contexts using various approaches to software creation, Software 

Development (GSD), Agile Software Development (ASD) and 

Agile Global Software Development (AGSD) in an ecumenically 

distributed way (a coalescence of GSD and ASD). This GSD 

(Global Engenderment of Software) is becoming increasingly 

important. Although communication is important in the sharing 

of information between team members, there are additional 

barriers to multi-site software creation, various time zones and 

cultures, IT infrastructure, etc., and delays in communication 

activities that are already problematic. In the case of Agile 

Global Software Development (AGSD), Agile Global Software 

Development (AGSD) is much more critical and plays a primary 

role in interaction and communication. The aim of this paper is 

to tackle the chaos problems associated with evolution of Agile 

Global Software (AGSD). We have obtained knowledge from 

previous works and from web reviews from worldwide, a 

literature review was conducted. Using a conceptual model, 

tabulated based on authors, and addressed also, the chaos issues 

are then illustrated. We identify the most discussed and less 

discussed issues in the literature. It is consequential to define the 

chaos issue in order to illustrate the genuine issues that subsisted 

in AGSD. 

Keywords—Chaotic situation; chaos; issues; communication; 

agile; distributed software development; global distributed software 

development; communication challenges; AGSD 

I. INTRODUCTION 

The aperture among time and location between dispersed 
software advancement groups is right now considered to 
integrate to the clamorous Ecumenical Software Development 
environment (GSD). In addition, as it includes using the agile 
process, coordination between developers and customers is 
essential [1]. "Development of software with teams located at 
various geographical locations, from different national and 
organizational cultures and time zones" Distributed Software 
Development (DSD), Ecumenical Software Development is 
kenned for this kind of development (GSD) [24], [37]. 
Ecumenical Distributed Software Development or Ecumenical 
Software Development (GSD) has now become the standard 
for the Ecumenical market in the software industry. This 
phenomenon is the product of global economic globalization, 
which provides the tech industries around the world with a 
forum for global competitive advantage. In producing quality 
tech, software companies are competing with each other. With 
the presence of IT, software creation anywhere in the world, it 
can be done. Distributed development teams of diverse 
backgrounds, cultures and languages can be based in different 

time zones in different geographical areas and still function on 
the same project [12]. Global team issues shown in Fig. 1. 

Over the earlier decade, worldwide programming 
advancement (GSD), IT rethinking, and reevaluating of 
business measures have demonstrated yearly development 
paces of 10-20 percent [5], [6]. The level of offshoring or 
globalization relies upon the details of the hidden business and 
what programming is being created. For example, albeit the 
dispersed IT application made is genuinely circulated, the 
advancement of straightforward installed programming 
frameworks actually faces huge difficulties when executing 
appropriated amplification [13], [14]. 

The implementation of limber software development has 
brought paramount amendments to the world of software 
engineering over the last decay. Many companies and software 
developers are now utilizing nimble strategies to engender the 
most efficacious and in the shortest time possible, high-quality 
product. Extraordinary programming (XP), scrum, lean 
programming made, include driven amplification (FDD), and 
DSDM and precious stone approaches are the various kinds of 
deft procedures utilized by these associations [24]. For the 
situation of deft ecumenical programming advancement 
(AGSD), where correspondence assumes an essential part, 
communication is even more paramount. According to the 
Supple Manifesto, “Throughout the project, business people 
and developers must collaborate circadian”. In AGSD, 
communication quandaries were withal widely addressed in the 
literature [2], [15], which showed that distributed teams, 
categorically supple teams; rely heavily on communication 
implements [4]. Albeit several studies have explored the 
optimal technical stool for fortifying efficient communication 
in AGSD, it is still an unresolved quandary [3], [16]. As, agile 
development is elaborated in Fig. 2. 

In contrast to geographically dispersed GSD teams, limber 
development fixates on active face-to-face contact between co-
located teams. Limberness provides GSD with both advantages 
and challenges, such as the difficulty of communication. As 
interest in using nimble GSD techniques has increased, there 
has also been an increase in communication literature, as well 
as communication techniques and limber GSD strategies. 
There is a desideratum in versatile GSD for researching 
communication dilemmas and creating or using tools, 
strategies, and methods to tackle them [7]. By defining, 
synthesizing and presenting the communication dilemmas of 
versatile GSD, the purpose of this research paper is to address 
the above-mentioned gap [17]. 
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Fig. 1. Global Teams Issues. 

 

Fig. 2. Agile Development. 

This paper is structured as follows. Next, it offers a study of 
literature. Second, chaos and issues are discussed. Third, it 
presents and addresses the chaos and issues on communication 
in AGSD. Fourth, an overview of most discussed, less 
discussed chaos issues in the literature is presented. Then 
framework of GSD is elaborated. Determinately, it discusses 
future work and concludes the whole discussion in the last 
section 

II. LITERATURE REVIEW 

Agustin Yague and Juan Garbajosa conducted AGSD's 
Exploratory Communication Research. Instead, in this research 
work, observations were gathered from three points of view: 
contact between team members, communication about the 
status of the production process and the status of the progress 
of the product under development. The benefits of using media 
implementations have been explained by team members who 
assume that teams are co-located in honesty, such as 
perspicacious boards used by powerful video implements and 

the accumulation of media implements with centralized 
repository implements with process-generated data and product 
features that allow dispersed teams to share information. The 
results of exploratory research carried out on the effect of 
communication networks on AGSD are recorded in this paper. 
Due to distributed generated and traditional meetings suggested 
by flexible, often short in length and enhanced by face-to-face 
communication, interaction is critical in AGSD; thus, there are 
pellucid communication criteria for the amalgamation of the 
two [1]. The research analyzed the team's views of the facilities 
utilized for communication support. In this report, 
communication was addressed in three dimensions: 
communication between the team, the engineering process and 
the product under development [1]. 

Communication problems in the AGSD were identified by 
Nina Kamarina Kamaruddin, Noor Habibah Arshad and 
Azlinah Mohamed. 

Fig. 3 described the agile methodology step by step. The 
goal is to resolve the issues associated with communication in 
Supple Ecumenical Software Development (AGSD). In order 
to assimilate knowledge from anterior works and from web 
reviews from practitioners worldwide, a literature survey was 
conducted. Utilizing a conceptual model, tabulated predicated 
on authors, and then addressed, the chaos issues are then 
illustrated. It is paramount to define the chaos issue in order to 
illustrate the authentic issues that subsisted in AGSD. It will 
somehow avail researchers and practitioners to identify the 
genuine quandaries that have arisen in AGSD, predicated on 
the established chaos quandaries cognate to communication. 
This paper introduces the chaos challenges encountered by 
members of the AGSD project team in communication based 
on existing literature as well as by global practitioners. All the 
problems that have really arisen in the AGSD setting are seen 
in the discussion. Our literature survey has established 13 
communication-related chaos problems, with the key issues 
addressed in the literature as well as by the practitioners being 
various cultures and lack of regular face-to-face interaction [8]. 
In order to find more communication-related problems in 
AGSD, longitudinal studies will be carried out in future 
research. 

 

Fig. 3. Agile Methodology. 
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Christof Ebert and Marco Kuhrmann in a manner to 
advance data and innovation move; it summed up points of 
view from the scholarly community and industry. It depended 
on an assessment of 10 years of examination and industry 
participation and experience announced at the IEEE 
International Conference on Software Engineering (ICGSE) 
arrangement. The aftereffects of their exploration show that 
GSE is a profoundly industry-attached field and, subsequently, 
an enormously goliath extent of ICGSE papers talk about the 
change of ideas and answers for programming to the 
ecumenical stage. Collaboration and teams, practices and 
organization, procurement and supply management, and 
performance factors were listed as the topics that engendered 
the most attention from researchers and practitioners. They also 
looked at emerging developments in GSE to promote more 
research and industrial cooperation beyond the study of past 
conferences. They summarized 10 years of ICGSE in their 
paper, and they searched for the issues explored in the past 
decade, cumulative information, and patterns. A discussion of 
the surviving state-of-the-art, focused on recently published 
studies and discussions by the different ICGSE conference 
committees, complemented their research. A analysis of the 
ICGSE papers showed that in the ICGSE conference series, 
both the conduct of high-quality research and the transition of 
subsisting software engineering concepts, procedures, practices 
and implements to the GSE context were addressed. This study 
has certain disadvantages that need to be discussed. In 
particular, the study at hand used well-known techniques to 
reuse validated relegation systems for secondary studies, and 
implemented systematic data collection and reporting 
processes. However, because the research focused exclusively 
on the ICGSE publication pool, they did not claim to show the 
full image, since they did not include additional publications, 
such as journal articles or conference papers published at other 
venues, in their report [6]. The source of their study in 
literature and only culled open discussions is another 
drawback. The notion of rigor, significance, and effect 
additionally affects this. 

Yehia Ibrahim Alzoubi and Asif Qumer Gill adopted a SLR 
approach [4]. In the agile GSD background, and identified 
communication difficulties. Customized search and cull criteria 
for literature were first developed and then applied to relegate 
an accumulation of 449 initially documents. Lastly, for this 
review, 22 of 449 papers important to this research were 
chosen. These final 22 papers were analyzed and, in the sense 
of agile GSD, seven major categories of communication 
problems were identified. It is expected that the study results of 
their paper will assist researchers and practitioners to recognize 
agile GSD's communication challenges and develop methods, 
techniques and strategies to overcome these challenges. This 
study identified a range of problems to be tackled in order to 
build an efficient and effective agile framework GSD. The 
results of this research have been described in two steps. First, 
the accentuation of the research and the number of culled 
papers are registered. Secondly, it reports the information that 
was analyzed and interpreted from the culled studies to address 
the study concerns. This research helped us to change the 

current state of the art of versatile GSD communication issues. 
This research offers a knowledge base to agile practitioners and 
academics that have an interest in agile GSD. There are several 
disadvantages to this analysis, which are homogeneous to all 
other SLR studies. This paper is limited to the number of 
studies that have been checked from selected databases. There 
is a controversy about the use of an inhibited number of culled 
search databases and a finite number of search strings. This 
research accumulated papers from renowned databases, and we 
are completely confident that we have been provided with 
enough recent literature by the culled databases and search 
strings to review GSD's new agile communication challenges. 
Prejudice in the abolition of journals and inaccuracy in the 
extraction of information are the other paramount constraints 
of this SLR. 

A. Research Questions 

1) What are the chaos issues on Communication in 

AGSD? 

2) What are the most discussed chaos issues on 

communication in AGSD in the literature? 

3) What are the less discussed chaos issues on 

communication in AGSD in the literature? 

III. CHAOS AND ISSUES 

The study established a root concept (CATWOE) of the 
structure as visually perceived in order to explicate the "soft" 
quandary situation resulting from elements that perturb the 
stable environment of the engendered being studied [9]. Now, 
the Table I will show the root definition of the factors in the 
chaotic situation. 

To semi-illuminate variables that lead to the creation of a 
chaotic situation in the creation of an involute system, Chaos 
theory is briefly demystified while contributors are engendered 
that lead to some instances of the chaotic situation. The 
principles of that system are the two key components of chaos 
theory: 1) Depend on an underlying order, and that 2) No 
matter how complex they may be. Very simple or small 
systems and operations can cause very complex behaviors or 
events. (The situation noted by Edward Lorenz, expressed as a 
delicate reliance on initial conditions, is this notion.) 

TABLE I. ROOT DEFINITION 

C = Customer 
Software development team, software owner, system 
user 

A = Actors 
Software development teams, project manager, system 

owner 

T= Transformation 
Chaos unwary unstable development environment to 

chaos ready a more stable development environment 

W = developers 
who are aware of 

Imminent change will be more prepared to navigate 
around a change than they who were caught unwary 

O = Owner System owner, government 

E = Environment 
Developers with the required know how, technology, 

method, and funds 
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IV. CHAOS ISSUES ON COMMUNICATION IN AGILE GLOBAL 

SOFTWARE DEVELOPMENT 

As verbally expressed in the precedent report, it can be 
considered a challenging task to handle challenges in the 
context of GSD by cumulating it with agile practices that 
further perplex things. Due to the distance involved, which 
somehow causes confusion in the creation process, these 
problems arise. This was accepted by the fact that the 
aforementioned uncertainty associated with AGSD problems in 
software development would have a negative impact on the 
software outcome. Communication is one of the main 
quandaries in Agile Global Software Development that has 
been highlighted in the literature. This difficulty can be 
considered a concern because it includes distance between 
locations and various time zones as well as different cultures. 
[10]. Hence, Fig. 4 will give a clear overview of chaos issues 
on communication in AGSD. 

Nevertheless, communication is regarded as one of the 
essential elements of GSD, especially in a distributed agile 
environment where information sharing between team 
members is possible; understanding customer needs and 
development activities can be carried out efficiently and 
effectively [11]. 

We have listed thirteen issues related to the communication 
problem in AGSD from the literature. Fig. 6 depicts these 
problems. In highlighting the real issue that has really occurred 
in distributed agile programs, these problems are considered 
relevant. 

A. Lack of Frequent Face-to-Face Contact 

The biggest concern illustrated in the literature is the lack 
of face-to-face interaction. The explanation for this is that the 
distance from the venue and certain organizations allocated 
only a small portion of the foreign teams' travel budget. The 
development teams will try to meet during conferences, 
corporate training or workshops to connect face-to-face, plus 
personal meetings during personal meetings during holidays on 
rare occasions [18]. This problem resulted in the development 
team relying more on asynchronous communication as well as 
informal email communication as the right person is not 
accessible when required [19], [36]. 

B. Different Project Background 

One of the quandaries illustrated in the literature is project 
history. Developers from various countries have various types 
of working culture, a comprehensive example linked to 
different project contexts, and this may lead to problematic 
quandaries when cross-border cooperation transpires [20]. 
Other than that communication turns out to be difficult for 
various interest groups to understand if agile approaches are 
new to the development teams involved, it takes time for 
development members to understand and information is 
important and should be conveyed to other developers as well 
as it takes time to change this culture because before that they 
used plan-driven development [18]. 

 

Fig. 4. Chaos Issues on Communication in AGSD. 

C. Different Culture 

One of the most important issues highlighted in literature as 
well as by practitioners is culture. Some of the cultural-related 
examples are that some of the members of the offshore team 
are hesitant to address negative or sensitive topics and only 
pass on positive data to the onshore team, cultural values and 
differences of ideology [18], [21], [22]. For example, the 
understanding of the culture and customs of the offshore teams 
related to festive seasons or holidays Cultural differences can 
affect team coordination and communication processes if not 
carefully handled [7], [8]. 

D. Different Language 

Mundanely, distributed construction requires multiple 
locations or nations. When multiple team members from 
different countries and multiple members from different 
countries backgrounds and languages collaborate, it sometimes 
leads to great frustration. For example, offshore team members 
who are not native English verbalizers sometimes have 
arduousness interacting with native English verbalizers in 
English because of this; meeting often takes longer than 
mundane because it is arduous for them to communicate their 
conception [22], [23]. 

E. Low Quality of Telecommunication Bandwidth 

Telecommunication bandwidth [18] another issue is one 
that needs to be answered. Often, via a communication 
medium, because of the context, tone and emotion were 
disoriented, an excess of time spent to describe things being 
addressed, and with poor quality of transmission hampering 
communication implements, communication networks can be 
slow and unreliable [8]. 
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F. Misscommunication of Requirements 

In the creation of software, specifications are considered to 
be the key component in the production of software that is 
functional and is continuously changing due to customer 
changes. If there is a lack of specific customer requirements 
data, it would have a bad effect on developers where 
developers have to come up with their own detailed 
requirements based on their past experience and try to 
understand what customers need at the same time [8]. 

G. Different Working Hours 

Differences in time zones are one of the challenges that can 
be considered major and must be remembered. It improves the 
contact gap or overhead when there is distance in time zones. 
This resulted in the difficulties of arranging group meetings 
outside regular working hours at certain periods of the year due 
in particular during the winter due to the shorter time as well as 
the difficulty of holding long meeting instance of Sprint 
planning meeting [11]. 

H. Different Time Zones 

One of the major challenges that need to be apperceived is 
the discrepancies in working hours. It raises the contact 
distance when there is a disparity in time zones, i.e. 
communication with the ecumenically dispersed team becomes 
arduous. In developed countries such as the USA, UK, etc. 
difficulties in consumer companies are typically expected, the 
time zone in distributed agile projects is normal [24]. 

I. Lack of Team Work 

It is considered a team in distributed growth, even though it 
includes members of onshore and offshore teams. The software 
development team needs to collaborate and cooperate 
thoroughly in order to create a successful and quality product. 
Often difficulties arise when team members only connect with 
selected individuals in the team, such as only communicating 
with the Software Architect, contact is impacted because team 
members do not want to contribute to interacting with each 
other. The lack of structured contact can contribute to a 
decreased team spirit as well. There is also a problem in the 
growth of team spirit that is located, in two locations, or more 
particularly when communicating project priorities, goals and 
domain-specific as well as technical knowledge [8], [24]. 

J. Lack of Customer Involvement 

Agile approaches are considered to rely more on people's 
communication than on engaging with clients in particular. The 
distance of the customers will usually be far away in the Agile 
distributed sense, resulting in the complexity of regular contact 
with them [24]. During the creation process, the customer did 
not offer complete commitment and often the partnership 
between the two parties is bad because they concentrate more 
on the process rather than individuals. 

K. Unprepared Communication Tools 

Contact is the predominant denotes of interaction For 
construction teams, both onshore and offshore, and with clients 
when it requires distance in space and time. It is important to 
have the right communication tools, but some organizations do 
not prepare teams with adequate and suitable communication 
tools, such as video conferencing or web-based conferencing 

facilities, especially when Scrum meetings are held [11]. It 
would make it hard to communicate efficiently without these 
facilities. 

L. High Communication Cost 

The least issues highlighted in the literature are the cost of 
communication impacting communication gaps [8], [24] where 
the cost of planning communication facilities is very high and 
companies need to prepare to spend money on it to provide an 
efficient means of communication between onshore, offshore 
and customers located in different locations. 

M. Poor Communication Infrastucture 

In order to encourage the distributed team to communicate 
with each other, communication infrastructure is considered 
essential and proper planning must be done. If this problem is 
not taken care of, there will be a lot of issues later on. For 
example, moving data to and sharing data with an offshore site 
typically reveals technical incompatibilities between sites [25]. 
The distribution of informal news or gossip during informal 
meetings, coffee breaks or after work meetings may somehow 
influence countries with poor infrastructure to prohibit rich 
conversations between team members. 

V. AN OVERVIEW OF MOST DISCUSSED AND LESS 

DISCUSSED CHAOS ISSUES IN THE LITERATURE 

Table II demonstrates how much the literature discusses 
these problems. 

With the aid of this table, we come to know that the 
problem is extreme in AGSD communication, i.e. developers 
and users also face them. We have come to realize that the 
communication difficulties that are addressed very few times in 
the literature are what. This gives researchers a new idea that 
this discussion or research is sufficient or we need to address 
these problems further because during AGSD they are often 
most trebly occurring problems. Fig. 5 highlights the mostly 
discussed communication chaos issues in AGSD. 

TABLE II. OVERVIEW OF ISSUES THAT HAVE BEEN IDENTIFIED IN 

LITERATURE 

ISSUES LITERATURE 

Lack of Frequent Face-To-Face 

Contact 
[17],[18], [19], [25], [27], [28], [29],  

Different Project Background [8], [19],[26], [27] 

Different Culture [24], [25], [27], [28], [29],  

Different Language [8],[17], [24], [31] 

Low quality of telecommunication 

background 
[18], 28], [30] 

Miscommunication of 

Requirements 
[19], [32] 

Different working hours [8], [17], [27,[28], [29] 

Different time zones [11],[24], [30], [31], [34] 

Lack of team work [11], [25] 

Lack of customer involvement [29], [30], [33] 

Unprepared communication tools [11], [28], [30], [31] 

High communication cost [25], [28] 

Poor communication infrastructure [25], [28] 
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Fig. 5. Mostly Discussed Communication Chaos Issues in AGSD. 

Based on the above statistics, there are two key problems 
that the researcher has regularly addressed and encountered by 
the practitioners. Different cultures and the lack of customary 
face-to-face interaction between scattered development teams 
are linked to the quandaries. Various operating hours or 
various time zones are also a problem often stated in the 
literature and by practitioners because of different geographical 
locations. This is accompanied by lack of confidence or ability 
to interact between team members, different histories of 
projects and different languages used between different 
countries. Fig. 6 highlights the less discussed chaos issues in 
AGSD. 

 

Fig. 6. Less Discussed Communication Chaos Issues in AGSD. 

Lack of customer participation, efficiency of 
telecommunication capacity, communication costs, 
communication resources, lack of engagement or coordination 
by development teams, miscommunication of specifications 
and, last but not least, communication infrastructure or 
technological incompatibilities are the least listed problems 
that have been addressed. 

VI. FRAMEWORK OF GLOBAL SOFTWARE DEVELOPMET 

Julia M. Kotlarsky and Jos van Hillegersberg [35] have 
researched and benchmarked (as a theoretical background) 
ecumenically distributed projects, and have developed an 
Ecumenical Software Development Project Structure that 
defines functional areas in which distributed teams cooperate 
during different project phases. During empirical data 
collection, they used these functional areas as a framework for 
group communication problems, teamwork and cooperation, 
and communication patterns and implements that we define. 
The framework describes and links different elements of 
projects in ecumenical software: product, methodology, project 
organization (i.e. individuals) and plans, and efficient planning, 
communication and control activities. 

 

Fig. 7. Framework for Negotiation and Reaching of Consensus. 

This framework shown in Fig. 7 will definitely help in the 
handling of chaotic situation in the agile GSD. So we can say 
that GSD teams should follow this framework in 
communication, coordination and control. 

VII. CONCLUSION AND FUTURE WORK 

Over the last decade, global distribution for software 
production has become popular. There are a number of 
economic and technological trends that are expected to push 
distributed software development growth further. On the 
technical side, recent progress in information and 
communication systems makes it possible to work on software 
development projects in distributed modes through abstract 
distance perception. 
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In summary, this paper presents the chaos of 
communication based on the latest literature encountered by 
AGSD project team members. All the problems that have 
really arisen in the AGSD setting are seen in the discussion. 
Our literature survey found 13 communication-related chaos 
problems, with various cultures and lack of regular face-to-face 
interaction being the key issues addressed in the literature. The 
results of this review shows that there is need to be discuss 
these chaos issues more that are ignored by the researchers in 
the literature as these chaos issues are equally responsible in 
the formation of chaotic situation. At the end we also present a 
framework of coordination and control that will help to 
mitigate communication chaos issues in Agile GSD. 

There is a desideratum in agile GSD to research 
communication issues and create or use implements, methods, 
and tactics to tackle them. Future studies would recommend 
the implementation in a distributed world of versatile 
approaches by designating timely implementing resources to 
alleviate these problems of chaos. 

The results show that the key risk problem is 
communication in Agile Global Software development. The 
contributions of this paper may enable the scholars to propose 
and validate an enhanced approach to solve the problems of 
risk communication issues in the Agile GSD environment and 
assist practitioners in choosing the most effective and 
applicable method based on the Agile GSD project 
requirement. In the future, we will also concentrate on 
contributing to the field of understanding of software 
engineering management and software engineering models and 
methods. 
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Abstract—Addressing systems have a key role in 

understanding and managing economic connections and social 

conditions, especially in urban territories. Developing countries 

need to learn from previous experiences and adapt solutions and 

techniques to their local contexts. A review of the world bank’s 

experience in addressing cities in Africa during the 1990s 

provides valuable lessons. It provides an understanding of the 

operational issues and the key success factors of such operations. 

It also helps to understand the conceptual components of these 

systems and the efforts required to build them in the field before 

the creation of their IT infrastructure. An addressing experience 

from a private sector initiative in Casablanca-Morocco is also 

reviewed, where efforts concern the creation of a comprehensive 

database of addresses. The methods used to collect the data in the 

field are presented as well as the conceptual model for its 

integration. The validity of geocoding techniques, which 

represent the core computing tools of addressing systems, is 

discussed. In the Moroccan context, the official addressing rules 

follow Western models and standards, used by default in 

geocoding algorithms. The study of data collected in Casablanca, 

processed with GIS tools and algorithms, shows that the 

percentage of cases not respecting these rules is far from 

negligible. The analysis was particularly interested in the two 

main criteria of address numbers: “parity” and “respect of 

intervals”, analyzed by street segment. Compliance with these 

conditions was only observed at about 53%. It is then concluded 

that a geocoding system based on a linear model is not 

sufficiently validated in the Moroccan context. 

Keywords—Addressing system; geocoding; Geographic 

Information System (GIS) 

I. INTRODUCTION 

Addresses are necessary data for citizens, administrations 
and companies. Through an address, a citizen can have access 
to several civil rights and public services; Administrations can 
efficiently manage their territories and companies can manage 
and optimize supply chains. It was once believed that about 
80% of information, especially those used by local authorities, 
have a geographical component, related in a way or another to 
address locators [1], [2]. In the times of IoT (Internet of 
Things), it’s hardly possible today to find data without spatial 
coordinates. While the latest geocoding literature deals with 
the latest techniques in the matter, such as machine learning 
[3] and deep learning particularly [4], the classical issues 
related to historical address structure and standardization 

remain relevant [5,6]. The general literature deals with 
geographic related applications in different countries such as 
in Australia [7], Brazil [8], China [9], Croatia [10], Cuba [11], 
Germany [12], India [13], Morocco [14], Quebec [15], South 
Africa [16], Turkey [17], etc. The applications based on 
address locators are more than ever evolving, and the need for 
reliable and accurate address systems has never been more. 
Unfortunately, while such systems have already reached the 
stage of maturity in developed parts of the world [18], [19], it 
remains a real issue in developing countries. However, it is 
there where it’s the most needed, for basic applications, 
already discussed in research works in other contexts, such as 
health studies [20]-[22], politics [23], criminality [24], traffic 
accidents [25], emergency dispatching [26], etc. 

In developing countries, the issue of addressing systems 
presents a big challenge, including norms on the field, 
availability and quality of the reference data and reliability of 
geocoding techniques. On the field, addresses numbers and 
streets names should be assigned according to logical and 
consistent methods. The quality of geocoding, which consists 
of transforming a given number of descriptive into a 
geographic position [27], will then depends on the quality of 
both the reference database of addresses and the used 
methods. 

II. REVIEW OF URBAN ADDRESSING IN AFRICA AND 

MOROCCO  

A. The World Bank Experience in Africa 

The addressing process is a critical issue for the city. It is a 
challenge to be taken up by several stakeholders, including 
town planners who plan the base of future addresses, local 
authorities who assign formalized addresses, install and 
maintain signs for street names and squares, utilities who use 
addresses when providing services or billing, postal operators 
who deliver mail to an address, as well as residents who 
maintain the numbering plates of their buildings and can 
correct errors in their addresses. 

This complex operation includes the formalization of the 
rules of reference for the addressing process. It consists of 
creating and updating standardized addresses in the city. The 
two important operations carried out on the field are: the 
naming of the streets and the numbering of the buildings. 
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TABLE I. THE TECHNICAL FEATURES OF ADDRESSING PRACTICES IN SOME AFRICAN COUNTRIES 

 Burkina-Faso Cameroun Guinea Niger 

Division sectors zones municipalities neighborhood groups 

Street codification sector & order number zone & order number 
neighborhood initials &  

order number 
neighborhood initials &  order number 

Numbering doorways metric and alternating metric and alternating metric and alternating metric and alternating 

street signs  supply 
international bidding 

process 

local firm  

(bidding process) 

local firm  

(bidding process) 
international bidding process 

Street sign installation small local companies municipal employees 
& 

NGO survey takers 

addressing unit and 
municipal technical 

departments 

local company under supervision of 

addressing unit 

Surveys and number 

assignment 
addressing unit addressing unit addressing unit 

Survey data 

address  

occupant’s name, plot 

use category, and 
cadastral references 

address, occupant’s 

name, plot use category, 

cadastral references,  
type of activity 

address, occupant’s name, 

plot use category, water 

and electricity meter 
numbers. 

address, occupant’s name, plot use 

category, the cadastral reference, whether 

or not electricity and water are 
available, and information on streets 

Address directory 
specialized software 

program 

addressing Software 

developed locally 
special software program address management software program 

The World Bank carried out several addressing 
experiments during the 1990s, in different African cities [28]. 
Table I presents an overview of the technical features of 
addressing practices in Burkina-Faso (Ouagadougou and 
Bobo-Dioulasso), Cameroun (Yaound  and  ouala),  uinea 
(Conakry) and Niger (Niamey). The world bank’s financially 
and technically supported addressing projects extended to 
several other African cities in Mali, Mauritania, Mozambique, 
Senegal, Benin, Rwanda, Djibouti, Togo, and C te d’ voire 
(Ivory Coast). Fig. 1 shows the concerned countries. 

 

Fig. 1. Addressing Projects Countries, Supported by the World Bank during 

the 1990s. 

The World Bank's recommendations for addressing 
operations are based on the observation that it is almost 
impossible to name all streets that addressing operations are - 
first of all - a municipal action and that addresses are to be 
defined in relation to the streets and not in relation to the 
blocks. 

The key success factors for successful addressing 
operations that were concluded from these experiences are: 
organization and motivation of the addressing unit; the 
involvement of the municipalities, decision-makers and 
technical services (which must have the necessary means and 
skills); financial efficiency during the project (while having 
good control); the simplicity of the database and the software 
developed to facilitate transition after the project phase (in 
particular to ensure that addresses are updated); controlling the 
scope of the project (concentration of efforts on the pure and 
simple objective of addressing); good coordination with 
stakeholders, in particular utilities and the post offices. 

The main indicators that were used to assess the outcome 
of these projects are: the budget of the operation, the number 
of street signs installed, the number of buildings "addressed" 
(percentage of households concerned) and cost per capita and 
per addressed door. In the long term, the growth rates of local 
services such as tax collection and postal services should 
confirm the success of these operations. 

B. Private Sector Initiative in Casablanca-Morocco 

The first known addressing project, aiming to create a 
comprehensive database of addresses, inventorying all address 
locators of a major Moroccan city was initiated in Casablanca 
city in the late 2000s. It is the private company, insuring the 
delegated management of water and electricity utilities in the 
Grand Casablanca that was behind this initiative. In the 
absence of providers of such important data, critical for its 
operations, the company had to collect more than 400000 
address locators. Fig. 2 shows the projects area. 
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Fig. 2. Projects Area of the Private Sector Initiative in Casablanca-Morocco. 

After planning and reference data acquisition, such as 
streets and necessary base map data, 200 operators were sent 
to the field, equipped with 3500 printed plans in total. Each 
map concerns a specific sector and contains the reference data 
necessary to recognize address locators to collect: streets, 
plots, remarkable places, neighborhoods and sector limits [29]. 

The targeted area is divided into sectors, well known and 
mastered by the field operators. Each sector is printed in 
suitable format map, with the sector reference included. Once 
the field survey is performed, with both positions and 
descriptive information required for the matching with the 
company’s operational database, the maps are handed to the 
back-office for filling the project database. A sub set of these 
maps is then used for quality control. All maps are in the end 
scanned and archived. 

C. Discussion of Addressing Field Operations Practices 

In order to create an addressing database (as in the case of 
the private initiative in Casablanca), or to prepare an inventory 
to improve addressing in the city (as in the case of initiatives 
assisted by the World Bank in Africa), complex field surveys 
operations are required. Two missions can be distinguished, to 
be carried out successively, since the first one makes it 
possible to better prepare the second one by providing its 
necessary reference data. First, mission I, the survey of streets 
and their signs, then mission II, the survey of the numbering 
of buildings. 

Before starting the field operations, data model conception 
of information to be collected is necessary. Table II shows the 
key data for the two missions. 

Once identified, these data should be integrated into a 
larger addressing data model, such as the one presented in 
Fig. 3 using the UML formalism. 

1) Mission I: Streets survey: Given that the area to be 

covered is often very large, (for instance, more than 1220 km2 

in the case of the Casablanca project), the field surveys must 

be organized by geographic elements that can be mastered and 

easily navigable, in order to allow fluidity of operations on the 

field. All data that can be acquired before the field mission, 

such as the streets plots, must be integrated beforehand, so that 

the strict minimum data should be gathered from the field. 

The choice of street segments as survey basic elements has 
the following advantages: allow the control of the total 
coverage of the study area; optimize the circuits of passage in 
the field; allow the allocation of different sections, belonging 
to the same street, to several operators (which corresponds to 
the logic of the administrative division of cities); gather 
information that may change from one street segment to 
another, such as width; prepare for the city signs plan which is 
designed by segment of street. 

2) Mission II: Numbering survey: For the same reason of 

optimization, the use of streets’ segments as basic elements for 

organizing this second mission remains relevant. It would also 

be possible to combine this logic with an administrative or 

business division of the project area, in order to define circuits 

that are easily recognizable by the field operators. 

Another reason to consider the streets segments for this 
second mission too would be to anticipate the preparation of 
basic data for the development of a geocoder, the quality of 
which improves while using street segments instead of streets. 

TABLE II. KEY ADDRESSING DATA 

 Entity Key attributes 

Mission 

I 

Streets Geometry (linear), name, type, width, length 

Streets 

signs 

Geometry (Point), type (plate or panel), text, 

condition 

Mission 

II 

Address 
locations 

Geometry (Point), Number in the road, Name of the 

road, Name of building), Type (Building, villa, 
house…), Use (Residential, commercial, industrial, 

mixed), Activities 

 

Fig. 3. UML Addressing Data Model. 
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III. REVIEW OF GEOCODING TECHNIQUES AND CONDITIONS 

A. Geocoding Techniques 

The principle of geocoding methods is to compare a list of 
descriptive address elements with a well-structured reference 
database. This operation is done in three steps that represent 
the general geocoding algorithm, which are well documented 
in the literature [30]-[32], shown in the Fig. 4. 

The  eocoding process manipulates “ nput data” in order 
to get “Output data” through a “Matching algorithms” using a 
structured “Reference database”; those are the four parameters 
of geocoding and here after their dynamics. In Input, data to 
geocode is introduced, in form of a list of descriptions such as 
a postal address details. In Output, a georeferenced data is 
returned, with the geometry that is supported by the 
processing algorithm. It is often a two-dimensional point, but 
it can also be another form of complex data such as 3D objects 
[33]. It is the matching algorithm that decides of the 
corresponding result, based on the input data, the reference 
data and matching rules. This is why research works focuses 
especially on matching algorithms. 

When all the address points’ locations are available, in the 
case of a comprehensive reference database, the matching 
operation becomes quite evident. A simple search request is 
enough to find the exact coordinates to return. On the other 
hand, in the case of linear alternating numbering model, the 
returned position is rather calculated. It is an interpolated 
position based on the elements available in the linear 
referencing database, notably in the streets and street 
segments, such as intervals and parity of numbers on each side 
of the streets segment [34], [35]. 

B. Geocoding Algorithm Preconditions 

The geocoding algorithms, in the case of linear alternating 
numbering model widely prevailing, begins with determining 
the street segment which corresponds to the descriptive list of 
the searched location. This first step uses the address numbers 
interval in the attributes of the street segments. Once the 
segment is determined, the address side (right or left) is 
concluded from the parity types (odd or even) of the numbers 
on either side of the segment, and the parity of the number in 
the searched address location. The exact position on the 
corresponding side is then calculated. Other parameters such 
as distance and angle from the segment and offsets from its 
ends can fine-tune the accuracy of the estimated position. 

Other data can also improve this accuracy, such as 
information on the number of buildings on each side and their 
geographical distribution [36],[37]. 

 

Fig. 4. Geocoding General Process. 

 

Fig. 5. Geocoding Parameters Overiew. 

Fig. 5 shows an example of Geocoding parameters in the 
case of linear alternating numbering, where Number_L1 and 
Number_L2 are first and last numbers on the left side; 
Number_R1 and Number_R2 are first and last numbers on the 
right side; Offset_L1, Offset_L2, Offset_R1 and Offset_R2 
are the offsets from the left and right ends; Distance_L and 
Distance_R are the distances from the segment. 

For the geocoding algorithm to be effective, two main 
prerequisites must be satisfied by addresses in the field: 
consistent number intervals per street segment and consistent 
parity on each side. The uniformity of the distribution of 
buildings on each side of the street segment improves the 
accuracy of the calculated position. 

IV. METHODOLOGY 

In this section, the evaluation of the main prerequisites of 
geocoding is studied, notably address numbers parity and 
intervals, in the city of Casablanca. 

A. Study Area and used Data 

The main data used are the streets shapefile and address 
locators collected in the field as part of the private initiative 
project in Casablanca, presented in Section II.  This database 
of 63,833 address locators of the communes of: Anfa, Maarif, 
Mers Sultan, Sidi Belyout and El Fida, represents 
approximately 15% of the total number of address locators in 
Grand Casablanca (Fig. 6). 

 

Fig. 6. Case Study Area. 
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From the streets shapefile, using a GIS software, street 
segments are generated. Then, for each address point, the 
relative position (left or right) with respect to its street 
segment is calculated. Finally, for each street segment, the 
geocoding parameters are calculated. 

B. Geocoding Preconditions Analysis Method 

To assess the validity of the main prerequisites of 
geocoding presented previously, two main questions need to 
be answered: For what percentage, the numbers of address 
locators are consistent with the parity condition of their side of 
the street segment? And what percentage of the address 
locators’ numbers fall within the range of the numbers’ 
interval on their side of the street segment? 

For address locators belonging to a given street segment S, 
let: 

 PS (OL): The percentage of address locators with an 
Odd number that are on the Left side of the street 
segment. 

 PS (OR): The percentage of address locators with an 
Odd number that are on the Right side of the street 
segment. 

 PS (EL): The percentage of address locators with an 
Even number that are on the Left side of the street 
segment. 

 PS (ER): The percentage of address locators with an 
Even number that are on the Right side of the street 
segment. 

For an odd number and an even number belonging to a 
street segment S, the probability that the even number is on 
the left side and the odd number is on the right is: 

PS (EL and OR) = P(EL) × P(OR)            (1) 

Similarly: 

PS (ER and OL) = P(EL) × P(OR)            (2) 

Since the the street segments that meet the parity condition 
are those that have all odd numbers on one side and all even 
numbers on the other side, these streets are those verifying: 

P (EL and OR) =1 or P (ER and OL) =1           (3) 

Among the address locators belonging to such a street 
segment, those which meet the number range condition are 
those whose numbers are exclusively within the range of this 
street segment (taking into account all segments belonging to 
the address’s street). 

V. RESULTS DISCUSSION AND CONCLUSION 

Table III shows that 87% of street segments verify (3), 
then fulfil the first condition: the consistency of the parity of 
the address numbers. The percentage of address locators 
belonging to these streets segments is 83% as shown in 
Table IV. Among these points, 61% have a number that 
belongs to one and only one range of segment numbers, for 
this also meet the second condition: the consistency of the 
rages of numbers (Table V). 

TABLE III. SEGMENTS PARITY CONSISTENCY 

Case Number of segments Percentage 

Even numbers on the right 

& Odd numbers on the left 
3,472 47% 

Even numbers on the left 

& Odd numbers on the right 
2,885 39% 

Even numbers on one side 
& odd numbers on the other 

6,357 87% 

All street segments 7,325 100% 

TABLE IV. ADDRESS LOCATORS PARITY CONSISTENCY 

Case Number of points Percentage 

Even numbers on the right 

& Odd numbers on the left 
27,062 45% 

Even numbers on the left 

& Odd numbers on the right 
22,269 37% 

Even numbers on one side 

& odd numbers on the other 
49,331 83% 

All Points (having a street as 
toponym) 

59,741 100% 

TABLE V. ADDRESS LOCATORS INTERVALS CONSISTENCY 

Case Number of points Percentage 

In one interval 29,892 61% 

In many intervals 19,439 39% 

All points (parity consistent) 49,331 100% 

If we consider all the address locators with a street 
toponym in the study area, the percentage of compliance with 
the two rules is around 53%. This percentage drops to only 
47%, if we consider all address locators, regardless of the 
types of toponyms, since 6% of address locators are not linked 
to a street toponym. 

These results indicate that the conditions necessary for the 
use of standard geocoding, based on linear alternating 
numbering model according to Western standards, are not met 
in the Moroccan case. Thus, the establishment of a national 
addressing system based on geocoding could not ensure the 
quality necessary for the applications which depend on it. 

This problem can be explained by the lack of application 
of addressing standards in the field: temporary addresses 
allocated to housing development projects that become 
permanent, streets that are not assigned official names for long 
periods of time (years in some cases), addressing services 
which lack resources and coordination in cities experiencing a 
rapid expansion which further complicates the situation. 

That said, the bulk of the problem is first organizational 
before it is technical. So, in order to be able to set up a reliable 
reference addressing system, urgent solutions must be 
proposed and others must be established over time. 

Thus, in the short term, addressing campaigns like those of 
the World Bank in Africa must be carried out to overcome the 
lack of address references in the field and to promote the 
addressing of cities. Such campaigns will also make it possible 
to have up-to-date and more general data on the addressing 
situation throughout the country, the latest data available only 
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concerning the city of Casablanca and already dating back 
almost ten years. Addressing information systems must be 
built around comprehensive databases and not on interpolation 
algorithms as long as the addresses in the field does not 
comply with the standards. 

Over time, the addressing standards themselves as well as 
the address attribution procedures must be improved. They 
must be integrated into the urbanization and management 
processes of the city since early stages in order to avoid 
temporary, non-compliant solutions that last. This surely 
cannot be done without a good governance, led by specialized 
organizations which collaborate with businesses and research 
institutions. 
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Abstract—In biometric applications, deep neural networks 

have presented significant improvements. However, when 

presenting carefully designed input training data known as 

adversarial examples, their output is severely reduced. These 

types of attacks are termed as adversarial attacks, and any 

biometric security system is greatly affected by these attacks. In 

the proposed work, an effective defensive mechanism has been 

developed against adversarial attacks which are introduced in 

iris images. The proposed defensive mechanism is following the 

concept of wavelet domain processing and it investigates the mid 

and high frequency components of wavelet domain components. 

Based on this, the model reproduces the various denoised copies 

of input iris images.  The proposed strategies are intended to 

denoise each sub-band of the wavelet domain and assess the sub-

bands most likely to be affected by the adversary using the 

reconstruction error measured for each sub-band. We test the 

effectiveness of the proposed adversarial protection mechanism 

against various attack methods and analyzed the results with 

other state of the art defense approaches. 

Keywords—Iris classification; deep neural networks; 

adversarial attack; defense method; wavelet processing; biometrics 

I. INTRODUCTION 

In various classification applications such as biometric 
spam filtering, autonomous vehicle system, and speech 
recognition, etc. machine learning and deep learning-based 
classifiers have now achieved outstanding performance [1, 2]. 
Besides that, the classifiers are more prone to adversarial 
attacks that make the classification models behave more 
confidently in the wrong direction, i.e. the model misclassified 
the sample. Adversarial examples have been created by these 
attacks that are classified as data samples built to manipulate 
the Classifier model [3] The adversary has thus used these 
adversarial examples and these compromised examples to 
target the security system to give access to unauthorised users 
in order to modify the identity of the actual subject. So the 
adversarial examples are considered as security risks which are 
structured to affect the performance of the ML based classifier 
[4]. The adversarial attacks are classified as two types: 1. Black 
Box and 2. White box attacks. The attacker has a detailed 
understanding of the layout of the classification model in the 
case of a white box attack, such as parameters and algorithms 
used, etc. [5], whereas the adversary has no knowledge about 
the classification model in the black box method [6]. The 
techniques for coping with adversarial threats are called 
defensive methods. The defence mechanisms focus on making 
the classification model safer and more stable, and few 

methods seek to recognise the adversarial data, i.e. manipulated 
image [7].  To identify the person uniquely, various biometric 
characteristics such as fingerprint, face, iris, signature, voice, 
retina etc. are used. In [8], the important features of iris are 
captured which makes it more significant and secure biometric 
trait for the unique identification of an individual with a high 
degree of confidence. But the attacker introduces adversarial 
examples (manipulated iris images) to fool the recognition 
system and it is a big challenge to the security system. 
Protecting the iris recognition system from these types of 
attacks is important and it is a significant research direction to 
define the necessary countermeasures used to effectively detect 
adversarial attacks. 

The Wavelet Decomposition technique is used in the 
proposed paper to classify the manipulated adversarial data. 
Kim et al. [9] have already shown that wavelet components of 
iris image with low and low-mid frequencies have high data to 
detect the subject, and these components are reliable and 
difficult to inject noise. To build the manipulated samples, the 
adversaries add the high frequency sections to the iris images. 
On the basis of this fact, we have proposed a defensive 
mechanism that effectively recognises adversarial attacks. 

The following contributions are presented in this paper: 
a) An efficient defensive mechanism has been implemented 
which is applied before the iris recognition process. b) The 
proposed work analyzes the wavelet components, to identify 
the adversarial data and it is accurate and stable against 
adversarial attacks. C) The proposed methodology is compared 
with other state of the art defensive mechanisms in terms of 
accuracy. 

The paper is organized in the following way. Related works 
are presented in Section II. Section III explains in depth the 
proposed approach. The experimental results are listed in 
Section IV. The conclusion and possible future developments 
are drawn in Section V. 

II. RELATED  WORKS 

A. Adversarial Attacks 

Recently, deep learning models have performed 
tremendously in a large range of applications like biometrics 
[10, 11], security [12, 13], autonomous vehicle control systems 
and Spam Filtering. However these models are more 
susceptible to manipulated input data which is called 
adversarial examples. Synthetic information is described as the 
small disturbances are added to the input image, often referred 
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to as poisoning data. It has been shown that a minor change in 
input data causes a substantial decrease in model accuracy [14, 
15]. To exploit the biometric protection framework, the 
intruder will use these adversarial examples, resulting in either 
an unauthorized user having access to the system or an 
authorized user being unable to access the system. 

Szegedy et al. implemented the first adversarial attack, it is 
called as L-BFGS [16] and it is a costly method of 
computation. Goodfellow et al. have addressed the 
shortcomings of the previous system. Another method called 
FGSM, the Fast Gradient Sign Method, has been implemented, 
which introduces the degree of disturbance by considering the 
gradient sign [17]. Goswami et al. suggested an adversarial 
blackbox attack, which introduces the distortions in the face 
image and it leads the poor performance face recognition 
system [18]. The evolutionary algorithm was used by Dong et 
al. to build adversarial examples [19] and it follows the white 
box attack strategy. Lu et al. are suggesting FGSM-based 
attacks, which cause a disruption in all frames of a video. 
Milton et al have suggested a momentum-based FGSM attack 
and the CNN model is affected by that attack [20]. Generative 
Adversarial Networks (GAN) are used in [21] to construct 
distorted images with regard to samples of face images. In 
order to create adversarial instances, Rozsa et al. have 
enhanced the efficacy of the FGSM approach by considering 
the gradient value, whereas the previous method uses the 
gradient sign [22]. The DeepFool method has also been used to 
generate adversarial samples to classify the Lp disturbance that 
converts the input samples into adversarial data [23]. 

B. Defensive Mechanism 

Two kinds of defensive techniques are used to handle the 
adversarial attacks, 1. Reactive defensive strategy 2.Proactive 
defensive strategy [24]. In the reactive defensive mechanism, 
after the deep learning models are designed, the designer tries 
to classify the adversarial examples. Whereas the designer aims 
to build the models more stable until the attacker implements 
the manipulated samples in the constructive defensive strategy. 
Few types of proactive defensive methodologies are 
developing robust classifier, adversarial training, and network 
distillation. Classifier Models are used as filters to remove the 
crafted data from the training data which act as preprocessing 
step. So that the robustness of the model is increased 
effectively [25]. 

i) Adversarial example recognition ii) network verification 
iii) input reconstruction are examples of reactive defensive 
mechanisms. The binary classifier was considered for the 
identification of the manipulated samples [26]. The adversarial 
examples were transformed to approximate original examples 
in the input reconstruction strategy. In order to recreate the 
adversarial samples into actual samples by eliminating the 
perturbations, a denoising auto encoder is used [27]. Network 
verification, which investigates the input data and tests whether 
the input violates the characteristics of the deep neural 
network, is the last technique [28]. In [29], to filter the 
adversarial instances, the authors used the appropriate dropouts 
in hidden layers. Agarwal et al. [30, 35, 36] have used the 
Principal component analysis (PCA) and the Support Vector 
Machine (SVM) to consider the presence of adversarial attacks. 

III. RESEARCH METHODOLOGY 

The Proposed method aims to identify the adversarial 
examples by removing the perturbations without changing the 
classifier model. Initially the classifier model is trained with 
the actual iris images i.e. unperturbed images. In the input 
examples, the adversarial Iris examples are generated by 
adding perturbations. To counter this, by using an encoder 
from a model trained to denoise the perturbations, we aim to 
eliminate the denoise in the Iris examples. We subsequently 
decompose the iris example image input into wavelet sub-
bands by using wavelet transformation. This defensive 
mechanism utilizes the convolution layers that are trained to 
recreate the benign iris images by removing the adversarial 
noise and it analyzes the mid and high frequencies of wavelet 
components. In this approach Robust Normalization is used, 
which has a connection between the removal of outliers in 
activations and robustness. Dropouts are used to decrease the 
inter neuron dependencies. Therefore, the neural network is 
restricted from depending heavily on neuron weights, which 
could be model vulnerability. To enhance robustness, we 
suggest using average pooling layers that introduce less loss of 
information than max pooling layers. 

A. Encoder – U-Net Architecture 

The goal of this methodology is to extract the perturbations 
from the manipuated Images and the features of generated Iris 
examples are retained. For this, a deep convolutional neural 
network is used which follows an U-net architecture. The U-
Net architecture has skip connections that have an effect on 
problems with gradient vanishing and can transfer image 
information from convolution layers to deconvolution layers 
that play a role in reconstructing noisy input. The U-net 
architecture could learn to denoise and get simple denoised 
outputs in a stable manner. The explanation why U-net-based 
denoising models are effective in denoising may be linked to 
the relations between the contracting path and the expansive 
path. The U-Net architecture has three sections, a contracting 
path, a bottleneck and an expanding path. In this architecture, 
the contracting path utilizes many convolutional operations 
followed by average-pooling operations. Then the input flows 
into the expanding layer with corresponding layers of 
convolution. The contracting and expanding path is linked by 
the bottom layer. The same is illustrated in Fig. 1. 

The necessary preprocessing operations are carried out in 
the following way:  adversarial input image are normalized and 
reshaped. These images are given as input to the U-net 
architecture. The encoder layer consists mainly a convolutional 
layer followed by strong normalization and a dropout layer 
followed again by a convolutional and robust normalisation 
layer. Then the corresponding output is applied on Average 
pooling layer. With the exception of the Convulational 
Transpose Layer, the decoder portion of the U-net architecture 
is identical to the encoder part. The representation of the image 
is fed from the U-net model's earlier layers. That is, from the 
encoder to the decoder layer. The output is then moved to a 
convolutional layer to recreate the image without the 
adversarial noise. 
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Fig. 1. Architecture of U-Net Denoiser. 

The U-net denoising model uses Robust Normalization that 
outperforms BatchNorm on many datasets for adversarial 
accuracy while retaining other Normalization advantages. The 
model is trained to reduce reconstruction errors in order to 
eliminate the adversarial noise from the adversarial example, 
so it aims to transform the adversarial examples into their 
respective benign examples. From equation (1) the 
reconstruction error is calculated for every batch. 

                   || ̃ 
   

   
   

||
 
           (1) 

Where, 

 ̃ 
   

- reconstructed input 

  
   

- actual input 

Without the adversarial noise, the encoder learns the best 
characteristic representations necessary for reconstruction of 
the input image. Fig. 2 shows the single instance of the encoder 
layer. 

 

Fig. 2. Single Instance of the Encoder Layer. 

B. Wavelet Decomposition 

The input image is decomposed in to identical sub bands by 
using wavelet decomposition technique. This uniform 
decomposition offers more flexibility for our proposed system 
to select mid and high-frequency sub-bands. Wavelet image 
transformation is a very efficient and stable technique and has 
many benefits. For example, in a digital image, the wavelet 
analysis preserves the high-frequency edge information and 
prevents the image from being fuzzy. The method of wavelet 
analysis is a time-frequency analysis method that selects the 
appropriate frequency band adaptively based on signal 
characteristics. In denoising, this property is incredibly helpful 
as it reduces the loss of data during denoising. In order to 
achieve optimal reconstruction of the original signal, the 
wavelet transformation process relies on the best mapping of 
signals from the actual space to the function space of the 
wavelet. The proposed solution uses the multi-level discrete 
wavelet decomposition. This wavelet transformation 
decomposes the signal into a wavelet range that is mutually 
orthogonal, and this particular decomposition of the wavelet 
more finely decomposes sub-bands of low passes. Fig. 3 
illustrates the wavelet decomposition stages. The wavelet 
transform can be expressed by using equation (2). 

       ∫     
 

  
      

                  (2) 

Where, 

* - conjugate symbol 

ф – Any function, chosen arbitrarily, should follow certain 

rules 
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Fig. 3. Wavelet Transform Decomposition Stages. 

The encoder’s output is fed to the Wavelet layer and the 
wavelet transform is applied to the image, which splits it into 
four sub-bands hierarchically. In order to implement the 
wavelet transforms, we perform a series of operations on each 
axis to construct partitions. After investigating the directions of 
low and high pass filters, Multi-level Discrete Wavelet 
Transformations are determined. For downsampling of the 
images, even index columns are chosen. The resulting image is 
then transmitted again to the low pass and high pass filters 
where the convolved image is generated as an output. The 
inputs are now down-sampled by rows. This process results in 
four sub-bands. In these four sub-bands, there are diagonal, 
horizontal and vertical descriptions of the images. 

           ∑    
                          (3) 

Where, 

  - input signal 

  - high pass filter 

         ∑    
                          (4) 

Where, 

  - input signal 

  - low pass filter 

Equation (3) and (4) show the functioning of Low pass and 
High pass filters with down sampling. All the sub bands are 
functioning efficiently. The convolution layers which are 
present in encoder part of the denoising models with Robust 
normalization are trained to filter the targeted adversarial 
attack. One more sub band is trained to remove random noise 
by decreasing the reconstruction error. The deep U-Net 
architecture is subsequently concatenated by all these sub-
bands. 

The U-Net Model’s output is applied to the convolutional 
layers with robust normalization, then it has been passed to the 
global average pooling layer. The purpose of Global average 
pooling layer is to reduce the number of model parameters 
drastically and it prevents the overfitting, it results the increase 
in performance. The average pooling layer of Convolutional 
Neural Network model doesn't preserve the low level feature 

sets, but it restores the high level feature map. The results from 
the previous layers are given into dense layers with dropouts 
undergoing Robust Normalization. For classification, we have 
used the softmax activation function. Sparse categorical 
entropy is the loss metric and Adam is the optimizer. 

We integrate regularization in the form of L1 regularizer to 
avoid overfitting the model. The explanation for preferring L1 
rather than L2 is that L1 tends to minimise the coefficients to 
zero, while L2 reduces them equally. This enables L1 more 
acceptable for the selection of features, since it helps us to drop 
any variable with coefficients moving to zero. We observe an 
increase in the validation accuracy of our classifier by adding 
L1 regularization. 

IV. RESULTS AND DISCUSSIONS 

In this part, we discuss the dataset used and how the 
adversarial perturbations and noise were applied to produce 
adversarial examples. We conclude the section by describing 
the findings of the proposed systems and analyzing their 
efficiency with the previous state-of-the-art mechanisms. 

A. Dataset 

In the proposed method, by integrating different forms of 
noise in the clean examples, we produce the adversarial Iris 
examples. The adversarial dataset is generated by the 
algorithms FGSM, iGSM and deepfool which are most popular 
algorithms to produce adversarial examples. Table I gives the 
descriptions of datasets used in the proposed work. From one 
model to another, the adversarial noises have remarkable 
transferability. The perturbations are added in the CASIA Iris 
V4 Dataset then the Deep CNN U-Net model is trained to 
remove the noises. The key features required to reconstruct the 
denoised version of the image from adversarial image are 
preserved by minimizing the reconstruction error. This can be 
achieved by using the encoder – decoder layers of the 
framework. 

The wavelet domain decomposition layer belongs to a 
DCNN denoising model is trained to remove the adversarial 
noise. The encoder part of this denoiser works as on the 
wavelet sub-bands. As a whole, using the wavelet 
transformation function, a single adversarial image is 
decomposed into four wavelet sub-bands here. Of these four 
sub-bands, three are trained to remove adversarial noise, while 
the fourth is trained to eliminate random noise. All these four 
sub-bands are then concatenated at various layers and 
eventually transferred into the global average pooling layer.  
On our final evaluation we observed a rise in the validation 
accuracy of our classifier. Table II indicates the accuracy of the 
model before the attack and after the attack. The Deep CNN 
model is applied on CASIA Iris V4 dataset for classification 
and the accuracy before FGSM attack is 98.01% whereas after 
the attack it reduces into 90.24%.  The same table indicates the 
accuracy before and after the attack in case of iGSM, Depfool. 
The comparison of classification accuracy for the proposed 
model with existing state of art model is tabulated in Table III. 

It is observed that the proposed method is outperformed 
and the accuracy is good competed to other state of art models. 
The graphical representation of the comparison is shown in 
Fig. 4(a) and 4(b). 
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TABLE I. DESCRIPTION ABOUT THE DATASET 

Dataset  Images Classes 

 Casia-IrisV4 20000 1000 

Casia-IrisV1 1080 108 

IITD Database 2240 224 

FGSM Database 50000 1000 

iGSM Database 20000 1000 

Deepfool Database 21080 1000 

Noise Dataset 10000 1000 

TABLE II. MODEL ACCURACY BEFORE AND AFTER ADVERSARIAL 

ATTACKS 

Accuracy Vs Attack FGSM iGSM Deepfool 

Before 98.01 98.01 98.01 

After 90.24 86.70 93.83 

TABLE III. COMPRARISON OF PROPOSED MODEL WITH STATE-OF-THE- 

ART MODELS IN TERMS OF ACCURACY 

Defensive MechanismVs  

Attacks 

FGSM iGSM Deepfool 

Accuracy 

Goodfellow et. al. [17] 38.98 33.78 45.47 

Tramer et. al. [31] 37.87 34.97 44.41 

Madry et. al. [32] 39.51 42.18 56.78 

Shaham et. al. [33] 45.15 47.89 51.24 

Meng et. al. [27] 57.08 53.26 60.54 

Sobhan et. al. [34] 81.65 77.59 84.36 

Proposed Method 92.24 86 94.8 

 
(a) 

 
(b) 

Fig. 4. (a): Comparison of Model Accuracy before and after the 

Attack.Three Types of Attacks are Compared- FGSM, iGSM and Deepfool, 
(b): Model Accuracy for Proposed Methods on Adversarial Attacks. 

V. CONCLUSION 

Defending adversarial attacks is a crucial move towards 
reliable implementation of biometrics authentication solutions 
driven by deep learning. In this proposed work, a novel 
defending framework has been developed to defend the 
adversarial attack targeted on Deep Convolutional Neural 
Networks. Iris recognition system is considered as one of the 
popular biometric systems which uses the Deep Neural 
Network for recognition.  The proposed strategy is able to 
detect and reconstruct the adversarial examples consistently. 
Using an encoder architecture and wavelet decomposition, a 
framework has been built that takes adversarial input examples 
and analyzes the wavelet sub bands. Based on the 
reconstruction error, the framework identifies the attack. 

From the Experimental results, it was observed that the 
proposed strategy was very effective. The proposed framework 
is compared with other state of art defending strategies and it 
achieves 92% accuracy during classification of iris images. 
Further this work can be extended to consider other attack 
strategies. In this work the wavelet decomposition is applied to 
detect the adversarial image. In future other equivalent 
transformation functions like curvelet transform can be applied 
and study further for other biometric traits. 
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Abstract—Over the years, precise positioning has been the 

ultimate goal for Satellite Navigation Systems. The American 

Global Navigation Satellite System deliver the position and time 

information intended for various sectors such as vehicle tracking, 

oil exploration, atmospheric studies, astronomical telescope 

pointing, airport and harbor security tracking etc. 

Corresponding technological competitors such as Russian Global 

Navigation Satellite System (GLONASS), European Union’s 

GALILEO, China’s BeiDou and Japanese Quasi Zenith Satellite 

System (QZSS) are few other versions of Satellite based 

Augmentation Systems. Nevertheless, stern security measures, 

geographical statistics and stimulation of diverse Electronic 

Gadgets at indoor/outdoor surroundings make it critical to 

acquire data about any vicinity with seamless accessibility, 

accuracy and integrity with satellite links. In this paper, 

positional accuracy has been tested with analysis of EGNOS, 

EDAS and simple GPS receiver models at Rome City, Italy. To 

support results, various real time experiments/tests has been 

performed with GPS Receiver SIRF Demo software. The test was 

conducted on-board a car by installing a laptop equipped with 

GPS Receiver plus supportive SBAS (EGNOS particularly) 

through three diverse bus routes of locality and outcomes of few 

tested samples inside the Rome City center are specified to check 

the availability of desired satellite signals. Subsequently, 

comparative analysis has been executed between the simple GPS 

data received and GPS + EGNOS data collected during daytime 

traffic. The strength of test signals reveals accuracy of EGNOS in 

open terrain area with less congestion. Furthermore, Asian and 

European Advanced GPS systems are compared in terms of 

performance as well as feasibility of authentic, accurate and swift 

satellite navigation systems. 

Keywords—Differential GPS; augmentation; EGNOS; EDAS; 

on-board equipment; urban and positional accuracy 

I. INTRODUCTION 

In Satellite Communication, Road Vehicle Navigation 
Systems has emerged potential technology in the domain of 
Intelligent Transport Systems. Subsequently numerous road 
applications such as traveler information, automatic 
emergency calls, route guidance, freight management, 
advanced driver assistance or electronic fee collection involve 
On-Board Equipment (OBE) capable of offering highly 
accurate location obtainable at low cost. To acquire the 
positional accuracy and integrity with Global Positioning 
System, EGNOS (European Geostationary Navigation 
Overlay Service) has been assimilated in European territory; 
distinctive package as it generates warning messages in case 

of positional error during satellite navigational calculations. 
Subsequently, it discards the satellites when false readings 
appear on display by evaluating certain threshold levels as 
outcomes [1]. SBAS is designed to grasp satellites navigation 
signals and broadcast GPS category of signals controlling 
integrity and wide-area differential correction augmentation 
data [2]. The EGNOS system superimposes over the GPS and 
GLONASS schemes to enrich accuracy, availability, 
reliability and continuity of positional estimation. SBAS 
concept is better approach in timely correct information of 
system for integration and correction to the random 
measurements which leads to the accuracy of coordinates [3]. 
GPS in urban and mountain areas, where GNSS signals are 
either blocked or degraded by natural or artificial obstacles, 
unable to provide accurate positioning due to the poor signal 
quality [4]. The AUS/NZ SBAS moreover broadcast exact 
satellite orbits and clock remedies to help ongoing drift 
equivocalness Precise Point Positioning (PPP) service that can 
convey 5-20 cm precision [5-8]. The authors have investigated 
DGPS and EGNOS receivers used vessel maundering in the 
bay of Gdansk. Two receivers were exploited to record the 
coordinates [9]. Two measurement sessions were adopted at 
fixed point to analyze the system performance. In 
determination of accuracy and integrity of positioning, 
different approaches were used to compute accurate and 
precise location. It is noted that variant in calculation of 
design which meets the integrity requirement of navigation 
system [10]. In this paper, the availability of effective, 
seamless and accurate signals has been analyzed by executing 
few experiments around a local bus route inside the Rome city 
centre to check the existence of signals during day time traffic. 
The combination of GPS+EGNOS could be suitable approach 
to cope up with an accurate positioning problem can improve 
the accuracy, continuity and integrity of positioning. The 
outcomes of practical tests confirmed the coverage of GPS 
and EGNOS signal in urban areas as well as detected the 
transmission time to a control centre (positioning data 
acquired from running vehicle). Moreover, the vehicle 
adopted several bus routes of public transport around the city 
of Rome. 

The rest of the paper is structured as follows: the 
fundamentals of EGNOS framework is discussed in Section 2. 
The EDAS architecture and its performance services is 
explained in Section 3. The experimental setup of the 
proposed approach is described in Section 4. Section 5 reports 
the results and finally Section 6 concludes the paper. 
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II. FUNDAMENTAL FRAMEWORK OF EGNOS 

The broadcasting of integrity messages and differential 
corrections of satellites has been accomplished with current 
GNSS setup; integrates by means of network of reference 
stations positioned across the globe having different names of 
Satellite Based Augmentation System (SBAS) in diverse 
constitutions (SBAS intensifies and stabilize the GNSS 
deployment) [11]. 

SBAS has been employed by various regions such as 
Western Europe and North Africa establish EGNOS whereas 
Wide Area Augmentation System (WAAS) by USA and 
Multi-Functional Satellite Augmentation System (MSAS) by 
Japan are corresponding satellite systems [12]. 

A. EGNOS Structural Architecture  

EGNOS, Ranging and Integrity Monitoring Stations 
(RIMS) accumulate raw GPS data measurements and 
scrutinize signals quality, multipath mitigation and perceive 
satellite failure affairs in the processing centers. The user 
collects corrections and integrity statistics by means of 
PRN120 and PRN136 as geostationary satellites [13]. 

The functional skeleton of SBAS sub systems has been 
indicated in the Fig. 1 that summarizes GPS transmitted data 
(in some cases GLONASS satellites) to receiving customer. 
This navigated data has been monitored by networks 
controlled under SBAS service providers [13]. 

B. Operation of the EGNOS Segments 

EGNOS signal is being broadcasted by the space segment 
that includes three GEO Space Vehicles (SVs) associated with 
a unique pseudo random noise; ground control segment 
manages the system as well as processes EGNOS signals 
simultaneously. After this activity, diverse categories of users 
are benefited with the development of EGNOS compliant 
receivers as the part of user segment. Fig. 2 shows the ground 
segment of EGNOS. In Europe, 41 Ranging and Integrity 
Monitoring (RIM) Stations are installed whereas few 
terminals are deployed at USA and North Africa [14]. 

 

Fig. 1. SBAS Functional Overview. 

 

Fig. 2. EGNOS Ground Segment. 

III. EGNOS DATA ACCESS SERVICE (EDAS) SYSTEM 

ARCHITECTURE AND PERFORMANCE BASED SERVICES 

EGNOS delivers a terrestrial data service termed as 
EGNOS Data Access Service (EDAS) with real time data 
access (EGNOS) is achievable via ground transmission 
systems. File Transfer Protocol (FTP) offers EGNOS data to 
authorized customers (e.g., added-value application 
providers). Subsequently, EGNOS infrastructure (Navigation 
Land Earth Station and RIMS) acquires data with EDAS 
single point of access and utilize the real time data to specify 
performance boundaries [14]. Serially, satellite navigation 
data engendered by ground stations; EDAS permits users to 
“plug in” to EGNOS as indicated in Fig. 3 and Fig. 4 
represents the EDAS service layout. The acquired data can be 
utilized efficiently in harsh environment, where signals 
distracted due to interference or when signals are blocked or 
invisible [14]. 

Correspondingly, EGNOS feeds the data to EGNOS Data 
Server (EDS) and execute number of tasks such as: 

 Huge amount of customers is permitted by accepting 
feasible connection. 

 Extra Security Layer has been initiated between 
customers and EGNOS. 

 EGNOS registered data formats and protocols are 
secured plus EGNOS data has been processed via 
EDAS services. 

 

Fig. 3. EDAS High Level Architecture [14]. 
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Fig. 4. EDAS Service Flow Diagram [14]. 

IV. EXPERIMENTS 

A. Test Availability 

It has been evident in several FP7/ESA projects that 
EGNOS is capable enough to uplift the accuracy of GPS 
receiver in highways (former utilization of EGNOS/GPS 
receiver was based on transportation of hazardous items). 
Consequently, EGNOS messages are sent to the receiver via 
Geostationary Satellite. But, the availability of EGNOS 
signals via satellite seems to be lacking in the urban areas due 
to geographical and population dynamics. Therefore, Internet 
Connection through the EDAS service is an alternate way to 
deliver EGNOS messages in urban territory. 

B. Test Setup 

This test is conducted on-board with a GPS receiver 
connected with the laptop to support SBAS (EGNOS in 
particular) and the modem linked to the Internet via USB 
UMTS/HSDPA. To detect coverage, vehicle has pursued the 
routes of the Rome City Urban Bus Lines in each session as 
shown in Fig. 4, whereas few test results/samples have been 
taken away from several regions as mentioned below: 

 Around Ponte Principe Amedeo Savoia Aosta, Roma. 

 Via Nazionale and Piazza della Repubblica, Roma. 

 Corso Vittorio Emanuele II, 00186 Roma, Italy. 

After configuring the GPS Receiver Origin ORG1300 to 
facilitate the SBAS messages, activates the corresponding 
corrections settlement and yields at least the message GGA 
(NMEA) positioning with a period equal to 1 second. Along 
the desired route, the PC has sampled the data generated by 
the GPS receiver (the manifestation of the GPS /EGNOS 
positioning and messages) and executed data from adjoining 
locations and record/trace it with a remote control center via 
Internet. The successful transaction of data seems to be 
achievable when network signals exist along the route. The 
corresponding Fig. 5 indicates the precise real time track 
during the experiment. 

 

Fig. 5. Accredited Track Pursued Thru the Experiment. 

V. TEST ANALYSIS OF POSITION CALIBRATION 

The Wireless Internet Connection has been utilized to 
acquire EDAS messages and boosting the accuracy of the 
localization in urban areas. 

A. Performance Comparison between Solitary GPS System 

and Mutual GPS + EGNOS Signals when Latitude is Not 

Highly Mounted. 

The resultant sample around the area of Ponte Principe 
Amedeo Savoia Aosta Roma indicates the comparison of 
solitary GPS and collaborative GPS+EGNOS performance in 
Fig. 6 and Fig. 7. 

 

Fig. 6. Solitary GPS Signal Performance. 
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Fig. 7. GPS + EGNOS Signal. 

B. Evaluate the Percentage of Time in which EDAS could 

Achieve 

The experimentation has been analysed which estimates 
the percentage of available network service and their 
respective delays such as joint GPS+EGNOS signals and 
solitary GPS as shown in Fig. 7. 

 Blue bar represents the 91.89% availability intervals of 
EDAS services. 

 EDAS and GPS comparative accessibility generates 
91.10% (Orange Bar Stats). 

 Availability of EGNOS service 42.26% suffered due to 
inaccuracy in Urban Territory (Specified by Gray Bar). 

Though, the availability of EGNOS is quite modest with 
42.26% due to urban region obstacles and mega structures as 
shown in Fig. 5 where accuracy of EGNOS starts to drop and 
metropolitan canyon disturb precision. However, it harvests 
astonishing outcomes with improved accuracy when open 
terrain regions are tested as indicated in Fig. 7. 

In the category of satellite navigation augmentation 
systems, EGNOS enhances the precision of GPS by delivering 
a positional correctness within three meters. Moreover, GPS 
receiver without EGNOS measure positional data within 17 
meters. Furthermore, the navigation system offers statistics 
about precision of the location, which is related to the trust 
developed due to validation of the system’s integrity by 
EGNOS. In addition, it also delivers information about 
suitable usage of navigation system by activating timely 
warnings. Integrity feature ensures the accurate tracking of the 
location in case of emergency situations such as aeronautics 
and maritime circumstances. 

 

Fig. 8. Availability of Service Representing Scrutinized Networks (In 

Percentage). 

Conversely, EDAS is far more reliable in Urban areas with 
availability of 91.89% as shown in Fig. 8. Furthermore, EDAS 
can assist in those spots where the EGNOS and GPS signals 
are not visible. During tests, it is investigated that attainment 
of both GPS+EGNOS corrections can detect accurate 
positions are detected but still GPS+EGNOS signals lags at 
some locations such as under the tunnels/bridges where there 
are no visible satellites. 

In upcoming future, there are two possibilities for 
accessibility of best positions – uplift the accuracy of position 
either by SISNeT or EDAS, especially for those places where 
the signals are weak or not available. However, SISNeT does 
not provide safety of life while EDAS is designed in such a 
way as to provide accuracy as much as the safety of life. 

VI. CONCLUSION 

In this paper, the comparative analysis of EGNOS and 
GPS has been accomplished by accumulating the data on 
diverse locations of Rome City. It has been witnessed that 
EGNOS is extremely accurate in timberlands with less 
congestion in outcomes. However, EGNOS downtown 
analysis submits inaccuracy in measurements due to 
hindrances such as tall buildings, bridges, trees and metallic 
obstructions in the vehicle. With GPS tests, it has been 
scrutinized that GPS constellation in medium orbits remains 
unobstructed globally and suits more to urban areas as 
influence of obstacles seems to be . In open plateaus, though, 
EGNOS is more precise in contrast to GPS with available data 
positions. Currently, Pakistan is substantially lacking its own 
Augmentation System and relying on the American GPS 
Systems (global accuracy of 10-15 meters) to stipulate 
statistics about Route Guidance in Pakistan Territory. Though, 
space agency of Pakistan- SUPARCO have joined their hands 
with P.R. China to launch their own augmentation system in 
the upcoming days. 
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Abstract—Numerous studies and various methods have been 

used to detect and prevent corruption in public procurement. 

With the development of IT technology and thus the digitization 

of the Public Procurement Process (PPP), the amount of 

available data is increasing. Studies have shown progress in this 

area and have revealed many challenges and open issues geared 

to the various goals outlined in this paper. Different data mining 

and business intelligence techniques and methods are being used 

to develop models that will find any suspicious public 

procurement process, contracts, economic operators, or to 

classify observations as corrupt. In addition to using 

classification models, methods such as association rules and 

graph databases are used to find relationships between economic 

operators and contracting authorities, as well as to find daughter 

companies that participate in PPP collusion. Therefore, this 

paper addresses a comprehensive review of the emerging 

techniques and models used for the detection of suspicious or 

corrupted observations, their goals, open issues, challenges, 

methods and metrics used, tools, and relevant data sources. The 

findings show that models are mostly fitted on historical data and 

move in the direction of an early warning system. Moreover, the 

efficiency of fraud or anomaly detection depends on data set 

quality and detection of the most important red flags. The study 

is presenting a summary of identified fraud detection model 

objectives such as predicting fraud risk in contracts and 

contractors or finding split purchases, and detection of used data 

sources such as public procurement process or economic 

operator data. 

Keywords—Public procurement; fraud detection techniques; 

corruption detection; fraud detection review; fraud data source 

I. INTRODUCTION 

Public procurement is a process through which the state 
orders different types of commodity services and thus spends 
public money. Accordingly, the public always raises questions 
about lawful spending and whether the public sector is getting 
the best service or goods for a real price or if there is some 
form of corruption that generates a loss of their money [1]. 
Corruption in public procurement is defined as the abuse of 
power for private profit [2]. 

Public procurement integrity is a term often used in the 
literature and is defined as the use of funds, resources, assets, 
and authority, according to the intended official purpose, to be 
used in accordance with the public interest [3]. All acts that are 
not under this definition can be considered a violation of 
integrity, and therefore they can be proclaimed as suspicious or 
criminal behavior. Such acts may occur at different stages of 
the public procurement process, from the creation of tender to 

the implementation, documentation, contract making, and 
realization [4]. The most common types of procurement fraud 
and corruption are bid-rigging, collusion between vendors and 
employees, and collusion between vendors [5]. Table I shows 
that there exist a lot of different fraud and corruption types and 
the most interesting area is certainly finance or accounting and 
the public sector. For each type, different red flags and 
corruption indicators that are specific and represent a 
correlation with corruptive actions are detected [4,6]. 
Moreover, Table II shows types of corruption, information 
about the impact of each corruption type, and level of 
occurrence probability. This result presents a good starting 
point in dealing with corruption and the fact that bribery and 
kickbacks, conflict of interest, collusive bidding, 
implementation, donations to political parties have the highest 
fraud impact. 

TABLE I. MOST DISRUPTIVE FRAUD EVENTS BY INDUSTRY- ADOPTED 

ACCORDING TO [10] 

Rank 
Energy, Utilities, 

Resources 

Financial 

Services 

Gov/ Public 

Sector 

Health 

Industries 

1 
Bribery and 

Corruption 17% 

Customer 

Fraud 27% 

Cyber-crime 

17% 

Cyber-crime 

16% 

2 

Asset 

Misappropriation 
16% 

Cyber-crime 

15% 

Financial 

Statement 
Fraud 17% 

Financial 

Statement 
Fraud 13% 

3 
Financial 
Statement Fraud 

13% 

 Financial 
Statement 

Fraud 14% 

Bribery and 
Corruption 

16% 

Customer 
Fraud 13% 

TABLE II. PROBABILITY AND IMPACT OF CORRUPTION RISKS- ADOPTED 

ACCORDING TO [4] 

Type of corruption Impact Probability 

Bribery and kickbacks High Medium 

Conflict of interest High Medium 

Collusive bidding High High 

Shell companies Medium Medium 

Leaking bid data Low Medium 

Unbalanced bidding Low Medium 

Manipulation of the bidding procedure Low Low 

Split purchases Medium Low 

Rigged specifications Medium Medium 

Excluding qualified bidders Medium High 

Unnecessary purchases Low Medium 

Implementation High Medium 

Donations to political parties High High 
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On average, corruption accounts for 5% of the total value 
of public procurement, which is around 14% of the European 
Union’s (EU) GDP, or EUR 1.9 trillion within the EU, which 
is one of the main reasons why in former years many efforts 
have been invested in the field of corruption definition and 
detecting suspicious actions [5,7]. A 2020 study by the 
Association of Certified Fraud Examiners published the Report 
on Professional Fraud and Abuse. This report provided the 
results of an analysis of 2,504 cases of professional fraud that 
occurred in 125 countries worldwide [8,9]. 

Regarding studies and the fight against corruption in this 
segment, country authorities use various techniques mostly 
focused on regulating the public procurement process by using 
different questionnaires and establishing process control; 
however, the conclusions of the study clearly state that a 
correctly set public procurement law is insufficient, and there is 
a lack of control mechanisms for prevention [5]. Fraud 
committed by those you invited in (e.g., internal perpetrators, 
vendors/suppliers) represent nearly half of all fraud reported 
[10]. By Table III in the process of making public procurement 
fraud, the most responsible is the middle management– more 
than 37% of reported cases. 

TABLE III. WHO’S COMMITTING FRAUD - PERPETRATORS: EXTERNAL, 
INTERNAL AND COLLUSION BETWEEN THEM - ADOPTED ACCORDING TO [10] 

Perpetrator Reported Top perpetrator 

External preparator 39% 
1. Customer 26% 
2. Hackers 24% 

3. Supplier 19% 

Internal preparator 37% 

1. Middle mgmt. 34% 

2. Operations staff 31% 
3. Senior mgmt. 26% 

Collusion between internal 

and external 
20% - 

There are several types of methods for corruption detection 
and measurement: surveys, administrative data from crime 
statistics, ombudsmen, pp offices, supreme audit institutions, 
pp governance risk assessments, and analyses of contracts [11]. 
A World Bank study presents a few major technology trends 
for public sector fraud and corruption such as big data, cloud 
computing platforms, artificial intelligence, and machine 
learning, biometrics (ID4D), FinTech digital money, 
distributed ledger technology or blockchain, and the Internet of 
Things (IoT) [8]. 

Nevertheless, it is difficult to create efficient corruption 
detection models if there isn't enough quality and diverse data. 
So, it is widely accepted that access to public information 
increases the level of transparency in the fight against 
corruption [11]. 

Each country has self-organized state-level preventative 
and anti-corruption agencies responsible to establish the 
mentioned procedures and monitor law enforcement. With the 
somewhat onward digitization of the public procurement 
process, there is an ever-increasing amount of data that is 
unconnected and largely unstructured; but, with some effort 
and specific techniques, scientists can use that data to analyze 
the public procurement process and find adequate corruption 
indicators. In this study, the approach of detection of public 

procurement corruption using advanced digital techniques and 
data models will be explored. With this modus, the study 
entered the Big Data area, where various advanced statistics 
and data mining techniques are used to elicit such knowledge. 
Thus, the fight against corruption in the public procurement 
segment is not a novelty. 

Previous research related to the literature overview of using 
emerging techniques (e.g., Artificial intelligence) in public 
procurement fraud detection has four research questions: what 
are the characteristics of the organizations in which the 
investigations are carried out, the technological tools, and data 
mining methodologies and techniques [42]. The focus of the 
mentioned detection methods is based on data from public 
procurement contracts. Detection methods, as well as 
techniques, largely depend on the input data set so one goal of 
the study is to find and summarize the data sets and methods 
used for the detection of fraud in the public procurement 
process. Besides tools and methods, their metrics, challenges, 
and open issues, the relevant question is what indicators or red 
flags are used. Most emerging advanced technologies depend 
on data labeling, not only detecting corruption but also 
anomalies and suspicious tenders. The open question is how 
corruption is defined because models are estimating the 
probability of corruption, predicting the number of bidding 
tenders, predicting fraud risk in contracts and contractors, 
finding split purchases, etc. In this research, systems that use 
advanced technologies and tools for detecting anomalies, fraud, 
and suspicious public procurement procedures, although they 
represent modules and closed systems about which there is not 
enough public information will be detected. Overall, the study 
will try to obtain more robust results. 

The paper is organized as follows: Section 2 presents an 
overview of the research done in the field of detecting fraud in 
public procurement by using data mining techniques and 
machine learning models. The section is divided into 
subsections where conclusions about the models, methods, 
metrics, data labeling approach, and corruption detection 
indicators used are presented. Section 3 represents a short 
description and list of tools that are used for analysis, 
monitoring, or fraud detection in the area of public 
procurement. In Section 4, open issues and further research 
opportunities are highlighted. Finally, conclusions in Section 5 
are provided. 

II. PUBLIC PROCUREMENT FRAUD DETECTION 

By analyzing scientific databases (SCOPUS, 
ScienceDirect, Google Scholar, and Web of Science) in the 
period of last 5 years, after segmentation, a total of 23 
scientific studies that are relevant to the study area have been 
detected and reviewed to gain this literature overview. The 
main inquiry is made from the combination of next keywords: 
public procurement; public procurement fraud, public 
procurement anomalies, public procurement indicators, public 
procurement red flags, public procurement application, public 
procurement system, procurement data mining, public 
procurement methods, public procurement artificial 
intelligence). Certain studies were focused on legal and 
organization frameworks, interviews, or statistical models so 
they are excluded from this overview. Within the scope of 
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public procurement, different procedure types were found, such 
as open, restricted, and negotiated procedures, auctions, etc., 
for which different public procurement rules apply. Different 
rules result in different processes, and with a lot of dissimilar 
corruption indicators, this complicates fraud detection [4]. 
Accordingly, [12] dealt with collusion detection in auctions 
and provided a review of the methods and data set 
characteristics. The authors concluded that a large amount of 
different data is needed for the purpose of quality model 
results. Even though they described their research goals, the 
lack of described techniques, models, and the data mining 
process was noticed in this review. On the other hand, [13] of 
the total of six studies cited in the literature review, three 
studies related to the detection of procurement corruption. In 
contrast, others were related to segments such as the supply 
chain and the economic sector, and thus they are not relevant to 
this study. How approaches intersect and created a complex 
matrix that can be structured using technology and AI support 
were identified. Diversity in the approaches used in the 
selected cases leads to the main question: "What were the goals 
of the studies and which methods are used for fulfilling them?" 
Therefore goals of the studies and models with the used 
methods were extracted (Table IV). Also, for this inquiry, two 
more pieces of information are interesting. Therefore, dealing 
with the classification of observations or corruption prediction, 
it is interesting to find what kind of features or data are used to 
proclaim some observations as bad, suspicious, or corrupted 
and what metrics are used in order to compare results. 

A. Corruption Detection Methods and Models 

The use of various analytical and statistical methods was 
discussed by [5,14]. According to them, corruption detection 
was first done in the telephone, insurance, and banking 
industries, which takes a lot of time and domain knowledge 
from various areas including, legal, financial, commercial, and 
others. By data in Table IV, it is important to emphasize that 
the research in this segment is largely focused on the 
development and application of predictive models and the 
detection of relationships between economic operators and 
contracting authorities. In essence, this is a complex matter and 
is composed of statistical methods, various data mining 
methods, and machine learning. The literature review shows 
that researchers used two very familiar approaches, namely 
supervised and unsupervised learning. These methods differ in 
target variables, that is, in supervised learning, we have 
precisely defined target variables as the output of the model, 
while in unsupervised learning we do not have pre-set 
variables; so, the models are suitable for seeking anomalies. 
Still, depending on the model, improvement sometimes is 
needed to add classified observations [15]. It is important to 
emphasize that such models are used to detect anomalies, 
which may be the subject of analysis in some later steps [16]. 
In general, almost all studies show that the fraud detection 
model is divided into few steps showed in Fig. 1. 

The most commonly used methods in the studies are linear 
and logistic regression, neural networks, and Naive Bayes 
algorithms since they are most used for classification and 
clustering. Namely, models are fitted on historical data and 
move in the direction of an early warning system that can 
provide pre-determined supervisory bodies with insights into 

the risks associated with concluding contracts with risky 
economic operators [1,18,21] or can identify potential cartels 
or collusion behavior using associative rules or graph databases 
algorithms to see the relationships between economic operators 
and eventually their daughter companies [12,25,26,29,32,43]. 

The observed studies and created models are used for 
several different purposes in the detection of corruption in 
public procurement and at various stages of the public 
procurement process. Following the observed studies by 
Table IV, the summary of identified objectives is: 

 Estimating the probability of corruption 

 Predicting the number of bidding tenders 

 Predicting fraud risk in contracts and contractors 

 Finding split purchases 

 Anomaly detection 

 Regression analysis to predict more sensitive features of 
a procurement 

 Detecting anomalies 

 Cartel detection 

 Collusive behavior 

 Conflicts of interest 

 Detection of fraudulent public procurement processes 

B. Corruption Indicators 

One of the essential segments and research questions is 
certainly the input data. The studies are focused on the 
detection and analysis of high-quality corruption indicators, 
risk patterns, or red flags as representatives of corruptive or 
suspicious actions with the aim of developing models with the 
best predictive features [3,4,5,6,22,24,31,32]. Including 
different databases, pattern recognition, and elicitation 
knowledge is part of the Knowledge Discovery area. In short, 
studies have suggested that by applying the Big Data approach 
and data mining methods, better results will be achieved, and 
better indicators can be found [6,32]. 

For this very reason, sets of input data are being attempted 
to expand with different kinds of databases (Fig. 2) to create a 
data lake or unified data set that can support patterns of 
suspicious or even corrupt behavior in the procurement 
process. Certainly, the quality of fraud or anomaly detection 
depends on the quality of the red flags. 

 

Fig. 1. Fraud Detection Model. 
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TABLE IV. LITERATURE REVIEW 

Paper Goal Model/Methods Target variables 

5, 6 Estimation the probability of corruption Probit - Linear Regression Corrupt, Clean cases 

17 Predict the number of tenders 
k-NN, LibSVM, LibLinear Ensemble, 

Neural network 
"Suspicious ": Single bid tenders 

18 Predictive model of fraud risk in contracts 
One-Class Support Vector Machine, 

Logistic Regression 

"Risky ": Excluded contractors because of 

fraud, corruption, violation of anti-trust laws 

1 Prediction of malfeasance within contracts 
Lasso Logistic Regression, Conditional 
Inference tree, Gradient Boosting machine 

"Suspicious ": Extensions to contracts, 
sanctioned contractors, blacklist contractors 

19 Split purchases 
Tree Augmented Network, Bayesian 

Networks 

"Suspicious ": Same institutions on the same 

month and year that added up to more than 
8,000E 

20 A predictive model of fraud risk in contracts 
Naive Bayes, Tree-Augmented Naive 
Bayes score-based learning algorithms 

"Risky ": Temporary suspension of the bid, 

declaration of non-trustworthiness, impediment 

to bid and hire. 

21 A predictive model of fraud risk in contracts Logistic Regression, Decision Tree 
"Risky ": Supplier serious errors in the 

execution of any contract 

22 
Prediction models 
of public procurement irregularities designed for 

initial screening of contractors 

A neural network, Deep Neural Network, 
Logistic Regression, Discriminant Function 

Analysis 

"Risky ": Bidding company receives at least 
one severe penalty due to the serious 

irregularity 

23,24 

Coefficients that represent the strength of association 

between each underlying likely corruption input and 
likely corruption outcome 

Logistic Regression, Linear Regression 

"Suspicious ": Winner's Share of Issuer's 

Contracts, Single Bidder, Exclusion of All but 
One Bidder 

25 Cartel detection 
Clustering, association rules, multi-agent 

approach 
Relationship between companies 

13 Cartel detection Association rules – A-priori algorithm Relationship between companies 

16 Anomaly detection Deep Learning Auto-encoder algorithm Anomaly 

12 Uncovering the structure of collusive behavior 
The reduced form of linear regression 
enriched KRLS method with the CF 

approach 

Relationship between companies 

26,43 Identify relationships between companies 
Graph databases, decision support system, 
rule-based 

Entities involved in the process 

27 Detection of fraud public procurement processes 
Naive Bayes, Bayesian networks, decision 

tree, and neural network. 

"Suspicious ": Court rulings, Komisi 

Pemberantasan Korupsi (KPK) publication, 
and public comment 

28, 

29, 

30, 31 

Detection of suspicious public procurement processes 

Data mining, linear regression, Support 

vector machines, Naive Bayes, Process 

mining 

One bid tender - single bid 

32 

Collusion between bidders, conflicts of interest, and 

companies owned by a potentially straw person used 

for disguising its real owner 

Graph theory, clustering, and regression 

analysis with advanced data science 

methods 

Collusion risk patterns, Company-level risk 
patterns, Person-level risk patterns 

 

Fig. 2. Scalable Data Unification: the Algorithm that obtains each Risk 

Pattern is Implemented only once - Adopted According to [32]. 

More than 200 different indicators are known so far and are 
used as variables in algorithms, models, or techniques to 
perform some of the identified objectives in Table IV 
[31,32,33]. Due to space limitations, a few of them will be 
mentioned, as follows: 

 Unusually short deadline between the announcement of 
the tender and the deadline for submission of bids. 

 The time between the announcement of the tender and 
the signing of the contract. 

 A high percentage of administratively rejected bids in 
the procedure. 

 An unusually small number of correct bids at the level 
of the procurement procedure. 
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 A bid accepted before the deadline for submission of 
bids. 

 High ratio of the value of contracts signed under special 
conditions in relation to the total value of all contracts 
of an individual client, etc. 

In the same way, selecting non-open and less transparent 
tender procedures reduces the number of possible bids and 
opens space for awarding a contract to the same well-
connected company [23]. 

Fazekas and Toth used linear regression to find the most 
useful indicators. Nevertheless, there exist a lot of white papers 
or studies that present corruption indicators [4,31]. Still, the 
problem is always choosing and using the right indicators even 
if we have an indicator that doesn't mean that we have a right 
and useful red flag. The process of getting indicators seems to 
be manual by using the expert's domain knowledge, interviews, 
or surveys [3,4,28]. Authors have searched for different kinds 
of methods to automate and improve this process. They have 
implemented dimensional reduction to reduce and include 
indicators with the best performance using Correlation 
Analysis (CA), Principal Component Analysis (PCA), and 
Weighted Principal Component Analysis (WPCA) [27]. 

Data collected by government bodies or agencies are 
attempted to be merged, meaning data on the contracting 
authority or the economic operator, the people who run the 
company, political connections, etc. These data are actually the 
attributes needed for the model to make a conclusion or an 
output prediction, and if we are in a large area of input data, 
this data needs to be normalized. For this purpose, the Big Data 
approach is used to process the data in various ways and format 
it in a model-suitable format, e.g., text-mining techniques such 
as word tokenization, vectorization, and steeming are used in 
word processing [17,29]. It is also important to note the 
application of the above-mentioned method to documents that 
are a major part of the tender [28]. Keeping all this in mind, it 
is important to extract the knowledge from a set of data and 
find patterns and correlations between variables. From the 
results in Table IV, the used data sets with a few examples can 
be summarized as: 

 Public procurement process data (e.g., type of 
procedure, estimation price, data type attributes, 
number of bidders, call for tenders' modification, 
process duration, tender documentation). 

 Economic operator data (e.g., board members, address, 
contact person, annual tender plan). 

 Contracting authority data (e.g., owners, daughter 
companies, partners, address, telephone). 

 Contract data (e.g., price, contract extension, duration 
date). 

 Electronic invoices with products data (e.g., unit of 
measure, a specific product, product quantity, product 
price); 

 Databases of sanctioned contractors; blacklist 
contractors; court judgments (corrupt cases); political 
ties. 

 Banking records containing specific details of each 
transaction. 

C. Data Labeling 

The next significant observed segment is the attributes, 
according to which certain models learn to recognize or detect 
certain prediction classes (mentioned target variables). It has 
been noted in the studies by [5,6] that only a small number of 
authors have a clearly specified data set that contains 
information on whether competition was corrupt, which would 
mean that there must be a verdict regarding a particular 
procurement process or a valid classification from that of a 
superior's institutions, which is not the case in all countries. For 
this purpose, the authors have taken different features to make 
some observations suspect, bad, or risky (not necessarily those 
names) and thus have created prediction classes and introduced 
certain metrics for that segment, e.g., "Suspicious": single bid 
tenders, extensions to contracts, sanctioned contractors, 
blacklisted contractors, and the same institutions on the same 
month and year that added up to more than 8,000€; e.g., 
"Risky": excluded contractors because of fraud, corruption, 
violation of anti-trust laws, temporary suspension of the bid, 
declaration of non-trustworthiness, impediment to bid and hire, 
suppliers’ serious errors in the execution of any contract, and 
bidding company receives at least one severe penalty due to the 
serious irregularity. 

As part of the current analysis, it is noted that the 
investigations aimed at establishing models of detection of 
corruption risks related to the execution of contracts or 
corruption by the Economic Operator are based on data 
contained in databases where irregularities in the execution of 
contracts have been reported due to fraud, corruption, or 
violation of anti-trust laws. On the other hand, calculation of 
corruption risk or classification of corrupt PPP is based on a 
variable such as the "number of bids," where the aim is to 
predict if the tender will end up with one bid 
[17,23,24,28,29,30,31]. The authors have proclaimed these 
kinds of observations as suspicious. 

D. Metrics and Results 

Objective testing evaluation requires appropriate methods 
for accurate measurement. The most commonly used 
measurements are accuracy, recall, and precision based on a 
confusion matrix that contains data about the number of true 
positive (TP), true negative (TN), false positive (FP), and false-
negative (FN) results. Thus, accuracy is about the proportion of 
exactly graded examples in the set of all examples. Precision 
tells us what part of precisely classified examples is in a set of 
positively classified examples and recalls the part of precisely 
classified examples in the set of all positive examples. These 
measures may, in some way, describe a model, but in order to 
find out the true power of the model, other measures that 
represent the relation between them should be used. The ROC 
(Receiver Operating Characteristic) curve is a graphical 
representation of the binary classifier performance and the area 
under the ROC curve is called AUC, as it provides a general 
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evaluation of the model and suggests the ability of the model to 
discern between the two classes [20,34]. Another very used 
useful metric in the case of linear models is r2 (pronounced “R 
squared”), which “"measures the proportion of variation in the 
responses explained by the available predictor” [35]. 

Although there are no patterns used, the metrics themselves 
are different. Namely, accuracy ranges between 30% [16] and 
even 99% [24], which is pretty “bad”, but also are results that 
are too good that even the authors commented on it. A similar 
situation is with recall and precision moving at similar 
intervals. What needs to be emphasized is that, in some studies 
by [4,26,34], other than accuracy, no other relevant metric is 
mentioned, which is not enough. AOC metric told us about the 
power of the model and was about 0.87 for the study that had 
abnormally high accuracy (more than 99%). [19] R2 was used 
by Fazekas, as its purpose is to show the power of the linear 
model. In some studies, r2 varies between 0.2 and 0.55. 
Detection of cartels and collusion behavior is based on 
associative rules or graph databases algorithms where the aim 
is to find relationships between economic operators and 
contracting authorities. The basic measure in this area is an 
indication of how often the rule has been found to be true 
named confidence. Process mining has also been used to 
analyze the differences between single- and multiple-bid 
tenders. Process mining has proved that procedures with more 
than one bid do last longer and that some single bid tenders 
lasted an extremely short period of time [31]. 

III. PUBLIC PROCUREMENT TOOLS 

In previous chapters, some conclusions about the topic of 
the used methods, input data, labeling data, and metrics were 
made. All these components ultimately met conditions to create 
a system for monitoring or analyzing PPP. It is clear that the 
availability and reliability of the data are the basic premise for 
the model and can produce the best results. It is necessary to 
have quality and reliable communication between different 
state bodies and the connection of all relevant data that the 
model can use. Otherwise, the lack of the mentioned 
components can make the process of monitoring and the 
analysis of all these data quite complex [36]. 

Even though public procurement processes are defined by 
policy acts, states independently develop and digitize their 
systems. Croatia implemented a Public Procurement System 
(PPS) named EOJN (https://eojn.nn.hr/), which is fully 
electronic, but without any analytics or monitoring tools. India 
(https://eprocure.gov.in/) has the eProcurement System, which 
enables the Tenderers to download the Tender Schedule free of 
cost and then submit the bids online through this portal. The 
Irish government implemented an electronic tendering platform 
administered by the Office of Government Procurement 
(https://www.etenders.gov.ie/). “The site is designed to be a 
central facility for all public sector contracting authorities to 
advertise procurement opportunities and award notices”. Some 
of the countries developed one central platform for PPP, but 
some have more than one managed by private sectors, for 
example, Germany or Austria. In the case of multiple PPS, 
there is a need to have one portal where economic operators 
can have an overall view of all tenders. For example, the USA 
have a private project named Tendersinfo 

(https://www.tendersinfo.com/) as an “online government 
Tender information provider company, helping business across 
the globe in finding business opportunities”. On the EU level, 
there is TED (Tenders Electronic Daily https://ted.europa.eu) 
as an online version dedicated to the European public 
procurement overview with an amount of 746 thousand 
published procurement award notices yearly, including 235 
thousand calls for tenders worth approximately €545 billion. 

The basic components are certainly electronic forms for bid 
submission, but part of the public procurement system also 
contains tools for analysis and monitoring of the entire process, 
whose main purpose is to generate reports, monitor budget 
spending, and research anomalies. The European Commission 
and the member states protect their financial interests by using 
advanced technologies and by the digitalization of the public 
procurement process itself. Of course, as part of such 
processes, it is necessary to change and adjust the laws and 
policies that result from it [3,5,37]. As part of the research, 
several advanced systems in the field of public procurement 
were detected and will be described in the continuation of this 
paper. 

Brazil’s decision support system for fraud detection in 
public procurement is a robust tool implemented with the aim 
of systematic analysis and the identification of the main risk 
patterns, such as collusion between bidders, conflicts of 
interest, and risk companies using algorithms such as graph 
theory, clustering, and regression analysis with advanced data 
science methods [32]. A similar tool was developed in Africa, 
named Tendersure (https://www.tendersure.co.ke/), which is 
based on web technology but does not use advanced 
technologies and tools such as the system from Brazil. In 
Ukraine, as part of the national public procurement system, 
there is the DoZorro tool, which is based on artificial 
intelligence or supervised learning, and its purpose is to find 
suspicious tenders depending on risk indicators [33]. The Red 
Flag system in Hungary (www.redflags.eu) was created in a 
similar way. Its purpose is to detect risky public procurement 
procedures and thus present an early warning system. The 
system is still at an early stage of development. As can be seen 
from the details of the tools, not all tools are based on 
advanced algorithms or some form of artificial intelligence; 
some are also analytical and statistical tools. In Croatia, there is 
the Integrity Observer System (http://integrityobservers.eu), 
which is in the form of a dashboard based on data collected 
directly from the electronic public procurement system and 
data collected from interviews with the local community. The 
system is like ERAR (https://erar.si/), which is an online 
service made in Slovenia. That service provides information on 
the flow of public money and is linked to contracts between 
economic operators and the contracting authority. To give the 
public efficient and transparent public procurement procedure 
analytics, each country has its own electronically public 
procurement system that has at least some of the application 
modules adapted for such purpose (publicly published contract 
register, register of procurement plans, payment records, etc.). 
For international transparency, some of them are Macedonia, 
Georgia, Slovakia, Poland, etc. [38]. 
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It is important to emphasize that when the public 
procurement process is subject, tools designed to analyze the 
distribution and use of public money of European funds were 
included, whose contracting processes must also be carried out 
by public procurement laws. The European Commission has 
implemented a risk assessment tool, ARACHNE, to detect and 
prevent projects that are vulnerable to fraud, conflict of 
interest, and irregularities [5,6,20]. In addition to the mentioned 
tool, an analytical database with all the information about users 
and projects funded by the Directorate-General 
Communications Networks, Content, and Technology was 
created with the aim of detecting links about people and 
projects with all their data, such as phone numbers and 
addresses. This system is not a warning system, but it is used in 
cases of doubt if there are irregularities in the project [5]. 
DAISY is a tool for data mining developed by the Directorate-
General for Research and Innovation with the purpose to 
identify links between users of funds in the scope of research 
projects. DAISY is used when there is a suspicious fraud of the 
specific user of the funds [5]. 

A lot of tools to mitigate fraud (Table IV and Section 3) or 
public procurement corruption detection was detected. It is 
difficult to find information on how they work and what 
methods of corruption detection uses. This is one of the open 
questions and action points for further research. 

IV. FUTURE RESEARCH 

There are several open issues related to the topic of 
estimation and detection of corruption in public procurement, 
which the authors have mentioned in their studies. Therfore, 
the red flags or corruption indicators are some of the most 
important points in the detection of fraud, since the segment is 
heavily dependent on the prediction itself. Fraud detection isn’t 
a novelty; it is widely used in different areas, such as banking, 
insurance, company procurement, etc. [40]. The authors state 
that further work is needed to investigate the ranks of red flags 
and filter them in a certain way, as well as the interaction 
between institutions that monitor corruption in public 
procurement, all with the aim of a more precise corruption 
estimate [17,23]. 

To find the most important red flags, different methods are 
used. The main part of this activity is just a manual job, so to 
significantly improve the process and make it automated, the 
authors propose using entity recognition techniques [27]. The 
aim of the model is, in most cases, to get the best precision. In 
one study [19], the authors obtained almost ideal results, i.e., 
metrics around 0.99, and concluded that further research is 
needed to understand why the results are so good that an 
analysis can result in some discoveries in the relationship 
between variables. Also, further analysis is proposed, but in the 
segment of different types of fraud. Thus, the idea is to include 
new indicators that will cover the new cases previously ignored 
as well as the use of optimized algorithms in the 
parameterization of models [20]. 

Although the use of advanced data analysis techniques and 
knowledge elicitation was already identified in the literature 
review, the clustering technique is proposed to develop 
corruption risk profiles and to use the "item response theory to 
extrapolate from observed characteristics to latent corruption 

risks" [6]. Besides the classification of observations, certain 
studies have aimed at identifying anomalies [16]. Process 
mining has proved that procedures with more than one bid do 
last longer and that some single bid tenders lasted an extremely 
short period of time [31]. This segment raises the question of 
further analysis of the detected anomalies by the expert, all 
with the aim distinguishing whether the results are fraudulent. 
In addition to data-driven by companies, one of the future ideas 
is that, instead of analyzing Economic Operators, contracts 
need to be analyzed, which requires a lot of work in some 
countries because such contract databases are not related, or 
they don't exist. All processes at the end are governed by 
humans, and one of the studies showed that bureaucrats that are 
less reliant on political connections reduces the risks of 
corruption [39]. The final state is that the sources of data are 
rather scarce, which greatly affects the outcome of the 
classification itself [1,18], while on the other hand there is an 
opinion that there is a possibility of expanding models focusing 
precisely on economic operators, but with a risk management 
process approach to creating government services [21,22]. 

The digitization of the public procurement process certainly 
offers fewer opportunities for manipulating the process itself, 
but it is still necessary to increase the efficiency of the fight 
against corruption in public procurement by enforcing the law 
and making better use of government resources [6,41]. 

V. CONCLUSION 

Detection of public procurement corruption in recent years 
has become one of the major issues around the world. The 
number of services and amount of money that goes through 
public procurement is quite large, and for this reason, it is 
necessary to detect and stop any form of corrupt behavior. 
Various authors, through various techniques and methods, have 
been trying to create models that will find any suspicious 
public procurement process, contract, or economic operator, or 
classify observations as corrupt or suspicious (Table IV). Of 
course, this is only one part of the goals that were identified in 
this paper. 

Furthermore, the problem is that there is very little 
information on PPP that is defined as corrupt, which is a 
challenge in the techniques that learn from historical data. For 
this reason, researchers have introduced concepts such as 
suspicious, bad, or risky PPPs and thus marked the 
transactions. Data mining and machine learning methods, such 
as logistic and linear regression, neural networks, process, and 
text mining, etc. are used in this segment over a large amount 
of data collected from different data sets, such as contract 
registers, blacklist economic operators, business registers and 
so on [1,18,21]. In addition to classification techniques, with 
the aim of detecting connections between economic operators 
and contracting authorities, but also for finding daughter 
companies that participated in collusion of PPP, associations 
rules and graph databases algorithms were used. 

The used metrics are related to the methods, so the most-
used metrics in the area of classification or prediction are 
accuracy, recall, and precision, but unfortunately, this is not the 
case in all thematic studies, so it is difficult to make a true 
comparison only with the accuracy metric [4,16,24,26,34]. 
Moreover, the results obtained vary and depend on the quality 
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of the data. Much effort has been invested in detecting quality 
corruption indicators or attributes that have a particular 
connection to any form of suspect, bad, or risky transactions. 
Detection takes place at all stages of the public procurement 
process, from the pre-tender phase to the awarding and post-
award phases, but the focus is on using the model as early as 
possible to prevent a loss of public money or the making of an 
early warning system. Unfortunately, it has been noted in 
works that such advanced systems have been integrated into 
only a small number of state agencies, such as the CGU 
(Brazilian Office of the Comptroller General) [13,16,21,25,26]. 
For this reason, the authors point out numerous open issues and 
suggest combining different methods to improve public 
procurement processes. 

The most effective actions are identification, ranking, and 
addressing all risks among the ecosystem [5]. Policymakers 
should perform robust risk assessments, gathering internal 
input from participants across the ecosystem and across 
geographies to identify risks and assess mitigating factors. 
These assessments should also incorporate external factors. 
There is a wealth of information available in the public 
domain, and ignoring it results in a big miss. Risks should be 
assessed at regular intervals (not through a “one and done” 
approach). Technology should be backed up with appropriate 
governance, expertise, and monitoring. One single tool won’t 
address all fraud, and technology alone won’t keep the process 
in place. Technology is often only as good as the expert 
resources, data management and visibility, robust controls, and 
regular monitoring dedicated to it. Finally, one of the most 
important actions is being able to react to fraud once identified. 
This is critical and is a foundational element of an effective 
fraud policy. The ability to quickly engage the right 
combination of people, processes, and technology can limit the 
potential damage. Disruptive fraud often disguises a strategic 
inflection point, triggering the opportunity for broader social 
transformation. 
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Abstract—Poultry farms in Tanzania are characterized by 

inadequate management practices which are mainly caused by 

the lack of adequate systems to guide the small-scale poultry 

farmers in decision making. It is well-established that 

information is a key factor in making effective decisions in 

numerous sectors including poultry farming. Furthermore, 

various researchers have identified the use of mobile decision 

support tools to be an effective way of aiding farmers in making 

informed decisions. In this paper, we present a mobile-based 

decision support system that will aid rural and small-scale 

poultry farmers in Tanzania to obtain reliable information that is 

crucial for making proper decisions in their farming activities. In 

this context, a mobile-based decision support system was 

achieved through a mobile application integrated with a chatbot 

assistant to provide a solution to various poultry farming-related 

problems and simplify their decision-making process. We used a 

data-driven approach towards developing an informational 

chatbot assistant for Android smartphones that is capable of 

interacting with small-scale poultry farmers through natural 

conversations by utilizing the RASA framework. 

Keywords—Decision support system; chatbot; mobile 

application; poultry farming; data-driven approach 

I. INTRODUCTION 

Poultry farming is one of the prominent agricultural sectors 
dealing with the keeping of various domestic birds to produce 
eggs and meat for consumption and trade [1]. Similarly, it is 
one of the important agricultural areas for generating income 
for farmers in Tanzania. Studies indicate that there are 
approximately 36.2 million chickens in Tanzania, of which 
approximately 95% are local chickens reared by rural 
households [2]. Over the past decade, the growth of poultry 
production has accelerated, due to the rapid urbanization and 
increase in demand for poultry products, which include chicken 
meat and eggs [3]. Poultry farming has a direct impact on the 
farmers and has gained a notable attraction among 
entrepreneurs and women. Generally, it is the source of the 
poultry farmer‟s family income and protein. In this sector, 
women constitute the majority of poultry farmers as they 
constitute over 80% of the farming population in Tanzania [4]. 

The majority of small-scale farmers in Tanzania rely on 
poultry farming as their major source of income [5]. However, 
poultry production is hindered by several challenges including 
unreliable markets, poultry diseases, scarce inputs, and 
shortage of timely extension information due to scarcity of 
extension officers as well as distant locations for consultation 
[1]. It has been observed that rural and small-scale poultry 

farmers rely mainly on unreliable sources of information for 
poultry management such as word of mouth from family 
members, neighbors, and friends with previous poultry keeping 
experience due to the lack of adequate systems to guide them 
in decision making [6]. Moreover, information is very 
important in the development of poultry farming and 
agriculture at large, therefore the information obtained from 
unreliable sources may lead to underdevelopment of this 
sector, especially to rural, peri-urban, and small-scale poultry 
farmers [1]. 

Technology advancement plays a great role in the 
agricultural sector development, including poultry farming. It 
has been argued that the use of mobile decision support tools is 
an effective way of aiding farmers to make informed decisions 
[6]. Due to an increase in the use of mobile communication 
technologies in different sectors in the country [7], this study 
will contribute and improve proper information attainment for 
poultry farming, and aiding farmers to make informed 
decisions. 

Along with the technological advancement and the increase 
in the information-seeking behavior of the small-scale poultry 
farmers in Tanzania [6], this study will play a great role in 
aiding the small-scale poultry farmers attain crucial poultry 
farming information in time and make informed decisions. A 
mobile-based decision support system is achieved through a 
mobile application with a chatbot assistant that provides a 
solution to various poultry farming-related problems and 
simplifies their decision-making process. Furthermore, the 
conversational assistant, chatbot, is a modern human-computer 
interaction technology that was introduced in the 1960s when 
the earliest chatbot ever was developed [8], [9], and gained 
popularity in 2016. It has been argued that chatbot is one of the 
most advanced and effective ways to provide information and 
facilitate the decision-making process in various sectors [10]. 
According to [8], [11], chatbots can be used to aid farmers by 
providing information and solutions through responding to 
poultry farming-related problems and facilitate their decision-
making process in poultry farming. 

This paper introduces a decision support mobile 
application, for providing poultry farming-related information 
to small-scale poultry farmers in Tanzania. For this purpose, 
the mobile application was developed using Android Studio, 
and integrated with a chatbot. 

The remainder of this paper is organized as follows: 
Section II presents the related works carried out in solving 
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various farm-related problems. Section III demonstrates the 
methodology used in the requirements gathering, the approach 
and tools used in the development of the mobile-based 
Decision Support system. Section IV discusses the results of 
the proposed system, and followed by conclusion in Section V. 

II. RELATED WORKS 

Various researchers have revealed that the use of mobile-
based conversational assistants is an effective way to aid 
farmers with farm-related information and problem-solving. In 
the early days after the first chatbot was developed, chatbots 
had limited effectiveness and maintained a simple 
conversational flow. As the research progresses, recent 
chatbots are capable of understanding the context of the user 
and the flow of the conversations and provide a suitable 
response. Several studies have been conducted to develop 
chatbots that will assist farmers in solving their farm-related 
problems. 

Jain et al. [11] designed a chatbot called FarmChat that 
aims to meet the information needs of farmers in rural India. 
The system offers information to the farmers by answering 
their farming-related queries. It was developed using the IBM 
Watson Assistant and consists of two interface modalities: 
Audio-only, and Audio+Text [11]. The study was conducted 
with 34 potato farmers in rural India and indicated that the 
chatbot offered satisfying information that supported them 
[11]. Thus, the authors suggested that conversational assistance 
delivered through smartphones could be an effective way to 
improve the information accessible to people with limited 
literacy in rural areas. 

Arora et al. [8] developed an interactive chatbot named 
Agribot, that assists farmers in problem-solving, crop disease 
detection, and weather prediction. They developed the chatbot 
using sequence-to-sequence learning, an approach that allows 
the model to learn the mapping between questions and their 
suitable response [8]. The authors suggested that the chatbot 
could be more generalized in terms of conversations if the 
model is trained in a massive amount of data-points [8]. 

Fue et al [12] developed an agro-advisory web and mobile-
based system called „Ushaurikilimo‟ that allows farmers to 
request advisory services from an agriculture extension officer 
using either the web or mobile phone [12]. „Ushaurikilimo‟ 
operates in Tanzania. It is a two-way communication platform 
between farmers and experts [12]. It functions by allowing 
farmers to ask questions through SMS and get a response from 
the agricultural expert [12]. The platform allows farmers to ask 
for advice on agricultural-related issues like; farm 
management, livestock keeping, marketing information, and 
aquaculture [12], whereby it depends on the presence of the 
experts in order for the farmers‟ problems to be solved. The 
proposed system aims at solving this gap. 

III. METHODOLOGY 

The methodological approach we used in the development 
of a mobile-based Decision Support system for small-scale 
poultry farmers in Tanzania in this study is the utilization of 
Android Studio in the mobile application development and a 
Rasa framework in the development of a chatbot that will aid 
small scale poultry farmers in Tanzania by giving answers to 
their poultry-related problems and help them make an informed 
decision in their poultry management practices. 

As illustrated in Fig. 1, when the small-scale poultry farmer 
types his or her poultry-related query in the mobile 
application‟s chat window and sends it, the text is fed into Rasa 
NLU through the Application Programming Interface (API). 
An API software intermediary allows the farmer‟s mobile 
application and our assistant to communicate by delivering the 
requests from the poultry farmer to the chatbot assistant and 
delivering the response back to the poultry farmer [13]. After 
the Rasa NLU receives the text message from the poultry 
farmer in form of a natural human language, performs intent 
classification, entity extraction, and converts it into the form of 
structured data that our chatbot assistant could understand what 
the farmer is saying. 

 

Fig. 1. A Proposed Conceptual Framework
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Furthermore, based on the intents and entities, the Rasa 
Core takes structured inputs from the Rasa NLU through the 
dialogue management and predicts the next desirable action 
using a probabilistic model called Long short-term memory 
(LSTM) neural network [14], through the LSTM based 
supervised learning (SL) and Reinforced learning (RL) rather 
than the if/else statement [14]. Reinforced Learning (RL) is 
used to improve the next best action. Therefore, Rasa Core 
performs Dialogue Management by keeping track of the 
conversation and decide the next set of actions to be performed 
by the chatbot [15]. An action can be a simple utterance that 
means sending a feedback message to the poultry farmer, or an 
arbitrary function to execute. After the action has been 
executed, it passes a tracker instance to use any relative 
information collected in the dialogue history and previous 
actions [15]. 

Additionally, Rasa Core has high Natural Language 
Generation (NLG) capabilities [16], [17]. Therefore, upon 
retrieval, the Rasa Core uses its NLG capabilities to prepare a 
natural language human-like response to the poultry farmer 
based on the intent and context information returned from the 
Rasa NLU [17]. The dialogue manager generates raw 
responses that will be passed to the Natural Language 
Generator component that refines the text response and 
construct the understandable text responses in natural human 
language in machine representation. NLG process converts 
structured data into text, therefore it generates an appropriate 
response that a human can understand [16]. Finally, the 
generated feedback is sent back to the farmer‟s mobile 
application User interface via the API. 

A. Data Collection and Requirements Gathering 

An exhaustive literature review was conducted to identify 
and assess the information management requirements of small-
scale poultry farmers. The identified information management 
requirements as summarized in Table I. Includes literature, 
frequency, and percentage of frequently asked questions by 
poultry farmers in attempts to attain proper information for 
their proper poultry management practices. The identified 
information management requirements of poultry farmers 
according to Table I, includes: 

1) Chicken health: From an exhaustive literature review, 

various studies have identified that the majority of the small-

scale poultry farmers in Tanzania are facing challenges in 

maintaining the good health of their poultry [6]. The studies 

show that small-scale poultry farmers in Tanzania face many 

health-related problems in their poultry farms and hence tend 

to seek various information concerning poultry health from 

various sources of information, mostly unreliable sources. The 

health information they mostly seek includes; disease control, 

diagnosis of the chicken diseases, the transmission of diseases, 

and vaccination of chickens against different diseases [1], [6]. 

2) Chicken feeds: One of the most important information 

needs that small-scale poultry farmers in Tanzania seek 

includes chicken feeds information [1]. The small-scale 

poultry farmers frequently ask questions about the availability 

of the chicken feeds, Types of feeds for their chicken types, 

amount of feeds per chicken, and feed formulation and 

preparation for the chicken feed, to maintain the proper 

production [6]. 

3) Chicken breeds: According to [6], poultry farmers are 

interested in knowing the different types of chicken breeds for 

various purposes before starting up a poultry farm. The factors 

that the majority of small-scale poultry farmers consider 

include; diseases resistant breed types, breed types that are 

best for commercial purposes, and breed types for egg 

production [6]. The poultry farmers also seek general 

information on chicken breeds to help them in proper keeping 

of a particular chicken breed, and rearing techniques of 

different types of chicken breeds. 

4) Egg production: Among the frequently asked questions 

by many small-scale poultry farmers in Tanzania includes 

questions about egg production, particularly for commercial 

purposes. [6], [18] highlights that small-scale poultry farmers 

seek information about egg production, which includes 

improving the quality and production of eggs, proper storage 

of eggs, and need to know the best method for incubation of 

eggs [6]. 

5) Housing: Various studies have highlighted that 

majority of the startup small-scale poultry farmers tend to seek 

information on the housing of the chicken shelter before they 

start practicing poultry farming [6]. The farmers are more 

interested in attaining the information about the startup capital 

for poultry farming, characteristics of the chicken house and 

how to build it regarding the geographical position of the 

farm, and size of the chicken house for a certain number of 

chickens [1]. 

The identified information management requirements of 
small-scale poultry farmers through literature review were the 
requirements gathered and used in the development of the 
mobile application for poultry farming data collection, and 
training of our chatbot assistant to offer reliable poultry 
farming information that will enable the small-scale poultry 
farmers to make informed decisions. The information 
management requirements gathered helped in the identification 
and attainment of the 200 sample questions and answers for 
poultry farming-related problems, these sample questions and 
answers were used in training the NLU model of our chatbot 
assistant. 

B. Approach for Mobile Application Development 

This study aims at the development of a mobile-based 
decision support system, which involves the development of a 
mobile application. The approach used in the development of 
the mobile application is the Android studio with JAVA 
programming language [20]. This approach was chosen due to 
the reasons that the Android mobile operating systems are 
widely used by the targeted users [21]. Android Studio was 
selected because it is suitable for the development of Android-
based applications for smartphones with Android operating 
systems [20]. The minimal version of the Android operating 
system supported by the developed mobile application is Jelly 
Bean 4.3, this was selected because it is more inviting for the 
average user. 
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TABLE I. INFORMATION MANAGEMENT REQUIREMENTS FOR POULTRY FARMERS 

Number Literature Author Sample Space  Information need Frequency Percentage 

1. Grace Msoffe et al. [6] 187 

Disease control 187 100 

Breeds and breeding 78 41.7 

Housing and shelter 56 29.9 

Feeding and nutrition 47 25.1 

 

2. 
Temba B et al. [1] 160 

Poultry diseases 112 70 

Poultry nutrition 92 57.5 

Housing 92 57.5 

3. Benjamin Folitse et al. [18] 150 

Disease management 145 96.7 

Eggs production 114 76 

Feeding and nutrition 112 74.7 

Shelter 108 72 

4. Jotshana Khobragade et al. [19] 60 

Health and disease control 56 93.34 

Feeding management 55 91.67 

Housing management 53 88.34 

C. Natural Language Processing Layer 

The methodological approach we used in this study is the 
utilization of a Rasa framework in the development of a 
chatbot that will aid small scale poultry farmers in Tanzania by 
giving answers to their poultry-related problems and help them 
make an informed decision in their poultry management 
practices. The Rasa framework is an open-source machine 
learning framework for building contextual conversational 
assistants called chatbots, these assistants consist of two 
components which are Rasa NLU and Rasa Core [22]. 

1) Rasa NLU: This is the Rasa‟s desirable library for 

Natural Language Understanding that performs intent 

classification and entity extraction [17]. It takes user inputs in 

a simple unstructured human language and extracts structured 

semantic information in the form of intents and entities [17], 

[23]. Intents are labels that are attached to each user's input 

based on the overall goal of the user‟s message, and entities 

are pieces of information that our conversational assistant may 

need in a certain context. Furthermore, Rasa NLU is treated as 

the ear of the chatbot, because it teaches the chatbot to 

understands the inputs of the user [22]. 

2) Rasa Core: This is a framework for machine learning-

based contextual decision making so-called the brain of our 

assistant because it predicts how our assistant will respond 

based on a specific state of the conversation as well as the 

context [17], [22]. It learns by observing the pattern from 

example conversational data between the user and the assistant 

also called stories. 

Rasa Core is responsible for Dialogue management (Rasa 
DM). In Rasa, Dialogue management learns the patterns of the 
conversations from the example conversational data using 
Machine learning and predict how our assistant should respond 
in a specific situation based on the history of the conversation 
and the context [15], [17]. In Dialogue management the 
training Data for our conversational assistant is called stories, 

these are example conversations between the small-scale 
poultry farmer and our assistant, written in a specific format. 
This format includes expressing the user inputs as relative 
intents and entities, the same way as they were expressed in the 
NLU training Data, while the responses of our assistant were 
expressed as action names [15]. 

Furthermore, Rasa Core has high NLG capabilities that 
enable the chatbot to intelligently know the exact and clear 
response that is to be generated for a corresponding user 
message [17]. 

D. Training of the Rasa Conversational System Model 

In the training of our conversational model, both Rasa NLU 
and Rasa Core use human-readable training data formats. Rasa 
NLU requires a list of utterances that are annotated with intents 
and entities for training our chatbot assistant [15]. We used 
both JSON structure and markdown format in the training of 
our chatbot assistant [15]. Using the Rasa NLU pipeline, we 
prepared a training data set to classify the intents and extract 
the entities. The training data includes several intents: greet, 
goodbye, chicken_feeds, chicken_breeds, eggs_production, 
chicken_diseases, and chicken_shelter. We use about 200 
sample questions and answers with marked entities to train the 
Rasa NLU [15], [16]. 

In addition to the supervised learning, Rasa Core supports a 
machine teaching approach whereby, the actions made by the 
system can be corrected by the developers, we used this 
approach in generating training data and inspecting the space 
of credible conversations efficiently [15], [24]. The Training 
data used in training the Rasa Core are known as stories, these 
are the sample conversations between the user and our chatbot 
assistance [24]. Furthermore, Rasa core‟s Machine Learning 
libraries give it the capability of learning from the previous 
conversations between the user particularly the poultry farmer, 
and our chatbot assistant [17]. 
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1) Markdown training data format example 

## intent:chicken_diseases 

- How do you treat a chicken‟s skin wounds?" 

- Can I keep sick poultry together with normal ones? 

- What is causing your hen‟s swollen foot and her limping? 

## intent:egg_production 

- How often do [layers](flock_name) lay eggs? 

- When will my hens start laying? 

- How long do chickens lay eggs? 

- Why do some eggs have soft shells or no shells? 

## intent:greet 

- hi 

- hey 

- hello 

2) JSON training data format example 

"rasa_nlu_data": { 

     "common_examples": [ 

         { 

             "text": "Hello", 

             "intent": "greeting", 

             "entities": [] 

         }, 

         { 

             "text": "How do you treat a chicken‟s skin wounds?", 

             "intent": "chicken_diseases", 

             "entities": [] 

         }, 

         { 

             "text": " Can I keep sick poultry together with normal 

ones?", 

             "intent": " chicken_diseases", 

             "entities": [] 

         }, 

         { 

             "text": " When will my hens start laying?", 

             "intent": "egg_production" 

         } 

     ], 

     "regex_features": [], 

     "entity_synonyms": [] 

     } 

} 

IV. RESULTS AND DISCUSSION 

Based on the study described, a mobile-based Decision 
Support system for poultry farmers was implemented. The 
developed Android-based mobile application for poultry-
related data storage and poultry farming-related information 
provision was integrated with our chatbot assistant, for the aim 
of aiding small-scale poultry farmers with reliable information 
for productive management practices. 

The developed mobile application as illustrated in Fig. 2, 
consists of five modules; Consultation module, Information 
portal, events, new records, and my records. The information 
portal contains various general information that the small-scale 
poultry farmer will require in poultry farming. 

The new records module allows the small-scale poultry 
farmer to keep records of his or her day to day flock 
management activities, feed management, which includes the 
amount and type of feeds the farmer offers to the chicken. 
Medication records, the farmer will be able to keep records of 
all medications provided to the chickens, which includes the 
vaccination record, vitamins provision, and general 
medications offered to the farmer‟s flock, lastly are the records 
of the finances, the farmer can keep records of the sales and 
expenditures of the poultry farm. The farmer can view the 
farming records and keep track of the development of the 
poultry farm on a timely basis. 

The recorded poultry farming data are stored in the cloud 
storage, together with the stored previous conversations are 
used by our chatbot assistant in responding to various poultry-
related questions, and advice the farmer regarding the 
particular poultry farmer‟s farm and flock condition. This 
Data-driven Approach used in the development of our mobile-
based decision support system makes our system intelligent 
enough to help the poultry farmers in their decision making for 
productive poultry management practices [25]. 

The developed mobile application consists of a consultation 
module. The consultation module is the chatbot assistant that 
responds to the poultry farmers' questions concerning chicken 
health, chicken feeds, chicken eggs production, and the chicken 
breeds. The chatbot assistant was trained to offer consultation 
to the small-scale poultry farmers regarding the most common 
poultry-related problems that mostly face them, and help the 
poultry farmer make proper decisions in practicing poultry 
farming. The consultation chat between the user and our 
chatbot assistant is illustrated in Fig. 3. 
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Fig. 2. Poultry Farmer‟s Mobile Application. 

   

Fig. 3. Conversations on the Consultation Module. 

V. CONCLUSION 

This paper has presented an exploratory study using a 
mobile conversational agent-based interaction to facilitate 
intelligent decision support to the small-scale poultry farmers 
during a consultation with our assistant. We implemented the 
proposed mobile-based decision support system for poultry 
farmers via an interactive chatbot assistant using a Rasa 
framework, and an Android-based mobile application using 
Android studio. 

Future work focuses on the validation of the mobile 
application developed to ensure the extent to which this study 
contributes in aiding farmers with the crucial poultry farming 
information that they frequently seek for making informed 
decisions. This process will involve user acceptance testing, to 
testing, by letting the small-scale poultry farmers use the 
mobile application by storing their poultry-related data and 
consult our chatbot assistant via the mobile application. 
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Abstract—Requirements engineering in agile product line 

engineering refers to both common and variability components 

establishing a software. Although it is conventional for the 

requirements engineering to take place in a dedicated upfront 

domain analysis phase, agile-based environments denounce such 

a proactive behaviour. This paper provides an observational 

study examining a reactive incremental requirement engineering 

approach called behaviour-driven requirements engineering. The 

proposed approach uses behaviour-driven development to 

establish and maintain agile product lines. The findings of the 

study are very promising and suggest the following: the approach 

is easy to understand and quick to learn; the approach supports 

the constantly changing nature of software development; and 

using behaviour-driven requirements engineering produces 

reliable and coherent requirements. In practice, the 

observational study showed that using the proposed approach 

saved time for development team and customers, decreased costs, 

improved the software quality, and shortened the time-to-

market. 

Keywords—Agile product line engineering; behaviour-driven 

requirements engineering; observational study; requirements 

engineering 

I. INTRODUCTION 

Agile product line engineering (APLE) has been gaining a 
momentum throughout the past decade due to its faster 
delivery, lesser time-to-market, and more involvement for 
customers in every development cycle. APLE is the resulting 
approach of merging agile software development (ASD) and 
software product line engineering (SPLE); that term was 
formally coined at the first APLE’06 Workshop [1]. The 
purpose of APLE is to overcome the weaknesses of both 
paradigms (i.e., ASD and SPLE) while maximizing their 
benefits. A software product line (SPL) is a family of software 
products that share a common set of features (i.e., core assets) 
in addition to the unique features (i.e., variability) associated to 
each product in the family that satisfy the different needs of the 
customers [2]. Thus, it is intuitive to deduce that agile product 
lines (APLs) are SPLs that are either developed in an entirely 
ASD environments or in traditional environments that adopt 
some of the ASD practices. ASD, on the other hand, is a group 
of incremental and iterative software development 
methodologies that advocate quick clean software delivery and 
customers’ involvement throughout the project lifetime [3]. 
The work in this paper focuses on behaviour-driven 

development (BDD) which is an ASD process that encourages 
the collaboration between the different stakeholders (i.e., 
customers, quality assurance, developers, etc.) of a software 
project [4]. 

According to the studies in [5,6], there are eleven factors 
that contribute to the success of a software project. While eight 
of those factors are related to requirements engineering (RE), 
ten of them are related to ASD. RE is the process of 
identifying, analysing, documenting, and managing user 
requirements [7,8]. The overlapping between the RE-related 
and the ASD-related project’s success factors indicates that 
they share the same goals. Thus, it is most likely that having an 
agile-based requirements engineering process highly increases 
the possibility of having a successful software project. 

Having realised the advantages of APLE as a development 
approach and the critical role of RE in a project’s success, it is 
inquisitive to know whether it is feasible to achieve an 
incremental agile-based RE approach for APLs using BDD in a 
real-life empirical case study. 

The rest of the paper is organised as follows: Section II 
explains BDD in further details while Section III briefs the 
reader about related work. Section IV summarises the proposed 
behaviour-driven requirements engineering (BDRE) approach. 
Section V presents the conducted observational study. 
Section VI discusses the results of the study. Finally, 
Section VII concludes the paper. 

II. BACKGROUND 

BDD was created to overcome the shortcomings of test-
driven development (TDD). In particular, the starting point of 
testing, when and what to test, how much to test, understanding 
why a test fails, the need to have naming conventions for tests, 
and knowing whether a specification is met or whether the 
code delivers a business value [4]. BDD combines the general 
methods and practices of TDD with concepts from domain-
driven design and objected-oriented analysis and design [4]. 
This provides a shared process and a common understanding to 
all the involved stakeholders (i.e., developers, designers, etc.). 
Thus, helps them to successfully collaborate on software 
development with well-defined outputs. As a result, BDD is 
capable of delivering working and tested software in shorter 
time-to-market while better managing traceability between the 
different artefacts of the system [4].  
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BDD has six main characteristics [4,9]: 

 Ubiquitous language: which is a common language that 
enables customers and development teams to 
communicate without ambiguity. That language 
contains all the terms that will be used to define the 
behaviour of the systems. Although the structure of 
such languages emerges from the business domain 
model, BDD has its own pre-defined domain-
independent ubiquitous language. 

 Iterative decomposition process: since it is often 
difficult for the development team to find a starting 
point through which they can collect the customers’ 
requirements, BDD works in an iterative manner to 
resolve that issue. Although the customers themselves 
might not have a clear view of the requirements they 
need, they surely know the business values and the 
behaviour they expect from the software project. As a 
consequence, the analysis process in BDD starts with 
the identification of the expected behaviour of the 
system, based on the intended business outcomes, 
which is later decomposed into a set of features. Each 
feature is then realised by a set of user stories and each 
user story is further described through a set of 
scenarios. A scenario is a specific instance of a 
particular user story that describes an actual context and 
output for that user story. 

 Plain text description with User Story and Scenario 
templates: features, user stories, and scenarios are 
represented in plain text predefined templates using the 
BDD ubiquitous language. For example, to write a 
story, the following template is used: 

[UserStoryTitle] (One line describing the story) 

As a [Role] 

I want a [Feature] 

So that [Benefit] 

To write a scenario, the following template is used: 

Scenario 1: [Scenario Title] 

Given [context] 

And [Some more contexts] 

 When [Event occurs] 

 Then [Outcome] 

And/But [Some more outcomes] 

While a user story describes an activity that is done by 
a user in a given role, the scenario describes how the 
system should behave when it is in a specific state for a 
specific feature and an event happens. Both user stories 
and scenarios are directly mapped to tests. 

 Executable acceptance tests (EATs) with mapping rules: 
acceptance tests (ATs) in BDD is the satisfaction 
condition(s) that determines whether the behaviour of a 
particular feature is successfully achieved. BDD 

inherits the characteristic of executable testing from 
automated TDD, where ATs are regarded as automated 
specifications that verify the behaviour/interaction of 
the object rather than its state. Mapping rules provide a 
standardised way of mapping from scenarios to test 
codes, thus, facilitates managing traceability between 
the different artefacts of the system. 

 Readable behaviour oriented specification code: BDD 
emphasises the importance of including the code in the 
system’s documentation. Thus, the code should be 
readable and the specifications should be part of the 
code. The mapping rules help produce readable 
behaviour oriented code. 

 Cross-cutting through the different software 
development phases: at the planning phase, the business 
outcomes are mapped to behaviours, where they are 
then decomposed into a set of features in the analysis 
phase. Then at the implementation phase, the EATs take 
place in which testing classes are derived from 
scenarios. 

III. RELATED WORK 

The APLE literature tackled various problems for the 
different RE activities (i.e., requirements elicitation, analysis, 
modelling, verification and validation, and management). After 
thoroughly studying the APLE RE literature and to the best of 
our knowledge, none of the previous efforts in this area 
proposed a RE solution that was based on BDD. 

Additionally, all the attempts [10-27], except for the efforts 
in [28-31], focused on adopting ASD practices in already 
existing SPLE environments. These efforts are placed on the 
other spectrum of our work which is focusing on building and 
managing APLE in established agile-based environments. 

As a further matter, there were no efforts in the literature 
that offered a reliable RE solution that addressed the five 
activities of the RE process. Although there was an all-
inclusive RE solution attempt [13,14] in the literature, the 
authors did not validate their work through either a theoretical 
or a practical case study. Additionally, the authors collected 
their data from managers only and disregarded the perspective 
of the other stakeholders. Thus, directly violates the values of 
ASD where the perspectives of all the involved stakeholders 
should be taken into consideration throughout the development 
lifetime. Finally, none of the literature mentioned in this paper 
conducted a real-life empirical study to validate the respective 
proposed work. 

The aforementioned research gaps were further confirmed 
by five systematic literature reviews [32-36]. These studies 
concluded that RE was not addressed properly or sufficiently in 
APLE regardless of the agility degree of the used development 
approach. Based on these findings and in addition to the crucial 
role of RE in the success of software projects, it has become 
imperative to have a systematic lightweight RE approach to 
reactively and incrementally develop and manage APLs. 
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IV. SUMMARY OF THE BDRE APPROACH 

The BDRE approach depends on BDD to have an 
incremental evolutionary flexible RE process. The full details 
about the BDRE approach are available in [37]. In BDRE, it is 
assumed that business goals, both functional and non-
functional, are already identified and available for the 
development team to start their RE process. Generally, 
business goals are derived from the business need of finding 
solutions for a particular business problem. 

The BDRE approach consists of five key activities: 
requirements elicitation, analysis, modelling, validation and 
verification, and management. Each activity is briefed as 
follows: 

 Requirements elicitation: This is the first step in the 
BDRE approach where the work starts outside-in. The 
input to this activity is the set of solution hypotheses for 
the already identified business problem. The 
development team uses prototyping to determine the 
relevancy of the proposed solutions set to the 
underlined business goal. After agreeing on the final set 
of solution, the development team determines the scope 
of the system accordingly. After that, the development 
team and the customer’s representative decide the initial 
set of features, reflecting the needed behaviour of the 
system-under-development (SUD), to be developed in 
the next iteration. This concludes the elicitation activity 
with that initial set of features as an output. 

 Requirements analysis: This is the second activity in the 
BDRE approach where the initial user requirements are 
further examined. The initial set of features from the 
previous activity in addition to the already existing 
features, of other products in the same SPL, are fed as 
an input for the analysis activity. The personnel 
representing the roles of business analyst, developer, 
and quality assurance conduct specifications workshops 
(aka. the three Amigo’s meetings) to further analyse 
and negotiate that given inputs. Firstly, they examine 
the relevancy and the clarity of the given features in 
comparison to the business goals. Then, they come to a 
consensus on which features to consider as core assets 
and which ones to consider as variabilities. In case they 
detect an abnormality in the given requirements, they 
may go back to the requirements analysis activity for 
further inspection. Otherwise, they conclude this 
activity by producing an initial set of user stories for 
each core asset/variability feature. 

 Requirements modelling: This is the third step in the 
BDRE approach with the initial set of user stories, 
produced at the analysis activity, as an input. The main 
goal of this activity is to illustrate each user story by an 
example. This is achieved through developing a series 
of real scenarios with actual values for each user story. 
After meetings and negotiations, the development team 
finalises the initial set of scenarios (i.e., the output of 
this activity) for each user story of each feature. If a 
scenario or a user story needs further clarification, the 
development team may go back to the analysis activity. 

Otherwise, they proceed to the next step in the BDRE 
approach. 

 Requirements validation and verification (V & V): This 
is the fourth step in the BDRE approach. The three 
Amigo’s meetings take place again for refining the 
scenarios, produced from the modelling activity, 
according to their relevancy and importance. The 
purpose of this activity is to make sure that all the 
scenarios are done. To ensure that this happens, all the 
associated test cases of each scenario must successfully 
pass. Before producing the final set of scenarios, the 
development team negotiates and discusses all the 
examples with the customer’s representative. In case of 
a disagreement, the three Amigos may decide to go 
back to the modelling activity or start over from the 
elicitation activity based on the severity level of the 
situation. Otherwise, the development team automates 
the produced final set of scenarios; thus, producing 
executable (aka. automated) specifications. The output 
of this V & V activity is the actual implementation, till 
the current development iteration, of the SUD. 

 Requirements management: This is a cross-cutting 
activity in the BDRE approach through which all the 
other activities of the approach are maintained and 
managed. 

V. OBSERVATIONAL STUDY 

This section presents an evaluation to investigate the 
feasibility and usefulness of the proposed BDRE approach. 

A. Research Instruments 

A research instrument is a tool that is used to measure, 
obtain, and analyse data subjects. Research instruments could 
be qualitative, quantitative, or a mix. In this observational 
study, a mixed approach seemed to be the better option as our 
level of understanding and familiarity with the product-under-
study evolved throughout the lifetime of the development. The 
following are the research instruments [38] we used: 

 Qualitative Methods: A qualitative research instrument 
is an exploratory tool that is used to have a better 
understanding of the subject at hand. It provides an in-
depth look into the problem and/or helps developing 
ideas or solution hypotheses. In this research, we used 
two qualitative methods: 

o Observation: When using the observation research 

instrument, the observer can play the role of either 

a participant-observer or an observer participant. A 

participant-observer becomes a member of the 

community being observed; thus, enables them to 

earn the right to participate in the various activities 

accordingly. An observer participant, on the other 

hand, is treated as a visitor who can only observe 

the behaviour and the working environment of the 

development team, with no actual participation in 

their activities. Most of the time, we were an 

observer participant with few participations in 

some hands-on activities. 
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o Interviews: They are an integrated part of any 

agile-based environment. Interviews are basically 

a set of questions, regardless of their form (i.e., 

structured, semi-structured, unstructured, or a 

mixed-form interviews), with respective answers. 

Although agile advocates face-to-face 

communications, this might not be feasible at all 

times in practice. Alternatively, interviews can be 

mediated via telephones or other electronic means. 

We mainly used three types of interviews: in-

depth interviews, face-to-face interviews, and 

discussion groups. 

 Quantitative Methods: Quantitative research 
instruments are techniques that transform data from 
opinions/feelings into numbers and consequently from 
being subjective into being objective. One of the most 
popular quantitative research instruments is 
questionnaires. In this technique, questions can be in the 
format of multiple choices, dichotomous, short answers, 
checkboxes, drop-down, rating scales, and more. 
Depending on the research needs, one or more question 
formats can be adapted. In this research, we used the 
rating scale questions format. In this format, a 
participant is required to give an answer based on a 
well-defined evenly spaced range. 

B. Working Environment 

We tested the proposed approach in a small-sized (i.e., 100 
– 200 employees) start-up agile-based company that is based in 
Egypt. The company has an intensive experience in agile 
development; in particular, Lean and Scrum agile methods. 

The company focuses on the main agile practices such as 
iterative and incremental development; refactoring; automated 
testing; short iterations; pair programming; self-organising 
cross-functional teams; continuous deployment; progressive 
discovery; user story maps; and objectives and key results. 

As the BDRE approach shares the same already 
implemented agile practices in place, the development team 
welcomingly embraced the proposed approach. 

C. The Product under Development: RevoSuite 

RevoSuite is a Business-to-Business Enterprise Software-
as-a-service (SaaS). It is an artificial intelligence (AI)-enabled 
customer relationship management (CRM)/customer lifecycle 
management (CLM)/business intelligence (BI) system for 
pharmaceutical and life sciences businesses. The development 
of the product started in 2012 and evolved throughout the 
years. New enhancements are still added to the product despite 
being realised in the market late 2012. 

D. The Observational Study Goal 

The goal of this observational study is to investigate the 
feasibility of the BDRE approach in a real-life industrial case 
study. The elements of the observational study are inferred 
from the values of BDD. Table I lists the five elements of the 
observational study and the required observation from each one 
of them. 

The participants in this study volunteered to take a part in 
our observational study. All the participants, except for the 
customer’s representative, have worked on RevoSuite 
throughout its lifetime. The total number of volunteering 
participants is 24, categorised as follows: six business analysts, 
eleven developers, six quality assurance, and one customer’s 
representative. 

Prior to starting the observational study, we explained the 
BDRE approach to the participants and offered them training 
on how to implement the approach. Afterwards, the 
participants took parts in various complexity pilot projects 
throughout the RevoSuite different development iterations. 
Thus, enabled us to monitor and observe the participants’ 
performance. Additionally, we developed a questionnaire 
addressing the elements listed in Table I in further details and 
asked our participants to anonymously answer the 
questionnaire from the perspective of each one’s role. 

TABLE I. OBSERVATIONAL STUDY ELEMENTS 

Study Element Required Observation 

Learnability 

Whether the participants are able to use the BDD 

ubiquitous language to express features, user stories, and 
scenarios 

Coherence 
Whether the participants are able to produce consistent 

outputs compared to that of the required business goals 

Restrictions/Co
nflicts 

Whether the participants are able to find all the explicit 

and implicit constraints and conflicts through executable 

specifications  

Evolution 

Whether the participants are able to start a feature, 

integrate new changes as they come in, and eventually 
deliver the feature in a manner consistent with the 

behaviour expected by the customer. 

Readability 
Whether the participants are able to read and understand 

the documentation, including the code, of the system. 

VI. RESULTS AND DISCUSSION 

This section presents and discusses the results of both the 
pilot projects and the questionnaire. 

A. Pilot Projects Results 

The participants’ performance was measured by two 
factors: the time spent on each feature from beginning to end; 
and the uniformity of their output compared to that expected by 
the respective business goal. In general, the time spent on each 
feature was directly proportional to the complexity degree of 
that feature. Consequently, the time spent in high-complexity 
pilot projects varied between double to tribble that of the low- 
complexity projects. Despite that, the performance of all the 
participants was almost consistent regardless of the complexity 
of the features. The only exception was for the one customer’s 
representative whose performance was inversely proportional 
to the complexity of the feature at hand. 
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In projects with low-medium complexity, we observed that: 

 Learnability: almost all the participants were able to 
successfully use the BDD ubiquitous language to 
illustrate features, user stories, and scenarios. 

 Coherence: more than 80% of the participants were able 
to have consistent outputs to those of the required 
business goals. 

 Restrictions and conflicts: more than 75% of the 
participants were able to deduce all the explicit 
restrictions and conflicts. However, only half of them 
were able to spot all the implicit constraints. 

 Evolution: more than 80% of the participants were able 
to start a feature, integrate new changes as they merge, 
and eventually deliver the feature (i.e., a core asset or a 
variability) in consistency with the expected behaviour 
of the system. 

 Readability: all the participants were able to read and 
understand the system’s documentation with minor 
difficulties. 

In projects with high complexity, on the other hand, the 
participants spent more time on the features although they 
attained the same performance as that of the low-medium 
complexity projects. The only exception was the customer’s 
representative whose performance dropped as the complexity 
of the feature increased. 

B. Questionnaire Results 

We used a five points Likert-scale, ranging from strongly 
disagree to strongly agree, to record the questionnaire 
responses. Fig. 1 illustrates the average responses per role for 
each question in the questionnaire. According to the recorded 
responses, the participants have come to a consensus that the 
BDRE approach is flexible, easy to understand, and easy to 
apply in practice. Some participants, however, shared their 
concerns about the potentiality and reliability of the BDRE 
approach in terms of scalability or when used with more 
complex systems. Lastly, finding implicit constraints was 
tricky and out of the comfort zone for some developers as well 
as for the customer’s representative. 

VII. CONCLUSION 

APLE is increasingly gaining momentum in software 
development. Nonetheless, adopting APLE in practice calls for 
a special focus on RE. We proposed the BDRE approach to 
provide a flexible lightweight incremental RE process through 
using BDD throughout the different activities of RE. In this 
paper, we presented an observational study to examine five 
aspects of the BDRE approach in an empirical real case study. 
The results of the study were encouraging and shed the light on 
the strengths and weaknesses of the approach. 
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Fig. 1. Average Responses per Role to the Likert-Scale Questions. 
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Abstract—The development Intrusion Detection System (IDS) 

has a solid impact in mitigating against internal and external 

cyber threats among other cybersecurity methods. The machine 

learning-based method for IDS has proven to be an effective 

approach to detecting either anomaly or multiple classes of 

intrusion. For the detection of various types of intrusion by a 

single IDS model, it is discovered that the overall high accuracy 

of the IDS model does not translate to high accuracy for each 

attack type. Some intrusion attacks are seen to share similarities 

with other attacks thereby evading detection, one of which is the 

generic attack. The notoriety of the generic attack is the ability of 

a single generic attack to compromise a whole bunch of block-

ciphers. Therefore, this study proposed a machine learning 

framework to specifically detect generic network intrusion by 

implementing two (2) decision tree algorithms. The decision tree 

methods were developed using two distinct variants namely the 

J48 and Random Tree algorithms. A balanced generic network 

dataset was curated and used for model development. A 10-fold 

cross-validation technique was implemented for model 

development and performance evaluation, where all obtainable 

performance scores were extracted and presented. The 

performances of the decision tree methods for generic network 

intrusion attack detection were comparative analysis and also 

evaluated against existing methods. The proposed methods of this 

study are robust, stable and empirically seen to have 

outperformed existing methods. 

Keywords—Generic attack; decision trees; cybersecurity; 

intrusion detection 

I. INTRODUCTION 

The unprecedented surge of digital users over the years had 
led to the expansion of the world‟s cyberspace [1], [2]. 
Technological advancements had seen the enablement and 
rapid growth of various digital services offered to individuals 
and entities across the world [3]. Cyberspace consists of 
billions of connected devices and users whose security is now 
pivotal to the existence of the modern world [4], [5]. 
Cybersecurity emerges as the field that ensures the security of 
cyberspace. 

Cybersecurity ensures data, information, and devices 
confidentiality, availability, and integrity against cyberspace 
attackers through sets of systems, technologies, and processes 
[6]. That means cybersecurity is responsible for providing 
countermeasures for removing and or ameliorating security 
threats and breaches (internal or external intrusion attacks) [7]. 

Before the execution of any known and unknown threat or 
attack, an attacker must first intrude (i.e. gain access to) his or 
her target network. This made the detection of intrusion a 

pivotal research area in cybersecurity [8]. The development of 
Intrusion Detection Systems (IDS) has received enormous 
research spotlight and the application of machine learning 
algorithms has proven to be the best method of developing 
effective and efficient IDS among other methods [9] – [13]. 

A recent review of the literature identified a problem that 
the effectiveness of machine learning (ML) based IDS for 
classifying multiple types of intrusion using a single model are 
hampered among network attacks with similar characteristics 
[14]. Hence, it becomes necessary to isolate and develop 
specific machine learning IDS for these types of extremely 
dangerous attacks. One such dangerous attack is called the 
„Generic‟ attack. The generic attack is dangerous such that one 
(1) generic attack can attack all block-ciphers regardless of the 
distinct structure of the ciphers [15], [16]. 

Despite known to be dangerous, countermeasures against 
generic intrusion are not well researched and developed in the 
context of applying ML algorithms. Generic network intrusions 
are not captured by KDDCup‟99 and NSL-KDD intrusion 
network dataset [1]. However, the comprehensive and 
contemporary dataset published by [16] contains generic attack 
traffics. Even so, this dataset [16] is usually used for 
developing anomaly (i.e. normal and attack) [17] and multi-
class (i.e. normal and nine (9) other attacks) IDS [18]. Hence, 
this study is motivated and thereby proposes an ML-based IDS 
framework specifically for detecting generic network intrusion 
attack. The contributions to knowledge made by this research 
are highlighted below: 

1) Development of a balanced network intrusion „Generic‟ 

attack dataset for machine learning classification process; and 

2) Implementation and performance evaluation of two (2) 

distinct machine learning decision tree algorithms as the 

proposed methods for detecting generic network intrusion. 

The decision trees were selected as they are seen to have a 
sharp distinction between their methods of learning, unlike 
other decision tree algorithms. More so, through this research 
work, answers to the following research questions are sought: 

1) How well can J48 and Random Tree decision tree 

algorithms effectively detect generic attacks? 

2) Is there any significant difference(s) in using distinct 

variants of decision tree algorithms for detecting generic 

network intrusion? 

3) How good is the performance of the proposed method 

against related existing methods? 
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The proposed methods of this study, whose application lies 
in network security, will serve as a customized IDS for 
detecting generic network intrusion. The remaining part of this 
study is structured as follow: Section II contains a review of 
related works, Section II vividly reveals the method (i.e. 
dataset, implemented models and performance evaluation 
metrics), Section IV present results and discussions and finally 
Section V shares the conclusion and future works. 

II. REVIEW OF RELATED WORKS 

Although stand-alone researches on generic network 
intrusion detecting are very scarce, some multi-classification 
researches on IDS present a breakdown of their model‟s 
performances. The type of research studies that made these 
provisions as well as other closely related studies was sought 
and reviewed accordingly. 

The research work of [19] presented an ensemble of 
sophisticated deep learning algorithms for detecting different 
types of network anomalies. The study implemented a majority 
voting ensemble of three hyper-parameter long-short-term 
memory deep neural network with an embedded feature 
extraction module. The feature extraction module composed of 
a Genetic Algorithm (GA). This algorithmic framework was 
implemented and fitted on NSL-KDD and UNSW-NB15 
datasets. The published method reported an overall accuracy of 
99.9%. However, the performance of the implemented 
framework for the detection of a generic attack dropped to 
95.23% without feature selection and 97.31% with feature 
selection. This supports the need to develop a specified generic 
network IDS method with increased accuracy and lower false 
alarm rate. 

Another study [15], presented a novel integrated rule-based 
multi-classification method IDS fitted on the UNSW-NB15 
dataset. The proposed method is a misuse-based IDS for four 
type of attacks namely: DOS, Generic, Exploit, Probe and the 
Normal traffic in a network. The proposed method achieved an 
overall Average accuracy (i.e. AvgAcc) of 65.21% for all 
classes of attacks and a False Alarm Rate of 2.01%. From the 
study, an improved IDS is generally required even to detect 
other types of network intrusion. 

A more recent study [20] published a stacked ensemble 
method for developing a multi-classifying IDS. Three (3) 
methods for stacking base classification algorithms were 
implemented namely:  Meta Decision Tree (MDT), Multiple 
Model Trees (MMT) and Multi-Response Linear Regression 
(MLR). The base classifiers are Naïve Bayes, Decision Tree 
and K-Nearest Neighbour. The evaluation of the base learner 
(DT) for classifying all attack type achieved an overall 
accuracy of 75.71% without feature selection. The MMT 
ensemble method produced 96.89% overall accuracy, the MDT 
ensemble method had 98.08% and the MLR method had 97.8% 
accuracies based on the correlated reduced feature selected 
model. The performance of the method for detecting generic 
network intrusion was not disclosed. 

Gharaee & Hosseinvand [21] reportedly developed a new 
feature selection IDS using the support vector machine 
algorithm and a genetic algorithm for feature selection which 
was referred to as “GF-SVM”. The genetic feature selection 

algorithm was reportedly developed using a novel fitness 
function that was responsible for dimensionality reduction. The 
overall performance of the multi-classifier IDS was broken 
down and presented for each class of attack. The implemented 
method was able to achieve an accuracy of 97.51%, 96.69% 
True Positive (TP) rate, and 0.01% False Positive (FP) rate for 
the „Generic‟ attack as related to this study. The rate at which 
generic network intrusion can be detected (TP) by [21] can be 
further improved while the FP rate can be lowered which is the 
intention of this study. 

Succinctly, the review of related literature that provides the 
performance breakdown of the existing method further 
strengthen the need for developing stand-alone generic network 
intrusion attack detectors. 

III. METHOD 

In this section, details of the dataset of the study are 
presented as well as the machine learning algorithms used to 
implement the generic detector IDS and the performance 
evaluation metrics for the implemented models. 

A. Dataset 

Dataset serves as a core part of empirical research. 
Therefore, it is important to make use of the dataset that truly 
serves the study‟s aim, strengthens the study as well as being 
state-art-of-the-art. In this study, the development of ML 
decision trees methods for detecting „generic‟ network 
intrusion attack is crucial. Therefore, a state-of-the-art dataset 
is used to conduct the study‟s experiment. In the research scope 
of developing ML methods for network intrusion detection, the 
UNSW-NB15 dataset is currently the best benchmarking and 
the openly available dataset [16]. This dataset ousted other 
public network attack datasets (i.e. KDDCup‟99 and NSL-
KDD) by providing contemporary network traffic and attacks 
[16]. 

The KDDCup‟99 is the initial benchmarking dataset but 
was revised and led to the production of the NSL-KDD dataset. 
The NSL-KDD data is devoid of all redundancy in its 
predecessor and provides a more balanced dataset [9], [22]. 
However, it does not contain contemporary attacks as executed 
by attackers‟ such as the „Generic‟ attack type that is been 
studied in this research work. More so, attackers daily carry out 
dynamic attacks which then require developing intelligent 
countermeasures from a contemporary dataset (having real and 
or synthetic attacks) to adequately ameliorate novel malicious 
network activities [23]. KDDCup‟99 and NSL-KDD are not 
reflective of contemporary attacks and network packets, which 
single-out and justifies the usage of the UNSW-NB15 dataset 
by this study. 

As mentioned in the introduction section, a high-
performing multi-classifier does not usually achieve single-
class discrimination when two or more class shares similar 
feature values [14]. Therefore, to achieve the aim of this study, 
the „Generic‟ attack instances were extracted from the UNSW-
NB15 dataset alongside adequate „Normal‟ instances to create 
a balanced dataset. Table I gives insights into the dataset used 
in this study. 
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The original dataset contains forty-five (45) variables 
which were reduced to forty-three (43) in the newly created 
dataset (i.e. without the „id‟ and „attack_cat‟ variables). Forty-
two (42) of all variables serves as independent variables and 
the forty-third (43rd) variable is the dependent variable with 
two values as shown in Table I. From the original dataset, there 
are 18,871 „Generic‟ attack instances. As such, 18,954 normal 
instances were extracted to create the benchmark dataset for 
this study. 

B. Implemented Models 

In this study, two (2) distinct variants of the decision tree 
(DT) machine learning algorithms were used to fit the required 
models for detecting generic network intrusion attacks. 

Decision tree algorithms are a family of machine learning 
classification and regression algorithms that fits a model on a 
given dataset having considered the entropy of some or all 
attributes for making its splitting decision. Tree-based machine 
learning algorithms are widely used and acceptable for various 
research and industrial areas, even as distant as software defect 
prediction in the field of software engineering [24] and even 
for the prediction of factors in educational management [25]. 
Decision Tree models are known to always produce 
interpretable models. Additionally, the derived tree inherent in 
every decision tree model can be used as a rule(s) for guiding 
expert decision aside from its usage for prediction. 

Fundamentally, all decision tree algorithm can perform 
both regression and classification (primarily binary 
classification) analyses. Decision algorithms usually fit its 
model through a greedy top-down method which is performed 
recursively on the dataset to find the most informative variable 
at each split decision junction [25]. Additionally, it may also 
include a method for producing a fine-tuned tree by the way of 
pruning the initial tree based on the error rate thereby removing 
redundant branches [26]. All decision tree algorithms begin the 
process of fitting a model with a root node (which is the most 
informative variable) and then create branches and some leaves 
downwardly based on the results of testing variables values 
Extracted from [26]. 

Pseudocode 1: A typical Decision Tree Algorithm. 
1: Create a root node R; 

2: IF (W belongs to same category C) 

  {leaf node = R; 
      Mark R as class C; 

      Return R; 

   } 
3: For i=1 to R 

  {Calculate Information_gain (Ai);} 

4: ta = testing attribute; 

5: R.ta = attribute having highest information_gain; 

6: If(R.ta == continuous) 

  {find threshold;} 

7: 
8: 

For (Each W in splitting of W) 
   If (W is empty) 

        {child of R is leaf node;} 

        else 
        {child of R= dtree W;} 

9: calculate the classification error rate of node R 

10: return R; 

TABLE I. TABLE TYPE STYLES 

Dataset Description 

No of Attributes 43 

No. of Independent Variables 42 

Dependent Feature values 
distribution 

Values 

Generic Normal 

18,871 18,954 

As mentioned earlier, two (2) machine learning decision 
trees algorithms variants were considered in this study. These 
are the famous J48 and Random Tree algorithms. 

J48 algorithm is usually a greedy top-down approach 
starting from the root node through the branches down to the 
leaves. It can also follow a bottom-up approach. It contains 
decision nodes (branches) which are indicators to tested 
attributes and leaves which signifies class values. J48 is 
characterized by its ability to accept both nominal and 
continuous variable values. Also, it includes an imputation 
technique that resolves missing values in variables as well as a 
pruning mechanism for developing optimal but small trees that 
avoid over-fitting [26]. In this study, the J48 algorithm was 
implemented and fitted on the described dataset. The resulting 
model was evaluated using all obtainable performance 
evaluation metrics. 

On the other hand, Random Tree is another variant of the 
decision tree algorithm family that fits various decisions trees 
on a given dataset using N randomly selected variables at each 
node. These sets of random decision trees usually form a 
uniform distribution which gives each tree an equal sampling 
chance. These uniformly distributed trees are used to develop a 
random tree through aggregation which produce a more robust 
and accurate model. In this study, the Random Tree algorithm 
was implemented and fitted on the dataset producing a model 
which was subjected to the evaluation of its performance in 
discriminating between „Generic‟ intrusion attack and normal 
network traffic. 

The experimental framework of this study is graphically 
depicted in Fig. 1 which illustrate how the data preprocessing 
and processing, the selected machine learning decision trees 
methods were developed and their respective performance 
evaluation. 

The decision tree methods, namely J48 and Random tree 
decision tree algorithms, were implemented and fitted on the 
randomly shuffled dataset through the 10-fold cross-validation 
technique. The cross-validation technique is the method of 
fitting a robust model by splitting the dataset into user-defined 
value – 10 partitions. It trains the model using the first 9 splits 
and test on the set-aside split. This is repeated 10 times until all 
splits are used for training and testing. The 10 models are then 
aggregated to produce a robust model. The performances of the 
fitted models (i.e. J48 and Random Tree generic attack 
detectors) were measure and evaluated using widely acceptable 
metrics, such as confusion matrix, MCC, accuracy, True 
positive, True negative, kappa score and others as previously 
mentioned. 
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C. Performance Evaluation Metrics 

This section discusses how the performance of the 
proposed ML decision trees methods for detecting generic 
network intrusion attack was evaluated. The models can be 
referred to as binary classification (i.e. two class values) 
methods. Thus, our proposed methods were evaluated by 
populating and reporting their respective performance values 
using the confusion matrix. More so, other performance values, 
which can be derived from the confusion matrix, were also 
reported. These are: TP Rate (i.e. Detection Rate), FP Rate (i.e. 
False Alarm Rate), Precision, Recall, F-Measure, Matthews 
Correlation Coefficient (MCC), Area Under Curve (AUC) [2], 
[10], [19], [27]–[30]. Also, the overall accuracy (i.e. the 
percentage of correctly classified „Generic‟ attack and normal 
network traffic), as well as kappa value, were obtained for each 
method. 

For emphasis, the MCC metric is arguably the prime metric 
for evaluating a binary classification as it based on all four 

values of the confusion matrix [19], [31]. It reveals the 
correlation coefficient among the detected and expected 
predictions, having a value ranging from 0 to 1 [30]. Therefore, 
a better gauge of the classification model is revealed in the 
MCC value. However, this does not relegate other performance 
metrics. MCC metric is calculated as seen in Equation 1. 

     
           

√(     )(     )(     )(     )
            (1) 

Matthews Correlation Coefficient extracted from [31]. 

As illustrated in the proposed empirical framework 
presented in Fig. 1, all „Generic‟ attack network instances from 
the UNSW-NB15 dataset were extracted. Additionally, enough 
normal network instances were also extracted to create a 
balanced dataset that serves as input to the decision tree 
methods. Before inputting the balanced dataset, it was shuffled 
to ensure instances of both class values were properly mixed 
and the model can learn from the distribution simultaneously. 

 

Fig. 1. Experimental Framework.
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IV. RESULTS AND DISCUSSION 

This section reports the performance of the proposed ML 
decision trees methods in tables and charts. More so, the results 
are being discussed individually and a comparative analysis of 
the performance of the proposed methods against existing 
methods is provided by answering the aforementioned research 
questions. 

A. Results 

As previously discussed, the dataset has a total number of 
18,871 generic instances and 18,954 normal instances. Also, 
the proposed methods were developed using a 10-fold cross-
validation technique for classification model development. 

The J48 „Generic‟ attack classifier performance confusion 
matrix is presented in Table II and other derived performance 
evaluation values are presented in Table III. 

As seen in Table II, there were 18,830 correctly classified 
instances of „generic‟ attack out of the total of 18,871. 
Similarly, there were 18,921 correctly classified normal 
instances out of the total of 18,954. A total of 41 generic attack 
instances were misclassified as normal while a total of 33 
normal instances were falsely classified as generic. 

The values of other derived performance measures are 
revealed in Table III. 

From Table III, the proposed J48 classifier achieved an 
overall accuracy of 99.804% - an excellent performance. This 
is evident as revealed in the confusion matrix in Table II. 
Additionally, this model scores a kappa value of 0.9961 
indicate the model performed higher than chance. The model 
achieved the TP and TN rates of 0.998 respectively while it 
also had FP and FN rates of 0.002 respectively. Its precision, f-
measure and recall values also tallied at 0.998. Lastly, it had an 
AUC score of 0.999 while it had an MCC score of 0.996. 

TABLE II. J48 GENERIC ATTACK DISCRIMINATOR CONFUSION MATRIX 

 Generic Normal 

Generic 18,830 41 

Normal 33 18,921 

TABLE III. J48 GENERIC ATTACK DISCRIMINATOR EVALUATION 

Evaluation Metric J48’s Performance Value 

Accuracy 99.804% 

Kappa 0.9961 

TP Rate (Detection Rate) 0.998 

FP Rate 0.002 

TN Rate 0.998 

FN Rate 0.002 

Precision 0.998 

Recall 0.998 

F-measure 0.998 

MCC 0.996 

AUC 0.999 

The performance of the model obtained after fitting the 
Random Tree algorithm on the dataset via 10-fold cross-
validation was also evaluated just like its counterpart. Table IV 
presents the confusion matrix for the Random tree classifier. 

From Table IV, 18,776 of 18,871 generic attack instances 
were correctly classified while 18,883 of 18,954 normal 
instances were also correctly classified. 95 generic instances 
were misclassified as normal traffic while 71 normal instances 
were misclassified as a generic attack. 

Additionally, other performance values were derived and 
depicted in Table V. 

This Random tree proposed method achieved an overall 
accuracy of 99.561% and a kappa score of 0.9912. It obtained a 
TP rate of 0.995, TN rate of 0.996, FP Rate of 0.004, and FN 
Rate of 0.005. More so, it had a precision, recall and f-measure 
score tallied at 0.996 respectively. The classifier scored an 
AUC value of 0.997 while having a 0.991 MCC score. 

B. Discussion 

This study aims to develop a machine learning framework 
specifically capable of detecting the extremely dangerous 
generic network intrusion attack which shares similarity with 
other types of attack thereby evades detection. Following the 
implemented of the proposed framework, the two generic 
network intrusion attack detectors were robustly developed and 
evaluated using the 10-fold cross-validation technique. Two 
algorithmically distinct decision tree methods were developed, 
and all obtainable performance evaluation scores were derived 
from the confusion matrix obtained produced by each of the 
methods. 

TABLE IV. RANDOM TREE GENERIC ATTACK DISCRIMINATOR 

CONFUSION MATRIX 

 Generic Normal 

Generic 18,776 95 

Normal 71 18,883 

TABLE V. RANDOM TREE GENERIC ATTACK DISCRIMINATOR 

EVALUATION 

Evaluation Metric RT’s Performance Value 

Accuracy 99.561% 

Kappa 0.9912 

TP Rate (Detection Rate) 0.995 

FP Rate 0.004 

TN Rate 0.996 

FN Rate 0.005 

Precision 0.996 

Recall 0.996 

F-measure 0.996 

MCC 0.991 

AUC 0.997 
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A comparative analysis of both proposed methods 
empirical results reveals that the model produced after fitting 
the J48 decision tree algorithm is insignificantly better than 
Random Tree‟s model as presented in Table VI. 

Table VI present the empirical results of the methods using 
four benchmark performance metrics out of all performance 
metrics mentioned in the performance evaluation section. The 
J48 DT method is seen to produce an overall accuracy of 
99.8% while the Random Tree DT method produced an overall 
accuracy of 99.6%. Similar trends are recorded for the 
detection rate (i.e. TP) and the False Alarm Rate (i.e. FP). J48 
method detected a „Generic‟ attack at 99.8% while Random 
Tree did the same at 99.5%. 

More so, both methods were able to detect generic network 
intrusion attack with an extremely low false alarm rate. J48% 
false alarm rate is 0.002% while the Random Tree method‟s 
rate is at 0.004%.  Both decision tree methods proved to be a 
viable method for detecting a generic attack. This summarized 
comparative analysis is depicted in Fig. 2. 

C. Comparative Analysis with Existing Methods 

The answers to this study‟s research questions, which also 
facilitate comparative analysis of the proposed methods even 
with existing methods, are provided in this section.  The first 
research question is about the effectiveness of the machine 
learning decision tree (i.e. J48 and Random Tree) methods. As 
seen through the empirical results, the effectiveness of these 
methods for detecting generic network cannot be over-
emphasized. Both methods are excellently effective at a 
detection rate not lower than 99% and with an incredible false 
alarm rate lower than 0.05%. The MCC scores of both methods 
were also not lower than 0.99 as well as their precision, recall, 
f-measure and ROC values. All these results indicate that both 
J48 and Random Tree generic network intrusion attack detector 
are highly effective. 

TABLE VI. EMPIRICAL RESULTS 

Decision Tree 

Algorithms 

Accuracy 

(%) 

Detection 

Rate (%) 

False Alarm 

Rate 
MCC 

J48 99.8 99.8 0.002 0.996 

Random Tree 99.6 99.5 0.004 0.991 

 

Fig. 2. Summative Comparative Analysis of Proposed Methods. 

The second research question aims to investigate the 
comparative performance of the implemented distinct variants 
of the decision trees method. Also, the empirical results 
indicate that the methods do not significantly outperform each 
other. Since all other variants of the decision tree algorithms 
are closely related to one of these distinct variants, it is safe to 
infer that any decision tree method implemented for detecting 
generic attack will perform similarly to the proposed methods 
of this study. 

Lastly, the answer to the third research question which is 
the comparative analysis of the proposed method against the 
existing method is provided. The published sophisticated 
genetic algorithm and deep-learning method [19] reported a 
95.23% overall accuracy for detecting generic attack with 
feature selection. This reported performance [19] which is 
lower compared to the overall accuracy for the said method for 
multi-classification, is also lower than the performance of this 
study‟s proposed methods for generic network intrusion 
detection. 

Also, the decision tree method published by [20] achieved a 
75.71% generic attack detection accuracy without feature 
selection while its stacked ensemble methods on the correlation 
reduced models produced 97.8%, 96.89% and 98.08% 
accuracies. All these models were outperformed by the 
proposed methods of this study as this study‟s methods had at 
least a 99% detection rate. 

Additionally, the novel integrated rule-based IDS [15] for 
detecting DOS, Generic, Exploit, Probe attacks and the Normal 
traffic in a network had an overall AvgAcc of 65.21% for all 
classes of attacks and a False Alarm Rate of 2.01% which is 
comparatively lower than the performance of this study‟s 
method even if broken down into different attack types. The 
existing (i.e. multi-classification) methods are low-performing 
machine learning methods for detecting generic network 
intrusion attack which justifies the importance of this research. 

V. CONCLUSION AND FUTURE WORKS 

This study proceeds to develop tree-based machine learning 
generic network intrusion detection models, having identified 
the problem that generic attack shares similarities with other 
attacks and usually evades detection from multi-classification 
IDS. Two (2) distinct tree-based machine learning method, J48 
and Random Tree algorithms were proposed to implement this 
study‟s models. 

J48 model was able to detect generic network attack at 
99.8% and a false alarm rate of 0.002 while the Random Tree 
model detected generic network attack at a 99.6% detection 
rate and a false alarm rate of 0.004. The comparative analysis 
of the proposed methods against existing methods which are 
mostly multi-classification IDS reveals that the proposed 
method performed better than all of them in detecting generic 
network intrusion. 

In the future, the application of other types or families of 
machine learning classification method will be explored. More 
so, the culling out of important feature (i.e. reducing the 
dimensionality) from the original feature space of this balanced 
generic attack dataset will be considered. 
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Abstract—Action recognition involves the idea of localizing 

and classifying actions in a video over a sequence of frames. It 

can be thought of as an image classification task extended 

temporally. The information obtained over the multitude of 

frames is aggregated to comprehend the action classification 

output. Applications of action recognition systems range from 

assistance for healthcare systems to human-machine interaction. 

Action recognition has proven to be a challenging task as it poses 

many impediments including high computation cost, capturing 

extended context, designing complex architectures, and lack of 

benchmark datasets. Increasing the efficiency of algorithms in 

human action recognition can significantly improve the 

probability of implementing it in real-world scenarios. This 

paper has summarized the evolution of various action 

localization, classification, and detection algorithms applied to 

data from vision-based sensors. We have also reviewed the 

datasets that have been used for the action classification, 

localization, and detection process. We have further explored the 

areas of action classification, temporal and spatiotemporal action 

detection, which use convolution neural networks, recurrent 

neural networks, or a combination of both. 

Keywords—Action recognition; deep learning; vision sensors; 

convolution neural networks (CNN); recurrent neural networks 

(RNN); action classification; temporal action detection; 

spatiotemporal action detection 

I. INTRODUCTION 

There are two types of human action recognition systems - 
sensor-based and video-based [1]. Various on-body and 
ambient sensors are used to understand and label human 
actions performed in recorded videos or real-time video 
streaming. Video cameras are the essential wellsprings of new 
data on the Internet. A video is an organized arrangement of 
frames of a similar resolution taken at regular intervals of 
time. While developing the video processing algorithm, the 
video is partitioned into two classes-video streams and video 
sequences. Video stream is a continuous video for online 
processing as we are unaware of the information present in 
future frames. The video sequence is a fixed-length video 
where all frames are accessible without a moment's delay. 
Currently, most video cameras do not perform automated 
action recognition. Since the amount of video data available is 
extremely high, automatic action recognition has become a 
necessity. Furthermore, action recognition will facilitate 
efficient human-machine interactions, video surveillance, 
patient-care, smart homes, sports video analysis, gaming, and 
intelligent retail. 

An action recognition process involves two tasks: action 
classification and action localization, as represented in Fig. 1. 
Action classification consists of assigning labels to various 
action instances in videos. Although it is possible to classify 
some actions using single frames, most actions occur in a 
series of adjacent frames. The motion in these frames must be 
captured to classify the actions. Video data brings a new 
feature that is absent in static images, which are motion. This 
motion characterizes actions in videos. To obtain these motion 
features, the motion field must be obtained. Optical flow, 
which represents the apparent motion between frames, is used 
to estimate the motion field. 

The extensive input data, less availability of computational 
resources, and difficulty in obtaining the optical flow pose 
major problems while classifying actions. In action 
classification tasks, the model must run through multiple 
windows in search of action instances. This is computationally 
expensive and time-consuming. Temporal action detection 
models work on the data before action classification models to 
reduce computational costs. They define the temporal bounds 
of action instances and specify to the action classification 
model the actions' temporal location in any given video 
sequence. Spatiotemporal action detection models provide 
information on the spatial locations of the action in addition to 
the temporal bounds. 

The field of computer vision and deep learning has already 
seen significant success in object detection, classification, and 
localization techniques, and now the area of study is moving 
towards efficient action detection and recognition tasks. 
Sliding window approaches were the earliest action 
localization approaches that scanned the videos exhaustively 
to get the video's actions' spatial and temporal coordinates. 
Some previous action recognition approaches like Silhouette 
and poses estimation were inspired by object detection 
frameworks [2]. These frameworks were directly extended to 
the spatiotemporal scale to localize action. Before Deep 
Learning approaches came into the picture, handcrafted 
techniques like Histogram of Oriented Gradient (HOG) [3], 
Histogram of Optical Flow (HOF) [4], Extended 
SURF(ESURF) were prevalent [5]. Although these 
approaches were robust to background noise, change in 
illumination, and video clutter, they lacked semantics and 
discriminative capacity. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

605 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 1. Action Recognition - Steps Involved. 

The purpose of this paper is to analyze the various deep 
learning architectures for action recognition techniques. It 
focuses on visual sensor-based methods. The paper has 
elaborated on action classification, temporal/spatiotemporal 
action detection, and localization techniques. Section 2 
describes the various datasets available for action 
classification, recognition, detection, and localization. 
Section 3 explores the different proposed methodologies for 
action classification tasks. Section 4 delves into the existing 
approaches for temporal action detection, and Section 5 
discusses the methods proposed for spatiotemporal action 
detection, respectively. Section 6 concludes the whole paper. 

II. DATASETS 

An estimation says that there are over 1000 human action 
categories. A variety of studies have been conducted to create 
datasets that can help us overcome the challenges posed by 
human action recognition. Action recognition and localization 
is a widely studied problem. The key challenges associated 
with this field have been variations in human posture, scaling, 
pixilation, speed, background clutter, and occlusion. Low-
grade and insufficient datasets lead to challenges such as 

prediction of wrong action class, incorrect spatial or temporal 
action localization, and inability to detect more than one 
action in a frame. Table I lists some of the most used datasets 
for performing action localization and recognition tasks and 
compares them based on several action classes, data size, 
nature of video clips, and their aim. 

Earlier datasets contained very few action classes. UCF 
sports has ten action classes: Golf Swing, Lifting, Running, 
SkateBoarding, Kicking, Diving, Swing-Bench, Swing-Side, 
Riding Horse, and Walking [6]. UCF sports is introduced, 
which mainly comprises the video sequences featured on 
television channels BBC and ESPN. 

Various datasets are not realistic, and the action classes are 
also significantly less. K. Soomro, A. Zamir, and M. Shah [7] 
targeted these issues and proposed a new dataset, UCF101. It 
consists of 101 action classes, 13000 vid clips, 27 hours of 
video clips. Also, the video clips in this dataset are more 
realistic as they are not recorded in controlled environments, 
which is essential for training a model which performs well in 
the real world. However, there is not much variation in the 
video clips for a particular action class in UCF101. 

TABLE I. DATASETS USED FOR ACTION RECOGNITION 

Datasets Number of action classes Data size Trimmed/Untrimmed Year of release Main Sources 

UCF sports 51 action classes 6849 video clips Trimmed 2008 
BBC Motion Gallery and 

GettyImages 

HMDB51 51 action classes 6849 video clips Trimmed 2011 

The Prelinger Archive, 

YouTube, and Google 
videos. 

UCF101 101 action classes 13320 video clips Trimmed 2012 YouTube 

JHMDB 21 action classes 928 video clips Trimmed 2013 

The Prelinger Archive, 

YouTube, and Google 
videos 

Thumos15/14 101 action classes 
18,420(thumos15), 

15,906(thumos14) 
Untrimmed 2015(v15), 2014(v14) YouTube 

ActivityNet 200 action classes 
9682 video clips(v1.2), 
19,994 video clips(v1.3) 

Untrimmed 2016(v1.3), 2015(v1.2) -  

Kinetics 400 400 action classes 300k video clips Trimmed (10s) 2017 YouTube 

Kinetics 600 600 action classes 500k video clips Trimmed(10s) 2018 YouTube 

Kinetics 700 700 action classes 650k video clips Trimmed(10s) 2019 YouTube 
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Some of the datasets focused on increasing the robustness 
of various action recognition models by exploring under 
numerous conditions like the movement of the camera, angle, 
and position of viewpoint, quality of the video, and occlusion. 
Human Motion Database (HMDB51) [8], dataset focuses on 
features mentioned above. At least two observers validate the 
clips of the datasets to establish consistency. The dataset also 
contains metadata like the number of actors involved, 
viewpoint, presence or absence of motion of the camera, and 
category labels. 

H. Jhuang, J. Gall, S. Zuffi, C. Schmid, and M. Black [9] 
proposed JHMDB, "joint-annotated HMDB." This dataset 
annotates human joints in the HMDB dataset. However, it 
contains lesser action categories as compared to HMDB51. 
Their main objective is to understand what features improve 
the efficiency of action recognition algorithms primarily. They 
find that high-level pose features are more efficient for 
capturing actions in videos than low/mid-level features. J-
HMDB is beneficial for linking low-to-mid level features with 
high-level poses. As higher-level pose features need the 
information of joints. This provides richer information and 
enables more complex models. 

Thumos14 [10] is a dataset used to detect and recognize 
actions in realistic untrimmed videos with a standard protocol 
for evaluation. This dataset's action classes are from UCF101, 
which are mainly divided into five categories - Body-Motion 
Only, Human-Object Interaction, Human-Human Interaction, 
Sports, and Playing Musical Instruments. After this, 
Thumos15 introduces background videos that do not contain 
the target action with multiple actions in the same video. This 
further increases the complexity of the dataset. 

F. Caba, V. Escorcia, B. Ghanem, and J. Carlos [11] 
introduced ActivityNet, which has more action categories. 
Most significantly, ActivityNet has an organized set of 
activities according to social interactions and where they 
usually occur. Some of the classes of action in the dataset 
include - Household, Caring and helping, Personal care, 
Work-related, Eating and drinking, Socializing and leisure, 
Sports, and exercises. ActivityNet has the following 
applications - untrimmed video classification, trimmed 
activity classification, and activity detection. ActivityNet 
benchmark has rich semantic taxonomy and aims at covering 
daily activities performed by humans on an average. Results 
show that ActivityNet opens new challenges in understanding 
and recognizing human actions. 

Just like various action recognition algorithms are inspired 
by multiple object detection algorithms. Similarly, some of the 
datasets are inspired by image datasets. ImageNet inspires 
kinetics dataset for action classification purposes. The kinetics 
project aimed to get the same number of action classes as 
image classes in ImageNet [12]. There are four versions of the 
kinetics dataset: kinetics 400, kinetics 600, and kinetics 700. 
Kinetics 400 contains 10 seconds trimmed video clips and a 
variation in resolution and frame rate having at least 400 clips 
of each action. Some of the parent action classes in kinetics 
400 are arts and crafts, auto maintenance, ball sports, cleaning, 
dancing, electronics. This dataset can also be used for multi-
modal analysis. Kinetics dataset is better than HMDB and 

UCF datasets due to more action classes and a wide range of 
actions. 

The AVA-kinetics dataset [13] contains 624,430 unique 
frames and 238,906 unique videos. Some of the selected 
action classes include swimming, swimming backstroke, 
swimming breaststroke, swimming butterfly stroke, pushing a 
wheelchair, giving or receiving awards, punching bag. 

III. DEEP LEARNING FOR ACTION RECOGNITION 

Andrej Karpathy et al. [14] introduced Single Stream Deep 
Neural networks for action recognition. They proposed and 
tested four different single stream architectures: Single Frame, 
Late Fusion, Early Fusion, and Slow Fusion. Single Stream 
Networks can be induced with information from other models 
trained on larger datasets to obtain better results. Another 
significant advantage is that these models do not require the 
calculator of optical flow as the input includes only RGB 
images. Therefore, these models can be used for real-time 
purposes. However, these models were not able to effectively 
capture the motion features. 

To overcome this shortcoming, K. Simonyan and A. 
Zisserman [15] brought forward the concept of Two-Stream 
Networks. The Two-Stream Network has two different 
architectures to individually process the temporal and spatial 
features. One network takes the single video frames as input, 
and the other will take the optical flow as input. The output of 
the two networks is then fused to obtain the class scores. 
Although this model produces state-of-the-art results in terms 
of accuracy, it has many drawbacks. As both the networks 
have to be trained separately, it is not end-to-end trainable. It 
cannot work with small datasets as transfer learning cannot be 
applied here. Even though the spatial network can derive 
features from large image datasets, the temporal model needs 
to be trained on a video dataset. It is also computationally 
expensive as the optical flow needs to be calculated before 
being fed into the temporal network. 

Later works made use of LSTMs and 3D convolution 
networks for action recognition. These networks were not only 
end-to-end trainable but also worked in real-time. The LSTM 
architecture was first introduced by Jeffrey Donahue et al. 
[16]. The authors have taken inspiration from the encoder-
decoder architecture and extended it for action recognition. 
The LSTM based network did not get results as good as the 
two-stream networks but surpassed the single-stream 
networks. D. Tran, L. Bourdev, R. Fergus, L. Torresani M. 
Paluri [17] introduced the concept of 3D convolution 
networks. This model surpassed the two-stream networks in 
terms of performance. 

The coming sections describe the works that use deep 
learning techniques for action classification, temporal action 
detection spatiotemporal action detection. 

IV. ACTION CLASSIFICATION 

Action classification is the identification of the type of 
action in a trimmed or untrimmed video. There has been 
ongoing research on producing efficient methods of 
classifying actions in a video clip. L. Wang, Y. Qiao, and X. 
Tang [18] have put forward a novel video representation 
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known as Trajectory Pooled Deep Convolutional Descriptor 
(TDD), which considers the advantages of both deep-learned 
features as well as handcrafted features. Deep architectures are 
used to learn discriminative Conv feature maps. Trajectory 
constrained pooling is conducted to concentrate these 
convolutional features into effectual descriptors. The accuracy 
of TDDs is enhanced by using two normalization methods, 
namely channel normalization, and spatiotemporal 
normalization, to transform convolutional feature maps. This 
approach has several advantages. The learning process in 
TDDs is automatic, and the discriminative capacity is higher 
when compared to handcrafted features. The plans of action of 
trajectory-constrained pooling and sampling are introduced by 
considering the temporal dimension's intrinsic characteristics 
for aggregating the deep-learned features. The shortcoming of 
this method is that it is computationally expensive. 

Many researchers have made efforts to make the process 
of action classification less computationally expensive. 
Although two-stream CNNs are quite efficient and are state-
of-the-art when it comes to action recognition, they are 
computationally costly. One of the main reasons for this is the 
requirement to calculate the optical flow, which has very high 
computational needs. The two-stream networks consist of two 
CNN networks. One is the spatial network that takes as input 
RGB images, and the other is the temporal network that takes 
the optical flow as input. This process is not only high on 
computation but is also time taking. To address this problem, 
B. Zhang, L. Wang, Z. Wang, Y. Qiao, and H. Wang [19] 
introduced Real-time action recognition with enhanced motion 
vector CNNs. They have replaced optical flows with motion 
vectors. Like optical flow, motion vectors describe the motion 
in a video, but unlike optical flow, they are easily obtained 
directly in the video decoding process. Hence, they can be 
used alongside deep convolutional frameworks for action 
recognition tasks. The authors have proposed a mechanism 
where the RGB images and motion vectors are obtained from 
the video decoding process and fed into two-stream CNN. 
Optical flows are very dense and hence are entirely accurate 
with fewer noise features. Motion vectors are not very precise 
and consist of a lot of inaccurate movements and noise. To 
increase the motion vector CNN's performance, the 
knowledge learned from an optical flow CNN is transferred 
into a motion vector CNN. Although optical flow needs to be 
calculated for this procedure, it is still efficient as this 
calculation is done only while training and not while testing. 

H. Bilen, B. Fernando, E. Gavves, A. Vedaldi, and S. 
Gould [20] introduced dynamic images for action recognition 
to further reduce the computational costs. Dynamic images are 
a novel compact representation of the video, which is based on 
the rank pooling idea and are acquired through the parameters 
of a ranking system that encrypts the temporal evolution of the 
video frames. Since it is an image, CNN models can directly 
be applied to the video data with fine-tuning allowing end-to-
end training for action recognition. This approach is efficient 
and is not time-consuming as the whole video is summarized 
to an amount of data equivalent to a single frame. 

To further reduce the computation costs while maintaining 
accuracy, Y. Zhu, Z. Lan, S. Newsam, and A. Hauptmann [21] 
have proposed a Hidden two-stream CNN for action 

recognition. A two-stream network takes as input RGB images 
as well as optical flows. The hidden two-stream network is 
designed to input only the video frames and not the optical 
flow. This allows a 10x faster performance when compared to 
the traditional two-stream architecture. This approach uses 
unsupervised methods to predict the optical flow. The flow 
field between two adjacent frames is generated using CNN. 
This indicated flow field and a frame are used to reconstruct 
the previous frame using backward warping. The idea is that if 
one frame can rebuild the last frame, then the network has 
learned the representations of some underlying motions of a 
video. 

While some research works focus on reducing the 
computational costs of a system, others have attempted to 
increase the networks' accuracy. W. Byeon, Q. Wang, R. 
Kumar, and P. Koumoutsakos [22] have proposed a fully 
context-aware system that produces sharp predictions of high 
visual quality. The previous prediction models based on 
CNNs, RNNs, or a combination of both, tend to produce 
blurry results. Some efforts have attempted to address this 
issue by separating the foreground from the background, 
adversarial training, or motion flow learning, but have mainly 
failed to consider the issue that the model is unaware of the 
complete information. To solve this shortcoming, the authors 
have proposed a fully context-aware architecture that captures 
past information using parallel multidimensional LSTM units. 

R. Girdhar and D. Ramanan [23] have also tried to 
improve action recognition accuracy while ensuring that the 
network size and computational cost will remain unchanged. 
They have proposed an Attentional Pooling module that can 
be used as a replacement for the normal pooling operation in 
any convolutional network. This model is built over a base 
Resnet architecture. The proposed Attention layer is plugged 
into the last layer after generating spatial feature maps, which 
need to be average pooled. 

Another major factor affecting the accurate classification 
of actions on how much information we can gather from the 
temporal cues available in the video. Ali Diba et al. [24] have 
introduced new architecture and transfer learning for video 
classification. The computer vision community has mainly 
focused on spatiotemporal approaches where the temporal 
convolutional kernel depths are fixed. This paper has 
introduced a new temporal layer that models various kernel 
depths of temporal convolutions, which are embedded into a 
proposed 3D CNN. The 3D CNN is extended from the 2D 
DenseNet by including 3D filters and pooling kernels. Most of 
the researchers working on 3D convnets tend to train them 
from scratch. This can prove inefficient as they fail to consider 
the knowledge gained by the 2D convnets. To overcome this 
issue, this paper has done an effective transfer of knowledge 
from 2D convnets to 3D convnets. This not only diminishes 
the computational cost but also makes the system more 
accurate. 

V. TEMPORAL ACTION DETECTION 

Temporal action detection is another significant yet testing 
problem that goes one step beyond action classification. Since 
recordings in real-world applications are generally long, 
untrimmed, and contain numerous action instances, this issue 
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requires perceiving action classifications and recognizing each 
activity occasion's start time and end time. Temporal action 
detection can help define the temporal bounds of an action 
sequence and reduce the computation of action classification 
tasks. Researchers have tried to solve this problem in various 
ways. G. Yu and J. Yuan [25] proposed a Fast action proposal 
for human action search and detection. The action proposal is 
quite challenging as both the appearance and motion cues 
have to be considered. This paper is targeted at producing 
action proposals in unconstrained videos. An action proposal 
is represented by a temporal series of spatial bounding boxes 
(spatiotemporal video tube) which can locate a single human 
action. They have established the action proposal generation 
as a max set coverage problem, and greedy search is employed 
to maximize the actionness score. Actionness is a measure that 
quantifies the likelihood of the presence of an action instance 
at specified locations. This method can be used before the 
process of action classification to ensure limited 
computational costs. The action classification system can now 
focus only on the action proposals rather than on the whole 
video. This algorithm works well with moving cameras and 
can detect actions even in cluttered backgrounds. 

Numerous researchers make consistent efforts to facilitate 
accurate and efficient estimation of actionness. L. Wang, Y. 
Qiao, X. Tang, and L. Van Goo [26] proposed a hybrid fully 
convolutional network for actionness estimation. They have 
introduced a novel convolutional network consisting of an 
appearance FCN(A-FCN), which takes as input RGB images, 
and a motion FCN(M-FCN) which takes optical flow fields 
input. These two networks derive information from static 
appearance and dynamic motion, respectively. The completely 
convolutional nature of H-FCN permits it to productively 
handle recordings with subjective sizes. Each FCN is a 
discriminative system prepared in a start to finish and pixel-to-
pixel way. These estimated actionness maps are then fed into 
detection frameworks for the action detection process. 

Previous temporal action localization strategies depend on 
applying action classifiers at each time area and different 
transient scales in a temporally designed sliding window. 
While most approaches for activity detection find it quite hard 
to produce high accuracy on large-scale video collections due 
to their high computational complexity, F. Caba, J. Carlos, and 
B. Ghanem [27] devised a method to extract temporal 
segments from untrimmed videos with high recall and good 
precision at a fast rate. A sparse learning frame is generated 
for scoring transient frameworks as indicated by the fact that 
they are prone to contain an action. This proposal is then 
merged into an activity detection framework to enhance the 
overall performance. 

Many researchers understood the importance of 
performing temporal action localization in untrimmed videos 
as recordings in genuine applications are typically 
unconstrained and contain numerous activity cases in addition 
to background clutter. To address this issue, Z. Shou, D. 
Wang, and S. Chang [28] proposed an action localization 
framework using three-segment-based 3D ConvNets. The 
framework contains three networks, namely, localization 
network, classification network, and network. The proposal 
network is used for identifying action sequences in an 

untrimmed video. The classification network serves as an 
initiation for the localization network, which fine-tunes the 
classification network to localize action temporally. 

Single-Stream Temporal Action proposals are another 
method for obtaining temporal action proposals in long, 
untrimmed videos [29]. While most methods require the video 
to be divided into short overlapping clips for temporal action 
localization, SSTs can process a long video in a single stream. 
Hence, they are much faster than previous models where 
temporal action proposals are identified from temporal 
windows and then independently classified. Applying 
windows at multiple scales is computationally expensive. 
Hence, SSTs are less exhaustive and generate action proposals 
in long videos with just a single video pass through the 
network. 

Single-Stream Temporal Action Detection [30] is another 
example of a network that incorporates Single-Stream 
Networks. It draws inspiration from object detection 
algorithms like YOLO and Faster RCNN. It provided an end-
to-end approach of action detection in untrimmed videos, 
claiming that everything happens in a single pass network. 
Hence, it is very efficient which can operate at 701 frames/sec. 
The network was trained for thumos14. This model also 
outperforms other models in detection performance and fps, 
just like YOLO. 

While most works usually involve building frame-level 
classifiers and passing the video through them multiple times, 
S. Yeung, O. Russakovsky, G. Mori, and L. Fei-Fei [31] have 
designed a methodology for end-to-end learning of action 
detection that learns to predict the temporal bounds of actions. 
An RNN based agent decides which frame to analyze next and 
when to send forth a prediction. This paper puts forth a single 
network that takes an untrimmed video for input and gives as 
output the temporal bounds of any detected actions. 

F. Heidarivincheh, M. Mirmehdi, and D. Damen [32] 
proposed an approach wherein, despite localizing the action, 
they focused on localizing the moment of completion, where it 
localizes the completed action along with localizing the 
action. Hidden Markov Model (HMM) and Long-Short Term 
Memory (LSTM) are used to assess six kinds of actions - 
switch, plug, open, pull, pick and drink. The model uses 
supervised learning. Therefore, the annotations of pre-
completion and post-completion frames are already available. 
They also concluded that fine-tuned CNN features give better 
results than handcrafted features. An action may often be 
localized in the video, even if it was an incomplete action. In 
this approach, by targeting the completion of the action, they 
successfully overcome this problem. 

Some other works also focused on detecting complete 
actions. An end-to-end trainable network proposed by Yue 
Zhao et al. [33] Structured Segment Networks focused on 
untrimmed videos does this by implementing both action 
classifiers and detecting the complete action. This increases 
the overall accuracy of the model. Their model also includes 
detecting high-quality proposal generation termed - Dubbed 
Actionness Grouping (DAG). The limitation which comes to 
this model is the existence of a large number of unfinished 
action snippets in temporal boundaries. To overcome this 
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issue, the model must understand the various stages of an 
action. They have introduced structured temporal pyramid 
pooling that produces a global portrayal of the whole proposal 
and a broken-down discriminative model to order action 
classifications together, finding whether a particular action is 
complete. The model is also computationally efficient because 
they have used a sparse snippet sampling strategy. 

VI. SPATIOTEMPORAL ACTION DETECTION 

Spatiotemporal detection is the process of detecting 
coordinates of action on a spatial as well as temporal scale. 
Various algorithms devised for 2D images were directly 
extended to check their accuracy for 3D actions. One such 
method is Spatiotemporal Deformable Part Models (SDPM) 
for Action Detection [34]. This approach explores the 
generalization of deformable part models from 2D images to 
3D spatiotemporal volumes to study their effectiveness for 
action detection in video. In this paper, a deformable part 
model is generated for each action (spatiotemporal patterns) 
and from a collection of examples. The proposed 
spatiotemporal deformable part model (SDPM) stays true to 
the structure of the original DPM. This model employs 
volumetric parts that displace in both time and space, which 
allows it to perform better for intra-class variation in terms of 
execution and better performance in clutter. 

Another approach that extends a two-dimensional object 
proposal technique is adopted in spatiotemporal object 
detection methods [35]. This paper presents spatial, temporal, 
and spatiotemporal pairwise super voxel features to manage 
the blending process. Also, they propose another effective 
super voxel method. Experimental evaluation of the complete 
model shows that this super voxel approach leads to more 
precise recommendations than utilizing existing cutting-edge 
super voxel methods. They have built on the approach of S. 
Manen, M. Guillaumin, and L. Van Gool [36] that uses a 
randomized superpixel consolidating methodology to get 
object proposals. 

K. Soomro, H. Igrees, N, and M. Shah [37] proposed early 
predication and localization of action by taking input at 
relatively more minor video lengths. Action prediction and 
online localization accuracies improve over time as the 
number of frames available increases. 

Action localization with tubelets from motion [38] 
considered super voxels instead of super-pixels to produce 
spatiotemporal shapes, which directly gives us 2D+t 
sequences of bounding boxes as tubelets in this paper. Their 
contributions include investigating the selective search 
sampling strategy for videos and incorporating motion 
information in various analysis stages. The singularity of the 
motion is encoded in a feature vector associated with each 
super-voxel. 

G. Gkioxari and J. Malik [39], inspired by the field of 
object detection in images, propose an approach where motion 
and appearance are incorporated in two different ways. In this 
paper, they select the frames with a higher probability of 
containing a motion or are more useful for detecting the 
motion in the video. They select candidate regions and employ 
CNNs to classify them. The idea of eliminating the regions 

with lower motion saliency significantly decreases the 
computation time. The two networks - spatial-CNN and 
motion CNN operate on static cues and motion cues, 
respectively. 

Other approaches adopted for spatiotemporal action 
localization include techniques employing dense trajectories. 
APT: Action localization Proposals from dense Trajectories 
[40] proposes an efficient generation algorithm to handle 
many trajectories in a video. The dense trajectories are 
computed for the video's representation; this paper focuses on 
re-using them for proposal generation. Therefore, this paper 
introduces the use of dense trajectories for classification as 
well. 

M. Zolfaghari, G. Oliveira, N. Sedaghat, and T. Brox [41] 
exploits pose, motion, and appearance for action recognition. 
To integrate them Markov chain model is utilized, which adds 
cues successively. This helps in the sequential refinement of 
action labels. 

Action Detection by Implicit Intentional Motion Clustering 
[42] is based on using spatiotemporal trajectory clustering by 
leveraging intentional movement properties. The calculated 
movement clusters are then utilized as action proposals for 
detection. They find that trajectories from deliberate motion 
are appreciably densely localized in space and time. 

Another group of approaches is based on using two-stream 
networks for spatiotemporal action detection or localization. 
Various two-stream networks have been tested successfully 
for action detection and localization. Two-stream networks 
consist of a spatial network that models appearance, whose 
input is RGB frames, and a temporal network that models 
motion. Optical flow or dense trajectories can be used as input 
for these networks. Real-Time End-to-End Action Detection 
with Two-Stream Networks [43] proposes a model that 
integrates the optical flow computation using Flownet2 and 
then, applying early fusion for the two streams and training 
the whole pipeline jointly end-to-end. Experimental results 
prove that training the pipeline together end-to-end with fine-
tuning the optical flow for the objective of action detection 
improves detection performance appreciably. This model is 
inspired by YOLOv2. 

VII. CONCLUSION 

This paper has presented an expanded overview of various 
works done in action classification, temporal action detection, 
and spatiotemporal action detection. Although various on-
body sensors are used to understand and label human action 
recognitions, this paper focuses on visual sensor inputs. Video 
data is available in abundance and can be effectively utilized 
for action recognition. The process of action recognition 
comprises two main tasks, namely, action classification and 
action localization. The former involves assigning labels to 
instances of action in a video, and the latter defines the 
temporal and spatial bounds. Action recognition tasks are 
challenging due to the lack of complete datasets and high 
computational cost levels. Significant research has made 
action recognition a less cumbersome process. A concise 
summary of multiple datasets employed for action recognition 
has been presented in the paper. The most used datasets are 
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compared based on several acting classes, data size, nature of 
video clips, and their aim. Among the available datasets, the 
Kinetics 600 dataset has the maximum number of action 
classes. Although this dataset offers high variation in action 
types, the videos are trimmed and do not depict real-life 
scenarios. Contrarily, the ActivityNet dataset offers 200 action 
classes with untrimmed videos and is a better depiction of 
real-life activities. 

Most of the recent algorithms can localize action in long 
untrimmed videos with limited computational capacities. The 
creation of better datasets can significantly improve the 
performance of these algorithms. The introduction of Single 
Stream Deep Neural Networks profoundly enhanced the 
performance of action recognition algorithms. Although this 
was a considerable breakthrough, these networks had trouble 
capturing the motion features. It was after this invention that 
deep learning started to be widely used for action recognition 
purposes. Later, the introduction of Two Stream Networks 
made it possible to capture the motion features effectively. 
Even then, these networks still had a shortcoming of not being 
end-to-end trainable and fast. LSTMs and 3D convolution 
networks' proposal made it possible to develop end-to-end 
trainable, real-time action recognition systems. In the future, 
the performance of action recognition systems can be 
significantly increased with the creation of publicly available 
datasets that contain more action classes with untrimmed 
videos. Recognizing actions for specific use cases would be 
much more comfortable with the availability of task-specific 
datasets. Apparent and standardized documentation of the 
action recognition methodology would further help make 
more robust models. Considering a broader set of features and 
input from multiple sensors while creating models will also 
significantly improve action recognition systems' 
performance. The utilization of a range of sensors alongside 
vision based sensors will drastically improve the performance 
of deep learning models for action recognition purposes. 
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Abstract—AutoML or Automated Machine Learning is a set 

of tools to reduce or eliminate the necessary skills of a data 

scientist to build machine learning or deep learning models. 

Those tools are able to automatically discover the machine 

learning models and pipelines for the given dataset within very 

low interaction of the user. This concept was derived because 

developing a machine learning or deep learning model by 

applying the traditional machine learning methods is time-

consuming and sometimes it is challenging for experts as well. 

Moreover, present AutoML tools are used in most of the areas 

such as image processing and sentiment analysis. In this 

research, the authors evaluate the implementation of a sentiment 

analysis classification model based on AutoML and Traditional 

approaches. For the evaluation, this research used both deep 

learning and machine learning approaches. To implement the 

sentiment analysis models HyperOpt SkLearn, TPot as AutoML 

libraries and, as the traditional method, Scikit learn libraries 

were used. Moreover for implementing the deep learning models 

Keras and Auto-Keras libraries used. In the implementation 

process, to build two binary classification and two multi-class 

classification models using the above-mentioned libraries. 

Thereafter evaluate the findings by each AutoML and 

Traditional approach. In this research, the authors were able to 

identify that building a machine learning or a deep learning 

model manually is better than using an AutoML approach.  

Keywords—Automated machine learning; sentiment analysis; 

deep learning; machine learning 

I. INTRODUCTION 

Machine learning (ML) is a subset of Artificial Intelligence 
(AI) and it provides a system to learn automatically. Hence the 
ML becomes a fast-forwarding application and research 
development area, there were several new libraries introduced 
to make the developers' life easier. Moreover, present most 
industries use machine learning to make their customers', 
users’ lives easier. As an example for this, in 2025 researchers 
predict that revenue of the AI and machine learning-related 
enterprise application market would be nearly thirty-one 
thousand millions of US dollars, Fig. 1 shows the revenue 
generated and expected from machine learning and AI-related 
applications [1]. 

Moreover, there were more than 2000 researchers done 
research related to the machine learning area [2] . With those 
statistics, it is clear about the importance of machine learning 
and the ability of the students and developers to enter the 
machine learning area. Hence, the machine learning area is an 
area that is updated day by day. At present, one of the most 

dominating and focuses gained field in machine learning would 
be Automated Machine Learning (AutoML). 

AutoML plays a new era in machine learning and it is 
currently an explosive subfield with the combination of 
machine learning and data science. It provides a set of tools to 
reduce or eliminate the necessary skills of a developer to 
implement machine-learning models [3]. This AutoML 
concept was derived because developing a machine learning 
model by applying traditional machine learning models needs 
lots of skills, time-consuming, and it is still challenging for 
experts as well [4] Moreover it is important to note that the 
Automated Machine learning method was started in the 1990s 
for commercial solutions by providing selected classification 
algorithms via grid search [5]. 

According to the statistics currently, AutoML is been used 
by almost all who are involving with data science and machine 
learning area such as domain experts students, and also 
governments. People who haven’t any knowledge in machine 
learning, students, or beginner developers are mostly using 
these AutoML libraries. Fig. 2 gives a clear explanation about 
how the AutoML usage was distributed with the experience 
level of the students and employees who are working with 
machine learning and data science [6]. 

From these statistics, it can clearly understand there are 
more than 20% of developers and students who have less 
experience used AutoML libraries. Because of this, there are 
several automated machine learning libraries were introduced 
recently as well. These machine learning libraries were 
introduced for normal machine learning algorithms and deep 
learning. Among those TPot, HyperOpt Sklearn, and AutoSckit 
Learn libraries are very popular. These are the automated 
versions for the well-known machine learning library Sckit 
learn [5]. Moreover, for the well-known deep learning library 
Keras there is an automated library named Auto-Karas [7] 
Present AutoML is used in various areas in data science and 
machine learning such as image classification, sentiment 
analysis, and many more. The main goal of this research work 
is to evaluate the sentiment analysis based on AutoML and 
Traditional approaches. 

Apart from these libraries, there are several cloud-based 
AutoML platforms. Google provides their own automated 
AutoML platform in Google cloud platform named Google 
AuotML [8]. Moreover, Amazon Web Service (AWS) 
provides are code-free AutoML platform named AutoGluon 
[9] Present AutoML is used in various areas in data science and 
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machine learning such as image classification, sentiment 
analysis, and many more. The main goal of this research work 
is to evaluate the sentiment analysis based on AutoML and 
Traditional approaches. 

Sentiment analysis is a method in Natural Language 
processing. With the rapid growth of social media and the 
digitalize communication media the sentiment analysis plays a 
major role in the present. Researchers do various kinds of 
researches in the sentiment analysis area because of the high 
availability of the datasets. According to the statistics, there 
were early 1600 research works done related to sentiment 
analysis in 2016 [10]. Fig. 3 shows the distribution of 
publishing research papers related to the sentiment analysis 
area. 

 

Fig. 1. Increment of the Machine Learning Job Roles in the World. 

 

Fig. 2. Distribution of the usage of AutoML with the Experience Level. 

 

Fig. 3. Distribution of doing Sentiment Analysis Related Research Works. 

Because of the rapid growth of the AutoML, this is also 
used for sentiment analysis projects. This research is evaluated 
by implementing a sentiment analysis model based on AutoML 
and Traditional approaches. For that authors chose Python as 
the main programming language. Here, as the machine learning 
libraries, authors used Scikit Learn and its automated libraries 
TPot and HyperOpt SkLearn for the investigation. Moreover, 
this research evaluated the deep learning approaches as well by 
using the well-known deep learning library Keras and its 
automated library Auto_Keras. In the implementation, the 
authors chose the COVID-19 Tweets dataset, Trip Advisor 
hotel reviews data set, Spam Message data set, and IMDB 
Movie Reviews data set which are available in Kaggle to build 
sentiment analysis based classification models using the above-
mentioned libraries. The evaluation of those models was done 
by comparing the AutoML and Traditional approaches. 

Finally from this research. The researchers hope this would 
be a very useful evaluation for the newcomers to the data 
science field and students who hope to use AutoML libraries 
for their projects and this would be a good evaluation to get a 
proper understanding of the importance of knowing the 
fundamental knowledge of machine learning. In the next 
sector, it will discuss several past research works related to the 
authors' work and how the proposed work differs from those. 

II. LITERATURE REVIEW 

AutoML is one of the highly focused research areas in 
Machine Learning. Because of the AutoML, there is 
considerable growth and interest in doing machine-learning 
applications. However, the AutoML is a newly introduced 
evolving technology and lots of researches are being conducted 
in this particular area hence there could be several pros and 
cons that could be identified in each AutoML library. 
Moreover, when using AutoML libraries for each sector such 
as Image Classification, Time Series based Predictions, or 
Sentiment analysis, those libraries performance can be varied. 
Therefore, researchers did several researches to evaluate these 
AutoML libraries. 

A research study named Towards Automated Machine 
Learning: Evaluation and Comparison of AutoML Approaches 
and Tools by several researchers from the USA did a great 
evaluation of AutoML tools used in present. In this study, they 
investigate AutoML tools like TPot, Auto weka, and several 
other tools. Moreover, they evaluate AutoML platforms in 
clouds such as H2O AutoML, Google AutoML. Here they 
evaluate these libraries by implementing binary-classification, 
multi-class classification, and regression models for different 
data sets. As the results, they noted that most AutoML tools 
obtained reasonable results and performance [11]. 

 

Fig. 4. Accuracy of Each Model. 
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Testing the Robustness of AutoML Systems is research by 
two researchers from the University of Helsinki. There they 
evaluate the robustness of three main AutoML libraries for 
image processing models. For the investigation, they used 
TPot, H2O, and Auto-Keras libraries. For the implementation, 
datasets, they used two datasets, which contain digits and 
fashions. As the result, they were able to get more than 80% 
accuracy rate from all the AutoML libraries with cleaned data. 
The table in Fig. 4 summarizes the data accuracy percentages 
they got in each step of the training [12]. 

A Journal article named AutoML: Exploration v.s. 
Exploitation was done to investigate whether AutoML libraries 
are able to achieve better performance when choosing the most 
promising classifiers for the given data set. For the 
implementation, the authors of this article used Auto SkLearn, 
TPot, and ATM libraries. However, as the results, they 
mentioned that empirical results across those libraries show 
that exploiting the most promising classifiers does not achieve 
a statistically better performance [13]. 

‘AutoML: A survey of the state-of-the-art’ is another 
journal article that discusses the performance of the NAS 
(Neural Architecture Search). NAS can consider as a subset of 
AutoML when building deep learning models [14]. In the 
implementation, they got high perplexity values for the 
automatically generated models when comparing to the human-
made models on PTB (Penn Treebank) data set. Further, 
explained when the perplexity value is high the model's 
accuracy is low.  Fig. 5 shows those results got by them for 
each automatically generated and human-made model [15]. 

 

Fig. 5. Perplexity of each Deep Learning Models. 

Sentiment Analysis on Google Cloud Platform is a research 
project, which was done using Google Natural Language API 
and Google AutoML. The datasets are gathered from Kaggle. 
As the result, they got nearly 57% accuracy from the google 
Natural Language API and 90% accuracy from the Google 
AutoML platform [16]. A web article named Machine 
Learning -Auto ML vs Traditional methods did an evaluation 
between python code-based and SAC smart predict system, 
which is a code-free approach. For the evaluation, the Scikit-
Learn library and the Random Forest algorithm were used for 
the python code-based approach [17]. 

Another research work named An Open Source AutoML 
Benchmark introduced an open, ongoing, and extensible 
benchmark framework that follows best practices and avoids 
common mistakes. As the open-source AutoML, tools for the 
benchmark this method used Auto-Weka, Auto SkLearn, TPot, 

and H2O AutoML libraries. Moreover, for the testing, they 
used 39 datasets. The main aim of this research work is to 
compare the accuracy and the performance of each AutoML 
open-source library. Finally, the findings of the research 
published their benchmark results as a web-application [18]. 

So these are some recent competitive works done relevant 
to the proposed research work. When concentrate on the main 
goal of this research study, it needs to evaluate the sentiment 
analysis models based on AutoML and Traditional approaches. 
Moreover, for the investigation, this research used machine 
learning automated libraries and deep learning automated 
libraries. In the next sectors, it will discuss the methodology of 
the research work, the unique features of it, and the final results 
gained by the analysis. 

III. METHODOLOGY 

The proposed research work is to evaluate the AutoML and 
Traditional code-based machine learning on sentiment analysis. 
For the implementation, the research chose Python as the main 
programming language since it supports various AutoML 
libraries. This research work evaluates both machine learning 
and deep learning AutoML libraries for sentiment analysis. For 
the evaluation, the researchers chose two main automated 
machine-learning libraries, which are TPot and HyperOpt 
Sklearn, and one automated deep learning library, Auto Keras 
for deep learning. Since these automated machine-learning 
libraries are based on well-known Scikit learn library the 
research used Scikit lean and since Auto-Keras is based on 
Tensorflow Keras deep learning library authors chose Keras to 
build traditional code-based models. 

 For the evaluation, the authors implement models for both 
binary and multi-class classification in sentiment analysis. For 
that this research used four main datasets. From those, Covid-
19 tweets data set [19], Trip advisor hotel reviews [20] data set 
are used to implement multi-class classification models and 
Spam message [21], IMDB  Movie reviews [22] data sets are 
used to implement binary classification models. Table I 
summarizes the datasets and libraries used in this evaluation. 

When concentrate on the implementation process as the 
initial stage this research pre-processed the data by removing 
null values and special characters. Thereafter authors create 
word vectors for the texts. When creating word vectors in 
machine learning models this research used Sckit Learn 
Tfidfvectorizer method and Python NLTK word_tokenize 
methods to tokenize the texts and calculate the tf-idf scores in 
the vector. Moreover, in deep learning models, it used Keras 
Tokenizer to tokenize words and to make all tokenize 
sequences into the same length, the Keras pad_sequences 
method was used. 

Thereafter authors build several classification models using 
Scikit learn and did hyperparameter tunings and record the 
results got by those. When building the classification models 
using Scikit Learn Library manually, five main classification 
algorithms were used. They are XGBClassifier, Random forest 
classifier, LGBMClassifier, Logistic Regression classifier, 
DecisionTree Classifier, and. Thereafter using AutoML 
libraries researchers build Automl models for the same dataset. 
When building the automated machine learning models authors 
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allows the library to do further pre-processing. When building 
the Automl models it trained these Automl models for 100 
iterations. For the evaluation of these automated and traditional 
machine learning models, mainly accuracy and other 
evaluation techniques like precision, recall, and f1-score were 
used. 

Using the same approach the research builds deep learning 
models for each dataset using Keras and Auto-Keras. When 
traditionally building the deep learning models, optimization 
was manually done by tuning the Hyperparameters. When 
building these deep learning models mainly Keras LSTM, 
GlobalMaxPool1D, and Embedding layers were used. In the 
training process of the Auto-Keras models, also authors trained 
them for 50 to 100 trials. Finally, for the evaluation of the 
model, the accuracy and the loss of the model in training and 
validation times, and other evaluation methods used in 
classification models were used. 

TABLE I. DATASETS AND LIBRARIES 

Model Type Data sets 
AutoML 
Libraries 

Traditional 
Approach 
Libraries 

Multi-Class 
Classification 

1.Covid-19 Tweet 
Data Set 
2.Trip Advisor 
Hotel Reviews 
Data set 

1.TPot 
2.HyperOpt 
SkLearn 
3.Auto-Keras 

1.Scikit Learn 
2.Keras 

Binary 
Classification 

1.Spam Message 
Data set 
2.IMDB Movie 
reviews data set 

1.TPot 
2.HyperOpt 
SkLearn 
3.Auto-Keras 

1.Scikit Learn 
2.Keras 

 

Fig. 6. Flow of the Evaluation for One Data Set. 

Fig. 6 describes the flow of the evaluation process for one 
data set. As a special point when an automated machine 
learning or deep learning library builds a model, for further 
evaluation researchers fine-tune that model by manually 
implementing it using the model parameters output by the 
AutoML library because in AutoML tools as the accuracy they 
output the accuracy for overall training, not for the best model. 

So this would be the way that the implementation process 
of the research will continue. This will be a good evaluation to 
identify the pros and cons of the AutoML vs Traditional 
approaches of Machine learning. In the next sector, it will 
discuss the data and results of the research gained in the 
evaluation process. 

IV. DATA AND RESULT 

In the implementation, process researchers mainly built two 
binary classification and two multi-class classification 
sentiment analysis models using both AutoML and Traditional 
approaches. As the datasets for the implementation, the 
research got four main data sets from well know dataset 
providing site Kaggle. Table II describes each dataset and the 
number of data available on those. Moreover, in the evaluation 
process, these datasets were split 70% for training and 30% for 
the testing. 

TABLE II. USED DATASETS AND SIZE 

Dataset Name Size of the Dataset 

Covid-19 Tweets Dataset 544735 

Trip Advisor Hotel Reviews Dataset 20491 

IMDB Movie Reviews Dataset 50 000 

Spam Message Dataset 8500 

As mentioned in the Implementation sector authors build 
binary and multimodel classification based on those AutoML 
and Traditional approaches. When concentrating on the results 
gained from those as a summary, it can be identified that 
traditional human-made models perform well and they have 
high accuracy rates when comparing to the AutoML models in 
most of the cases. As a special point, the authors identified that 
when choosing the ML algorithm AutoML libraries are not 
able to capture the most suitable approach in some cases. 

When concentrating on the results got for multi-class 
classification models using AutoML and Traditional 
approaches for two datasets used researchers were able to get a 
61% accuracy percentage for Trip Advisor Hotel Reviews data 
set using Logistic Regression Classifier algorithm. Moreover, 
the deep learning model gets an 82% accuracy percentage. For 
the AutoML models, it got 75.2% accuracy from the Decision 
Tree Classification algorithm using TPot and 73.5% from the 
Random Forest algorithm using HyperOpt Sklearn libraries. 
Moreover using Auto-Keras as the automated deep-learning 
library researchers achieved a 74% accuracy rate. 

For the Covid-19 Data set which is also used to evaluate the 
multi-class classification, the research got 71% accuracy from 
the XGB classifier. And using deep learning researchers got a 
72% validation accuracy percentage. Using AutoML libraries it 
was  60.6% and 60.7% accuracy percentages from the Random 
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Forest classification algorithm when using HyperOpt-Sklearn 
library TPot library respectively. When using Auto-Keras as 
the automated deep learning library authors achieved 57.2 
accuracy within 50 trials. 

In the implementation, the binary classification in 
sentiment analysis is also evaluated. When concentrating on 
the results gained for those datasets,  the Spam Message dataset 
got 97% accuracy from the RandomForest algorithm and 
97.6% validation accuracy from deep learning when 
implemented the models manually. When using the AutoML 
libraries it got   93.4% accuracy from TPot and 86.7% accuracy 
from HyperOpt  Sklearn library. From Auto-Keras researchers 
got 89.2% validation accuracy. 

Moreover, the IMDB movie rating dataset got 89.7% 
accuracy from the Logistic Regression classifier and 89.9 
validation accuracy from the deep learning model, which create 
manually.  As the results got from automated machine learning 
from Tpot this research got 76.4% accuracy and 72.1% 

accuracy from HyperOpt–SkLearn. Here the decision tree 
classification and random forest classification algorithm were 
output from those libraries respectively as the highest accurate 
ones. Moreover, from Auto-Keras, it got 86.5% validation 
accuracy as an automated deep learning library. Table III 
summarizes the results got by the authors from all the 
algorithmic approaches. 

According to the results summarized in Table III, it can 
clearly understand that the performance and the accuracy of the 
automated machine learning and deep learning libraries are low 
most of the time when comparing to the ML models made by 
the authors manually using the Scikit Learn and Keras. 
Moreover, the accuracy percentages for from TPot and 
HyperOpt-Sklearn libraries are also quite similar. However, the 
algorithms suggested by them were different. When building 
the automated models full control was given to the library for 
further pre-processing. As an example, the HyperOpt-Sklearn 
library did Scaling and did dimensional reductions using PCA 
for the datasets. 

TABLE III. RESULTS OF EACH MODEL 

Dataset 
Trip Advisor Hotel 
Reviews Dataset 

Covid-19 Tweets 
Dataset 

Spam Message 
Dataset 

IMDB Movie 
Reviews Dataset 

Model Type 
Multi-Class 
Classification 

Multi-Class 
Classification 

Binary 
Classification 

Binary 
Classification 

Traditional 
Approach  

XGBClassifier 

Accuracy 0.57 0.70 0.973 0.82 

Precision 0.50 0.68 0.99 0.83 

Recall 0.43 0.61 0.81 0.83 

Scikit-Learn RandomForest 
Classifier 

Accuracy 0.52 0.65 0.974 0.84 

Precision 0.47 0.76 0.99 0.85 

Recall 0.31 0.51 0.82 0.85 

Scikit-Learn LGBMClassifier 

Accuracy 0.59 0.57 0.973 0.86 

Precision 0.54 0.53 0.96 0.87 

Recall 0.49 0.49 0.83 0.87 

Scikit-Learn Logistic 
Regression 

Accuracy 0.61 0.65 0.96 0.89 

Precision 0.56 0.78 0.99 0.90 

Recall 0.50 0.49 0.75 0.90 

Scikit-Learn Decision Tree 
Classifier 

Accuracy 0.49 0.58 0.96 0.72 

Precision 0.40 0.38 0.92 0.74 

Recall 0.34 0.43 0.84 0.72 

Automated 
Machine 
Learning 

TPot 
Algorithm 

Decision Tree 
Classification 

Random Forest 
Classification 

Random Forest 
Classification 

Decision Tree 
Classification 

Accuracy 0.752 0.607 0.934 0.764 

HyperOpt-SkLearn 
Algorithm 

Random Forest 
Classification 
Pre-processed using 
Min-Max Scalar 

Random Forest 
Classification 
Pre-processed using 
Min-Max Scalar 

Random Forest 
Classification 
Pre-Processed using 
PCA 

Random Forest 
Classification 
Pre-Processed 
using Min-Max 
Scaler 

Accuracy 0.735 0.606 0.867 0.721 

Deep Learning Keras 
Accuracy 0.82 0.71 0.976 0.897 

Loss 0.45 0.73 0.368 0.262 

Automated 
Deep Learning 

Auto-Keras 
Accuracy 0.74 0.53 0.89 0.865 

Loss 0.71 0.92 0.371 0.401 
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Fig. 7 shows how the HyperPot-Sklearn library scaled the 
data before training the models. 

Moreover, Fig. 8 shows how the HyperOpt Sklearn library 
uses dimension reduction using principal component analysis 

(PCA) for the spam message dataset. In addition, for all the 
four datasets, it can see the HyperOpt-Sklearn library suggests 
the Random Forest Classification algorithm with a pre-
processing technique. However, according to the results, it can 
clearly understand in some cases these AutoML libraries are 
not able to capture the highest accurate ML algorithm. 

So these are the results got in the evaluation process. In the 
next sector, it will discuss these results, what researchers could 
come up with, and proposed about the usage of the automated 
machine learning and deep learning libraries for sentiment 
analysis. 

 

Fig. 7. Pre-Processing in HyperOpt Sklearn. 

 

Fig. 8. Dimension Reduction Done by HyperOpt Sklearn Library. 

V. DISCUSSION 

The main purpose of this research is to evaluate the 
sentiment analysis based on AutoML and Traditional code-
based approaches. The implementation of the evaluation was 
done by using both machine learning and deep learning for 
multi-class sentiment analysis and binary sentiment analysis. 
The results gained from those implementations were discussed 
in the previous sector. 

According to the results, researchers can propose several 
suggestions. The first thing is as students or beginner 
developers in ML and data science area using a traditional 
code-based approach is better when comparing to using the 
AutoML libraries. However, for binary classification models, 
do not see much risk of using AutoML libraries. Moreover, 
when concentrate on the results got from Auto-Keras, its 
accuracy percentages were lower than the traditional approach, 
and it will perform quite similarly to the traditional approach. 
Moreover, in the evaluation process, it was identified that the 
performance of the AutoML libraries are depending on the 
dataset as well. 

Another thing proposed from this evaluation would be, 
knowing hyperparameter tuning, pre-processing, and 
knowledge about machine learning algorithms are musts for a 
beginner when implementing sentiment analysis models. As 
mentioned earlier in the implementation process authors built 
five main classification models and did several hyperparameter 
tunings for those. Moreover, pre-processing data is very useful 
when building sentiment analysis models. That is one reason 

why researchers were able to get high accuracy rates when 
comparing to the accuracy rates got from the AutoML models. 
In the automated libraries, it was noticed they perform several 
pre-process techniques such as Min-max Scaler and Principal 
Component Analysis (PCA). 

Moreover, the authors proposed that if someone used the 
AutoML platform and got a model, he or she must do some 
tunings for that model and try some similar approaches for that. 
As an example when the Auto-Keras library returns a model it 
is good to change, the layers of that model and evaluate it. So 
these are the main suggestions that are proposed from this 
evaluation for those who try to use AutoML libraries for 
sentiment analysis. Moreover, these suggestions and 
evaluations would be useful in image classification as well. 

In the implementation, process of the paper researchers did 
not face legal or social issues. When making the evaluations to 
improve the reliability of the findings authors used four data 
sets evaluated both multi-class classification and binary 
classification in sentiment analysis. Moreover, the authors 
evaluate both automated machine learning and deep learning 
libraries as well to improve the reliability and the validity of 
the evaluations. 

VI. CONCLUSION 

This research was done to evaluate the Sentiment analysis 
based on AutoML and Traditional code-based approaches. And 
finally, the research proposed several suggestions for anyone 
who is going to use AutoML libraries for sentiment analysis. In 
this research work, the following limitations were identified. 

1) Choose only two main automated machine learning 

libraries, which are very popular. 

2) For the investigation, the authors used four datasets. 

3) There are code-free automated ml libraries as well. 

This research ignored those. 

When concentrating on the future enhancements of this 
research author focused on following. 

1) Evaluate the cloud-based AutoMLau methods such as 

Google AutoML. 

2) Evaluate other AutoML libraries such as H2O.ai. 

3) Evaluate the performance of the AutoML and 

Traditional approaches in other sectors is machine learning as 

well. As an example Image classification, Time series analysis 

can be introduced. 

4) Find a method to propose the most suitable algorithmic 

approach for the given project by the user by analyzing past 

ML projects. 

The authors hope that this research is useful to get a clear 
underrating of using AutoML in sentiment analysis and the 
importance of the traditional code-based approach in ML. 
Moreover, this research shows the importance of knowing the 
hyper-parameter tuning and other basics of machine learning. 
According to the results of the research, it is clear that using 
AutoML platforms is not suitable for every time and it is better 
to use them to estimate the proper algorithmic approach only. 
So these are the main findings and values gained in this 
research. 
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Abstract—Social networking sites saw a steep rise in terms of 

number of users in last few years. As a result of this, the 

interaction among the users also increased considerably. Along 

with these posting racial comments based on cast, race, gender, 

religion, etc. also increased. This propagation of negative 

messages is collectively known as hate speeches. Often these posts 

containing negative comments in social networking sites create 

law and order situations in the society, leading to loss of human 

life and properties. Detecting hate speech is one of the major 

challenges faced in recent time. In recent past, there have been a 

considerable amount of research going on the field of detection of 

hate speech in the social networking sites. Researchers in the 

fields of Natural Language Processing and Machine Learning 

have done considerable amount research in in this area. This 

paper uses a simple up sampling method to make the data 

balanced and implements deep learning models like Long Short 

Term Memory (LSTM) and Bi-directional Long Short Term 

Memory (Bi-LSTM) for improved accuracy in detecting hate 

speech in social networking sites. LSTM was found to have better 

accuracy that Bi-LSTM for the data set considered. LSTM also 

had better values for precision and F1 score. Bi-LSTM only for 

higher values for recall. 

Keywords—Bi-directional Long Short Term Memory (Bi-

LSTM); deep learning; hate speech; Long Short Term Memory 

(LSTM); text classification 

I. INTRODUCTION 

Social Networking Sites (SNS) have provided us with easy 
ways to connect with various people or organization of our 
interest. Because of the evolution of various technologies like 
highspeed internet and handheld devices, these sites have 
reached to the large number of people in the society. Largest 
chunk of the users in these networks are young. Researchers 
have grabbed the large collection of data found in various 
social networking sites and conducted a considerable amount 
of research in different areas. Sentiment Analysis is one of the 
leading areas of research which involves a lot of data from 
social networks. There are a good number of researches done 
to find out the sentiment related to a specific product or service 
using data from social networking sites like Twitter [1] [2] [3] 
[4]. Apart from sentiment analysis there are other subsets of 
research done using the data from social networking sites; like 
detecting users with similar interest in a specific product or 
service [5] [6]; detection of abusive languages in social media 
[7] [8]. A good number of research works also have been done 
to improve the methodologies to analyse the data collected 
from social networking sites [9] [10]. 

One thing that these networks make possible now a days is 
direct interaction with various celebrities. An individual can 
directly interact with a celebrity and share their views. 
Similarly, various political parties and business houses utilise 
these networks for reaching out to their target audience. The 
problem arises when the users’ opinion does not match for an 
issue. These issues can range from political affiliation to 
religious belief, opinions related to gender, cast and so on. 
These mismatch in opinion results in exchange of hate full 
contents in social networking sites. In fact, hate speech and 
abusive contents have become a current trend in social media 
sites and these often results to disturbance in the society. There 
are reports of riots breaking out in different cities where the 
main source of the spread of riots are found to be social media 
posts [11], [12]. Intuitively detection of hate speech in social 
networks become important. 

Hate speech can be characterized as exchange of verbal or 
nonverbal information among the users with intolerance and 
aggression [13]. Hate speech can be in different forms, like 
interaction between users on social network which may contain 
unparliamentary languages. It could also be abusing a person 
or a certain group of people for their religious belief, their 
sexual orientation, their race, their political affiliation [14]. 
Often these exchange of abusive language lowers the self-
esteem of the people and may lead to negative impact in the 
society [15]. Spread of hate speech has become a global 
phenomenon. 

In this paper endeavors to build a deep learning model for 
classification of social media contents to either hateful or 
normal. Twitter was chosen as a platform where detection of 
hate speech was done. Open source dataset available publicly, 
was collected to train the models. This paper predominantly 
builds a Long Short Term Memory and a Bi Directional Long 
Short term Memory using the dataset. 

This section of the paper is followed by a related works 
section, where the existing works in the related areas are 
discussed. The next section is methodology, where a discussion 
is presented on the different methodologies used in this paper. 
Next to methodology section, results obtained in this paper are 
discussed. The result section also has introductory discussion 
on different measures used in this paper for presenting the 
results. After results section, conclusion section presents the 
concluding remarks. 
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II. RELATED WORKS 

The problem of detecting hate speech has been addressed 
by various researchers in different ways. In general, the 
problem can be addressed in different ways. One of the 
possible ways is to develop a pure Natural Language 
Processing model, which is generally an unsupervised model. 
So, the detection becomes comparatively easier as there is no 
need for a labelled data set. In this approach an NLP model can 
be designed which categorizes whether a sentence contains 
hate speech or not [16], [17]. In literature there are fewer works 
which were carried out totally based on pure NLP based 
concepts. One of the probable reasons is the models are 
comparatively slower than the models built using Machine 
Learning or Deep Learning Models. 

The machine learning and deep learning models for 
detection of hate speech needs labelled data set which is used 
to train the model. A good number of researches has been 
carried out in this area where the researchers created their own 
dataset. The general procedure is to collect the data from a 
social networking site clean the data and then get them 
annotated by a team of experts who manually annotate if a text 
contains hateful message or not. Khan et al., conducted a 
comprehensive survey of machine learning models used 
extensively in NLP [18]. Ahmed et al. developed a dataset 
which consists of English and Bengali mixed texts and 
annotated the tweets as hate speech or non-hate speech [19]. 
Sahi et al. developed a supervised learning model to detect hate 
speech against women in Turkish language. They collected 
tweets mentioning clothing choices of women and used this 
data to train the machine learning models [20]. Waseem 
examined the influence of annotators’ knowledge on 
classification model [21] Waseem et al. provided with a data 
set of 16,000 tweets and they also investigated which features 
provides the best performance when it comes to classification 
of hate speeches [22]. Also, there are a good number of works 
done where researchers take an open source data and try to 
develop models which are used to detect the hateful message in 
social networking sites [23] [24] [25]. 

The research works in some cases went beyond the binary 
classification of a message into hate speech and non-hate 
speech and make it multi class classification. Watanabe et al. 
conducted a study where they used twitter data to create a 
model which can classify tweets in three classes i.e., clean, 
offensive and hateful [26]. Kumar et al. developed a model 
using taking text messages from Facebook which could 
classify the messages into three different classes i.e., 
Aggressive, Covertly Aggressive, and Non-aggressive texts 
[27]. 

In this paper we collected a data set from Kaggle which 
contains tweets from American users. We built a deep learning 
model to classify the tweets into two categories, hate-speech 
and neutral. 

III. METHODOLOGY 

In this paper we proposed to classify the tweets using a 
Long Short Term Memory (LSTM) and a Bi Directional Long 
Short Term Memory (Bi-LSTM). Both LSTM and Bi-LSTM 
are versions of neural networks, with persistent memories [28]. 

A. Long Short-Term Memories (LSTM) 

These are special types of neural networks which are 
designed to work well when one has sequence data set and 
there exists a long term dependency. These networks can be 
useful when one needs a network to remember information for 
a longer period. This feature makes LSTM suitable for 
processing textual data. Fig. 1 shows a typical architecture of 
an LSTM. As it can be seen in the diagram, an LSTM is a 
collection of similar cells, whereas each cell processes the 
input in a specific approach. Apart from the input from external 
sources, each cell also receives inputs from its earlier cell in the 
chain. This arrangement of cells, facilitates LSTM to 
remember earlier information for a longer time. 

B. Bi-Directional Long Short-Term Memories (Bi-LSTM) 

Normal form of LSTMs can remember or refer to the 
information which it has traversed till now. But it does not 
have any evidence about the information present after the point 
traversed till the point. This becomes a considerable drawback 
while dealing with sequence data, especially text. Bi-
directional LSTM is another version of LSTM which can 
remember the information from both directions. In Bi-
directional LSTM we basically do backpropagation in two 
ways. Once from the front and once from the back. This 
process makes Bi-LSTTM a powerful tool for analysing textual 
data. 

C. Data Pre-Processing 

We collected a dataset from Kaggle, an open source 
platform. The labelled data set contained two classes namely 
hate speech and non-hate speech. Hate speech is denoted as 1 
and non-hate speech is denoted by 0. We removed the special 
symbols from the texts. Then we converted the texts in lower 
case. We also used stemming to convert the words into their 
basic words. We checked the dataset for number of data for 
hate speech and non-hate speech. We found the data set to be 
highly imbalanced. Fig. 2 represents the bar diagram for two 
classes. Table I also represents the number of tweets available 
in both the classes. 

 

Fig. 1. Architecture of LSTM. 

TABLE I. NUMBER OF TWEETS IN CLASSES 

Class name  Number of tweets 

Hate-speech (represented by 1) 2242 

Non hate-speech (represented by 0) 29720 
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Fig. 2. Bar Diagram Representing Imbalanced Class. 

With this state of the data set, if we apply classification 
algorithms, there is high chance of getting biased results. In 
this scenario, down sampling can be done to make the majority 
class equivalent to the minority class. But in this approach, we 
have risk of losing a large chunk of data which may affect the 
classification result. Finally, we went for up sampling the 
minority class, by randomly selecting from the class and 
adding them back to the data set. This approach provided us 
with a balanced data set, but the total number of tweets got 
increased drastically. Fig. 3 represents the balanced data set. 

 

Fig. 3. Bar Diagram Representing Balanced Class. 

We divided the data set into training and testing. We kept 
67:33 ratio for training and testing. With the training data set 
we trained an LSTM and a Bi-LSTM. We applied one hot 
encoding to get the data ready for the algorithms. One hot 
encoding is a process which converts the text data into 
numerical data. Each of the words gets a unique numerical 
representation in one hot encoding. Then we applied padding. 
Padding is a process which adds zeros to either beginning or 
ending of sentences for making all the sentences of same 
length. Then we applied word embedding. Embedding is a 
process represents each of the words in a higher dimensional 
space. It is helpful in finding similarity and dissimilarity 
between the words effectively. 

IV. RESULT 

We first computed the confusion matrix for both the 
models. A confusion matrix presents four different values, 
namely true positive, true negative, false positive and false 
negative. True positive means the number of classes which 
were originally positive, and the model also classified them as 
positive. True negative means the classes were originally 
negative and the model also classified them as negative. False 
positive values are the number of classes which were originally 
negative, but predicted as positive by the model, and false 
negative means the classes were originally positive, but 
predicted negative by the models. Fig. 4 represents the idea of 
a confusion matrix. 

 

Fig. 4. Confusion Matrix. 

Fig. 5 and 6 present the confusion matrices for LSTM and 
Bi-LSTM respectively. In these representations, we presented 
the values in percentage instead of actual number of classes. 

 

Fig. 5. Confusion Matrix for LSTM. 

 

Fig. 6. Confusion Matrix for Bi-LSTM. 

From the confusion matrices, we can see there is no 
considerable difference between the performances of these two 
models. LSTM has a bit higher false positive in comparison to 
Bi-LSTM, whereas Bi-LSTM has higher false positive. But it 
is evident that the differences between the values are very 
small. We also calculated the other performance measure 
values accuracy, precision, recall and F1 score. Below we 
discuss the values in very brief: 

A. Accuracy 

Accuracy is one of the most widely used performance 
measures and it is the ratio of total number of entries classified 
accurately to the total number of observations. For a balanced 
dataset Accuracy is the measure using which we can compare 
the performance of an algorithm. In this study, we got a 
slightly higher accuracy for LSTM, though the difference is 
very less. 

         
     

           
 

B. Precision 

Precision is the ratio of entries that are correctly predicted 
positive to total positive entries. A higher value for precision 
means low false positive rates. As per the calculations in this 
study LSTM got slightly higher precision than Bi-LSTM. 

 Predicted  

A
c
tu

a
l 
 

 Negative Positive 

Negative True Negative (TN) False Positive (FP) 

Positive False Negative (FN) True Positive (FP) 
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C. Recall 

Recall is the ratio of number of positive entries which were 
predicted correctly to total number of entries in the positive 
class. It basically reflects the proportion of positive observation 
which were correctly classified. In this study we can see that 
Bi-LSTM has better recall in comparison to LSTM. 

       
  

     
 

D. F1 Score 

F1 score is the weighted average of precision and recall, as 
a result it considers both false negative and false positive. For a 
problem where the classes are imbalanced, F1 score becomes 
better performance measure than accuracy. In this study we 
found the f1 score of LSTM also slightly higher than that of 
Bi-LSTM. 

          
                   

                
 

We calculated the values for accuracy, precision, recall 
and F1 score for both the models. The calculated values are 
presented in Table II. 

TABLE II. PERFORMANCE MEASURE SCORES FOR LSTM AND BI-LSTM 

Model Accuracy Precision  Recall F1 Score 

LSTM 0.9785 0.9598 0.9986 0.9785 

Bi-LSTM 0.9781 0.9582 0.9990 0.9781 

V. CONCLUSION 

The scores calculated for accuracy, precision, and f1 score 
suggest that LSTM has performed better than Bi-LSTM. But 
recall score is found to be better for Bi-LSTM than LSTM. 
Recall basically signifies the ratio of positive classification to 
total positive classification. Here in this study we considered 
hate speech as positive class. That means the model has less 
error in detecting the hate speech. In this context, Bi-LSTM 
has a slight edge over LSTM. Although, the difference between 
the scores are really very small to draw any comparison 
between the two models. 

This study can be further extended for real world data set 
collected from twitter with context to some real events. It will 
be interesting to see how these models perform on new data 
set. Attention model is one area which has a good application 
in NLP, we plan to apply this model in our future works. 
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Abstract—Cryptographic hash function assumes a 

fundamental job in numerous pieces of cryptographic algorithm 

and conventions, particularly in authentication, non-repudiation 

and information trustworthiness administrations. A 

cryptographic hash work takes a commitment of optional 

tremendous size message and conveys a fixed little size hash code 

as a yield. In the proposed work SSLHA-160 (a strong and secure 

lightweight cryptographic hash algorithm), each 512-digit square 

of a message is first diminished to 256-bit. A cryptographic hash 

work takes a contribution of discretionary enormous size 

message and delivers a fixed little size hash code as a yield. In the 

proposed work SSLHA-160 (A strong and secure lightweight 

cryptographic hash algorithm), each 512- digit square of a 

message is first diminished to 256-bit and afterward partitioned 

into eight equivalent block of 32 pieces each and each 32-cycle 

block is additionally separated into two sub-block of 16-piece 

each. These two sub-blocks go about as two purposes of an 

elliptic curve, which are utilized for computing another point 

which is of 16 pieces. The new point esteems are thusly handled 

to produce message digest. SSLHA-160 is easy to develop, simple 

to actualize and displays solid torrential slide impact (avalanche), 

when contrasted with SHA1, RIPEMD160 and MD5. 

Keywords—Cryptography hash function; message digests; 

authentication; elliptic curve concepts 

I. INTRODUCTION 

Authentication is a significant idea in information security, 
and one method of accomplishing this by utilizing hash 
function. A Hash function is a mathematical function that 
maps a message of variable size into a small-length esteem 
called message digest. Message digest is likewise alluded to as 
a synopsis of the information or unique mark of the 
information. One direction hash function is a variation of the 
message authentication code. A single direction hash function, 
otherwise called a message digest, is a numerical function that 
takes a variable-length input string and converts it into a 
small-length arrangement that is computationally hard to 
alter—that is, going in back direction is impossible create the 
information from the hash. Hash code is created from all the 
pieces of the message any blunder in the message can without 
much of a stretch be distinguished from hash code as little 
change made in the message brings about huge modification 
in the hash code. Message confirmation and gadget 
verification can be accomplished through this hash code or 
message digest. Likewise message verification is said to 

secure the respectability of a message, for example the 
message that is gotten is showing up in a similar frame as send 
by the sender with no alteration done by clients with 
vindictive aim. With digital signature well source of messages 
can be verified. At the point when responsibility for 
computerized signature mystery key is bound to a particular 
client, a substantial digital signature gives an affirmation that 
the message was send by the right client. Sender validation 
gets significant in monetary and in light weight scenario. This 
paper is coordinated as follows. Area 2 gives a diagram of 
cryptographic hash capacities. In Area 3, proposes a strong 
and secure lightweight cryptographic hash algorithm SSLHA-
160, planned dependent on elliptic curve ideas. Area 4 
presents results and conversations. The investigation of 
SSLHA-160 is talked about in Area 5. Area 6 closes by 
indicating the straightforwardness of calculation. 

II. OVERVIEW OF CRYPTOGRAPHIC HASH 

FUNCTION 

Hash functions are as of now alluring subject of 
examination. Especially data security area consistently 
searches for new ways to deal with plan the safe hash 
capacities. There are endless hash works that have been 
created like (Venkateswara Rao Pallipamu, K Thammi Reddy, 
P Suresh Varma 2014 ASH-160 [1], Venkateswara Rao 
Pallipamu, K Thammi Reddy, P Suresh Varma 2014 : ASH-
512 [2], and Venkateswara Rao Pallipamu, K Thammi Reddy, 
P Suresh Varma 2016 :ASH-256 [3] Some of the renowned 
hash work are examined beneath: 

A. The MDx Family 

The MD calculations are generally used to create an 
advanced mark from a message. MD2 [14] was created in 
1989 for 8-digit encoders. It cushions the message to be 
encoded until it is a various of 16 bytes long, affixes a 16-byte 
checksum, and computes the hash. MD4 [12] was created in 
1990 for 32-digit encoders. The MD5 [13] message-digest 
calculation which yield a MD of 128 bit, but it also has 
shortcoming [19] [20] [22]. Starting at 2019, MD5 keeps on 
being generally utilized, despite its all-around recorded 
shortcomings and expostulation by security specialists. 
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B. The RIPEMD Family 

RIPEMD is a gathering of hash work which is created by 
Hans Dobbertin, Antoon Bosselaers and Bart Preneel in 1992. 
RIPEMD-160 [4] is a 160-bit cryptographic hash function. It 
was, intended to be used as a secure replacement for the 128-
bit hash function MD4, MD5 and RIPEMD. RIPEMD was 
developed in the frame work of the EU project RIPE (RACE 
Integrity Primitives Evaluation, 1988-1992). RIPEMD-160 is 
a strengthened version of RIPEMD with a 160-bit hash result. 

C. The HAVAL Algorithm 

HAVAL is a cryptographic hash work. In contrast to MD5, 
yet like most current cryptographic hash capacities, HAVAL 
can create hashes of various lengths – 128 pieces, 160 pieces, 
192 pieces, 224 pieces, and 256 pieces. HAVAL additionally 
permits clients to indicate the quantity of rounds (3, 4, or 5) to 
be utilized to create the hash. HAVAL was broken in 2004. 
HAVAL was imagined by Yuliang Zheng, Josef Pieprzyk, and 
Jennifer Seberry in 1992 

D. The SHA Family 

The Secure Hash Algorithm (SHA) was developed by the 
National Institute of Standards and Technology (NIST) and 
published in 1993. A revised version was issued as FIPS PUB 
1809-1 in 1995 [5] [6]. This is generally referred as SHA-1. 
SHA is based on the MD4 algorithm. SHA works by taking 
care of a message as a bit string of length under 2

64
 pieces, 

and creating a 160-piece hash esteem known as a message 
digest. Various version of SHA are SHA-0 (first form, but 
had loop hole [21], SHA-1 made by National Security 
Agency but had cryptographic flaw, SHA-2 and SHA-3 
[16],[17],[18]. 

III. STRONG AND SECURE LIGHTWEIGHT 

CRYPTOGRAPHIC HASH ALGORITHM USING ELLIPTIC CURVE 

(SSLHA-160) 

The proposed calculation is named as SSLHA-160. This 
calculation SSLHA-160 (A strong and secure lightweight 
cryptographic hash algorithm) accepts a message as 
contribution with a most extreme length of under 2

64 
pieces 

and creates a 160-piece message digest as yield [10], [11]. 
First the info message is divided into squares of 512 pieces. 
This 512 pieces is taken as info, at that point the information 
is diminished from 512-digit squares to 256-bit blocks. The 
Hash code creation function acknowledges two sources of 
info which are 512 pieces square of the message and the 
initialize MD buffer (fastening variable 160-bits). The cycle 
comprises of the accompanying advances: 

A. Append Cushioning Pieces 

The message is cushioned so its length is consistent to 448 
modulo 512 (length = 448 mod 512). Cushioning is 
constantly done, regardless of whether the message is of 
wanted length. Hence, the quantity of cushioning pieces is in 
the scope of 1-448. The cushioning comprises of a solitary 1 
followed by the important number of 0's. 

B. Append Length 

A square of 64 pieces which contains the length of the 
message (prior to cushioning) is affixed to the message. This 

square is treated as an unsigned 64-bit number (most huge 
byte first). 

C. Initialize MD Cushion 

A 160-piece cushion is utilized to hold transitional and 
end-product of the hash work. The support can be spoken to 
as five 32-digit registers (S0, S1, S2, S3 and S4) .These 
registers are instated to the accompanying 32-bit numbers 
(Hexadecimal qualities): 

S0 = 67 45 23 01 

S1 = ef cd ab 89 

S2 = 98 ba dc fe 

S3 = 10 32 54 76 

S4 = c3 d2 e1 f 0 

These qualities are same as the underlying vector 
estimations of SHA-1 which are normalized by Federal 
Information Processing Standards Publications (FIPS PUBS). 
These qualities are put away in big endian design, which is 
the main byte of a word in the low-address byte position. 

D. Processes Message in 512-Bit Blocks 

The Hash code generation method comprises of five sub 
function. This part is named (HSSLHA-160) in Fig. 1 and its 
rationale is appeared in Fig. 2. Fig. 1 portrays the general 
preparing of message to create a message review [7]. The 
result of the initial two stages (after add cushioning pieces and 
attach size) outputs a message that is a number multiple of 
512-piece long. The extended message is spoken to as the 
grouping of 512-cycle blocks X0, X1,X2 …XL-1, so the 
complete size of the extended message is L × 512 pieces (L = 
the quantity of 512 bit blocks), that is the consequence of 
different of sixteen 32-bit blocks. Here K speaks to the 
genuine length of the message in pieces; "IV" is the 
underlying vector which is utilized to introduce the five 32-
cycle registers (S0, S1, S2, S3 and S4). VC1, VC2, … VCq… 
and VCL-1 speak to instate MD(carry vector) which holds 
middle of the road and eventual outcome of the Hash work, 
individually. Each round takes two information sources one 
512-cycle block (Xq) of the message and a 160 piece convey 
vector (VCq). Toward the finish of the Lth stage produces 160 
piece message digest. At first the given message is isolated 
into 512-digit blocks, and each square is passed to Hash Code 
creating function (HSSLHA) as a contribution alongside the 160-

piece vector. 

 

Fig. 1. Hash Code Creation using SSLHA-160. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

626 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 2. The Rationale of Hash Work (Compression Work). 

The Hash work (HASSH160) rationale is: 

Alteration function(Afn) changes over the given 512-bit 
block into altered 256-digit block. 

Concatenation function(Cfn) changes over the given 160-
piece vector into CONCATENATED 256-bit vector. 

32-digit XOR operation(XORop) performs XOR procedure 
on each 32-pieces of changed 256-bit block and concatenated 
256-bit vector. 

Segregation and Modification operation(Sop) isolates the 
256-bit block into 8 sub-block of 32-bits each and then each 
32 bit block is separated into four 8-bit block, after that it 
modifies each eight bit block. This process is repeated for all 
32 bit block. 

New Point(on elliptic curve) estimation work (NPfn) 
computes new point on elliptic curve utilizing 32-bit block. 

where, 

 Xq = the qth 512-cycle square of the message. 

 VCq = anchoring variable prepared with the qth square 
of the message. 

 Afn = Alteration function. 

 
P=(xx1,yy1) and Q=(xx2,yy2) 

Fig. 3. Elliptic Curve Representation of Two Points. 

 Cfn = Concatenation function. 

 XORop = XOR(Exclusive-OR) activity performed on 
each 32-cycle square of the changed 256-digit block 
(Xq) and relating 32-pieces of the extended 256-bit 
block (VCq). 

 Sop = 256-bit square can be isolated into 8 sub squares 
of 32-bits each and then each 32 bit block is separated 
into four 8-bit block, after that it modifies each eight bit 
block.. 

 NPfn = first 32-bits further partitioned into 2 sub 
squares of 16-bits each. 

First sub square = 16 pieces, partitioned into two sub 
squares (8-bits, 8- bits) = (xx1, yy1). 

Second sub square = 16 pieces, partitioned into two sub 
squares (8-bits, 8-bits) = (xx2, yy2). 

The qualities (xx1, yy1, xx2, and yy2 as appeared in 
Fig. 3) are changed over into whole numbers followed by 
computing a new point on elliptic curve. The above process is 
redone for remaining seven 32-bit block and the end result is 8 
sub block each of 16 bits. Now each of this 8 sub block each 
of 16 bit is altered ,the first 8-bit of first block is XOR with a 
8-bit sub block which are all zeros, the result is stored in first 
8-bit sub block. The second 8-bit sub block of first block is 
added with first 8-bit sub block and result is stored in second 
8-bit sub block and the process is repeated for all 8-bit sub 
block. The result is formatted 128 bit block. Now adjacent sub 
block each 16 bits are added which results in a sub block of 32 
bit and we get four 32 bit sub block. By performing some 
mathematical operation on above four computed 32 bit sub 
block and then XOR them results in the fifth 32 bit sub block. 
This five 32 bit sub block when joined amounts to 160 bit and 
when added with initialized MD buffer forms the hash code. 
This 160 bit hash code will be the input to next 512 bit of 
message i.e. it will act as initialize MD buffer for next 512 bit 
of the input message. The last 160 bit code generated from last 
512 bit of message will be the final hash code which will act 
as authentication code. 
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a) Alteration function(Afn): Each 512-bit block of 

information is separated into 64 sub-blocks involving 8-pieces 

of each sub-block. One brief exhibit of size 8 (Tempx8[ ]) is 

taken and instated with zeroes. The modification work 

comprises of two sub functions as demonstrated as follows: 

Sub-function-1: Initially, the above aftereffect of Tempx8[ 
] is XOR with the initial 8-pieces of the 512-bit block of 
message to create the initial 8-pieces of adjusted message. In 
resulting step this Tempx8[ ] is augmented by 1 and is XOR 
with the following 8-pieces of the message to create the 
following 8-pieces of altered message as spoken to in Fig. 4. 

 

Fig. 4. Operation of Sub-Function-1. 

Sub-function-2: The above result is again divided into sub 
block of 8 bits and 1st 8-bit sub block and middle 8-bit sub 
block after bitwise complimenting(~) are XOR and the result 
is again bitwise complimented(~) and stored in a separate 
array(W2). The above process is repeated for second 8-bit sub 
block and middle plus one 8-bit sub block and result is stored 
in second part of separate array(W2). This is repeated for all 
remaining 8-bit sub block. The result is 512 bit block is 
reduced to 256 bit block. The modified message as depicted 
below: 

int ModInp(vector<int> m, int n) 
{ 
int i,j=0,p,q,k1,T=0; 
p=n; 
n*=64; 
for (i=n;i<n+64; i++) 
{ 
 W[i]=T ^ m[i] ; 
 T++; 
} 
j= ((i+n)/2) ; 
q=j; 
for ( i=n;i<q+n; i++) 
{ 
 W2[k1]=~(~(W[i]) ^ ~(W[j])); 

 k1++; 
 j++; 

 } 
return 0; 
} 

b) Concatenation function (Cfn): The 160-piece Initial 

Vector (IV) is one of the contributions to the hash code 

creation function (HSSLHA). It tends to be extended to 256-bits 

by connecting all underlying vector esteems in roundabout 

way, which is called Concatenated Vector (VC). The 

connection cycle is appeared in Fig. 5. 

 

Fig. 5. Concatenation of 160-Bit Block (IV) to 256-Bit Block (CV). 

c) 32-bit XOR operation (XORop): XOR activity is 

performed on initial 32-bit sub-squares of altered 256-cycle 

block and extended 256-bit block. For this first four 8-bit 

block are expanded and added so that it becomes 32 bit block. 

Then this 32-bit block is XOR with first 32-bit of expanded or 

initialize MD buffer of 256-bit block. This process is repeated 

for rest of the bits of modified 256-bit and expanded 256-bit 

block. The result is 256-bit block as shown below: 

for ( t1 = 0; t1 < 8; t1++) 
 { 
 W3[t1] = (W2[4 * t1] << 24) + (W2[4 * t1 + 1] 

<< 16) + (W2[4 * t1 + 2] << 8) + (W2[4 * t1 + 3]) ; 
 if(t1==0) 
 W3[t1]=((W3[t1]) ^ (E )) ; 
 if(t1==1) 
 W3[t1]=((W3[t1]) ^ (D)) ; 
 if(t1==2) 
 W3[t1]=((W3[t1]) ^ (C )) ; 
 if(t1==3) 
 W3[t1]=((W3[t1]) ^ (B)) ; 
 if(t1==4) 
 W3[t1]=((W3[t1]) ^ (A)) ; 
 if(t1==5) 
 W3[t1]=(W3[t1]) ^ (E) ; 
 if(t1==6) 
 W3[t1]=((W3[t1]) ^ ( D )) ; 
 if(t1==7) 
 W3[t1]=(W3[t1]) ^ (C) ; 
 } 

d) Segregation and Modification Operation(Sop): Each 

32-digit square of the above outcome is additionally 

partitioned into 2 sub-squares of 16-bits each. Then each 16-

bit block is separated into two 8-bit sub block, each of these 

eight bits are modified that is First the four bits are taken from 

the 8-bit value starting from least significant position then it is 

XOR with a variable1(km) whose value is zero, the result is 

kept in a variable2(km1) also the value of variable1(km) is 

updated i.e. it is given the value of variable2(km1). After 

completing the above step again from 8-bit value(input), four 

bits starting from most significant bit is stored in 

variable3(km2) and variable 3 is altered by performing a XOR 
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with variable1(km). The input i.e. 8-bit value is recomputed 

by storing the value of variable3(km2)(four bits starting from 

least significant position) in four bits starting from most 

significant position and next four bit of initial eight bit(input) 

stating from least significant position gets the bits from 

variable2(km1) (four bits starting from least significant 

position) so this way the 8-bit of input is modified . The same 

procedure is adopted for remaining three 8-bit values 

generated from 32 bit that is 

B1 = (W3[t] >> 8) & 0xff; Second eight bit number 
generated from 32 bit number 
A2 = (W3[t] >> 16) & 0xff Third eight bit number 
generated from 32 bit number 
B2 = (W3[t] >> 24) & 0xff Fourth eight bit number 
generated from 32 bit number 
A1 y1 
int mod_Int2(int y1) 
{ 
 int i,j,km=0,km1=0,km2=0; 
 km1=y1 & 0xf; 
 km2=(y1 >> 4) & 0xf; 
 km1= km1 ^ km; 
 km= km1; 
 km2= km2 ^ km; 
 y1 = (km2<< 4) + (km1); 
 return y1; 
} 

A similar system is followed for remaining seven 32-digit 
blocks. 

e) New Point (on elliptic curve) Estimation Work 

(NPfn): Each 32-bit block is separated into two sub blocks of 

same length. These sub blocks act as two points of a elliptic 

curve which are used in new point estimation in elliptic curve 

[8],[9],[15] as shown in Fig. 3. First by using two points slope 

of line is calculated the this slope value (M) is used in the 

calculation of new X and Y axis point on elliptic curve. The 

resultant new point is 16 bit value i.e X axis is 8 bits and Y 

axis is 8 bits so both taken together is 16 bit sub block. A total 

of 8 16-bit sub block are generated after new point calculation. 

Now this new points are modified by performing XOR on new 

points. Each 8-bit sub block is XOR with its adjacent 8-bit sub 

block except first 8-bit sub block which is XOR with a 8 bit 

sub block of all zeros. After above operation adjacent sub 

blocks are added in such a way that it becomes 32 bit sub 

block. Repeating this, results in four 32-bit sub block. 

Slope of line in elliptic curve (for Real) is calculated as 

         
         

         
 

where (xx1,yy1) and (xx2,yy2) are points on elliptic curve. 
New point on elliptic curve for reals are calculated using the 
following formula 

x3(new point) = (slope(λ))2 - xx1 - xx2 

and 

y3(new point) = slope(λ) * (xx1-xx2) – yy1 

the above formula is for the case when x1 != (not equal to) 
x2 (this is assumed that x1 is not equal to x2) 

f) Output: The 160-bit hash code is obtained by 

attaching four 32 bit sub block obtained in above process and 

the final 32-bit sub block is obtained by using the above four 

32-bit sub block as shown below: 

E=~ (A) ^ (B>>5) ^ ~(C) ^ ~ (D <<5) 

160-bit message digest = A + B + C + D + E 

All hexadecimal numbers are replicated into convey vector 
(or instate MD cushion), which is the message overview of a 
given message (if the message size is 512-bit block) in any 
case the above cycle is rehashed until the last 512-digit square 
of the message. 

Table I representation of input message before padding in 
hexadecimal and Table II representation of input message 
after padding in hexadecimal. 

TABLE I. REPRESENTATION OF INPUT MESSAGE BEFORE PADDING IN 

HEXADECIMAL 

Ex:. Message ―I am from Jabalpur working hard for kits 
singapur‖ 
Characters count 41. 
Bit count 328. 

Before cushion (in Hexadecimal representation) 

 49 20 61 6d 20 66 72 6f 6d 20 6a 61 62 61 6c 70 
 75 72 20 77 6f 72 6b 69 6e 67 20 68 61 72 64 20 
 66 6f 72 20 6b 69 74 73 20 73 69 6e 67 61 70 75 

72 80 00 00 00 00 00 00 00 00 00 00 00 00 00 00 

TABLE II. REPRESENTATION OF INPUT MESSAGE AFTER PADDING IN 

HEXADECIMAL 

After padding:(in Hexadecimal representation) 

49 20 61 6d 20 66 72 6f 6d 20 6a 61 62 61 6c 70 
75 72 20 77 6f 72 6b 69 6e 67 20 68 61 72 64 20 
66 6f 72 20 6b 69 74 73 20 73 69 6e 67 61 70 75 

72 80 00 00 00 00 00 00 00 00 00 00 00 00 01 88 

g) Alteration function (Afn): Tempx8 = 0 implies a brief 

exhibit instated with zeroes. XOR activity is performed on 

every 8-digit square of above advance with Tempx8 by one. 

First letter(I) decimal value 73 and hexadecimal equivalent is 

49. Now 73 is XOR with Temp8 as shown below 73 binary 

form is 01001001 and temp8 is 00000000 so modified first8-

bit block is 01001001 ^ 00000000 = 01001001. 

Now Temp8 is incremented by 1 so it becomes 1 and next 
input decimal value is 32 and hexadecimal equivalent is 20. 
So the second 8-bit block is modified by XOR it with Temp8 
i.e. 00100000 ^ 00000001 = 00100001(decimal equivalent 33) 
this is the value of second 8-bit sub block and Temp8 is 
incremented and XOR with third 8-bit sub block value and the 
process continues till last 8-bit sub block of 512-bit block. 

Once the 512-bit block of message is altered it again 
subjected to modification i.e. the first 8-bit sub block value is 
complimented and XOR with complimented (mid+1)8-bit sub 
block value, the result is again complimented and stored in a 
separate array(W2). Then the second 8-bit sub block value is 
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complimented and XOR with complimented (middle+2)8-bit 
sub block value, the result is complimented and stored in the 
second location of array(W2) and the process continues for 
rest of 8-bit sub block value till first half of input 
message(after first step). The result is 512 bit block is reduced 
to 256 bit block. The modified message as depicted: 

The Alteration Step result 

W2[0] = fffffff0   W2[1] = ffffff90 
W2[2] = ffffffcc   W2[3] = ffffff92 
W2[4] = ffffff94  W2[5] = ffffffd0 
W2[6] = ffffffd9   W2[7] = ffffffc3 
W2[8] = ffffff92  W2[9] = ffffff8c 
W2[10] = ffffffdc   W2[11] = ffffffd0 
W2[12] = ffffffda  W2[13] = ffffffdf 
W2[14] = ffffffc3   W2[15] = ffffffda 
W2[16] = ffffffd8  W2[17] = ffffff2d 
W2[18] = ffffffff   W2[19] = ffffffa8 
W2[20] = ffffffb0  W2[21] = ffffffad 
W2[22] = ffffffb4   W2[23] = ffffffb6 
W2[24] = ffffffb1  W2[25] = ffffffb8 
W2[26] = ffffffff   W2[27] = ffffffb7 
W2[28] = ffffffbe  W2[29] = ffffffad 
W2[30] = ffffffba   W2[31] = ffffff77 

h) Concatenation function(Cfn): Connecting beginning 

vector register an incentive in the accompanying design: (link 

circularly S0 S1 S2 S3 S4 S0 S1 S2) 

67 45 23 01 
ef cd ab 89 
98 ba dc fe 
10 32 54 76 
c3 d2 e1 f 0 
67 45 23 01 
ef cd ab 89 
98 ba dc fe 

i) 32- bit XOR operation (XORop): XOR activity is 

performed on each 32-pieces of altered message with relating 

32-pieces of extended beginning vector register esteems. 

(Modified message) (Expanded vector) (Result) 

ef8fcb92   c3 d2 e1 f 0 (S4)  2c5d2a62 
93cfd8c3  10 32 54 76 (S3)  83fd8cb5 
918bdbd0  98 ba dc fe (S2) 931072e 
d9dec2da  ef cd ab 89 (S1)  36136953 
d72cfea8  67 45 23 01 (S0)  b069dda9 
afacb3b6  c3 d2 e1 f 0 (S4)  6c7e5246 
b0b7feb7  10 32 54 76 (S3)  a085aac1 
bdacb977  98 ba dc fe (S2)  25166589 

j) Segregation and Modification operation(Sop): 

Separating the above result (256-bits) into 8 sub-block of 32-

bits each and then each 32 bit block is separated into four 8-bit 

block, after that it modifies each eight bit block as shown in 

Fig. 6. This process is repeated for all 32 bit block. 

 

Fig. 6. Alteration of 8-Bit Value by Segregation and Modification 

Operation. 

The Result is 

A1[0] is 42   B1[0] is 8a  
 A2[0] is 8d   B2[0] is ec 

A1[1] is e5   B1[1] is 4c  
 A2[1] is 2d   B2[1] is b3 

A1[2] is ce  B1[2] is 77  
 A2[2] is 21   B2[2] is 99 

A1[3] is 63  B1[3] is f9  
 A2[3] is 23   B2[3] is 56 

A1[4] is 39  B1[4] is 0d  
 A2[4] is f9   B2[4] is b0 

A1[5] is 26  B1[5] is 72  
 A2[5] is 9e   B2[5] is ac 

A1[6] is d1  B1[6] is 0a  
 A2[6] is d5   B2[6] is a0 

A1[7] is 19  B1[7] is 35  
 A2[7] is 76   B2[7] is 75 

k) New Point (on elliptic curve) calculation function: 

Before calculating new point on elliptic curve the 32-bit block 

is divided into four equal sub-blocks i.e 8-bit block as shown 

in Fig. 7. 

(xx1, yy1) and (xx2, yy2) bits are converted into integers. 

for ( t = 0; t < 8; t++) 

{ 

A1 = W3[t] & 0xff; // A1=xx1 

B1 = (W3[t] >> 8) & 0xff; //B1=yy1 

A2 = (W3[t] >> 16) & 0xff; //A2=xx2 

B2 = (W3[t] >> 24) & 0xff; //B2=yy2 

M=(B2-B1)/(A2-A1); // Slope 

A3[i]=(M*M)-A1-A2; //A3 = New point and method of 

calculation. 

A3[i]=A3[i]^T1; // New point altered by XOR it with it 

adjacent (previous) new point except first new point which is 

XOR with a array of size eight with all zeros. 

B3[i]=M * (A1-A2)-B1; // B3= New point and method of 

calculation. 

B3[i]=B3[i] ^ A3[i]; //New point altered by XOR it with it 
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adjacent (previous) new 

point except first new point which is XOR with a array of size 

eight with all zeros. 

 T1=B3[i]; 

 i++; 

 } 

The Result is 

Calculated New Point value A3[0] is ffffff32 

Modified New Point value A3[0] is ffffff32 

Calculated New Point value B3[0] is ffffff2b 

Modified New Point value B3[0] is 19 

Calculated New Point value A3[1] is fffffeee 

Modified New Point value A3[1] is fffffef7 

Calculated New Point value B3[1] is ffffffb4 

Modified New Point value B3[1] is 143 

Calculated New Point value A3[2] is ffffff11 

Modified New Point value A3[2] is fffffe52 

Calculated New Point value B3[2] is ffffff89 

Modified New Point value B3[2] is 1db 

Calculated New Point value A3[3] is ffffff7e 

Modified New Point value A3[3] is fffffea5 

Calculated New Point value B3[3] is ffffff87 

Modified New Point value B3[3] is 122 

Calculated New Point value A3[4] is fffffece 

Modified New Point value A3[4] is ffffffec 

Calculated New Point value B3[4] is fffffff3 

Modified New Point value B3[4] is 1f 

Calculated New Point value A3[5] is ffffff3c 

Modified New Point value A3[5] is ffffff23 

Calculated New Point value B3[5] is ffffff8e 

Modified New Point value B3[5] is ad 

Calculated New Point value A3[6] is 3b3 

Modified New Point value A3[6] is 31e 

Calculated New Point value B3[6] is ffffff62 

Modified New Point value B3[6] is fffffc7c 

Calculated New Point value A3[7] is ffffff71 

Modified New Point value A3[7] is 30d 

Calculated New Point value B3[7] is ffffffcb 

Modified New Point value B3[7] is fffffcc6 

 

Fig. 7. Portrayal of Four 8-Bit Blocks from 32-Cycle Block. 

where in A1 , B1 , A2 , B2 and result A3 , B3 are real 
numbers. The result A3 and B3 each of 16-bit sub block are 
altered, then adjacent A3 and B3 are added so that they 

amount to 32 bit and added with S0(initialize MD buffer) in 
circular manner to get first 32-bit of hash code of nth 512 bit 
of message. The process is repeated for other three 32-bit part 
of hash code. The last 32-bit of hash code is derived by 
performing some mathematical operation i.e. first 32-bit block 
A is bitwise complimented(~), the second 32-bit block B is 
bitwise left shifted by 5 bit, the third 32-bit block C is bitwise 
complimented(~)and the fourth 32-bit block D is first bitwise 
right shifted by 5 bit and then bitwise complimented(~) then 
all A,B,C and D are XORed as shown below. 

for(i=0;i<16;i=i+2) 

 { 

 if(i<2) 

 AA = (A3[i] << 24) + (B3[i] << 16) + (A3[i+1] << 8) + 

(B3[i+1]); 

 if(i>=2 && i<4) 

 BB = (A3[i] << 24) + (B3[i] << 16) + (A3[i+1] << 8) + 

(B3[i+1]); 

 if(i>=4 && i<6) 

 CC = (A3[i] << 24) + (B3[i] << 16) + (A3[i+1] << 8) + 

(B3[i+1]); 

 if(i>=6 && i<8) 

 DD = (A3[i] << 24) + (B3[i] << 16) + (A3[i+1] << 8) + 

(B3[i+1]); 

 } 

EE=~(AA) ^ (BB>>5) ^ ~(CC) ^ ~(DD <<5); 

printf("\n %08x %08x %08x %08x %08x\n\n", AA, BB, 
CC, DD, EE); 

Result of above operation: 

AA= 3217f843 

BB= 53d9a622 

CC= ec1e23ad  

DD= 1a7f09c6 

EE= 6c89d1e0 

l) Output: The 160-bit hash code is made by joining 

four 32 bit sub block obtained in above process and the final 

32-bit sub block is obtained by using the above four 32-bit sub 

block generated in above process as shown below: 

EE=~(AA) ^ (BB>>5) ^ ~(CC) ^ ~(DD <<5); 

The value of AA,BB,CC,DD,EE is 3217f843 53d9a622 

ec1e23ad 1a7f09c6 6c89d1e0 

Then the final hash code for 512 bit block of the message 
is generated by adding (S0 , S1 , S2 , S3 , S4 ) to individual 32 
bit of above result as shown below: 

AA = S0 = S0 + AA; 

BB = S1 = S1 + BB; 

CC = S2 = S2 + CC; 

DD = S3 = S3 + DD; 

EE = S4 = S4 + EE; 

final hash code: d3cef4e1 0a4cb54f 84d900ab 1a7f09c5 

97a1d6d1 
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All hexadecimal numbers are replicated into instate MD 
buffer, which is the message condensation of a given message 
in the event that it is a 512-digit block in any case the above 
cycle is rehashed until the last 512-bit block. 

For ex: If Elliptic curve new point is (8, 12), then the 
binary form is 

and its modified form is shown below 

8 in its binary form is 00001000 

12 in its binary form is 00001100. 

8 cycle XOR operation is as per the following: 

Step 1: Let AA1 be a array of size 8 and duplicate these 

qualities into AA1. 

AA1 [ ] = { 0, 0, 0, 0; 1, 0, 0, 0 }; 

Step 2: Let Tempx8 be an array of size 8 and introduce with 

zeroes. 

Tempx8 [ ] = {0, 0, 0, 0, 0, 0, 0, 0}; 

 

Fig. 8. Operation of Step3. 

Step 3: Perform XOR operation on every 8-bits of AA1 
and Tempx8: 

{0 0 0 0 0 0 0 0}^{0 0 0 0 1 0 0 0} = {0 0 0 0 1 0 0 0} 

Now 1
st
 8-bit sub block is modified to {0 0 0 0 1 0 0 0} 

and Tempx8[ ]={0 0 0 0 1 0 0 0} and AA1[ ] takes the other 
value of new point so AA1[ ] = {0 0 0 0 1 1 0 0}. Now XOR 
operation is done between AA1[ ] and Temp which is shown 
below. 

{0 0 0 0 1 0 0 0} ^ {0 0 0 0 1 1 0 0} = {0 0 0 0 0 1 0 0} 

Again the 2
nd

 8-bit sub block is modified i.e. it becomes {0 
0 0 0 0 1 0 0} and tempx8[ ] changes its value i.e. Tempx8 [ ] 
= {0, 0, 0, 0, 0, 1, 0, 0}; as shown in Fig. 8 and the process 
continues for all the other seven new point. 

Step 4: Above operation results in 128 bits i.e. 8 sub block 
of 16 bits. Here two adjacent sub block are taken and added in 
such a way that the result is 32 bit sub block. the process is 
shown. 

for(i=0; i<16; i=i+2) 

 { 

 if(i<2) 

 AA = (A3[i] << 24) + (B3[i] << 16) + (A3[i+1] << 8) + 

(B3[i+1]); 

 if(i>=2 && i<4) 

 BB = (A3[i] << 24) + (B3[i] << 16) + (A3[i+1] << 8) + 

(B3[i+1]); 

 if(i>=4 && i<6) 

 CC = (A3[i] << 24) + (B3[i] << 16) + (A3[i+1] << 8) + 

(B3[i+1]); 

 if(i>=6 && i<8) 

 DD = (A3[i] << 24) + (B3[i] << 16) + (A3[i+1] << 8) + 

(B3[i+1]); 

 } 

The above process results in four 32-bit sub block. By 
using this four 32-bit sub block fifth 32 bit sub block is 
computed which is shown below: 

EE=~(AA) ^ (BB>>5) ^ ~(CC) ^ ~(DD <<5) 

The result for the message ―I am from Jabalpur working 
hard for kits singapur‖ is 3217f843 (AA) 53d9a622 (BB) 
ec1e23ad (CC) 1a7f09c6 (DD) 6c89d1e0 (EE) 

After computing AA , BB , CC , DD , EE , this values are 
added with individual 32 bits of initialize MD buffer (S0 , S1 , 
S2 , S3 , S4 ) to generate the new expended value for next 512 
bit of the given message. The process is shown below 

AA = S0 = S0 + AA; 

BB = S1 = S1 + BB; 

CC = S2 = S2 + CC; 

DD = S3 = S3 + DD; 

EE = S4 = S4 + EE; 

AA, BB , CC , DD , EE values generated for last 512 bit of 
the given message will be the hash code for authentication. 

The hash code for the message ―I am from Jabalpur 
working hard for kits singapur‖ is d3cef4e1 0a4cb54f 
84d900ab 1a7f09c5 97a1d6d1 

IV. RESULTS AND DISCUSSION 

SSLHA-160, RIPEMD 160, MD5 and SHA-1 when 
implemented in and run on windows 7 32bit, processor 2.00 
Giga Hz with 2 GB of internal memory. 

Input String: ―The student tried hard but failed in the 
exam‖. 

Output (Hash Code): 293967e0 a2141c90 93f12216 
b2467106 ed0c49d0. 

When the given message is slightly changed, this results in 
huge alteration in the yield due to the avalanche effect, which 
is a property of Hash function. For example, when the word 
exam is changed to rxam i.e. a single letter is changed this 
produces a hash code which differs from the original hash 
code by 92 bit out of 160. 
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Input String: ―The student tried hard but failed in the 
rxam‖. 

Output (Hash Code): fab3ee1b facc7548 dc39da9e 
0afec9be be86d00b 

293967e0 :0010 1001 0011 1001 0110 0111 1110 0000 
fab3ee1b : 1111 1010 1011 0011 1110 1110 0001 1011  

 -------------------------------------------------------- 
 3  2 1 2  1 2 4 3  

 --------------------------------------------------------- 
a2141c90 :1010 0010 0001 0100 0001 1100 1001 0000 
facc7548 : 1111 1010 1100 1100 0111 0101 0100 1000 

-------------------------------------------------------- 
 2  1 3 1  2 2 3 1  

 --------------------------------------------------------- 
93f12216 : 1001 0011 1111 0001 0010 0010 0001 0110 
dc39da9e: 1101 1100 0011 1001 1101 1010 1001 1110 

 -------------------------------------------------------- 
 1  4 2 1  4 1 1 1 

  --------------------------------------------------------- 
b2467106: 1011 0010 0100 0110 0111 0001 0000 0110 
0afec9be: 0000 1010 1111 1110 1100 1001 1101 1110 

-------------------------------------------------------- 
 3  2 3 1  3  1 3 1  

 --------------------------------------------------------- 
ed0c49d0: 1110 1101 0000 1100 0100 1001 1101 0000 
be86d00b: 1011 1110 1000 0110 1101 0000 0000 1011 

 -------------------------------------------------------- 
 2  2 1  2  2 2 3 3  

 --------------------------------------------------------- 

Total number of bit changed is: 18+14+15+17+17 =81 bit 
out of 160 bits. When the same experiment was done on SHA-
1 it also showed avalanche effect, but only 76 bits changed, in 
case of MD5 74-bits (57-bits for 128 bits message digest) and 
in case of RIPEMD-160 82 bits changed as shown in Fig. 9. 

 

Fig. 9. Avalanche Effect is Demonstration for the Message ―The Student 

Tried Hard but Failed in the Exam‖ and ―The Student Tried Hard but Failed in 

the Rxam‖. 

Table III shows the message digest produced by four 
algorithm (SSLHA160, SHA-1, RIPEMD160 amd MD5) for 
the message ―The student tried hard but failed in the exam‖. 
The aftereffect of Table III is utilized for computing avalanche 
impact appeared in above Fig. 8. Table IV shows the 
adjustment in message digest when the message in Table III is 
modified for example exam is supplanted with dxam, SSLHA-
160 produces a message digest with change of all hexadecimal 
qualities aside from 9,6 and c(starting from left shown in 
intense), SHA-1 yield is a hash code with change of all 
hexadecimal qualities aside from 5,7,e,f and 5(starting from 
left shown in intense) and RIPEMD 160 produces a message 
digest with change of all hexadecimal qualities aside from 8 
and 5(starting from left shown in strong) and Table V shows 
the adjustment in hash code when the message in Table III is 
modified for example exam is supplanted with fxam, SSLHA-
160 produces a message digest with change of all hexadecimal 
qualities aside from 2 and e(starting from left appeared in 
striking), SHA-1 yield is a hash code with change of all 
hexadecimal qualities aside from 3(starting from leftshown in 
intense) and RIPEMD 160 produces a message digest with 
change of all hexadecimal qualities aside from b,0,0 and 
5(starting from left shown in strong). So on an average 
SSLHA-160 shows similar result when any character is 
changed. The result is better than SHA160 and RIPEMD160 
as shown in Fig. 10. 

TABLE III. RESULT 

Algo/Input : ―The student tried hard but failed in     
                        the exam‖ 
 SSLHA160: 293967e0  a2141c90  93f12216     
                     b2467106 ed0c49d0 
 SHA1: d6574b20  5ecbfcec  90161a3f  b5fb335a  2d20ed77 
 RIPEMD160 : 996c99e3 8f901582 3b3bb008     
                       c0f452bf  42ff27bc 
MD5 :6fa7ff78 11a4814a  d4a0699e 7df98253 

TABLE IV. RESULT (IN INPUT EXAM CHANGED TO DXAM) 

Algo/Input: ―The student tried hard but failed in  
                      the dxam‖ 
 SSLHA160: d8596efa  5660515c  c8a56eca       
        6692a5d2  9c2c50ea 
 SHA : 2f5798c9  fe6025a8  a648850e  eaf42750  
          474b9bce    
 RIPEMD160: 51a8d28a 86b7344f b54efa6f  
                       a1dc5609 8f2216fd 

TABLE V. RESULT (IN INPUT EXAM CHANGED TO FXAM) 

Algo/Input  : ―The student tried hard but failed in the  
                       fxam‖ 
SSLHA160: 20a60123  f3c16e3d   e144d5a9  03f3c2b3      
        e478e313     
SHA1: 8086fa8b   3f5cd5da   db0cd33d   5496a8b1  
             e954ac0b 
RIPEMD160: b6363eac  49652c09  9c0bdd07  
          60a05bd6 e3d5759b 
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Fig. 10. Comparing Three Algorithm with Two Inputs (Exam is Replaced by 

Dxam and Fxam). 

V. ANALYSIS OF SSLHA-160 

A. Security Analysis 

The hash work SSLHA-160 means to satisfy essentially 
two targets, one is solid avalanche impact and another is one 
way property (for example irreversible property of hash 
work). The difference in a digit will mirror the difference in 
the hash code by performing XOR activities as referenced in 
Alteration capacity and XOR activity. In any case, XOR is 
straight, and doesn't forestall differential assaults. Yet, change 
of single piece mirrors a great deal of progress in hash code 
(for our example 81 bit is changed). The one way property or 
irreversibility property of hash value is achieved by new point 
(on elliptic curve) estimation work as referenced in Section V. 
The One way property is clarified underneath: 

The yield of Section IV Segregation and modification 
activity (Sop) Each 32-cycle square of the above outcome is 
additionally partitioned into 2 sub-squares of 16-bits each. 
Each 16-bits are modified i.e. it is separated into 8-bit each 
then this 8-bit is altered, then this 8-bits goes about as a point 
in the elliptic curve, for example initial 8-bits go about as X-
pivot worth and second 8-bits go about as Y-hub esteem. The 
with the this four 8-bit values a new point on elliptic curve is 
calculated , this new point is of 16-bits again it is partitioned 
into two 8-bits sub block and each 8-bit sub block value is 
modified. A similar system is followed for every one of the 
32-bit blocks. 

New point: The Calculated A3[0] value is ffffff32 and in 

binary is 00110010 

The Modified A3[0] value is ffffff32 and in  

binary is 00110010 

The Calculated B3[0] value is ffffff2b and in binary is 

00101011 

The Modified B3[0] value is 19 and in binary is 00011001. 

Above way is adopted for calculating new point of 
remaining sub blocks and then modify it, after modifying the 
adjacent new point are added such that they becomes 32-bit 
sub block. Repeating the process for rest of modified new 
point’s results in four 32-bit numbers. By using this four 32-
bit sub block i.e. performing some mathematical operation and 
XOR them results in fifth 32-bit sub block. The outcome is 
linked and changed over to hexadecimal structure. In this way, 
it shows the single direction(one way) property of SSLHA-
160 hash calculation. 

Assaults not related with the calculation are: 

Irregular assault- The likelihood of breaking this 
calculation is 1/2160, the quantity of trails and the expected 
values are the vital boundaries of this assault. 

Birthday assault- The idea driving birthday assault came 
from a well-known issue from probability theory, which is 
called birthday paradox. By utilizing this idea assault on hash 
capacity can be outlined. On the off chance that the length of 
the Message digest is 160 pieces, at that point there are 2160 
prospects. The Cryptanalyst produce two examples which are 
P1 and P2 from digest, the estimated likelihood of two 
examples is as per the following: 

    
 

 
    
    

 

Assaults related on the calculation are: 

Meet-in-the-middle assault- is a variant of the birthday 
assault, here aggressor endeavors to locate any two q1 and q2 
with the end goal that their hash esteems are equivalent to y = 
h (q1) = h (q2). This assault is identified with discovering two 
people with a similar birthday. Let x be the probability that 
two person birthday are equal and x! be the probability that 
the birthdays are not equal. Then the probability is defined as 

1 – x! = x 

Now suppose that there is only one person, then the 
probability that his birthday is not same with any one is 1. If 
there are two person then the probability that they have 
birthdays on different dates are 1 * 364/365(considering year 
to be of 365 days). Similarly if three persons are there then the 
probability that they have birthday on different dates is 1 * 
364/365 * 363/365. If we calculate for 9 persons i.e. the 
probability that nine person have birthday on different dates 
are: 

1 * 364/365 * 363/365 * 362/365 ------9Person 

When multiplied we get around 0.9 i.e. 90% which means 
that the probability that out of nine person two persons having 
birthday on same date is 10%. Going in the same way when 
we calculate probability for 23 person having birthday on 
different dates we get around 49.9% and the probability that 
two persons out of 23 having birthday on same date will be 
greater than 50%. One expects lower probability as there are 
23*22/2 = 253 pairs of persons. 

The birthday paradox can be utilized for assaulting hash 
capacities. An enemy produces q1 varieties of a sham message 
and q2 varieties of a veritable message; n is the quantity of 
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pieces of a hash esteem. At that point, the likelihood of 
finding a sham message and a certified message as follows: 

       ( 
    
  )  

Remedying block assault - The analyzer takes a message 
and its hash code on which he attempts to change the block a 
few times and notices the summary(digest) remaining parts 
same or not. 

Differential assault - The rule of an assault is the 
investigation of social contrasts among information and yield. 
An impact happens if the difference is zero. 

B. Performance Analysis 

These three calculations SSLHA-160, SHA1 and MD5 
were tried for comparison dependent on the execution time 
necessities as shown in Fig. 11, Fig. 12 and Fig. 13. All the 
calculations have been actualized in C/C++ and run on 
windows 7 32-bit, CPU 2.00 GHz with 2 GB of internal 
memory. With the aftereffects of the analysis, it was 
discovered that SHA1 and MD5 requests more execution time 
than SSLHA160 to create hash code. 

The result in above Fig. 14 demonstrates time taken by 
three algorithm (SSLHA160, SHA1, and MD5) for generating 
message digest for the message ―I am from Jabalpur working 
hard for kits singapur‖. 

 

Fig. 11. Time Taken by SSLHA160 for Executing ―I am from Jabalpur 

Working Hard for Kits Singapur‖. 

 

Fig. 12. Time Taken by MD5 for Executing ―I am from Jabalpur Working 

Hard for Kits Singapur‖. 

 

Fig. 13. Time Taken by SHA-1 for Executing ―I am from Jabalpur Working 

Hard for Kits Singapur‖. 

 

Fig. 14. Examination of SSLHA160, SHA1 and MD5 Concerning Time 

Taken to Execute the Message ―I am from Jabalpur Working Hard for Kits 

Singapur‖ i.e. 41 Bytes. 

VI. CONCLUSION 

The necessity for new hash plans is expanding to make 
security viewpoints solid, for example, validation, message 
honesty and secrecy as for present status of web as web 
conditions are much of the time evolving. The specialists in 
cryptography should invest solid energy to concoct better plan 
measures utilizing which long haul and powerful security can 
be given by hash capacities. The proposed hash work, A 
strong and secure lightweight cryptographic hash algorithm 
(SSLHA-160) is created utilizing elliptic curve ideas which is 
contrasted with different cryptographic hash capacities. The 
center qualities of SSLHA-160 are XOR activities, bitwise 
compliment , bitwise left and right shift and new point 
estimation(for elliptic curve), which bring about solid 
nonlinear avalanche impact, expanded dispersion in yield and 
make differential assaults troublesome. Consequently it is 
safer and simple. 
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Abstract—Globally, heart disease is considered to be the 

major cause of death. As per statistics, 17.9 million people are 

losing their lives every year worldwide. Chronic Kidney Disease 

(CKD) and Breast Cancer takes the next positions in the list. 

Disease classification is an important issue that needs more 

attention now. Making use of an optimized technique for such 

classification would be a better option. In this heart disease 

classification, initially, feature selection was done using Teaching 

learning based Optimization based (TLO) and Kernel Density. 

TLO is based on the process of classroom teaching, which 

involves too much iteration that leads to time complexity. 

Similarly, a certain level of misclassifications has been observed 

by using Kernel Density (KD). In the proposed method, K-

Nearest Neighbour (KNN) is used to address the issue of NaN 

values and Density based Modified Teaching Learning based 

Optimization (DMTLO) is used for feature selection. Finally the 

classification process is done by considering Support Vector 

Machine (SVM) and Ensemble (Adaboosting method). SVM 

categorizes data bydissimilar class names by defining a group of 

support vectors that are part of the group of training inputs that 

plan a hyper plane in the attribute space. Ensemble method is 

used to solve statistical, computational and representational 

problems. Experimental outcomes have proved that the projected 

DMTLOovertakes the existing methodologies with required 

quantity of attributes. 

Keywords—Teaching learning based optimization; kernel 

density; support vector machine; k-nearest neighbour; ensemble 

learning 

I. INTRODUCTION 

Nowadays, datasets are tremendously accumulated with 
enormous quantity of data sources. Such high dimensional data 
rises the calculationrate and diminishes the results of a ML 
model if the dataset has inappropriate, duplicate and unwanted 
attributeswhich is notfavourable to the improvement of an 
analytical model. The issue of over fitting with vast number of 
features could be addressed by using Learning models. 
Choosing a relevant and suitable set of features could be a 
better way to solve this problem. Several feature selection 
algorithms are available in this regard. These algorithms are 
capable of minimizing the quantity of features in order to 
develop an AI model by authenticating different arrangements 
of features in an input dataset. 

In general, wrapper based attribute selection strategies are 
projected to improve the competencies of classification 
methods. Finding a worthy arrangement of attributes is really a 

challenging task. Various optimization techniques are utilized 
for choosing proper features such as Genetic Algorithm (GA), 
and Particle Swarm Optimization (PSO) by numerousscientists 
to advance the outcomes of the classifiers. 

Parham et al., (2016) [9] established an attribute choosing 
strategy which is a hybridization of PSO and local search 
strategy. Its results were evaluated with various screen and 
wrapper-based strategies. It has attained notable precision 
results. 

Hafez et al. (2015) [5] proposed an attribute choosing 
procedure that is dependent on Chicken swarm optimization. It 
replicated the performance of chicken swarms and 
attainedgood resultsthroughtypical datasets relatedtowards GA 
and PSO optimization algorithms. A methodology proposed by 
Panda (2017) [12] relies on elephant search optimization in 
aalliance with deep NN for inspecting microarray data. 
Venkata Rao (2016) [14], Rao (2016) [21] proposed extensive 
presentations of TLBO in many real time problems. The 
strategy of TLBO is proposed to decrease load of fixing the 
parameter standards during attribute choosing process. 

II. RELATED WORK 

Attribute selection is highly needed in various areas like 
categorization of emails, disease analysis, forged claims and 
also in the areas of credit/debit risks. In the process of 
developing a well-organized decision-making method, the 
significant step is to organize the better features which are 
more suitable to attain better precision results.Various 
scientists have made use of filter and wrapper choosing 
strategies Wah et al., (2018) [22] to increase the correctness of 
forecaststrategies. Several prevailing attribute choosing 
strategies have been observed to comprehend its pros and cons. 
Bahassine et al. (2018) [3] have projected a novel attribute 
choosing method for categorization of Arabic text by means of 
an better Chi-square technique to improve the classification 
outcomes. Better results have been attained by incorporating 
SVM classifier. 

Mazini et al. (2018) [11] established a new method 
intended for abnormality network-based intrusion discovery 
model. This helps to attain a maximum detection rate with a 
minimum false positive rate. This model is a hybridization of 
both artificial bee colony and AdaBoost algorithm. The former 
is utilized for selecting efficient attribute whereas the latter is 
for classification. 
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Thawkar et al., (2018) [18] projected an attribute choosing 
method. This method was developed using Biogeography-
based optimization procedureaimed atcategorization of 
numeral mammograms with ANN. 

Wen et al. (2016) [23] developed a novel unsupervised 
attribute choosing techniquethat is related on L2;1-norm 
regularization on behalf ofidentifying certain human 
movements. The above said procedure achieves both attribute 
mining and selection instantaneously which produces ideal 
attributes. 

Xu et al. (2017) [24] projected an innovative discriminative 
L2 regularization-based sparse demonstration. This procedure 
is exclusively for classifying input images and 
accomplishednotableprecisionthroughvarious inputs. 

Absolute dimensionality reducing method is proposed by 
Lai et al. (2017) [7] that can be termed asRobust Discriminant 
Regression (RDR) by means of L2,1-norm as the 
elementarystandard in the evaluation function for attribute 
extraction. RDR doesn‘t get proper predictions for attribute 
selection and that is considered to be its main disadvantage. 

Mafarja et al. (2017) [8] utilized the Dual Dragonfly 
Procedure. This is in the direction ofpicking a subdivision of 
attributes taken fromUCI repository and attainedimprovedout 
comesequated with GA and PSO algorithms. 

Sayed et al. (2017) [15] recommended a fresh meta-
heuristic techniquewhich is similar to crow search procedure 
for picking proper attributes and appealedhealthieroutcomes 
throughstandard datasets. 

Sayed et al. (2018) [16] established a hybridized technique 
which is a combination of swarm algorithm for attribute 
selection and with chaos theory. This addresses the issues of 
confined optima and little convergence problems. 

Agrawal et al., (2015) [1] projected a novel attribute 
selection strategy that is dependent on Artificial Bee Colony 
and K-NN algorithms. This is used for categorizing theCT 
images of cervical cancer. 

Marie-Sainte et al., (2018) [10] recommended an 
innovative attribute choosing method for categorizing Arabic 
text with the help of firefly algorithm. This obviously improves 
classification performance. The researchershave made trials on 
OSAC dataset and accomplished 0.994 accuracy rate. 

Shahbeig et al. (2016) [17] designated a subcategory of 
interrelatedDNAscollected from the input of breast cancer 

microarraythrough the support of transformed fuzzy adaptive 
PSO incorporated with TLBO procedure and confirmed the 
correctnessby SVM classifier. 

Tuo et al. (2017) [19] established an original hybrid 
HSTLBO technique that stabilizes the convergence difficulty 
of distinct TLBO and Harmony Search procedures. 

III. EXISTING SYSTEM 

Feature selection can be done in dualways; Teaching 
Learning based Optimization (TLO) and Kernel Density (KD) 

A. Feature Selection using Teaching Learning based 

Optimization (TLO) 

TLO is familiar technique towards choosing the ideal sub 
division of features. This has binary segments. First segment 
covers an optimization Technique, which can be utilized to 
choose ideal set of attributes. Various classification models are 
covered in the latter phase. These segments arerecurrenttill 
anendingcondition has seen. Stopping criteria can be taken as 
astaticamount of iterations. Improved precision with various 
classification models cannot be adopted in Teaching Learning 
based Optimization (TLO) and also this TLO cannot be 
hybridized with any other feature selection strategies. 

B. Feature Selection using Kernel Density (KD) 

Kernel Density (KD) isa non-parametric and it doesn‘t 
make any conventions with respect to data distribution. It 
always chooses attributes that capture the performance of usual 
data by separating the outliers. A forward search strategy is 
used for estimating standards. This is highly capable of 
discovering outliers when compared to other familiar 
strategies. Incorporating other search techniques would be a 
more challenging factor in terms of attribute selection since it 
exploits the parallelism. Also, no proper studies have been 
done so far to ensure the value of the features. 

IV. PROPOSED SYSTEM 

In the proposed system pre-processing to remove the Nan is 
done using KNN method, feature selection using Density based 
Modified Teaching Learning based Optimization (DMTLO) 
and Kernel Density (KD) based method. Classification is done 
using Classification using SVM and Ensemble (Adaboosting 
method). 

Fig. 1 represents the architecture of the proposed system. 
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Fig. 1. Architecture of the Proposed System 

A. Pre-Processing to Remove the Nan using KNN Method 

In familiar data mining tasks like, classification and 
regression Altman (1992) [2], K-Nearest Neighbour (K-NN) is 
considered to be a constraintfree approach. It is a method of 
instance-based learning and it is likewise termed as lazy 
learning. Local approximations are done on the functions and 
the calculations are suspended until classification. It is 
considered to be the basic way of all AI techniques. 

Its outcomes determine the classification or regression. The 
characteristicscomprise ease to take outcomes, calculation time 
and analyticalcompetence.If K-NN is utilized for classification, 
the results give the class membership. 

Objects are categorizedby means ofconsidering the vote 
attained from neighbours. All those objects are allocated to a 
class which is more obvious in KNN.In the phase of 
regression, the outcome provides the stuff of object which is 
the average of the values of KNNs. 

B. Feature Selection using Density based Modified Teaching 

Learning based Optimization (DMTLO) 

Density based Modified Teaching Learning based 
Optimization (DMTLO) is adopted inorder to streamline the 
conventional TLBO in the calculation of evaluation function. 
The size of input and design variables is considered to be 
theinput parameters to discover the biasedgroup of attributes. 

DMTLO starts by fixing the populacescope, t i.e., the 
quantity of learners (ps= 1, 2, 3 ….. n) and the design variable, 
s i.e., the quantity of subjects (su=1, 2, 3…..m) which 
aretrained. 

The representation of objective function is given below. 

Minimum f(y) = ∑nr=1 [y2 r – 10 cos (2πyr) + 10]          (1) 

1) Teacher phase: The best learner would be chosen in 

this phase. Teacher tries to take an attempt in order to enrich 

the understanding of rest of the learners by maximizing their 

average mean. Throughout this phase, final iteration can be 

represented as. 

   Iteration for (y=1, 2, 3….m) 

Subject x(x=1, 2, 3…..n) 

Mean value for individual subject is considered and it could 
be demonstrated as ms(x,y) 

In this phase, variancesare taken to modernize the standards 
in the resolutionpool by totalling the value of differences to the 
present solution and the algorithm continues to the learner 
phase. 

Chebyshev distance metric is taken to modernize the values 
in output space. Differences are denoted as Ds, Dchebyshev 
distance as Dc. 

Ds = v (O_new,s -TFOs)             (2) 

Dc (yi, yj) = max (|yi-yj|)             (3) 

X'new= f(y) + Dc(yi-yj)             (4) 

2) Learner phase: By making interaction with the peers, 

the understandability of individual learners can be improved. 

For y=1:tr 

https://en.wikipedia.org/wiki/Instance-based_learning
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Chooseadditional learner arbitrarily Xx, such that y≠x 

If f(Xx) < f(Xx) 

X''new,y=X'new,y + ry(Xy– Xx) 

Else 

X''new,y=X'new,y+ ry(Xx – Xy) 

End If 

End For 

Admit‗X''new‘, when a function value is superiortoits 
earlier value. The attributes that shows enhanced outcomes 
based on the latest evaluation function through the every cycle 
is accumulated in attribute subset. This algorithm finishes 
when each and every attributes are taken for evaluation. 

C. Classification using SVM and Ensemble 

(Adaboostingmethod) 

Classification is done using Classification using SVM and 
Ensemble (Adaboosting method). 

1) Support Vector Machine (SVM): One of the 

newestproceduresaimed at pattern classification is SVM. It 

isextensively used in various fields. It is a supervised learning 

techniqueconnected with learning procedures to examine data 

and to distinguish patterns. Fixing up the kernel factor for 

SVM in training phase will definitely influence the correctness 

of classification results. SVMs were initially recommended by 

Vapnik (1995) [20]. It is widely used in various applications 

like image recognition Pontil&Verri (1998) [13], 

bioinformatics Yu et al. (2003) [25] and text classification 

Joachims (1998) [6]. 

Class labels are used to classify the input data. This is 
possible via defining a group of support vectors which 
areconsidered to be a part of training inputs. 

Along with linear classification, SVMs are well relevant for 
random classification with the help of data, indirectlyplotting 
their inputs on high-dimensional attribute spaces. 

2) Ensemble classification: Ensemble learning helps in 

enlightening the outcomes of Machine Learning (ML) by 

linking several models. This strategy produces a notable 

outcome in contrast to a solitary model. A group of classifiers 

acquire and then cast their vote. The extrapolativecorrectness 

is upgraded but it is challenging to comprehend them 

Dietterich (2002) [4]. It is beneficial in solving statistical, 

computational and representational problems. It is not 

essential to find more precise models, but build models with 

errors. Ensemble models built to perform classification can 

misclassify initially. 

There are different methods of building ensembles. 

 Maximum Vote 

 Bagging and Random Forest (RF) 

 Chance Injection 

 Feature choice Ensembles 

 Error Correcting Output Coding (ECOC) 

The algorithm is shown below. 

Step 1: Form the test set ‗T‘ using ‗n‘ documents in ‗X‘ 

Step 2: Form the training set ‗TR‘ using the residual 
documents in ‗X‘ 

Step 3: for every classifier in ‗C‘. 

Make use of classified documents to train the 
classifier in ‗T‘. 

Utilize the trained classifier to group the documents 
in ‗S‘. 

Store the resultant labels in the particular class. 

Step 4: for every ‗x‘ in the range 1 to s 

for every ‗y‘ in the range 1 to s 

for every ‗z‘ in the range 1 to k 

for every ‗n‘ in the range z+1 to k 

if (class[z,x] == class[n,y])  

if(M[x,y]==0)  

           M[x,y]=1; 

else 

         M[x, y] =M[x, y]*2; 

Step 5: ‗m‘ is served into the k-means procedure to form  
document groups. 

Step 6: Apply SVM-linear algorithm on ‗T‘ for document  
categorization. 

Step 7: Select the classes conforming to the clusters by 
finding the class attained in the preceding step. 

D. Datasets 

The datasets aretaken from UCI machine learning 
repository. 

Nearly 76 features are present in the heart disease dataset, 
but most of the researchers have made use of 14 in the list. The 
objective of this dataset is to conclude whether a patient is 
having a heart disease or not. It is numericalvalue that ranges 
from 0 to 4. Investigations with the Cleveland database have 
focused on simply attempting to differentiate existence (values 
1, 2, 3, 4) from non-existence (value 0) of heart disease. 

In the heart diseases dataset there are 14 attributes 304 
Instances, whereas in Chronic Kidney Disease dataset there are 
25 attributes 400 Instances and Breast cancer dataset includes 
32 attributes 569 Instances. Each has an attribute that is a class 
like present and not present. 

Chronic Kidney Disease dataset includes blood tests and 
various other measures collected from the patients either with 
the presence or absence of CKD. The details are collected from 
nearly 400 patients who were in observation for over period of 
60 days. Out of 400 patients, 250 were diagnosed with Chronic 

https://en.wikipedia.org/wiki/Kernel_trick
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Kidney Disease and 150 were without Chronic Kidney 
Disease. This variation is represented as ―Class‖ in the dataset. 
Few important attributes of this dataset are age, Hyper tension, 
Diabetic, Blood Glucose Random, Blood Urea, Haemoglobin 
etc. 

Wisconsin Diagnostic Breast Cancer (WDBC) is one of the 
standard datasets considered for Breast cancer diagnosis. It has 
nearly 699 instances, in which 458 are benign and 241 are 
malignant with 11 attributes that includes a class attribute. 

V. RESULTS AND DISCUSSION 

The following figures (Fig. 2-7) show the performance of 
the benchmarked and the proposed schemes. Table I shows the 
quantity of Features taken using TLO, KD and DMTLO. Table 
II illustrates the attributes selected using TLO, KD and 
DMTLO. 

Fig. 2 shows the Accuracy, Precision, Recall, F-measure 
for the Heart Disease Dataset. It is seen that the proposed 
DMTLO_Adaboosting offers 6%, 4%, 4%, 2%, and 2% better 
Accuracy in contrast to MTLO_SVM, MTLO Adaboosting, 
KDF_SVM, KDF_Adaboostingand DMTLO_SVM 
respectively. Similarly it offers 5%, 3%, 3%, 1%, and 1% 
better Precision in contrast to MTLO_SVM, MTLO 
Adaboosting, KDF_SVM, KDF_Adaboosting and 
DMTLO_SVM, respectively. The Recall of 
DMTLO_Adaboosting is 4%, 4%, 1%, 2% and 2% improved 
when compared to MTLO_SVM, MTLO Adaboosting, 
KDF_SVM, KDF_Adaboosting and DMTLO_SVM 
respectively. Similarly, the F-Measure of 
DMTLO_Adaboosting is 4%, 3%, 3%, 2% and 1% improved 
when compared to MTLO_SVM, MTLO Adaboosting, 
KDF_SVM, KDF_Adaboosting and DMTLO_SVM, 
respectively. 

Fig. 3 shows the Time Period and Error rate for the Heart 
Disease Dataset. DMTLO_Adaboosting offers 80.95%, 
61.90%, 61.90%, 33.33% and 23.81% better Time period in 
contrast to MTLO_SVM, MTLO Adaboosting, KDF_SVM, 
KDF_Adaboosting and DMTLO_SVM respectively. Similarly 
it involves 2.76, 2.46, 2.23, 1.85 and 1.38 times lesser error 
rate in contrast to MTLO_SVM, MTLO Adaboosting, 
KDF_SVM, KDF_Adaboosting and DMTLO_SVM, 
respectively. 

Fig. 4 shows the Accuracy, Precision, Recall, F-measure 
for the Chronic Kidney Disease Dataset. It is seen that the 
proposed DMTLO_Adaboosting offers 6%, 3%, 7%, 4%, and 
2% better Accuracy in contrast to MTLO_SVM, MTLO 
Adaboosting, KDF_SVM, KDF_Adaboosting and 
DMTLO_SVM respectively. Similarly it offers 6%, 3%, 7%, 
5%, and 2% better Precision in contrast to MTLO_SVM, 
MTLO Adaboosting, KDF_SVM, KDF_Adaboosting and 
DMTLO_SVM, respectively. The Recall of 
DMTLO_Adaboosting is 5%, 3%, 7%, 4% and 2% improved 
when compared to MTLO_SVM, MTLO Adaboosting, 
KDF_SVM, KDF_Adaboosting and DMTLO_SVM 
respectively. Similarly, the F-Measure of 
DMTLO_Adaboosting is 5%, 3%, 6%, 3% and 1% improved 
when compared to MTLO_SVM, MTLO Adaboosting, 
KDF_SVM, KDF_Adaboosting and DMTLO_SVM, 
respectively. 

Fig. 5 shows the Time Period and Error rate for the Chronic 
Kidney Disease Dataset. DMTLO_Adaboosting offers 65.21%, 
39.13%, 86.95%, 60.86% and 26.08% better Time period in 
contrast to MTLO_SVM, MTLO Adaboosting, KDF_SVM, 
KDF_Adaboosting and DMTLO_SVM, respectively. Similarly 
it involves 2, 1.58,2, 1.75 and 1.33 times lesser error rate in 
contrast to MTLO_SVM, MTLO Adaboosting, KDF_SVM, 
KDF_Adaboosting and DMTLO_SVM, respectively. 

Fig. 6 shows the Accuracy, Precision, Recall, F-measure 
for the Breast Cancer Dataset. It is seen that the proposed 
DMTLO_Adaboosting offers 5%, 1%, 5%, 3%, and 2% better 
Accuracy in contrast to MTLO_SVM, MTLO Adaboosting, 
KDF_SVM, KDF_Adaboosting and DMTLO_SVM, 
respectively. Similarly it offers 5%, 2%, 4%, 3%, and 1% 
better Precision in contrast to MTLO_SVM, MTLO 
Adaboosting, KDF_SVM, KDF_Adaboosting and 
DMTLO_SVM, respectively. The Recall of 
DMTLO_Adaboosting is 5%, 2%, 5%, 4% and 1% improved 
when compared to MTLO_SVM, MTLO Adaboosting, 
KDF_SVM, KDF_Adaboosting and DMTLO_SVM, 
respectively. Similarly, the F-Measure of 
DMTLO_Adaboosting is 3%, 1%, 6%, 1% and 1% improved 
when compared to MTLO_SVM, MTLO Adaboosting, 
KDF_SVM, KDF_Adaboosting and DMTLO_SVM, 
respectively. 

TABLE I. NUMBER OF FEATURES SELECTED USING TLO, KD AND DMTLO 

Dataset No. of Attribute Selection Feature Selection using TLO Feature selection using KD Feature Selection using DMTLO 

Heart disease  14 10 8 12 

CKD  25 18 16 19 

Breast Cancer 32 20 23 26 

TABLE II. ATTRIBUTES SELECTED USING TLO, KD AND DMTLO 

Dataset Selected Attributes of TLO Selected Attributes of KD Selected Attributes of DMTLO 

Heart diseases 1,2,3,4,5,6,7,10,12,13 4,5,6,12,13,10,7,3, 12,10,11,8,13,2,4,7,6,5,9 

CKD 
2,3,4,5,6,10,17,18,19,14,15,11,13,12,9,8
,16,20 

3,4,5,10,11,12,15,16,19,18,11,8,9,2,14,6 2,3,10,4,5,17,18,19,14,15,6,7,11,12,13,8,9,21,23 

Breast Cancer 
12,13,11,27,28,8,7,29,6,18,17,16,19,10,

15,14,22,21,26 

11,12,13,14,17,27,28,29,30,15,16,17,23,22,2

1,18,19,2,3,4,5,24,8, 

12,13,11,27,28,29,26,8,7,25,9,5,18,30,17,16,19,

10,15,2,14,1,22,21,6,4 
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Fig. 2. Accuracy, Precision, Recall, F-Measure for the Heart Disease Dataset. 

 

Fig. 3. Time Period and Error Rate for the Heart Disease Dataset. 

 

Fig. 4. Accuracy, Precision, Recall, F-Measure for the Chronic Kidney Disease Dataset. 
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Fig. 5. Time Period and Error Rate for the Chronic Kidney Disease Dataset. 

 

Fig. 6. Accuracy, Precision, Recall, F-Measure for the Breast Cancer Dataset. 

 

Fig. 7. Time Period and Error Rate for the Breast Cancer Dataset. 
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Fig. 7 shows the Time Period and Error rate for the Breast 
Cancer Dataset. DMTLO_Adaboosting offers 74.07%, 
55.55%, 59.25%, 44.44% and 18.51% better Time period in 
contrast to MTLO_SVM, MTLO Adaboosting, KDF_SVM, 
KDF_Adaboosting and DMTLO_SVM, respectively. Similarly 
it involves 2.25, 1.75, 1.5, 1.66 and 1.33 times lesser error rate 
in contrast to MTLO_SVM, MTLO Adaboosting, KDF_SVM, 
KDF_Adaboosting and DMTLO_SVM, respectively. 

VI. CONCLUSION 

In this paper, the outcomes of the proposed system are 
evaluated for 3 various datasets like Heat disease, chronic 
kidney disease and Breast cancer. The experimental results are 
compared with existing Teaching Learning optimization and 
Kernel Density. The results are analysed in terms of Accuracy, 
Precision, Recall, F-measure, Time Period and Error Rate. 
Based on this, it is noticeable that the proposed DMLTO 
overtakes the existing methodologies. 
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Abstract—Recently, Face Recognition (FR) has been received 

wide attention from both the research community and the cyber 

security industrial companies. Low accuracy of recognition is 

considered a main challenge when it comes to talking about 

employing the Artificial Intelligence (AI) for FR. In this work, 

the Scale Invariant Feature Transform (SIFT) and the 

Convolutional Neural Networks (CNN) feature extraction 

methods are utilized to build an AI based classifier. The CNN 

extracts features through both the convolutional and polling 

layers, while the SIFT extracts features depending on the scale 

space, directions, and histograms of points of interest. The 

features that are extracted by the CNN and the SIFT methods 

are used as an inputs for the KNN classifier. The experimental 

results with 400 test images of 40 persons, with 240 images are 

randomly chosen as training sets and 160 images from test sets, 

demonstrate in terms of accuracy, sensitivity, and error rate, that 

the CNN-based KNN classifier achieved better results when 

compared to the SIFT-based KNN classifier (accuracy = 97%, 

sensitivity = 93%, error rate = 3%). 

Keywords—Face recognition; training; testing; CNN; SIFT; 

accuracy; classifier 

I. INTRODUCTION 

Background The Face Recognition (FR) research field can 
be seen as an intersection of three main domains, which are 
Artificial Intelligence (AI), Image Processing (IP), and 
Cybersecurity (Cs). Fig. 1 illustrates the face recognition 
research field in terms of domains' intersection. 

For the Artificial Intelligence (AI), it is defined as the 
science that addresses the mechanisms of learning machines to 
be able to make decisions as the human's brain [1]. The Image 
Processing (IP) research field is defined as method to perform 
some operations on an image, in order to get an enhanced 
image or to extract some useful information from it [2]. 
Cybersecurity is defined as the mechanisms that are employed 
to protect digital data against unauthorized network users or 
malicious alternations [3]. 

Motivation (importance of domain). In the context of 
Smart Cities (SCs), FR-based systems play a significant role 
to perform tasks easily and quickly for the users. FR-based 
systems can save the user's time. For example, instead of 
opining door using keys, the FR-based system can do this 
mission directly once the user stands in front of the door. This 
saves the time of the user when he or she forgets the keys of 
the door [4]. Moreover, FR-based systems ensure performing 

the tasks at a high level of security. That is because nobody 
can login to sensitive locations (or data) if the system denies 
the matching process [5]. Furthermore, from medical point of 
view, FR-based systems contribute to limit the spread of 
Covid-19. That is because fingerprinting-based systems can be 
replaced by FR-based systems [6]. Actually, it is 
recommended not to use fingerprinting systems in both 
governmental and private institutions (PMC, 2020). 

Statement of problem. In terms of cybersecurity, 
authentication security requirement means the process of 
identifying the identity of a user with guaranteeing that no 
impersonation [7]. FR contributes to provide authentication 
for users by processing the image of the user's face and then 
matching it with what was stored in a database. However, 
employing the Artificial Intelligence (AI) to build FR-based 
system is critical especially when it comes to talking about 
logging in to a top-secret data centers, such as the servers' 
room in an interior ministry, or any kind of digital information 
[8]. That is because any error in the FR-based system leads to 
open the door for attackers (unauthenticated users) [9]. This in 
turn means a very critical security gap in the system. 

This reflects the importance of providing FR-based 
systems with a high accuracy. Otherwise, a big security 
problem will occur. Fig. 2 illustrates the problem of low 
accuracy of FR-based systems from cybersecurity perspective. 

 

Fig. 1. Face Recognition Research Field in Terms of Domains' Intersection. 
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Fig. 2. The Problem of Low Accuracy of FR-based Systems. 

In Fig. 2, there are two users (Alice and Trudy). Alice is 
authenticated user, while the Trudy is un-authenticated one. 
The FR-based system is linked to a data center that includes 
servers where a top-secret data is stored in it. Three main steps 
are required to legal login to the data center. First, the camera 
takes a photo of the face of the user. Second, the FR-based 
system processes the image and performs a matching process. 
If the information extracted from the processed image (the 
face of the user is recognized) matches with what is stored in 
the data base, the login is performed (physically, the door is 
opened). In the case of low accuracy, the FR-based system 
will have a security gap. This security gap can be exploited by 
the Trudy to gain an illegal login. 

Research questions. There are some critical reasons of the 
low accuracy in FR-based systems. All of the reasons have a 
one root related to blurring. From the term of blurring, a main 
research question can be derived, which is how to ensure 
robustness against blurring images of the faces and high 
accuracy of face recognition at the same time? In details, we 
have the following tow research questions: 

1) How to ensure high face recognition rate under the 

impact of noisy images of faces (such as wet faces or sweaty 

face). 

2) How to guarantee high accuracy when dealing with 

different cases where the directions of the faces cause some 

distortion of the face. 

By employing Convolution Neural Networks (CNN), we 
can response to the research questions. We can exploit the 
structure of the CNN that contains constructing the 
convolution and pooling layers to enhance the processing of 
the input images. In addition, we can support the CNN by a 
strong pre-processing step to ensure high resistance against 
noisy images. 

 

Fig. 3. Groups of Deep Learning Networks used for FR-based Systems. 

Contribution. In general, the contribution of this work is as 
follows: 

 In responding to the first research question, an efficient 
pre-processing step is conducted before starting the 
process of training the classifier. One of the aims is 
removing noise. 

 To deal with the distortion caused by looking at 
different directions, this work presents the 
Convolutional Neural Network (CNN) and the Scale 
Invariant Feature Transform (SIFT) methods for 
feature extraction. Integration of both the CNN and the 
SIFT with the K-Nearest Neighbor (KNN) classifier 
ensure high level of accuracy under various directions 
of the face being classified. 

 Extensive experiments are conducted to proof the 
effectiveness of the proposed classifiers. 

Structure of paper. The rest of the work is organized so 
that in Section II we present the related work. Section III 
provides the proposed system. In Sections IV and V, the used 
metrics and the experiments and evaluations are conducted, 
respectively. Finally, the work is concluded in Section VI. 

II. RELATED WORK 

In general, the Artificial Intelligence (AI) provides 
significant contribution to enhance the FR-based systems. 
Under the umbrella of the Artificial Intelligence (AI), the deep 
learning networks that are used for building FR-based systems 
can be classified into six groups, as shown in Fig. 3. 

In [10] a suggested algorithm was proposed to increase the 
efficiency of the Elman neural algorithm in face recognition. 
The proposed algorithm was studied on the images of 20 
students from the Department of Computer Science, Tikrit 
University. First step creates dataset of faces, second step 
convert color space to HSI and using saturation layer, image 
decomposition using curve let transform, feature extraction 
using Principle component analysis, and final step face 
recognition using Elman neural network. After applying 
proposed algorithm, the rate of face recognition 94%.” 

In their work [11], the authors proposes an algorithm for 
face detection and recognition based on convolution neural 
networks (CNN), which outperform the traditional techniques. 
In order to validate the efficiency of the proposed algorithm, a 
smart classroom for the student's attendance using face 
recognition has been proposed. The face recognition system is 
trained on publically available labeled faces in the wild (LFW) 
dataset. The system can detect approximately 35 faces and 
recognizes 30 out of them from the single image of 40 
students. The proposed system achieved 97.9% accuracy on 
the testing data. Moreover, generated data by smart 
classrooms is computed and transmitted through an IoT-based 
architecture using edge computing. A comparative 
performance study shows that our architecture outperforms in 
terms of data latency and real-time response. 

In [12], an efficient face recognition method using AGA 
and ANFIS-ABC has been proposed. At first stage, the face 
images gathered from the database are preprocessed. At 
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Second stage, an interest point which is used to improve the 
detection rate consequently. The parameters used in the 
interest point determination are optimized using the Adaptive 
Genetic Algorithm. Finally using ANFIS, face images are 
classified by using extracted features. During the training 
process, the parameters of ANFIS are optimized using 
Artificial Bee Colony Algorithm (ABC) in order to improve 
the accuracy. The performance of the proposed ANFIS-ABC 
technique is evaluated using an ORL database with 400 
images of 40 individuals, YALE-B database with 165 images 
of 15 individuals and finally with real time video the detection 
rate and false alarm rate is compared with proposed and 
existing methods to prove the system efficiency. 

In [13] the authors have presented the feature-based 
method for 2D face images. Speeded up robust features 
(SURF) and scale-invariant feature transform (SIFT) are used 
for feature extraction. Five public datasets, namely Yale2B, 
Face 94, M2VTS, ORL, and FERET, are used for 
experimental work. Various combinations of SIFT and SURF 
features with two classification techniques, namely decision 
tree and random forest, have experimented in this work. A 
maximum recognition accuracy of 99.7% has been reported by 
the authors with a combination of SIFT (64-components) and 
SURF (32-components). 

In [14], introduced a method to gain the invariant 
illumination signs of face images based on logarithmic fractal 
dimension with respect to complete 8-local dimensional 
patterns. This method depended on performing three tasks 
identified by using adaptive holomorphic filter to shrink the 
illumination partly. Second, implement the abstracted LFD 
method to improve facial aspects. Third, employ the full 
ELDP (CELDP) that utilizes the directions and the magnitude 
of the edge to generate the term of illumination invariant 
representation. The realized results based Yale B, extended 
Yale B and AR achieved the database results depending on 
their applications. The proposed method demonstrated 
colossal recognition excellence by reaching the entire face 
recognition accuracy by 99.47% for Yale B, 99.53% for 
CMU-PIE, 94.55% for extended Yale B, and 86.63% for AR 
face databases. 

The author in [15] furthermore, [14] presented krawtchouk 
polynomial moments technique based methodology for local 
descriptor. Based on edge indicator, canny edge was employed 
to discover the focused points to specify the zone near its scale 
and normalize the relation. The krawtchouk polynomial will 
be applied on the realized region in order to construct the 
descriptor. The output of the ORL, FERET based method 
emphasized that the results were perfect confirmed by 
accuracy rate of (97.86) percent. 

Another technique presented in [16] named Coupled 
Marginal Discriminant Mappings (CMDM), which matches 
the images of the face with different clarity levels regardless 
the conditions of global data distribution and local data 
structure based learning map. The accuracy results obtained 
based on AR and FERET were realized by (94.56) and (88.5) 
percent respectively. Additionally, dimensionality reduced 
local directional pattern (DRLDP) approach proposed by [17] 
which showed eight-bit code assigned to (3 × 3) of every sub 

zone. The code describes the textural pattern of the whole 
block and then obtains a sole eight-bit code for each block. 
Experiments were performed utilizing the FERET, Expanded 
YALE B and ORL repositories. DR-LDP beat the other local 
descriptor form with a higher identification score of 97.62 
percent. 

In addition, [18] suggested a facial recognition method 
focused on PCA, which was introduced using the principle of 
neural networks. The system's operating theory begins as 
follows: build a database of recognized individuals with facial 
images. Then agree on a training range of M number of 
images corresponding to the variation in facial expressions 
and lighting conditions of each person. Next, calculate (M × 
M) matrix (L) and corresponding eigenvectors and its 
eigenvalues. Then, fuses uniform image training set that 
generates M Eigen-faces and saves the corresponding values 
after fusing the image training set together. In addition, the 
program measures and stores a function vector for anyone in 
the database to create a different neural network designed for 
the face of each person found in the facial database. When 
Eigen-faces are collected, the corresponding computation is 
performed to acquire feature vectors for the facial images in 
the database and is given as feedback for increasing neural 
network training. The training method uses the facial features 
the same specific person's vectors that are used to train the 
neural network of an entity and even other neural networks. 
Once an input image for the identification system is provided 
then the resulting attribute vectors are determined using 
already specified Eigen-faces and the new input image 
representation is retrieved. The ORL face image repository 
has been used to test the device to demonstrate fair 
identification rates of 93 percent. 

The author in [19] builds an automated method for 
identifying neutral faces in identification images utilizing deep 
learning algorithms, and torching the hardware necessary to 
efficiently execute the established environment for learning 
consists of 64 GB of RAM and strip-based storage unit. Free 
CV (open source computer vision), python and Ubuntu (Linux 
operating system) version 17.10 and Nvidia CUDA 8.0 are the 
necessary applications. This method was developed using a 
dataset containing approximately 94 images, the dataset was 
generated utilizing 128-d embedding for each face in the 
dataset, the embedding was used to identify the facial pictures 
characters. After the dataset and folder structure was set, the 
faces in our training set were quantified using 128 embedding. 
During classification, the k-NN model was utilized for the 
final face classification. The system achieved an accuracy of 
about 95%. It was able to recognize and display the names and 
face of people in an image. The system can recognize a face 
image included in a dataset that has been trained. 

The study in [20] suggested a Retinex Adaptive 
Attenuation Quantification (AAQR) approach to improve the 
overnight image information. This approach contains 3 stages: 
the constraint of attenuation, the estimation of attenuation and 
the quantification of adaptations. The efficiency of the 
proposed model was assessed using a reliable face recognition 
system via sparse depiction. At night the captured driver's face 
images were grouped into three categories (UP-Down, Left-
Right and Mixed) according to the arrangement of 
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illumination for each image. The findings revealed that the 
image recognition levels improved by the suggested AAQR 
system were 82%, 84%, and 91% respectively for the Up-
Down, Left-Right, and Mixed Illumination classes. The 
detection range of the AAQR system was (2 – 36) percent 
higher relative to other form of picture improvement. The 
developed system of successful face recognition focused on 
the concept element interpretation, genetic algorithm and 
vector supporting system, in which the key aspect analysis is 
used to minimize the attribute aspect, the genetic algorithm is 
utilized to refine the searching technique, and the assistance of 
the vector system is employed to recognize classification. 
Through the 2003 simulation study on the face database of the 
Chinese Academy of Science Institute of Technology, the 
findings indicate that the design can achieve a higher-
efficiency facial recognition and the maximum accuracy rating 
of 99%. 

III. PROPOSED SYSTEM 

This section provides the framework of the proposed 
system with its components firstly. Then, it describes the most 
important component, which is the FR-based system from the 
Artificial Intelligence (AI) perspective. Finally, it presents the 
details of building of the FR-based system. 

A. Framework of Proposed System 

The framework of the proposed system consists of three 
main components, which as camera, the ready FR-based 
system, and the data base. The camera is used for face 
capturing, while the FR-based system takes the image of the 
face and processes it to be matched with the information 
stored in the data base. Fig. 4 shows the components of the 
framework. 

As shown in Fig. 4, the login process will be legal if the 
FR-based system correctly identifies the user as an 
authenticated one by his face. Otherwise, the system will deny 
the login process. It is worth mentioning that in Fig. 4 the FR-
based system is considered complete and ready for use. 
However, the process of building the FR-based system is 
described below. 

B. FR-based System in Terms of AI 

We can imagine that the system included in the framework 
described above is delivered to a company to be used by its 
employees. The employee is allowed to login to his or her 
office only if the system recognized his or her as authenticated 
user. In this context and in reality, the delivered system has to 
be built at the programmers' side and then is used at the 
company side. According to the fundamentals of the AI, the 
process of building the FR-based system goes through two 
main steps. The two steps are illustrated in Fig. 5. 

As shown in Fig. 5, there are two main stages in the 
construction step, which are training and testing. In the 
training stage, the machine is learnt about how to recognize 
faces, while in the testing stage, the FR-based system is 
evaluated in terms of accuracy. In the usage step, a new record 
(face) is provided as an input to the FR-based system to test 
the ability of recognition (i.e., ability of dealing and handling 

new faces that did not train on them previously or did not 
stored in the data base). 

C. Model Construction Step (Training Stage) 

The final goal of the training stage is to train the machine 
to be able to recognize faces. The word "training" means that 
there must be a database that is used for training purpose, 
which in general called raw material. In this work, the raw 
material is represented by the database of faces. Fig. 6 shows 
the steps of the training stage, where the first step is to select 
or determine the database. 

1) First step: selecting dataset: In this work, the dataset 

that is used for training is called ORL and obtained from [21]. 

The dataset contains 400 images of different faces. The 

images of faces belong to 40 class. The faces included in the 

dataset vary from persons that wear glasses to persons that has 

some expressions in their faces. In addition, the images of 

faces are taken from different angels of light. Moreover, the 

images are from the size 92 × 112 pixel. Fig. 7 shows the 

selecting data base step according to the interfaced of the 

system. 

 

Fig. 4. Components of Framework. 

 

Fig. 5. Steps of Construction and usage of the System. 

 

Fig. 6. Steps of Training Stage. 
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Fig. 7. Selecting Data base with Sample of Image. 

Table I shows six images as a sample taken from the used 
dataset. 

2) Second step: pre-processing: The objective of this step 

is to remove the noise from the image and to crop the face of 

the person, as shown in Fig. 8. 

In reality, the data is noisy. Therefore, removing the noise 
is essential to prepare the images for training phase. In other 
words, the classifier will train on clean data, which in turn 
increases the accuracy rate. Fig. 9 shows the image shown in 
Fig. 7 after noise removing. 

As for the technique used for noise removal, Adaptive 
Median Filter (AMF) is employed for this purpose. AMF 
contribute by adding enhancement for the mammogram input 
images. That is because they have the following benefits [22]: 

1) Removal of salt and-pepper (impulse) noise. 

2) Smoothing of other noise (may not be impulsive). 

3) Reduction of distortion, such as excessive thinning or 

thickening of object boundaries. 

Cropping process means that the face of the person located 
in the input image will be surrounded by a red rectangle. This 
in turn means that the Region of Interest (RoI) is accurately 
determined for further manipulation. Fig. 10 illustrates the RoI 
for the image used in Fig. 10. 

TABLE I. SAMPLE OF IMAGES FROM DATASET 

   

   

 

Fig. 8. Objective of Pre-Processing Step. 

 

 

Fig. 9. Removing the Noise. 

 

Fig. 10. Region of Interest (RoI). 

1) Third step: splitting dataset: In this step, the original 

database is divided into two data sets, which are training data 

set and testing dataset, as shown in Fig. 11. 

As shown in Fig. 11, the training dataset forms 70 % from 
the original data base, while the testing data set forms 30 % of 
the original data base. The process of splitting is performed 
randomly. 
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Fig. 11. Splitting Database. 

2) Forth step: features extraction: In this work, two 

methods are used for feature extraction, which are 

Convolutional Neural Network (CNN) and Scale Invariant 

Feature Transform (SIFT), as shown in Fig. 12. 

 

Fig. 12. Methods of Features Extraction. 

As shown in Fig. 12, there are two main steps in the CNN 
method, while there are five steps in the SIFT method. Below 
in a detailed description of each method. 

D. CNN based Method 

The method of extracting the features depends on a loop 
between two main layers in the CNN, which are convolutional 
layers and pooling layers. 

The goal of the convolution layers is to extract simple 
features from the input image. The goal of the pooling layers 
is to gather the simple features to from complete and clear 
features. Fig. 13 illustrates the structure of the CNN with both 
the convolution and pooling layers. 

As shown in Fig. 13, a filter is used for feature extraction. 
The filter moves in a convolutional manner to scan the whole 
input image. The convolutional motion leads to generate the 
features (illustrated by the one-row tables). After features 
extraction, the pooling process is performed to gather the 
extracted features to form the final features. It is worth 
mentioning that the final extracted features are used for 
training the classifier as described in the 6

th
 step. 

 

Fig. 13. Structure of CNN in Terms of Convolution and Pooling. 

E. SIFT based Method 

The objective of the SIFT method [23] is to extraction of 
features that are stationary even under change in rotation or 
scale of an image. In general, depending on some interesting 
points, the rotation invariance is guaranteed. This can be 
achieved by manipulation both the gradient orientations and 
the magnitudes of the pixels that are located as a neighbors to 
the interesting points. As for the scale invariance, it is 
guaranteed by utilizing a scale space based method. The SIFT 
has five steps, as illustrated in Fig. 14. 

In Fig. 14, the first step is to produce the scale space. This 
is done by converting the face image through the Gaussian 
Convolution. This step aims at dealing with images as layers 
to be an inputs for the next step. The second step is to 
calculate the difference of Gaussian (DOG). This step is 
performed by calculating the subtracting of the nearby images. 
This step aims at facilitating the process of identifying the 
interesting points. The third step is to determine the most 
important interesting points. This is done by comparing 
neighbor pixels with the target pixels in the current and 
adjacent DOG images. This step aims at facilitating the 
process of identifying and deleting the poor interesting points 
(i.e., the points that have low contrast or those that are located 
in the edges). The forth step is calculating the gradient 
orientations of the neighbor pixels around the Remained 
Interesting Points (RIP). This step aims at determining the 
behavior of the interesting points in terms of directions. The 
final step of calculating the histogram of the RIP. The 
histograms are stored in vector for matching process 
(represented in Fig. 14 by             ). 

Compared with the CNN based method, the SIFT based 
method produces less interesting points in terms of numbers. 
In other words, the number of interesting points obtained by 
the SIFT method is less than those obtained by the CNN 
method. This is due to the filtering process in the third step of 
the SIFT based method (i.e., removing poor interesting 
points). 

 

Fig. 14. Steps of SIFT based Feature Extraction Method. 
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Until now, the previous four steps are performed so that 
the process of starting training the classifier K-Nearest 
Neighbor (KNN) is ready. Fig. 15 illustrates that two different 
methods of features extraction (CNN based method and SIFT 
based method) are used. 

3) Fifth step: obtaining labels: Before starting the process 

of training the KNN classifier, the labels (classes) of the used 

data base is obtained. The used data set has 40 class, where 

each class is denoted by                 . Fig. 16 shows a 

snapshot of samples of classes from the used data base. 

4) Sixth step: training the classifiers: In this step, one 

classifier is trained on the two types of features that are 

extracted from both the CNN and the SIFT. The classifier that 

is used in this work is the KNN. Since there are two methods 

of feature extraction, we assume that the first classifier that 

uses the CNN feature extraction method is called     
   , while 

the second classifier that uses the SIFT feature extraction 

method is called      
   . 

 

Fig. 15. Flow Chart of the Four Performed Steps. 

 

Fig. 16. Samples of Classes from the used Data Base. 

F. Training the     
    Classifier 

To train the KNN classifier, an activation function is 
needed. The activation function that is used in this work is the 
Softmax function. The reason why the Softmax activation 
function is used is that it has the following advantages [24]: 

1) Able to handle multiple classes only one class in other 

activation functions normalizes the outputs for each class 

between 0 and 1, and divides by their sum, giving the 

probability of the input value being in a specific class. 

2) Useful for output neurons, where typically Softmax is 

used only for the output layer, for neural networks that need to 

classify inputs into multiple categories. 

Visually, the Softmax function is illustrated by Fig. 17. 

 

Fig. 17. Softmax Function. 

As shown in Fig. 17, the Softmax function is able to 
represent classes within the range [-1, +1]. Since it has 
multiple classes property, the 40 classes found in the used data 
base can be represented. Fig. 18 shows the representation of 
the 40 classes. 

 

Fig. 18. Using Softmax Function for Classification.. 

As shown in Fig. 18, the fully connected network is 
formed (i.e., using the whole features extracted by the CNN). 
Then, the Softmax function represents the 40 class. In details, 
since the value that is generated by the Softmax function is 
limited between the -1 value and the +1 value, there is 2 
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degrees. To represent the 40 classes numerically, the 2 degrees 
is divided by 40 to calculate the step of increasing 
(decreasing). 

                   
 

  
                 (1) 

Depending on the step of increasing, the first class is 
numerically represented by (+1) value. The 2nd class is 
numerically represented by (+0.95) value. The third class is 
numerically represented by (+0.90) value, and so on until the 
40th class which represented by the (-1) value. 

The KNN classifier works depending on calculating the 
distance between the features of given image and the center of 
each cluster. In other words, there will be 40 clusters. Each 
cluster has a center, which is represented by the value of 
activation function. For a given face image, the features are 
extracted, the value of activation function is calculated, and 
the distance between the value of activation function and each 
cluster center is determined, and finally the image is assigned 
to the nearest cluster. Fig. 19 shows an example for the KNN 
classifier. 

Fig. 19 shows the CNN-KNN classifier, where the value of 
activation function is (-0.98). The centers of the clusters are 
(+1) for cluster 1, (+0.95) for cluster 2, and so on. The value (-
0.98) is closer to the last cluster (its center is -1). Therefore, 
the image is assigned to the cluster 40. 

G. Training the      
    Classifier 

The process of training the      
    classifier is similar to the 

process of training the     
    classifier. The difference is 

related to using histograms as centres of clusters. 
Consequently, the calculating of distances is conducted 
between (the histogram of the face image that is under 
classification) and (the histograms of clusters' centres). Fig. 20 
illustrates the process of training the      

    classifier. 

 

Fig. 19. CNN-KNN Classifier. 

 

Fig. 20. SIFT-KNN Classifier. 

IV. METRICS FOR EVALUATION 

To evaluate (test) the built two classifiers, the testing set is 
used. The built classifiers either classify a given face image 
correctly or incorrectly. The testing set contains 120 face 
images, as shown in Fig. 21. 

 

Fig. 21. Testing the Classifiers. 

 

Fig. 22. Evaluation Metrics. 

Two kinds of metrics are employed in the process of 
evaluation the proposed model. They are the AI-based metrics 
and the performance based metrics, as shown in Fig. 22. 

In general, a confusion matrix is an effective benchmark 
for analyzing how well a classifier can recognize face images 
of different classes [25]. The confusion matrix is formed based 
on the following terms: 

1) True positives (TP): Positive records that are correctly 

labelled by the classifier. 

2) True negatives (TN): Negative records that are 

correctly labelled by the classifier. 

3) False positives (FP): Negative records that are 

incorrectly labelled positive. 

4) False negatives (FN): Positive records that are 

mislabeled negative. 

Table II shows the confusion matrix in terms of the TP, 
FN, FP, and TN values. 

TABLE II. CONFUSION MATRIX 

Actual class 

(Predicted 

class) 

Confusion matrix 

C1 ¬ C1 Total 

C1 
True positives 
(TP) 

False negatives 
(FN) 

TP + FN = P 

¬ C1 
False positives 

(FP) 

True negatives 

(TN) 
FP + TN = N 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 2, 2021 

652 | P a g e  

www.ijacsa.thesai.org 

Relying on the confusion matrix, the accuracy, sensitivity, 
and error rate metrics are derived. For a given classifier, the 
accuracy can be calculated by considering the recognition rate, 
which is the percentage of face images in the test set that are 
correctly classified. The accuracy is defined as: 

         
       

                                             
           (2) 

Mechanisms for accuracy-based evaluation. In this 
context, a higher accuracy corresponds to a better classifier 
output. The maximum value of the accuracy metric is 1 (or 
100%), which is achieved when the classifier classifies the all 
face images correctly without any errors in the classification 
process. 

Sensitivity refers to the true positive recognition rate. It is 
given by: 

            
  

 
              (3) 

Mechanisms for sensitivity-based evaluation. In this 
context, a higher sensitivity corresponds to a better classifier 
output. The maximum value of the sensitivity metric is 1 (or 
100%), which is achieved when the proportion of true positive 
cases equals the number of actual positive cases. 

The error rate is defined as the ratio of mistakes made by 
the classifier during the prediction process. It is defined as: 

                                (4) 

Mechanisms for error rate-based evaluation. In this 
context, a lower error rate corresponds to a better classifier 
output. The minimum value of the error rate metric is 0, which 
is achieved when the classifier classifies all the records 
correctly (i.e., the accuracy is 100%). 

Time dominates the situation when it comes to talking 
about performance metrics. In other words, the total time of 

stages         
      required to build the classifier is used as a 

benchmark. The        
     is given by: 

       
           

    
       

           
       

            
          

      (5) 

where       
    

 refers to the preprocessing time,       
           

 

refers to the database splitting time,       
     refers to the 

features extraction time,        
   refers to the labels obtaining 

time, and        
    refers to the training time. It is well known 

that the shorter the total time is, the higher level of 
performance. 

V. RESULTS AND DISCUSSIONS 

This section is organized so that the setup is firstly 
presented, which describes the environment where the 
experiments are conducted. Then, the results with 
corresponding discussions are provided. 

A. Setup 

The context within which the experiments are conducted is 
shown in Fig. 23. 

As shown in Fig. 23, the Matlab programming language 
(version: 2018) is used for implementing the proposed face 

recognition system. After finishing implementation stage, the 
proposed system is executed on a machine that has (capacity 
of RAM: 16 GB, and speed of Processor: 2.59 GHz). Both the 
CNN-based KNN and the SIFT-based KNN classifiers are 
involved in the comparison. 

B. Results 

The results are provided in practical style firstly, and then 
in a numerical style for more analyzing and discussion. 

1) Practical style of results: The results are provided 

through an execution of the program, showing the results of 

classification in both the CNN-based KNN classifier and the 

SIFT-based KNN classifier. Fig. 24 and 25 shows the practical 

results. 

The CNN-based KNN classifier shows better values in 
terms of accuracy (95.95 %) when compared to the SIFT-
based KNN classifier (94.60 %). 

2) Numerical style of results: The results are provided 

through the values of the AI-based metrics and the 

performance based metrics. 

To obtain the values of the AI-based metrics, it is required 
to execute the program many several times. Since the testing 
data set contains (130 face images), it is required to execute 
the program 130 times using the CNN-based KNN classifier, 
and the same executions (on the same 130 face images) are 
then repeated using the SIFT-based KNN classifier. Fig. 26 
illustrates the mechanism of obtaining the accuracy results. 

 

Fig. 23. Setup of Experiments' Environment. 

 

Fig. 24. Prediction of Face Class using the SIFT-based KNN Classifier. 
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Fig. 25. Prediction of Face Class using the CNN-based KNN Classifier. 

 

Fig. 26. Mechanism of Obtaining the Accuracy Results. 

Table III shows the values of the AI-based metrics after 
executing the face regression system (270 time) according to 
the mechanism illustrated by Fig. 26. 

Discussion. According to the results arranged in Table III, 
the CNN-based KNN classifier classified 116 face images 
correctly, while it misclassified 4 face images. The SIFT-
based KNN classifier classified 114 face images correctly, 
while it misclassified 6 face images. The reason behind these 
results is related to the concept of both the CNN and the SIFT. 
In other words, the number of features that are extracted by 
the CNN is more than the Features that are extracted by the 
SIFT since the latter has a filtering phase. In addition, the 
CNN scans the whole face image, while the Sift scans only the 
space of scale that is determined. The values of the error rates 
support the results obtained under the accuracy metric. As for 
the sensitivity, the CNN-based classifier shows better values 
when compared to the SIFT-based classifier. That is because 
the sensitivity is related to how many images that are 
classified as true, and this increases with the increasing of the 
accuracy. 

Fig. 27 shows the results depending on the performance-
based metrics. 

TABLE III. COMPARISON OF CLASSIFIERS 

Classifier 
Metrics 

Accuracy Error rate 

CNN-based  97 % 3 % 

SIFT-based 95 % 5 % 

 

Fig. 27. Performance of the Two Classifiers. 

Discussion. As shown in Fig. 27, the performance of the 
CNN-based KNN classifier is less than the performance of the 
SIFT-based KNN classifier. That is because the time required 
to execute the SIFT feature extraction method is shorter than 
the time required to execute the CNN feature extraction 
method. The reason behind this is related to the process of 
determining specific points of interest in the SIFT method. In 
the CNN method, the whole face image is scanned and the 
whole features are extracted and not be limited in specific 
points of interest. However, although the SIFT 
outperformances the CNN, the CNN achieves higher level of 
accuracy. In terms of cyber security, the accuracy level is 
preferred since the system must has the highest ability to 
recognize authorized users. 

VI. CONCLUSION 

Ensuring high level of authentication is a critical issue in 
cyber security systems. AI can be used to build strong face 
recognition systems that have the ability of providing high 
level of authentication as a required cyber security 
requirement. However, the system is poor if the degree of the 
accuracy is low. In this work, the CNN-based KNN and the 
SIFT-based KNN classifiers are proposed for face recognition. 
The CNN-based classifier uses the CNN itself to extract the 
features without using the last layers that are responsible for 
classification. The SIFT-based classifier uses the standard five 
steps of the SIFT method for feature extraction. A standard 
data base (ORL) is used for training and testing the classifiers. 
The two proposed classifiers are compared according to the 
accuracy, sensitivity, error rate, and time of response. The 
CNN-based classifier showed better results according to the 
AI-based metrics. 

Limitation: This work did not take into consideration the 
performance of the CNN-based classifier. It is considered put 
of scope in this work since it is related to achieving high level 
of security. 

Future work: In future work, we intend to enhance this 
work in terms of performance by employing Hadoop platform. 
In addition, the privacy and other security requirements will 
be taken into account. 
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Abstract—The techniques associated with the Test Case 

Prioritization (TCP) are used to reduce the cost of regression 

testing to achieve the objectives that the modifications in the 

target code would not impact the functionality of updated 

software. The effectiveness of the TCP is measured based on the 

cost, the code coverage, and fault detection ability. The 

regression testing techniques proposed so far are focusing on one 

or two effectiveness parameters. In this paper, we presented a 

state-of-art review of the approaches used in regression testing in 

detail. The second objective is to combine these effective 

adequacy measures into a single or multi-objective TCP task. 

This systematic literature review is conducted to identify the 

state-of-the-art research in regression TCP from 2007 to 2020. 

The research identifies fifty-two (52) relevant studies that were 

focusing on these three selection parameters to justify their 

findings. The results reveal that there were six families of 

regression TCP in which meta-heuristic regression TCP were 

reported in 38% and generic regression TCP techniques in 31%. 

The parameters used as prioritization criteria were cost, code 

coverage, and fault detection ability. The code coverage is 

reported by 38%, cost in 17%, and cost and code coverage in 

31%. There were three sources for datasets were identified 

named Software artefact Infrastructure Repository (SIR), 

Apache Software Foundation, and Git Hub. The measurement 

and metrics used to validate the effectiveness are inclusiveness, 

precision, recall, and retest-all. 

Keywords—Software testing; regression testing; test case 

prioritization; cost; code coverage; fault detection ability 

I. INTRODUCTION 

Regression Testing (RT) is an iterative fragment of the 
software testing and also the primary activity during the 
maintenance phase. In the literature, it is mentioned that 70% of 
the testing cost is consumed by regression testing [1]. Once a 
software system is reorganized, code is modified. Whenever a 
software needs to be re-tested, the tester may prioritize, select or 
reduce the test suite size, to achieve multiple objectives of 
testing like code coverage, fault detection rate, cost of testing, or 
time. The objective of regression testing is to provide the 
confidence that changes did not affect the new product and 
reduce the overall cost of the testing. All these objectives are 
difficult to achieve in a single testing cycle. If the coverage 
should increase, cost and time also increased [2]. In regression 
testing, 100% of code coverage may not be preferred. The 
efficiency of prioritization may raise the yield of the testing 
procedure by the means of fault detection ability. 

RT helps in testing the code by analyzing the target code 
both in original and updated form. Furthermore, it performs 
checking with the assumption that the updates in the target code 
has minimum or negligible effects on the services provides by 
the software [3]. The reports claim that code testing is 80% of 
the total cost of the software cost which is different from the 
maintenance cost that is about 50% of the total cost [4-6]. One 
of the objectives of regression testing is to reduce the testing 
cost by using the state-of-art approaches used in Test Case 
Selection (RTS), Test Case Prioritization (TCP) along Test 
Case Reduction (RTR) [7]. 

The classic techniques of TCP consist of three general 
components, TCP framework, prioritization parameters and 
prioritization adequacy measures as shown in Fig. 1. This 
generalized process takes original program P, modified program 
P′ and test suites T as input. The prioritization process may have 
a framework which identifies the code change information from 
P and P′ and other relevant information like code coverage, fault 
detection ability, and executional cost. The test case 
prioritization measure may prioritize the test cases from T and 
move them to T′ (a subset of T), based on computations 
performed by selection logic described in the framework. The 
TCP adequacy measures are used to assess the effectiveness of 
TCP technique and results produced by this technique. 

The TCP adequacy measures are effective in judging the 
effectiveness of the TCP process. These measures are computed 
in two ways in the TCP process, the first is to prioritize the test 
cases on these prioritization contexts like TCP based on 
coverage measures, TCP based on cost measures, and TCP 
based on fault rates. The second use is to assess the 
effectiveness of TCP by coverage or cost optimization. There 
are four challenges to organizing the three parameters (cost, 
coverage, and fault detection) in a fashion to assess their 
importance, dependencies, and priority concerning each other. 
The other challenge is to choose the appropriate type of these 
measures, like coverage subtypes, cost subtypes, fault types, 
and severity. The third challenge is to identify the relevant 
frameworks that adjust the three parameters for the 
prioritization of test cases and their adequacy scale and use as 
adequacy measure. The fourth challenge is to identify the 
techniques based on these effectiveness measures, such as 
execution cost, code coverage, and fault detection ability. The 
primary objective of this paper is to define the TCP 
effectiveness based on cost, code coverage, and fault detection 
ability as effectiveness contributors. Furthermore, this survey 
assesses the current state-of-the-art algorithms in the design of 
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the regression test case prioritization frameworks and 
techniques so far. The secondary objectives of this research are 
to identify the available datasets and methods for the solution of 
test case prioritization problems. 

Test Case Prioritization

Algorithm/Process/Model or 

Framework

Test Case Prioritization 

Measures

Test Case Prioritization Adequecy Measures

Test Case Prioritization

P(old)

TS 1

P(new)

TS 2

 

Fig. 1. Maintenance Process Model. 

The rest of the paper is organized as follows: Section II 
formulates the literature selection process of the studies; Section 
III encompasses data extraction and Section IV includes the 
related work that reviews operational profiles. Finally, Section 
V concludes this research. 

II. SYSTEMATIC LITERATURE REVIEW PROCESS 

To conduct this SLR, three guidelines are followed [1-3]. 
These guidelines provide the steps to conduct the literature 
review. The SLR method of conducting a literature review is 
borrowed from clinical research to organize the data from 
previous research and systematically deducing the results. The 
sub-sections include these step by step details to conduct the 
research process. These steps are review protocol, framing 
research questions, the primary studies selection, search 
keyword selection, inclusion and exclusion criteria for primary 
studies and results and synthesis based on selected primary 
studies. Initially few papers were handpicked seeing the titles 
and abstracts. Then, a citation based on forwarding snowballing 
strategy was adopted [16], computing inclusion and exclusion 
criteria and examining search statistics of the focused domain. 
In the subsequent stage, specialized search queries were formed 
to gather the studies that satisfied the inclusion-exclusion 
criteria and their match relevance. 

A. Review Protocol 

The SLR review protocol helps us to execute this research 
process with necessary actions and outputs. The SLR research 
protocol is shown in Fig. 2. The SLR process is started to 
provide the rationale for the purpose and need of study. The 
research questions are framed to collect the data for the purpose 
of fulfilling the research objectives. The next step is to collect 
the primary studies, inclusion and exclusion criteria, which 
helps to collect the most relevant research studies with respect 
to the research questions framed for this SLR. The data 
extraction method is devised to collect data from primary 
studies and then finally the data has been collected for synthesis 
and analysis purpose. 

Search Strategy

Protocol Review

Inclusion/

Exclusion Criteria

1. Planning

Rational For 

Need of SLR

Define

Review

Protocol

Specify RQ’s

2. Conduct

Primary 

Studies

Selection

Data 

Synthesis

Data

Extraction

Data

Analysis 

Frame work 

3. Document

Observations

Result

Report

Quality

Threats

Report  

Fig. 2. The Review Protocol for Systematic Literature Review. 

B. Research Questions 

The research questions are framed with the help of 
discussions with the domain experts and software testing 
literature blind searches. The primary focus of these research 
questions is to find out the most relevant research on regression 
based test case prioritization adequacy criterions for test case 
prioritization, datasets available and used in controlled 
experiments for test case prioritization, measurements, and 
metrics available for regression testing and test case 
prioritization. The focus of these research questions was also to 
find those test case prioritization techniques which use more 
than one or two prioritization parameters and the effects of these 
parameters on the results of these techniques. The SLR also 
tries to focus on effectiveness as a measurable fact which so far 
discussed in the literature as a qualitative fact instead of a 
quantitative parameter [3, 12, 13]. The research questions are 
shown in Table I, with their justification to include in this SLR. 

C. The Study Selection Procedure 

The most important part of an SLR is its selection of 
primary studies which provides the ground for synthesis and 
analysis of data. The objective is to collect the most relevant 
data for results that identify the domain trends and dominant 
research problems with their solution space [3]. The quality of 
results based on the relevance of these primary studies. The 
selection of primary studies for this SLR based on the following 
steps. 

 The selection of research repositories. 

 The formulation and choice of keywords for search 
queries. 

 The inclusion and exclusion criteria for searched 
studies with respect to the research questions. 
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TABLE I. THE RESEARCH QUESTIONS FOR SYSTEMATIC LITERATURE 

REVIEW 

No Research Questions Justification 

RQ-1 

What is the state of the 

art research in regression 
TCP types/techniques? 

The objective of this research question 

is to identify the important trends in the 
regression TCP research domain in 

order to collect the evidence for design 

and analysis for new and emerging 
regression TCP techniques. 

RQ-2 

What are the selection 

parameters used in 

regression TCP 
techniques? 

The objective of this research question 
is to identify all possible selection 

parameters for regression TCP 

techniques and to find why they are 
used as selection criteria for test case 

selection. 

RQ-3 
What type of datasets 
used in regression TCP 

experiments? 

The purpose of this research question is 
to find out the datasets for regression 

TCP experimentation and their usage. 

RQ-4 

What type of metrics/ 

evaluation criterions are 

used to verify the 

regression TCP 
techniques? 

This research question helps to identify 

the possible metrics to evaluate and 
verify the regression TCP techniques 

and methods. 

1) The selection research repositories: The process to 

identify the primary studies has been initiated by randomly 

entering the search keywords to research repositories. These 

retrieved research studies are then compared to the objectives 

of the research questions and inclusion/ exclusion criterion has 

been applied to these retrieved research studies. The choice of 

research repositories is quite important because of the quality 

dependent on these choices. For this purpose, in mind, the 

authors used the following research repositories is used for 

this process. 

a) Science Direct. 

b) IEEE Explore. 

c) ACM Library. 

The choice of these repositories based on the fact that IEEE 
Explore and ACM Library contains almost every important 
conference in the software testing domain. The Science Direct 
contains the research studies of almost all important journals 
relevant to the software testing research domain [4, 5]. 

2) Search keywords selection: A precise and systematic 

approach has been devised to search the search keywords. The 

approach is comprising of the following steps. 

a) The most repeated keywords are selected from 

review papers on software testing and regression testing. 

b) Find out the matching words, alternative keywords, 

similar words for these most frequently used terms in software 

testing literature. 

c) Then devised search strings and search queries by 

using AND, OR and NOT operators available in research 

repositories search engines. 

d) In the last step, we apply manual verification on 

searched studies that the research studies are relevant to the 

research questions. 

In order to collect the most relevant research studies, authors 
try to switch the keywords with OR operator with author titles 
and author keywords are switched. The time period is also 
defined from 2007 to 2019 to limit the number of studies and 
covering the last twelve years of progress in the domain. This 
time limit was applied to the reason that software testing has a 
tremendous amount of research papers, but the systematic 
methodology was adopted in the year 2007, so it is helpful to 
limit the most relevant studies by applying this time limit. The 
search queries are shown in Table II. 

TABLE II. THE SEARCH QUERY FOR SYSTEMATIC LITERATURE REVIEW 

Repository Search Query 

IEEE 

(((((("Publication Title":test case prioritization) OR 
"Abstract":test case prioritization) OR "Author 

Keywords":test case prioritization) OR "Publication 

Title":test suite prioritization) OR "Author 
Keywords":test suite prioritization) OR "Abstract":test 

suite prioritization)  

 Filters Applied: Conferences Journals 2007 - 2019 

ACM 

"query": { acmdlTitle:(+Test +case + prioritization) OR 
recordAbstract:(+Test +case + prioritization) OR 

keywords.author.keyword:(+Test +case + prioritization) 

 
"filter": {"publicationYear":{ "gte":2007 }}, 

{owners.owner=HOSTED} 

Web of 

science 

TITLE: (Test case prioritization) OR TITLE: (Test suite 

prioritization) 
Timespan: years 2007. Indexes: SCI-EXPANDED, 

SSCI, A&HCI, CPCI-S, CPCI-SSH, BKCI-S, BKCI-
SSH, ESCI. 

 

3) Inclusion and exclusion criteria for searched studies: 

The regression test case prioritization has many different 

objectives with application domains, testing scope and testing 

environments. The test case prioritization in general 

considered as test suite optimization technique, but it is also 

observed that optimization research has many viewpoints, 

applications other than software testing. The challenge in 

study selection was the diversity of the topics covered under 

software testing such as software test suite prioritization, 

reduction, and augmentation. The experimental scope and size 

is also the main concern while selecting primary studies. As it 

was stated that the focus of this SLR was to collect the 

evidence for research studies considering cost, coverage and 

fault detection ability as test case prioritization criteria and 

effectiveness of the proposed techniques must be considered 

as one of the objectives of these studies. Therefore, it was 

required to design some rules while including or excluding the 

searched studies. Here, the inclusion and exclusion criteria 

applied to search studies were discussed. 

a) The search queries are applied to selected research 

repositories and found 855 research studies. Then the authors 

applied two-stage inclusion criteria as shown in Table II. 

b) The studies must be in the English language. 

c) On the first level, the studies selected which have test 

case prioritization, test suite optimization with test case 

prioritization, test suite effectiveness, cost/coverage/fault 
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detection based test case prioritization in their title are 

selected. 

d) The studies not included test case prioritization, test 

suite effectiveness or test case prioritization with some 

optimization criteria in their title or abstract are excluded. 

e) The research studies that are not experiments, 

controlled experiments, case studies or without empirical 

results are also excluded. 

Table III presents a two-Stage Spectrum of Research 
Studies Inclusion/Exclusion. 

TABLE III. THE TWO STAGE SPECTRUM OF RESEARCH STUDIES 

INCLUSION/EXCLUSION 

Research DB 
First Searched 

Studies 

First Round 

Exclusion 

Second Round 

Inclusion 

Science Direct 135 23 15 

ACM Library 623 108 8 

IEEE Explorer 900 260 29 

Total 1658 391 52 

After the first level of exclusion/inclusion, the authors 
started the second level of exclusion/inclusion. In this phase the 
studies are organized as per the research question framed. The 
content of each research study is compared with the objectives 
of the research questions especially the experimental process 
and result section of the study. The studies are now 
excluded/included based on the following rules. 

1) The studies that did not report any experimental, case 

study or controlled experimental results are excluded. 

2) The studies less than five pages and without 

experimental details are excluded. 

3) The posters, PhD or Master thesis are excluded. 

4) The technical reports are excluded. 

5) The studies that did not focus on test case 

prioritization, test case prioritization optimization is excluded. 

6) The studies that did not consider cost, coverage and 

fault detection ability as prioritization criteria or effectiveness 

criteria are excluded. 

The purpose of the second phase of exclusion was to collect 
the most relevant and reasonably high-quality research studies 
with some experimental insights towards the domain. After 
second phase of inclusion/exclusion, authors left with fifty-two 
research studies that focus on regression test case prioritization 
with focus on cost, coverage or fault detection ability as test 
case prioritization parameters or used as effectiveness measure 
from these three parameters (cost, coverage and fault detection 
ability). 

D. The Data Collection Strategy 

After collecting the most relevant studies from 
inclusion/exclusion criteria, the data collected from these 
studies have been followed [6, 7]. The data also collected into 
two phases. The first phase consists of a study title, publication 
year and source, summary of the research study and comments 
of the researcher. In the second phase, the technical information 
with respect to the research questions has been collected to 

answer the research questions framed for this SLR. The first 
phase data collection helps the researchers to execute the 
inclusion and exclusion phase. The second phase of data 
collection helps the researchers to synthesis and analysis the 
results of this SLR. 

III. RESULTS AND DISCUSSION 

In this section, the results are presented based on the data 
collected from the primary studies to answer the research 
questions framed in the previous section. There were four 
questions framed for synthesis and analysis. These questions 
were framed to identify the main research gaps and important 
trends in the development and design of the regression test case 
prioritization research domain. The second focus was to identify 
the datasets and experimental evaluation trends and features in 
the regression test case prioritization research domain. The 
results for Research Question 1: The state of the art research in 
each research questions are as followed regression test case 
prioritization types/techniques. 

The objective of this research question was to assess the 
state-of-the-art research conducted in the domain of regression 
test case prioritization with the focus on cost, coverage and fault 
detection ability. The analysis performed on the data collected 
from primary studies shown the following regression test case 
prioritization techniques families as in Fig. 3. Each technique 
has common input, processing, and output styles but differs in 
their designing parameters and context of usage. 

 

Fig. 3. The RTS Techniques Classification based on Primary Studies. 

From Fig. 3, the major families of regression test case 
selection techniques as follows. 

1) The meta-heuristic based TCP 

2) Model-based TCP 

3) Generic Based TCP techniques. 

4) The test case ranking based TCP. 

5) The Code slicing based TCP. 

6) The Oracle Based TCP. 

The meta-heuristic based TCP techniques were found 38%, 
as a leading trend in TCP methods. There were 20 out of 52 
studies that used these algorithms to solve or implement the 
solution for the TCP problems. The reason for its popularity 
was its capability to handle the multi-criteria problems with 
emerging tools and technologies for analysis and design for 
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these algorithms. From these meta-heuristic family Genetic 
Algorithm (GA) was observed in seven (7) out of twenty (20) 
studies and become the most widely used algorithm for TCP 
problems. The GA is considered as evolutionary optimization 
technique with the inbuilt believe in survival to the fittest. The 
GA is popular for TCP solution design due to its nature of 
selection the stronger population based on some fitness 
function. The design and process of GA very much like TCP 
design and process of selection. TCP selects the test cases to 
prioritize from already used test suites based on some criteria 
while GA selects the stronger population from previous 
populations based on fitness functions. The second reason for 
the choice of GA for TCP problems was its maturity and there 
were so many comparative studies available for this algorithm. 
There are many datasets available with evaluation metrics with 
GA in the test case prioritization research domain. The different 
types of GA used in these studies are the Co-evolutionary 
Genetic Algorithm (CGA), Diversity Based Genetic Algorithm 
(Div-GA), Multi-Objective Genetic Algorithm (MOGA) and 
Non-Dominated Sorting Genetic Algorithm (NSGA-II). 

The second most used algorithm in TCP problem solving 
was Particle Swarm Optimization (PSO) observed in five (5) 
studies out of twenty (20) studies. PSO is a greedy algorithm 
that tries to find a local maximum from the problem space. It is 
easy to implement as compared to GA. But the choice between 
GA and PSO depends on the nature and design of the problem. 
The different types of implementations of PSO from primary 
studies are simple PSO, Multi-objective PSO and Additional 
Greedy based on voting mechanism PSO. 

The fuzzy algorithm is the third most used algorithm four 
(4) out of twenty studies. The fuzzy is used with types of rule-
based fuzzy, fuzzy classification and fuzzy expert system. The 
fuzzy is quite a simple but static decision-making system. The 
prior defined rules are used to decide the different decisions 
required during the selection of TCP. The K-means and semi-
supervised clustering also used in two different studies for TCP 
problems. 

The second class of solutions for TCP problems were 
Generic TCP solutions found in 31% of the studies. There were 
sixteen (16) out of fifty-two studies (52) studies that used these 
methods, tools, and algorithms. These are self-designed custom 
solutions for specific tools and problems. Normally they are 
applied to industrial-scale case studies to solve TCP problems. 

Model-based TCP is the third popular class of TCP 
solutions. It was used in nine (9) studies out of fifty-two (52) 
studies. It is based on Unified Modeling Language (UML) 
artifacts to prioritize the test cases for software under testing. 
The used artifacts were activity diagrams, state machines, and 
use case diagrams. But these diagrams appear so early in the 
software life cycle, so, they are so much imprecise to use as test 
case prioritization solutions. The code slicing and chopping 
techniques are used in four (4) studies out of fifty-two (52) 
studies, 8% of the total studies. These techniques were relevant 
due to code modifications are the primary focus of regression 
TCP techniques. The code changes and modifications are easy 
to identify by code slicing and code chopping techniques. But 
due to the complexity of new coding environments, it is difficult 
to chop the code with modern code editors and code generators. 

The test case ranking regression TCP techniques were seen in 
two out of fifty-two studies. The test cases and their results were 
used to rank the test cases for future use in these techniques. 

A. Research Question 2 The Selection Parameters used in 

RTP Techniques 

This research was framed to identify the number of 
parameters used for test case prioritization techniques. The 
objective was to understand the fact that available space for 
research in designing new test case prioritization techniques, 
their design trends and the dependency among these parameters 
if there is any dependency among these parameters. The well-
known parameters are cost, coverage and fault detection ability 
[8]. The definitions of these measures are as following. 

1) Cost: The time or resources consumed by a test suite/ 

test case to complete its execution on source code to return its 

results. The further types of cost observed are time to run a 

test suite, time to create a test suite, time to analysis for a test 

suite and time to prepare the results of a test suite. 

2) Code coverage: The ratio of source code executed by a 

test case/test suite to the total number of source lines expected 

to execute by that test suite/test case is known as code 

coverage. Its special sub-groups are statement coverage, 

condition coverage, modified condition coverage, loop 

coverage, branch coverage, modified branch coverage, and 

modified statement coverage. 

3) Fault detection ability: The number of the faults 

identified by a test suite/test case is known as fault detection 

ability of that test suite/test case. The sub-types of faults 

observed in primary studies are structural faults, real faults, 

hand seeded faults and mutation faults. 

The results of the research question are shown in Fig. 4 
below. The observed classes of these prioritization criteria are 
cost, code coverage and fault detection ability as single criteria 
to test case prioritization techniques. The code coverage with 
Fault detection ability and cost and code coverage are observed 
as bi-criteria test case prioritization parameters. The cost, code 
coverage, and fault detection ability are observed as tri-criteria 
test case prioritization parameters. 

 

Fig. 4. Test Case Prioritization Parameters Classification based on Primary 

Studies. 
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The code coverage is the most dominant trend observed in 
selected primary studies. It was found in twenty (20) out of 
fifty-two (52) primary studies which were 38% of the total 
primary studies. The reasons for using code coverage were its 
simple computation with respect to other parameters. There 
were a good number of the tools available for measuring code 
coverage of different types and its integration is quite simple 
with available code editors and code generators like Eclipse, 
Junit, Code Cover, Mue-java, etc. The measurement of code 
coverage is simple enough and decision making is also very 
straight forward. The more code coverage provides more 
confidence in testing teams that their code is tested. The code 
coverage is used as a proxy in many test scenarios which means 
for testing teams, quality assurance groups, management teams 
and customers of the product. 

The second dominant test case prioritization parameter 
group was cost and code coverage, which is also a bi-criteria 
test case prioritization family. It was observed in sixteen (16) 
out of fifty-two (52) primary studies, which was 31% of the 
total primary studies. The reason for this was in close 
resemblance in the measurement of these parameters. Both code 
coverage and cost metrics returned the results in measurable 
numbers. The available tool support for measuring cost and 
code coverage. The code coverage and cost measurement both 
dependent on each other, more coverage means more cost for a 
test suite. The more cost means a less effective regression TCP 
technique. Both code coverage and cost were primary 
objectives for the optimization of test case prioritization 
techniques. 

The third trend found in primary studies was cost-based test 
case prioritization techniques. It was found in nine (9) out of 
fifty-two (52) primary studies which were 17% of the total 
primary studies. The optimization of the cost was the primary 
objective of a test case prioritization technique because the 
reduction in cost means a better test case prioritization 
technique which may replace the previous regression TCP 
technique. The cost measures are observed with many different 
viewpoints like execution cost of a test suite, size of the source 
code under testing, size of the test cases in a test suite, analysis 
time for results of a test suite, preparation of the test suite for a 
software under testing and post-analysis and prioritization time 
of a test suite. The choice of cost measures depends on the local 
requirements of optimization of test case prioritization 
problems. The fourth trend was the tri-criteria test case 
prioritization parameter comprises of three measures cost, code 
coverage, and fault detection ability. The combination of these 
three parameters makes test case prioritization more effective 
because fault detection ability is the primary objective of all 
software testing techniques. The fault detection ability in test 
case prioritization techniques used as adequacy criteria so far, 
but in a few techniques, it was used as test case prioritization 
parameters as well. The tri-criteria optimization seen as a 
challenge in test case prioritization problems due to the huge 
size of the code and test suite sizes for software under testing. 
The last test case prioritization parameter was code 
modifications, the identification of code changes from code in 
code chopping techniques. The code chopping was not practical 
due to increase in size and complexity of the source code in 
modern software. The second reason was the security and safety 

requirements of the third-party source codes which may not 
provide direct access to the critical pieces of the source codes. 

B. Research Question 3: Datasets used in Regression TCP 

Experiments 

The research question was framed to identify the datasets 
used in software testing experimentation with a special focus on 
designing the novel techniques for regression testing. The 
software testing datasets are quite different in nature as 
compared to other artifacts used in software engineering 
research. The point of differences and important features 
considered during datasets for regression testing are as follows 
continue Table IV. 

1) There must be a reasonable source code size for the 

software under testing. 

2) There is must be a test suite available for testing with 

previous testing cycle’s history or results which justify the 

usage of that test suite. 

3) There must be some tool/framework/methodology 

support available to execute that testing technique on software 

under testing. 

4) There should be some measurement mechanism to 

evaluate and compare the results for that testing technique. 

5) The source code and test suite collections must 

available to other research communities to use as an artefact 

for their experiments. 

6) The results and conclusions must be based on some 

environment available to other research communities to 

evaluate and compare with their findings with the previous 

research findings. 

There were three sources identified providing software 
source code, test suites, test results and tool information used to 
collect the results for software testing experiments. These 
sources are as follows: 

1) SIR (Software Artefact Infrastructure Repository). 

2) Open Source (Apache Software Foundation). 

3) Git-Hub. 

The Software-Artefact Infrastructure Repository (SIR) [9] is 
the collection of software source codes with multiple versions 
and associated test suites. It has the artifacts that have a wide 
range of software with many different programming languages 
like Java, C, C++, PHP and C-sharp. These datasets are 
prepared for unit testing, integration testing, system testing. The 
fault types supported by these datasets are real faults, hand 
seeded faults and mutation faults [9]. The detailed primary 
studies and subject software are listed in Table IV. 

The second repository which offers a wide range of datasets 
for software testing artifacts is Apache Software Foundation 
[61]. This repository contains 200 Million lines of source code 
and 350 projects with multiple versions of source code and test 
suites for each version. The Git Hub is also a very huge size 
code repository for software source codes and their test suites. 
The third repository Git Hub [62] is a general-purpose 
repository in which individual developers and software 
engineers upload their code and test suites. The choice of 
datasets depends upon the nature and design of the problem, 
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available tool support for technique under analysis and 
measurement methods used to evaluate results produced with 
these datasets. 

TABLE IV. THE DATASETS IDENTIFIED FOR RTS EXPERIMENTS IN 

PRIMARY STUDIES 

Study Reference Dataset 

1 [10] Custom Product/Code 

2 [11] Custom Product/Code 

3 [12] SIR (Siena, Jtopas) 

4 [13] Not Reported 

5 [14] Not Reported 

6 [15] Custom Product/Code 

7 [16] 
Aspect Compiler example 
package = 3 programs 

8 [17] ABB = 3 programs, SIR = 2 programs 

9 [18] ABB program 

10 [19] Custom Product/Code 

11 [20] SIR (Jmeter), XML(Security, ANT) 

12 [21] Custom Product/Code 

13 [22] Custom Product/Code 

14 [23] SIR (Flex, Space, Schedule) 

15 [24] Student Enrolment System. 

16 [25] SIR (Nano,ant,Galileo, Jmeter,XML)  

17 [26] SIR (nanoXML,jtops,jmeter,xml- security, any) 

18 [27] Custom Product/Code 

19 [28] Safety Monitoring Component 

20 [29] Open-Source (Apache,Log 4j, common-Math) 

21 [30] Open-Source (Polo)  

22 [31] SIR(Space) 

23 [32] Custom Product/Code 

24 [33] 
Video-conference system Safety Monitoring 

Components 

25 [34] Not Reported 

26 [35] Microsoft Dynamics AX 

27 [36] Not Reported 

28 [37] Custom Product/Code 

29 [38] Scheduler 

30 [39] 
SIR(print tokens, printtokens1, scheduler, scheduler2, 

space) 

31 [40] Custom Product/Code 

32 [41] SIR 11 programs 

33 [42] SIR(printtokens, printtokens2) 

34 [43] Custom Product/Code 

35 [44] SOFIE is the tax accounting system 

36 [45] Custom Product/Code 

37 [46] Custom Product/Code 

38 [47] Not Reported 

39 [48] SIR (space) 

40 [49] 
Calendar, triangle, time-date,Kmap generation, tax 

calculation. 

41 [50] Custom Product/Code 

42 [51] Custom Product/Code 

43 [52] Custom Product/Code 

44 [53] 11 Large Open-source projects 

45 [54] 61 open source systems 

46 [55] 11 open-source projects 

47 [56] 21 Java projects 

48 [57] Grep v1 to v7 

49 [58] Custom datasets for 3 sprints 

50 [59] JFree Chart, Apache Tomcat, Argo UML 

51 [60] 37 projects on Git Hub 

C. Research Question 4: Type of the Metrics/ Evaluation 

Criterions are used to Verify the Regression TCP 

Techniques 

The research question was framed to identify the 
measurements and methods to evaluate the results collected 
from regression TCP experiments. The important features are 
those which classify the effectiveness abilities of one technique 
to another technique. There are so many different viewpoints 
observed from primary studies collected for this SLR. The 
notable trends were comparing the results in terms of their 
input, process and output styles, their method to prioritize the 
test cases, their ability to identify the faults and fault types and 
their presentation method of the finding for analysis performed 
on datasets. 

The code-based regression TCP techniques primarily 
designed to reduce the cost of testing in terms of execution time, 
test suite size and try to satisfy the code coverage required 
criteria and cost evaluation and fault detection ability. In the 
evaluation of regression TCP experimental results, a framework 
has been proposed in the study [63]. This evaluation structure 
classifies the test suites in the following types. 

1) Obsolete Test Cases: A test case that uncovers nothing 

new like faults or code modifications. 

2) Modification Revealing: A test case that executes a 

modified part of the code under testing. 

3) Non-Modification Revealing Test Case: A test case 

that does not execute a modified part of the code under testing. 

4) Fault Revealing Test Cases: The test cases which 

identify the faults from the source code under testing. 

The other metrics identified from the primary studies are 
inclusiveness, precision, fault measure, fault rate, code 
coverage, fault metrics, and retest-all. The studies are compared 
in terms of effectiveness, cost, code coverage, and fault 
detection ability. These metrics are mentioned because there 
were proper mathematical grounds for these metrics were 
available. The second reason was that many experiments 
reported from primary studies may be useful to compare the 
results with future studies. 
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IV. CONCLUSION AND FUTURE WORK 

The research study was conducted by following a systematic 
literature review methodology. The review protocol was 
designed and conduct the search from relevant research 
repositories with the research questions framed in the review 
protocol. There were 1658 studies found from three research 
repositories. There were two-stage inclusion/exclusion criteria 
to choose the most relevant studies with respect to the research 
questions. There were 391 studies left on the first level of 
inclusion/exclusion criteria. On the second level of 
inclusion/exclusion criteria, there were fifty-two studies left. 
The analysis of primary studies reveals that there are six main 
classes of test case prioritization techniques such as meta-
heuristic regression TCP, code slicing regression TCP, model-
based regression TCP, test case ranking regression TCP, 
Oracle-based regression TCP, and Generic regression TCP 
techniques. The regression TCP parameters have cost, coverage 
and fault detection, as single criteria regression TCP, the cost 
and coverage and fault and coverage as bi-criteria regression 
TCP and cost, coverage and fault detection as tri-criteria 
regression TCP techniques. There was a long list of datasets 
available for controlled experiments of regression testing 
experiments. The main sources to obtain these datasets were 
SIR, Git Hub, and Open Source Apache Software Foundation. 
It is also concluded that meta-heuristic techniques are the most 
researched trend so far. The genetic algorithm was the most 
used algorithm for regression TCP solutions. The code coverage 
is the most used parameter for test case prioritization. Based on 
these results, the authors recommend that more experimental 
research is required to investigate bi-criteria and tri-criteria test 
case prioritization techniques. It is also concluded that cost, 
coverage, fault detection ability and code modifications are 
equally important for selecting a test suite for software under 
testing. The results reviewed from primary studies show that 
these studies ignore one or two prioritization parameters. It is 
also observed that the local constraints like tools, programming 
languages, and measurement and metrics also need to be 
researched experiment to produce generalized results for the 
whole testing community. 
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Abstract—Data Clustering is an interesting field of 

unsupervised learning that has been extensively used and 

discussed over several research papers and scientific studies. It 

handles several issues related to data analysis by grouping 

similar entities into the same set. Up to now, many algorithms 

were developed for clustering using several techniques including 

centroids, density and dendrograms approaches. We count 

nowadays more than 100 diverse algorithms and many 

enhancements for each algorithm. Therefore, data scientists still 

struggle to find the best clustering method to use among this 

diversity of techniques. In this paper we present a survey on 

DBSCAN algorithm and its enhancements with respect to time 

requirement. A significant comparison of DBSCAN versions is 

also illustrated in this paper to help data scientist make decisions 

about the best version of DBSCAN to use. 

Keywords—Unsupervised learning; clustering; density 

clustering; DBSCAN 

I. INTRODUCTION 

The fast development of the internet and the availability of 
cheap mobiles, smart sensors and social networks applications 
allow users to generate a huge amount of data continuously. 
This rapid increase of data volume makes several domains 
difficult to be understood easily using only human 
capabilities. However many algorithms for clustering have 
been developed to guide data scientists to analyse and to 
understand data despite its volume. Nowadays, these 
algorithms play a crucial role in several sophisticated systems 
and applications including recommender systems, medical 
applications, face recognition, environmental assessment and 
anomalies detection [1][2][3][4][5]. To better understand any 
phenomena under investigation, clustering algorithms must 
extract correct and efficient statistics and trends, which is a 
very hard task, because results are often influenced by the 
nature of the real-world data which can be sparse, dense, 
spatial, high dimensional or even noisy. Therefore, algorithms 
must handle all complicated issues generated by data such as 
supporting volume increases, improving the scalability, 
processing high dimensional space, dealing with shaped 
structure and detecting outliers. The quality of clustering is 
also mainly influenced by the choice of the initial parameters 
such as number of clusters or the density radius. Thus, 
algorithms must vanish, optimize or even detect the 
parameters to use in order to detect meaningful clusters. To 
deal with all mentioned difficulties in real cases, many 
clustering approaches were raised including partitioning 

methods [6], hierarchical methods [7] and density based 
methods [8], etc. 

In this paper, we are interested in density-based clustering, 
where clusters are defined by areas in which the density of the 
data points is high and clusters are separated from each other 
by areas of low density. We will focus especially on the 
DBSCAN algorithm [8] which can process spatial data 
efficiently and it can discard outliers properly. DBSCAN is a 
very simple and reliable technique, however it suffers from 
many limitations including its high complexity       , its 
sensitivity to the local density variation, its dependence on 
initial parameters and its scalability failures. Therefore, it has 
undergone several improvements to make it efficient and to 
avoid its bastard chaos as effectively as possible. For instance, 
I-DBSCAN [9] and FDBSCAN [10] enhance the time 
requirement and minimize the deviation of results, MR-
DBSCAN [11] improves scalability and deals with heavily 
skewed data and HDBSCAN [12] solves initial parameters 
issues, etc. We propose a comparison guide for all DBSCAN 
enhancements related to the complexity criterion and a 
repository for all DBSCAN versions related to time 
requirement is also presented in this work. 

This paper is organized mainly in 4 sections: Sections 1 
and 2 contains a brief refresh related to the clustering concept 
followed by an in-detail description about DBSCAN. 
Section 3 discusses the well-known DBSCAN improvements 
according to time complexity. Section 4 presents a comparison 
between DBSCAN versions based on time criteria. 

II. CLUSTERING TECHNIQUES 

This section contains a brief description of partitional, 
hierarchical and density based clustering. 

Clustering is the process of affecting each data object to a 
group based on the distance computation or on the similarity 
between each pair of observations. It is considered as the main 
process for many fields including image processing, pattern 
recognition, statistical data analysis and other business 
applications. Clustering methods can be broadly divided into 
several types including partitional, hierarchical, density based 
clustering, etc. 

A. Partitional Clustering 

Clustering has taken its roots from the partitioning method 
K-mean [6] which organizes all observations into an already 

https://paperpile.com/c/TzDPrL/plHia
https://paperpile.com/c/TzDPrL/plHia
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known number of groups (K). Each cluster is represented by 
its mean called centroid and objects are affected to the nearest 
cluster centroid. This method iterates many times over all 
observations to minimize the following objective function: 

   ∑ ∑||    ||
 

    

 

   

 

 

Where    is a Set of observations from a dataset,    
               , k is the number of clusters and     is the 
mean of points in   . 

K-mean is based on a very simple computation technique, 
however it is sensitive to outliers, data shapes and it assumes 
that clusters have roughly equal numbers of observations. In 
some cases, as mentioned in Fig. 1, it can lead to bad or even 
surprising results. Fig. 1(b), (f) and (d) are wrong clustering 
results. 

The K-means method has relatively low time complexity 
and high computing efficiency, but it finds only compact and 
spherical shapes and it is still not suitable for non-convex data. 
Additionally, it needs prior knowledge about the number of 
clusters (K), it selects randomly the initial centroids. Thus, 
many improvements were done to overcome the limitations 
aforementioned such as the Partitioning Around Medoids 
(PAM) [13], Clustering Large Applications (CLARA) [14], 
and K-means for outlier detection [15]. Despite all efforts 
made, this type of clustering is not used when groups of data 
are expected to differ in size and shape, when the number of 
clusters is not known and when data contains noises. For 
instance, hierarchical and density clustering are explored to 
discover arbitrary shaped and meaningful clusters from large 
amounts of spatial data by preserving the spatial proximity of 
data objects. 

B. Hierarchical Clustering 

Hierarchical techniques seek to organize data objects into a 
tree structure representation called dendrogram. They are 
based on the computation of a symmetric distance matrix and 
they use some properly defined partitioning methods such as 
Ward's method [16], single or complete linkage. Several 
algorithms were invented under this type of clustering such as 
CURE [17] such as BIRCH [18]. 

As mentioned in Fig. 2, hierarchical techniques can be 
agglomerative or additive depending on where the algorithm 
starts processing the tree, from the top or from the bottom. 
Once the tree is built, hierarchical algorithms make splits in 
the additive processing or merge in agglomerative processing 
in order to find clusters. These cuts or merges decisions must 
be made properly thereby the quality of clusters will be better. 
For instance, as illustrated in Fig. 2, the level of cutting 
defines the number of clusters to detect. The first level gives 
rise to two clusters while the second one creates four clusters.   
Hierarchical algorithms are easy to understand and to 
implement. However, they rarely provide accurate results for 
mixed data types, they work poorly on very large data sets, 
they involve lots of arbitrary decisions and unfortunately, no 
adjustment can be performed once a merge or split decision 
has been executed. Many exceptions detected in partitioning 

and hierarchical clustering can be handled by using a density 
based clustering illustrated in the next section. 

C. Density based Clustering 

Density-Based Clustering refers to finding contiguous 
regions with high density among the dataset. 

As mentioned in Fig. 3, these regions should be separated 
by low density regions called sparse regions. The idea behind 
such algorithms is that the clusters are represented by the 
detected dense regions and data objects in the sparse regions 
are typically considered noise/outliers. 

In the next sections of this paper, we will focus on the 
most popular and the most cited density based algorithm (over 
19430 times) called Density-Based Spatial Clustering of 
Applications with Noise [8]. 

 

Fig. 1. K-Means Clustering Samples. 

 

Fig. 2. Hierarchical Clustering Dendrogram. 

https://paperpile.com/c/TzDPrL/IzY7f
https://paperpile.com/c/TzDPrL/ByGrE
https://paperpile.com/c/TzDPrL/dMnCU
https://paperpile.com/c/TzDPrL/7vdfk
https://paperpile.com/c/TzDPrL/imGaC
https://paperpile.com/c/TzDPrL/q0yvH
https://paperpile.com/c/TzDPrL/gYc5b
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Fig. 3. Example for DBSCAN Clustering. 

III. DBSCAN BASIS 

A. Definitions 

DBSCAN received many scientific awards such as the 
test-of-time award from the leading data-mining conference 
KDD2014 for its good performance and its significant 
accuracy in clustering spatial data. The main purpose of 
DBSCAN is to detect arbitrary shaped clusters within a large 
data set and to effectively distinguish noises. It measure the 
density at any object O by counting the number of objects 
falling in a hyper sphere S(O, ) where   is a radius measured 
by an Euclidean distance. A region delimited by S(O, ) is 
considered dense if the object O satisfies the following 
equation: 

                     

                                        

       is the  -neighbourhood of the object O and MinPts 
is the minimum number of points required to be present in the 
region to make hyper sphere S(O, ) dense. 

So, if objects share the same dense S(O, ) then they 
belong to the same cluster. As mentioned before and to decide 
if a region is dense or sparse, this algorithm uses two 
parameters: an Euclidean distance threshold   and a positive 
integer parameter MinPts. 

 

Fig. 4. .DBSCAN Core, Border and Noise Points. 

As described below, DBSCAN introduces many 
definitions to categorize data objects into core, border or noisy 
objects [8]. 

DEFINITION 1: Core objects 

An object O is considered core object if the number of 
objects inside the hyper sphere S(O, ) is greater than MinPts 
parameter value. The points B, G, M are core objects in cluster 
1 and V is a core object cluster 2. 

DEFINITION 2: Border objects 

An object is border if it belongs to some ε-neighbours of 
some core objects and the number of its own ε-neighbourhood 
is less than MinPts value. Thus, an object O is considered as a 
border object if it belongs to a cluster without being a core 
object.  In Fig. 4, A,C,D,E,I,J,H,F,K,L,H,N and O  are border 
objects for cluster 1 and P,Q,R and S are border objects for 
cluster 2. 

DEFINITION 3: Noise objects 

If an object O is not a core or border object then it is 
considered as a noise or outlier. In Fig. 4, the points T, W, X, 
Z, and Y are outliers. 

DEFINITION 4: Directly Density reachability and Density 

reachability 

If an object O is a core object, so all objects within the ε-
neighbourhood of P are called directly density reachable 
objects from O. In Fig. 4, border objects A,C,D,E are directly 
reachable form the core point B and border objects P,Q,R,S 
are directly reachable from the core point V. 

Two objects O1 and On are density reachable, if a chain of 
objects O1, O2, …, On is found within the dataset where Oi+1 
is directly density-reachable from Oi with respect to the initial 
parameters ε, MinPts and        . For instance the chain A  
B  E  G  H  M  L, in Fig. 4, makes a density link 
between the objects A and L. Thus A and L are density 
reachable. 

DEFINITION 5: Maximality and Connectivity 

Maximality: If a core object O belongs to a cluster, then all 
the objects density-reachable from O also belong to the same 
cluster. 

Connectivity: If two objects O1, O2 belong to the same 
cluster so there is another object O in the same cluster such 
that both O1 and O2 are density-reachable from O. In Fig. 4, 
B and G are connected because they are density reachable 
through the chain BEG 

B. DBSCAN Algorithm 

Based on the previous definitions and the previously 
mentioned parameters   and MinPts, we illustrate the 
DBSCAN algorithm in Table I. 

https://paperpile.com/c/TzDPrL/gYc5b
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TABLE I. DBSCAN ALGORITHM 

DBSCAN ALGORITHM . DBSCAN( Data,ε,MinPts) 

ClusterId = 0; // a cluster identifier 

for each object O in Data do 

     if O is not marked as “seen” then 

           Mark O as “seen”; 

           Find Neighbors(ε,O,Data); // Neighbors of the object O using ε 
param  

           if  card(Neighbors(ε,O,Data))<MinPts then 

                 Mark O as “noise”; 

           else  

                 Mark O as “seen”; 

                 ClusterId = ClusterId +1; 
                 Mark each object of  Neighbors(ε,O,Data) with cluster identifier 

ClusterId; 

                 Add each object of Neighbors(ε,O,Data) which is not marked as 
“seen” to the queue(ClusterId) 

                 while queue(ClusterId) is not empty do  

                         Take an object P from queue(ClusterId)  and mark it as 

“seen” 

                         if card(Neighbors(ε,P,Data)>MinPts then  

                              Mark each object of Neighbors(ε,P,Data) with cluster 
identifier ClusterId; 

                              if any object of Neighbors(ε,P,Data) is marked “noise” 

then remove this mark. 
                              Add each object of Neighbors(ε,P,Data) which is not 

marked as “seen”  to  

                              queue(ClusterId) 

                         end if 
                         Remove y from queue(ClusterId) 

                   end while 

             end if 

         end if 

      end for 

Output all objects of Data along with their ClusterId or “noise” mark. 

The previous algorithm describes DBSCAN where 
“Neighbors (ε, P, Data)” is the sub-set of objects in “Data” 
that are present in the hyper-sphere of radius at S(P, ε). 
“Card(Neighbors(ε,P,Data)” is the cardinality of the set 
“Neighbors(ε,P,Data)”. Each object from “Data” is marked 
with a cluster identifier (ClusterId) which gives the cluster to 
which the object belongs or it is marked as “noise” indicating 
that the object is a noisy one. To distinguish between the 
objects which are processed from that which are not, the mark 
“seen” is used. Note that all objects of Neighbors(ε,P,Data) 
are initially marked as “noise”, except the object P,  then they 
can later become a border point of a cluster and hence the 
“noise” mark can be deleted. 

According to the previous description, we can easily notice 
that DBSCAN does not require the pre-determination of the 
number of clusters and it requires only two parameters to 
determine when a region is considered to be dense or sparse, 
however it still suffers from several limitations including its 
high complexity which can reach       , its failure with 
local density variation, its handicap related to data scalability 
and its huge memory consumption.  Many works have been 
adopted to bring a significant optimization of the DBSCAN 
algorithm and to overcome its major drawbacks. For instance, 
E. Schubert et al. [19] discussed the relationship of the 
indexability of the dataset and the quality of clusters. They 
proposed some indicators of bad parameters to guide data 
scientists in choosing appropriate parameters   and MinPts. 

For time reduction, B. Borah and D. K. Bhattacharyya used a 
sampling-based method [20] and J. Gan and Y. Tao used 
approximation techniques [21]. Derya Birant and Alp Kut 
tried to cover no spatial and spatial–temporal data by 
DBSCAN [22]. Moreover, other improvements were released 
to cluster in high dimensional space [23], to use parallel 
processing opportunities [24], [25] and to fix local density 
variation issues [26]. Knowing that complexity is a powerful 
criterion to decide about the efficiency of an algorithm, we 
propose a survey in the rest of this paper, a review of some 
well-cited DBSCAN extensions which significantly affect the 
time requirement. 

IV. DBSCAN COMPLEXITY ENHANCEMENTS 

Complexity criterion is among the ultimate indicators 
which qualify the efficiency of an algorithm. Thereby we 
decided to cover in this section some well-cited DBSCAN 
papers published between 2000 and 2019 and aiming to 
enhance the time requirement of the original algorithm. In the 
rest of this paper, “n” will represent the number of samples in 
the dataset and “d” will refer to the number of features 
studied. As mentioned in the first section, DBSCAN computes 
the empirical density for each dataset element and it measures 
mutual distances for the entire observations. Hence it requires 
a large volume of memory and a huge period of time to 
achieve large datasets clustering. Thus, it is qualified, by data 
scientists, as a very expensive algorithm and it is widely 
criticized due to its quadratic time requirement. Originally, 
Ester et al. [8] claimed that the DBSCAN will terminate in O 
(nlog(n)). However, the neighbourhood queries consume a big 

part of the running time. It requires ∑ |        |
   

 

      to measure distances between all objects regardless of 
the initial parameters MinPts and  . Fortunately, this time 
requirement can be reduced significantly to reach            
[27] if some suitable indexing structure is used such as R*-tree 
[28] where m is the number of entries in a page of R*-tree. 
However, the use of R*-tree is suitable only when the 
dimensionality of the data is low. Thereby, researchers are still 
trying to run DBSCAN in some subquadratic time (i) by 
reducing the queries time and (ii) by minimizing the number 
of queries needed. As results of their efforts, many new 
methods appeared including hybrid methods [9] [29] which 
used only some accurate objects as prototypes rather than 
using all dataset objects. This approximation used by the 
hybrid methods can, in some cases, lead to clusters with bad 
quality. In the next paragraphs, we will weigh the pros and 
cons of some well cited DBSCAN time reducing methods. 

B Borah et al. proposed IDBSCAN in 2004 to incorporate 
a sampling technique for searching the core object's 
neighbourhood. They used only outer objects as seeds and 
they ignored no representative objects. Therefore, they omit 
unnecessary queries by adding an extra function to the original 
algorithm based on Marked Boundary Objects (MBO) 
technique [20]. This function adds a complexity of O(sd) 
where s is the neighbourhood size. However, the overall 
complexity of IDBSCAN is            where m is the 
number of entries. Chen et al. [30] proposed an exact and 

approximate algorithm with                         time for 

high dimensional space and                   for two 

https://paperpile.com/c/TzDPrL/9JgBI
https://paperpile.com/c/TzDPrL/Rf2RW
https://paperpile.com/c/TzDPrL/9e40q
https://paperpile.com/c/TzDPrL/cm0y0
https://paperpile.com/c/TzDPrL/mAu22
https://paperpile.com/c/TzDPrL/JhuMR+zULX4
https://paperpile.com/c/TzDPrL/Bjp5Z
https://paperpile.com/c/TzDPrL/gYc5b
https://paperpile.com/c/TzDPrL/TOLQB
https://paperpile.com/c/TzDPrL/8HlBL
https://paperpile.com/c/TzDPrL/lezOx
https://paperpile.com/c/TzDPrL/KjLMA
https://paperpile.com/c/TzDPrL/Rf2RW
https://paperpile.com/c/TzDPrL/HOV78
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dimensional spaces. P. Viswanath and Rajwala Pinkesh [9] 
proposed another fast hybrid density method called L-
DBSCAN based on leaders clustering technique [31]. They 
derived some representative objects at the coarser level and 
others at the finer level of the clustering process. Authors used 
a first category of leaders to reduce the time requirement and 
second category to optimize the deviation of the results. This 
hybrid scheme uses only a set of pairs denoted by    
             |     where ℓ is a leader and ℒ a set of 
leaders. According to experiments showed by the authors, L-
DBSCAN can run in            where k represents the 
number of derived leaders which is much smaller than n. 
However, this technique can give raise to big margin error, 
when a leader is not originally dense but it is estimated dense 
according to ℒ*. This method reduces the computation time, 
but it requires two additional thresholds: τc and τf. 

P. Viswanath and V. Suresh Babu [29] enhanced the 
density approximation of leaders in their technique called 
rough-DBSCAN by combining the leaders clustering method 
[31] and the rough set approach [32]. They added a mapping 
between every leader and its belonging objects (followers). 
This mapping is represented by ℒ* = {(followers (l), count 
(l)} where l is a leader form ℒ. Then, they used a lower and 
upper approximation, as shown in equation 1, 2 and 3, to find 
the exact neighbours of a leader        . 

          
         

                 
                 (1) 

          
       ∪              

    
           (2) 

          
       ∪              

    
            (3) 

               | ||    ||      

             | ||    ||        

Rough-DBSCAN needs only          where k is the 
number of leaders, but it improves the clustering quality by 
minimizing the approximation error. 

FDBSCAN [33] is another non-linear searching algorithm 
proposed by B. Liu, in 2007, to reduce redundant searching by 
using a fast merging algorithm. It sorts objects using 
dimensional coordinates and then selects only unlabelled 
objects outside a core object's neighbourhood in order to 
decrease region queries. Another interesting paper is 
proposed, in the same year, by Yi-Pu Wu et al. [34] to 
optimize the process of Nearest Neighbour Search by using 
Locality-Sensitive Hashing (LSH) technique. Authors used the 
hash collisions to detect and represent similarities between 
two objects A and B form a dataset D. On the other hand, to 
capture object similarity they compute the probability 
distributions over a set of hash functions ℋ as             
             where     and S is a similarity function 
defined as            . This LSH algorithm makes a 
significant decrease in DBSCAN running time which becomes 
O (N) and maintains the quality of detected clusters [35]. 

Cheng-fa Tsa and Chien-Tsung Wu, inspired by the fast 
merging method of FDBSCAN [33], proposed the GF-
DBSCAN algorithm to segment data into several grid-cells 
and to limit the neighbourhood searches only to the cell scope 

instead of exploring the entire grid. They merge clusters if 
they are intersected and the overlapping objects include some 
core object. By introducing this grid approach and this 
merging process, GF-DBSCAN minimizes significantly the 
number of searches and increases the clustering accuracy [36]. 
Gunawan [27] demonstrated that DBSCAN‟s performance can 
be improved to           by applying the following process 
in order (i) partitioning data using a grid-cell (ii) determining 
all core points (iii) merging density-connected core points into 
clusters and finally (iiii) determining border points and noise. 
He used the hash table to discard cells without any point. 
However this faster algorithm is experimented only in two 
dimensional space. Therefore, J.Gan and Y.Tao extend 

Gunawan‟s thesis to   and they get a running time of 

           
 

           nd      
(  

 

[
 
 ]  

  )

            
where the parameter δ specifies the accuracy of the 
approximation. J.Gan and Y.Tao also proposed a new 
algorithm called ρ-approximate suitable for large datasets 

which can be computed in an expected time of  (
 

    ) . They 

are inspired by Chen et al.‟s paper [30] which already 
discussed how to compute DBSCAN in            
        . 

GPUs opportunities and parallelization strategies are also 
used by some algorithms including G-DBSCAN algorithm 
[37] to speed up the original algorithm. G-DBSCAN 
constructs firstly a data graph G(O, E) where O are objects 
(nodes) connected by edges E if they are within a minimum 
proximity R (threshold parameter) of each other. Then it 
identifies clusters by using breadth-first search (BFS) 
technique [38]. Thereby, a complexity of O (n + ne) is added 
by the BFS search where „ne‟ is the number of edges. G-
DBSCAN uses graphics processing units (GPU‟s) capabilities 
to achieve acceleration greater than 100×, but unfortunately it 
doesn't reduce the original complexity. 

The DBSCAN neighbour search operation can be 
optimized by using a graph-based index structure method, as 
demonstrated by K. Mahesh Kumar, and A. Rama Mohan 
Reddy [39]. Their idea is to prune out outliers objects early to 
vanish unnecessary distance computations which may be 
introduced by noises. RNN-DBSCAN [40] uses reverse 
nearest neighbour counts and k nearest neighbour graph 
traversals to estimate observation density. It reduces 
complexity of DBSCAN by using a single parameter (choice 
of k nearest neighbours) and also improves the ability of 
handling large variations in cluster density (heterogeneous 
density). Mark de Berg et al. [41] presented another O (n log 
n) approximate algorithm for DBSCAN in two dimensional 
space. They represented data objects using a smaller box 
graph       where nodes are disjoint rectangular boxes with 
a diameter of at most ε and edges connect pairs of boxes 
within distance ε from each other. Then they detected another 
graph        including only core points where the connected 
components of        are considered as clusters. Mark de 
Berg et al. improved the quality of clusters by assigning 
borders to their nearest core point rather than the first cluster 
that finds them. Table II summarizes all aforementioned 
DBSCAN complexity enhancements. 

https://paperpile.com/c/TzDPrL/lezOx
https://paperpile.com/c/TzDPrL/yUJoe
https://paperpile.com/c/TzDPrL/KjLMA
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TABLE II. TIME COMPLEXITIES OF THE WELL CITED DBSCAN VERSIONS 

Year Name Time  Method used Ref. 

1996 DBSCAN 

       
Density based 

technique  
[8]  

         R*-tree 

2000 
FDBSCAN: A fast 

DBSCAN algorithm 
         

Representative 
points 

technique 

[10] 

2004 IDBSCAN            

Marked 

Boundary 
Objects 

(MBO) 

[20] 

2005 

GEOMETRIC 

ALGORITHMS 

FOR DENSITY-
BASED DATA 

CLUSTERING 

 (   
 

   ) if 

d>=3 

                  
for d=2 

Computational 
geometry 

techniques. 

 -fuzzy 
distance 

[30] 

2006 L-DBSCAN 
           

K is the number of 

leaders 

Leaders 

Clustering 
Method [31] 

[9] 

2006 FDBSCAN          

Representative 

points 

technique 
kernel function 

[33] 

2007 

A Linear DBSCAN 

Algorithm Based 
On LSH  

   ) 

LSH : Locality 

sensitive 
hashing 

 [35] 

2009 Rough DBSCAN 
        

K is the number of 
leaders 

Set theory  
[32]  

leaders 
clustering 

method[31] 

[29] 

2009 GF-DBSCAN 

1/100 of the time 

cost of 
FDBSCAN 

Fast merging 

and 
Grid cells. 

[36] 

2010 TI-DBSCAN 

Up to three orders 

of magnitude 

faster than 
DBSCAN. 

Triangle 
Inequality 

property 

[42] 

2013 
A faster algorithm 

for DBSCAN 
         for d=2 

Grid partition 

Hash Table 
[27]  

2013 G-DBSCAN 

Over than 100x 

faster than its 

sequential version 
using CPU 

Data-graph 
(node and 

edges) 

breadth-first 
search BFS 

[38] 

[37] 

2015 
ρ-approximate 
DBSCAN  

         
 

  for 

d=3 

   
  

 

[
 
 ]  

  

  for 
d>3 

  is a small 
positive constant 

Approximation 
technique 

[21] 

2016 

A fast DBSCAN 

clustering algorithm 
by accelerating 

neighbour searching 

using Groups 
method 

improves the 

speed of 

DBSCAN by a 
factor of about 

1.5–2.2 

Graph-based 

method 
[39] 

2017 

Faster DBSCAN 

and HDBCAN in 

Low-Dimensional 
Euclidean Spaces 

         

            

Box graph 

method 
[41] 

V. CONCLUSION 

DBSCAN is a powerful technique for data clustering; 
however it still suffers from its huge time requirement which 
can reach       in the worst case.  This paper weighs the pros 
and cons of the well-known and well-cited DBSCAN 
variations with respect to the time requirement. We present the 
current state of art related to DBSCAN complexity and also 
we mentioned some techniques used to enhance the original 
version of the algorithm. According to the papers studied, 
researchers can use the leaders clustering method, Graph-
based method, breadth-first search BFS, Triangle Inequality 
Property or Locality sensitive hashing to bring new 
enhancements in this field. We noticed that DBSCAN 
complexity vary between      and      . Another analysis 
of all these DBSCAN variations based on real data 
experiments will be presented in our further works. 
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Abstract—In this era of fourth industrial revolution, young
learners need to be equipped with 21st century skills, such
as critical thinking, creativity, communication, collaboration,
innovation and problem solving. Augmented Reality (AR) based
learning systems are an effective tool to embed these skills. This
paper presents a detailed review of latest research on an AR-based
learning systems. Furthermore, an AR-based learning system is
proposed to demonstrate the particle physics experiments i.e.
proton-proton collision and Higgs field. The proposed learning
system algorithms are developed using particle system of unity
3D software. Then, Microsoft Kinect sensor is interfaced with
unity 3D to create an immersive experience. Then, the qualitative
analysis of the proposed system and latest AR-based learning
systems is presented. Finally, the quantitative analysis of the
proposed system is conducted. Overall, the results suggest that
85% of the participants recommended the proposed learning
system.
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collision; Higgs field; interactive classroom; AR in education; AR
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I. INTRODUCTION

According to European Union, AR will be one of the
emerging technologies to pave the way for the development
of smart industry in near future [1], [2]. The disruptive
technologies are extensively utilized in many applications to
enhance their performance. However, many sectors are still
lacking in adapting the latest technology. Education sector
is considered as one of them [3]. In the traditional form of
learning, the teacher delivers knowledge while students act
as recipients only. However, students find interactive way of
learning to be more exciting and effective. AR have a key role
in developing learning systems to make the learning process
more effective and less tedious [4]. It enables human-machine
interaction while overlaying virtual components on real world
environment. It has potential applications in multiple fields
such as education, health-care, rehabilitation, etc. [5]–[7]. It is
combined with holographic technology to create applications
for museums and other visiting places to display art and culture
[8], [9]. It helps to create new and more effective learning
systems to develop critical thinking, creativity, communication,
collaboration, innovation and problem solving.

The concept of AR was introduced in the early 90s. Since
then, significant advancements have been made in this field
[10]. These advancements have created multiple opportunities
to develop systems and products that provide immersive ex-
perience to the users’. This technology provides novelty by
combining real and virtual world and registering it to 3D reality
[11]. The advancement in AR has introduced new teaching

methods which enhances the interest and class participation of
students [12]–[17]. Recent studies show that students engaging
in such interactive ways of learning have great positive impact
on their education [14].

Recent studies proposed by Latvian teachers tells us that
old methods of teachings have reduced the interest and con-
centration level of the students [15]. The overall results in Fig.
1 shows that the majority of students have decreased interest
in the current methods of teachings [15].

Fig. 1. Opinion of Teachers about Changes of Students’ Learning Motivation
[15].

In addition, some studies have been conducted to assess
the usability of augmented reality in educational field. In one
of the study, D.L Hakim et al. [10] concluded that AR has a
significant impact as a learning media and has greatly affected
students’ motivation and learning outcomes. Annafi A et al. in
[10] reviewed and collected data from 30 articles published in
the past 10 years. The articles reviewed the cognitive, affec-
tive, and psychomotor aspects that include students’ cognitive
skills, learning abilities, understandings, motivation, responses,
attentiveness, involvement, and outcomes towards any study
material [10].

In another review, Nicholas Pellas et al. [16] analyzed
the literature on AR with Game-based Leaning (ARGBL)
approach. The ARGBL system was developed while keeping
in view the advantages, disadvantages, instructional affordance
and effectiveness across various primary and secondary educa-
tion [16]. A detailed methodology proposed by Kitchenham’s
paper published in 2007 was adapted for the purpose of
systematic review [16]. The journals were selected through
inclusive and exclusive criteria and then the data was catego-
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rized and analyzed. It was concluded that the ARGBL usage
has significantly increased for teaching Science, Technology,
Engineering and Mathematics (STEM) in the past few years.

In another review, Marina Ismail et al. [18] provided a
comprehensive review of existing studies on the use of Kinect
device in education and rehabilitation. A total of 16 studies
were collected, analyzed and organized in a detailed order
[18]. It concluded that Kinect-based systems are beneficial in
providing e-learning environment and interactive experiments
[18]. The outcome of these reviews demonstrates an overall
positive impression and serves as a motivational factor for
further analysis on AR as a learning tool. Similarly, in this
paper a systematic review of 10 research papers is carried out
focusing on AR-based educational systems.

Our Contributions are as follows: i) A detailed review
of the latest AR-based learning systems. ii) Developed an
algorithms to simulate the particle physics experiments i.e.
proton-proton collision and Higgs field. iii) Designed an AR-
based learning system to demonstrate the particle physics
experiments with an immersive experience.

II. LITERATURE REVIEW

In this section, a detailed review of recent research papers
is conducted to show the impact of AR on modernizing the
classroom learning. The goal of this review is to lay out
a comprehensive analysis about the impact and findings of
recently proposed systems in the field of education. The steps
taken to select the qualitative research papers are as follows:

1) The data is collected from academic journals of MDPI,
IEEE ACCESS, Springer, International journal of Engineering
and Technology, Elsevier, Canadian center of Science and
Education, International journal of Geographical Information
Science, Journal of Physics, and Hindawi which are published
in the years from 2015 through 2020.

2) Numerous keywords such as “Kinect sensor and AR”,
“AR in education”, “Impact of AR in educational field”, “Lab
based experiments on Kinect sensor”, “Interactive wall and
floor in classrooms”, “Advantages of using AR in classrooms”,
“AR effects on children learning” were used to find the most
relevant articles.

3) Approximately 40 articles were selected and analyzed
keeping in view the title, abstract and keywords of the paper.
Total of 11 studies were identified as the most relevant to the
topic and hence were extensively reviewed.

The summary-based analysis of each study is given below:

• Franca Gorzotto et al. [19] created a Magic Room
using projector, Kinect sensor, several smart objects
and Unity 3D software for children with Neural De-
velopmental Disorder (NDD). The games developed,
in this paper, detect the children’s behavior as they in-
teract with the multimedia content in the Magic Room
[19]. The experiments proved to elicit functional per-
formances, social behaviors, and emotional responses.
The authors concluded that further empirical research

is needed in this area as the experiment was limited
to health care [19], [20].

• Plamen D. Petrov et al. [12] analyzed the effect of AR
on students’ learning performance in STEM education.
This experiment uses ZSpace which is an all-in-one
AR system comprising of virtual reality monitor and a
computer. It combines AR and VR to create an immer-
sive and interactive experience as shown in Fig. 2 [12].
The experiment was carried out on 80 participants
and a significant difference was observed in students’
understanding as compared to the traditional system
[12]. In conclusion ZSpace introduces high level of
personalization and helps improve the understanding
of students. It allowed students to explore and prac-
tice without worrying about financial (supporting lab
equipment) or ethical (animal injury in biology lab)
issues [12].

Fig. 2. ZSpace as an AR Tool for STEM Education [12].

• Lidice Haz et al. [3] implemented a Kinect-based
multimedia system for children of primary schools for
increasing classroom participation. This system was
developed in a cascaded model consisting of level-
based design with incrementing difficulty. The models
enabled students to add, subtract, complete words and
complete sentences. A survey indicated that 87% of
students preferred this method of learning [3].

• Nak-Jun Sung et al. [21] investigated the applications
of the Physics using AR. A video see-through method
is used to construct an AR environment by using
Kinect V2 sensor. The experiment uses soft body
simulator version MSS (Mass Spring System) because
of its high simulation accuracy and speed. The AR
experiment first combines a real time video stream
with a soft body simulation as shown in Fig. 3. Then, it
creates several objects with various material properties
by changing the object motion through simulation
as shown in Fig. 4. In conclusion, a survey showed
that 93% of responders were in favor of teaching the
Physics using this simulator [21].

• Tamas Matuszka et al. [22] developed a gesture-
controlled educational gaming system. Authors re-
duced the cost of the system by using deep learning
method. The algorithm first detects the object and uses
“sliding window method” gesture collection. Keras
and Tensorflow were used as deep learning backend.
In conclusion, ordinary camera with the proposed
algorithm provided similar results as depth-camera
based system.
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Fig. 3. Combined System of Soft Body Simulator and Video Stream
obtained from Kinect Device [21].

Fig. 4. Result of Simulation of 1st Scene Comprising of Sphere Model [21].

• Raul Lozada-Yanez et al. [23] designed a Kinect-based
AR Math Learning System (KARMLS) for increasing
student performance in mathematics. It involved 29
third-grade children from Riombamba city, Ecuador.
The system comprises of sumar (addition), ordeanr
(arranging shapes in order) and parear (making pairs).
The Fig. 5 shows student interaction with KARMLS
using wave gesture. It was concluded that the system
had a positive impact on students and was more
effective on low grades securing students [23].

Fig. 5. Natural Interaction between End User and Kinect based Prototype
[23].

• Corey Pittman et al. [24] explored the utility of AR
for knowledge of the Physics in the classroom. A
PhyAR prototype was developed using Unity3D and
mixed reality toolkits with Microsoft HoloLens [24].
Coulomb’s Law, elastic collision, parallel circuits,
volume etc. were demonstrated using virtual objects
in the physical space as shown in Fig. 6. Fifteen
participants were gathered to explore each concept
using prototype and then fill a questionnaire for feed-
back [24]. The students’ response was positive but

HoloLens being a head worn device restricted the
physical world interaction. Feedback from the students
emphasized on adding interaction with real world
objects [24].

Fig. 6. Presentation of Some Physics Topics shown on PhyAR Application
on Microsoft Hololens [24].

• Mingshao Zhan et al. [25] studied the recent develop-
ments in game based virtual educational laboratories
using Kinect sensor. Kinect device is used to scan the
real-world data and a map is created to implement a
virtual laboratory. The RANdom SAmple Consensus
(RANSAC) algorithm is used for shape detection as
shown in Fig. 7 [25]. In this way, integration of real
materials with natural materials have been observed
and presented [25], [26]. Microsoft Kinect sensor
proved to be realistic and affordable for virtual en-
vironment modeling, human-computer interface, and
hardware interface implementation.

Fig. 7. Experimental Setup of Foucault Pendulum (Left); Foucault Pendulum
Experiment Implementation in Game-based VE (Right) [25].

• Mingliang Xu et al. [27] provided a Kinect-based
system for physical education of trainees (children)
without trainers. For training this system, Hierarchical

www.ijacsa.thesai.org 673 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 2, 2021

Hidden Markov (HMM) based algorithm was used. It
allowed trainers to develop customized training paths
for each individual trainee. This method significantly
enhanced the effects of physical training in the absence
of trainers [27].

• Yi-Hsing Chang et al. developed a Kinect-based En-
glish learning system [28]. They integrated Kinect
as the interaction technique with theories of situated
learning and attention, relevance, confidence, and sat-
isfaction (ARCS) model [28]. This system enables
to plan and design the learning activities as per
situated learning [28]. The system provides virtual
environment which helps to achieve spatial and phys-
ical experience, assisting learner’s engagement, and
enhancing learning motivation as shown in Fig. 8. The
authors concluded proposed system improved students
learning motivation [28].

Fig. 8. English Learning system using ARCS Model) [28].

• Maria Cristina Costa et al. presented a mobile aug-
mented reality based application called PlanetarySys-
temGo which is a location-based game to promote
learning about the universe [29]. The architecture of
the system is divided into three components: plat-
form server (manages all data in the system), Web
application (the assessment of learning outcomes with
a back office) and mobile app (created using unity
3D to provide dynamic environment to create AR
content) as shown in Fig. 9. Several surveys including
questionnaires were conducted with primary school
students and teachers. According to the results, the
application enhances the students’ interest to learn
about solar system and keep them engaged [29].

The above studies are further analyzed and categorized into
major contribution and limitation provided by authors. It
provides all-inclusive information about how AR with the help
of Kinect sensor has changed the way of learning. Data is taken
exclusively from the said articles and has been compared in
Table I.

III. PROPOSED SYSTEM OVERVIEW

This section presents the development of proposed AR-
based learning system. The system is developed to demonstrate

Fig. 9. Mobile App Showing Hunting Orbits and Planets.) [29].

the experiments of particle physics. The proposed system is
developed to simulate the proton-proton collision and Higgs
field. The algorithms are developed using development soft-
ware Unity 3D, Microsoft Kinect V2 , a projector, C# (C-
sharp) language and Visual Studio IDE. Kinect sensor was
interfaced with Unity 3D to enable interaction of objects with
the environment. The Microsoft SDK for Kinect sensor is used
to track the body with the help of its infrared-based depth
camera. It accurately captures the real time 3D scene and
generates the built-in skeletal using customized software [30],
[31].

In the proposed system the actions performed by human
body are acquired and processed by the Kinect Sensor. Then
these actions are evaluated on basis of the developed algo-
rithms and resultant output is delivered via Projector. The
proposed system is shown in Fig. 10.

The developed environment is projected on the floor
providing the real-time interactive learning experience. The
algorithm developed for Higgs field allows the user to visualize
their reflection inside an particles filled environment.

Fig. 10. The Proposed System.

Algorithms are developed to demonstrate the particle be-
havior such as proton-proton collision effect and Higgs field.

Proton collision algorithm shows the generation of new par-
ticles as a result of proton-proton collision. In this algorithm,
the environment is designed where students can play a football
game in which the footballs are supposed as protons.

IV. PROPOSED SYSTEM IMPLEMENTATION

A. Proposed Algorithm for Proton-Proton collision

The collision of protons is possible through LHC (Large
Hadron Collider) tunnel, which is particularly a particle accel-
erator owned by CERN laboratories [32]. This tunnel allows
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TABLE I. DETAILS ABOUT STUDIES RELATED TO AR TECHNOLOGY IN EDUCATIONAL FIELD.

Source Major Contribution Limitations provided by authors

[19] Magic room developed in this paper has a strong potential as a learning
environment for children with Neurodevelopmental Disorder (NDD)

Regular update of the content in areas like communication, Psychomotor,
emotion, and cognition is required

[12]
The data obtained from performing experiments revealed that the integration of
AR allows students to explore, practice and interacts with Science, Technology
Engineering and Mathematics (STEM) content with an effective way.

Price of the overall system is 7000 dollar which makes it costly

[3] It concludes that Kinect sensor with multimedia technology facilitates the
teaching and learning process through an attractive and motivating environment

Physical interaction should be enabled for more enhanced and learning experi-
ence.

[21] According to the findings, the proposed simulator helps to teach the Physics
effectively due to more realistic representation of complex processes

Requires more realistic representation of certain content and high specification.
Additional equipment is required to expand the project.

[22]
It has been found that a cost-effective monocular camera-based gesture recog-
nition method can ensure similar level of recognition accuracy as depth-camera
based solutions

Limited gesture recognition as compared to Microsoft Kinect.

[23] The outcome of experiments suggested that there is a significant improvement in
grades of students using Kinect Based AR Math Learning System (KARLMS) Better visual graphics and interactivity should be enabled for higher accuracy.

[24] The participants’ evaluation revealed that the users desired to see such 3D AR
content in the Physics.

Limited field of view, integration of physical objects, and support of environment
around the user are required.

[25]
According to findings of the research, Microsoft Kinect based educational
VR laboratory proved to be efficient, realistic, and affordable as compared to
traditional approaches

Integration of more tracking algorithms into DAQ software package is required.

[27] User study evaluation contributes to the research that the effect of Kinect-based
training method is much better than the traditional video-based method.

Better visual graphics and interactivity should be enabled for higher accuracy.

[28] This system helped students to learn English effectively through integrating
Kinect with situated learning and ARCS model.

The system seizes to operate during experiment. Furthermore, instructions were
too descriptive having small font size, making them unreadable.

[29]
it has been noted that the PlanetarySystemGo platform has great potential in
serving as an informal and formal learning environment about the solar system
for all students.

Some technological hindrances were observed such as instability due to GPS
coordinates and inaccurate gyroscope reading. Also, the information content
should be more enhanced and upgraded such as more planetary system need to
be introduced.

the particles to travel approximately at the speed of light (3
meters per second less than the speed of light), and gain higher
energies. The number of particles dispersed after the proton-
proton collision is directly dependent upon the speed and
energy of the proton. The scientists observe the new particles
by colliding protons at a higher velocity. The new particles are
smaller as compared to protons and have different properties
altogether [32].

The proposed system simulates the LHC tunnel to visualize
the generation of new particles after collision of protons. This
system is developed in the form of a game to enable the users’
interaction in the particle acceleration, collision and generation
in a fun and interesting way. Using this system students can
observe that the amount of new particles generated is directly
proportional to the velocity of protons.

The proposed particle behavior system follows the String
Theory / String Model. It states that, upon collision, two
protons divide into particles resembling a string [33]. The
distribution of the particles according to String model follows
the Equation (1):

x1 = (1− y)xo (1)

where, x1 represents the number of particles created after
collision, xo is the energy applied by the kick, whereas y is
the fraction of energy carried by string (distributed particles).
The value of y exists between 0 and 1 depending upon the
distribution function. Equation (1) can be further extended for
the number of new particles.

xn = (1− yav)ixo (2)

Where xn is the residual energy of the string after ith
rank of distribution, yav is the average value of y, and i is
the average multiplicity of the produced particles which can
be calculated using Equation (3) and Equation (4).

i = ln
xo

xn
β (3)

where,

β =
−1

ln(1− yav)
(4)

The proposed simulated environment allows two users to
kick the protons (simulated as footballs) in a real-time. The
momentum of the kick determines the speed of protons. Users
can visualize the generation of new particles when protons
collide.

Taking our proposed system into consideration, the external
force applied (kick) is responsible for increasing the length of
the string/number of distributed particles. The higher the force,
the more the production of particles.
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Fig. 11. Particle Behavior System Flow chart.

1) Implementation of Proton-Proton Collision: Firstly, we
created an empty 3D project inside Unity 3D, allowing us
to develop a system in 3D environment. After that Microsoft
Kinect V2 was connected to PC via adapter and its SDK was
imported inside Unity. Methods available in SDK were used
to create scripts that allowed human joints tracking. The joints
of tracked bodies were created using 3D objects like spheres,
as displayed in Fig. 12. These objects were also provided with
rigid body and collider modules through scripting. Rigid body
module allows the object to have properties like gravity, force,
acceleration etc. Whereas collider module allows the object
to collide with any other surface. If the collider module is
not enabled, the objects cannot collide and pass through one
another.

A scene was created in which the system was to be
developed. Firstly, the environment was developed using 3D
objects. The playable characters (Protons) were created using
two Spheres and the Field (platform) was designed using
multiple cubes arranged accordingly as displayed in Fig. 13.
Playable characters were provided with rigid body and collider
modules, whereas only collider module was provided to the
field. A script was attached to the field objects so that the
spheres return to their original position whenever they were
out of bounds.

The built-in particle generation system of Unity 3D was
used for particle generation as shown in Fig. 14. This system
helps generate particles of various sizes and quantities. It also
helps to create trails behind each particle. A C# script is used
to simulate the number of particles generated using the speed

Fig. 12. Skeleton Tracking using Kinect.

Fig. 13. Two Spheres Representing Two Protons.

of spheres, using the Equation (2) of String Model.

Fig. 14. Unity’s Particle Generation System.

Graphics were embedded on each of the game object and
were created using Adobe Photoshop and Adobe Premiere
Pro as displayed in Fig. 15. The system was named “Particle
Model” and was provided with scripts that allowed the destruc-
tion of spheres upon collision. This script allowed the spheres
to be destroyed upon collision and generates particles as shown
in Fig. 16. Another script was attached to the model that al-
lowed the particles to respawn at original positions. Speed bar
is included in the environment to observe variation in speed of
the spheres. Particle model is finalized by overlapping tracked
bodies over the particle model while converting the skeleton
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Fig. 15. Graphical Interface of Proton-Proton Collision System on Unity 3D.

Fig. 16. Graphical Representation of Particle Generation after Collision.

to be invisible for better visual experience as displayed in Fig.
17. A flow chart of proposed algorithm is shown in Fig. 11.

Fig. 17. Practical Testing of Proton-Proton Collision System.

B. Higgs Field

Higgs Field is a field of energy that exists everywhere in
the entire universe [34], [35]. The particle known as Higgs
boson attracts other particles towards itself to gain mass [36]–
[38]. Work on the Higgs field and Higgs boson started in 1964
[39], [40]. The theory of particle was first introduced by PW
Higgs in 1964, describing the existence of a particle having
a mass of 125 GeV (giga-electron volt) [40]. On 4th of July,
2012, by collaboration of Compact Muon Solenoid and Atlas,
the Higgs Boson was first discovered using the LHC tunnel
[34], [37].

The proposed system enables to visualize the human body
in the presence and absence of the Higgs Field. Thus, ex-
plaining the concept of Higgs field and Higgs Boson. The
simulated environment shows that when user stands inside the
Higgs field, Higgs Boson particles surrounds the user. On a
contrast, when body is outside the Higgs field, the particles do
not interact with the user. This allows users to visualize that
how Higgs Boson interacts with other atoms.

Fig. 18. Higgs Field Flow Chart

1) Implementation of Higgs Field: Firstly, we created an
empty 3D project inside Unit 3D, allowing us to develop a
system in 3D environment. The same procedure was used
to track and create human joints, as in the particle behavior
system and it was also made invisible. The script was created
to use the depth camera. Data from the depth camera is
stored in ushort datatype which cannot be visualized. So, for
visualization, we convert depth data from ushort to Texture2D
format. A limiter is set which allowed only for the detection
of object inside specified z-axis.

A scene was created in which the system was developed.
An algorithm was applied to the canvas which allowed it to
only make Texture2D datatype visible. The Texture2D enabled
us to visualize the behavior of Higgs Boson with other particles
in the absence of Higgs field as shown in Fig. 19.

Particle System is created and adjusted to allow the parti-
cles to start from outside and return to their respective origins.
A script was created and applied to particle system that helps
users’ to visualize the effect of particle system whenever any
object collides with it. An array of particle systems was created
using the adjusted particle system and was aligned with the
canvas as shown in Fig. 20. The implementation of particle
system allowed us to visualize the behavior of Higgs Boson
with other particles in the presence of Higgs field. Fig. 18
shows the flow chart of proposed algorithm.
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Fig. 19. Depth Camera Data (ushort datatype) converted to Texture2D and
implemented on Canvas.

Fig. 20. Visualizing Higgs Field (High Resolution of Canvas).

V. RESULTS AND DISCUSSION

This section presents the qualitative and quantitative eval-
uation of the proposed system. Also the qualitative analysis of
the latest AR based learning systems is presented.

A. Qualitative Analysis

The qualitative analysis is based on cost, product origi-
nality, scalability, flexibility and market demand as shown in
Table III. These are few factors for a product to gain a place
in the market and customer attention. The cost factor shows
the cost per module of the system. Product originality shows
that whether the system developed by the authors is a new
product or a revamp (improved version of a previous product).
Scalability shows us whether the system can be integrated
and scaled towards other fields. Flexibility tells us whether
the product or system created can be upgraded later in the
future or not. Market Demand is a biased factor which solely
depends upon the region of sale. We have considered the sale
or outreach of these products on the basis of market trends
in Pakistan. The qualitative results suggest that the proposed
learning system is highly comparable with recently developed
AR based learning systems.

1) Estimated Cost: The proposed system cost around 631
USD. The cost of Projector, Kinect Sensor, and the developed
software are the main components. Table II shows the cost of
the proposed system.

TABLE II. COST OF PROPOSED SYSTEM.

S.No Items/materials required Cost in USD

1 Kinect sensor 156
2 Projector 437
3 Software development and installation 38

Total cost 631

B. Quantitative Analysis

The quantitative analysis is based on a survey as suggested
in [21], [29]. A questionnaire was developed for analyzing
the effectiveness of the proposed system. Questionnaire shown
in Table IV is similar to the questionnaires developed in
[21], [29]. In [21], [29], a post-study questionnaire involving
scale-based and free-response questions was taken from fifteen
participants aged between 21-31 years. Whereas in our study,
a total of 20 college students aged between 19 and 22 years
participated.

The survey was conducted following the similar pattern as
discussed in literature [2], [21], [24], [27], [29]. Firstly, the
participants were briefed about the proton-proton collision ef-
fect and Higgs field through conventional method of teaching.
Then, the proposed AR-based system was used to demonstrate
the same concepts. The proposed system allowed the students
to interact with the environment and visualize its results. The
understanding was made easy, fun-to-learn and interactable.

The survey was performed in a group of 5 students each
lasting 20 minutes.

The results attached in Fig. 21 were analyzed on the basis
of the methods used in [21], [29]. It mainly focuses on the
effectiveness of the AR based learning systems in learning
process.Whereas, Fig. 22 shows the score of each questions.
Similarly, the result of first four questions focuses on the
improvements in the understanding of topics. Whereas, the Q5
result shows the response of students about recommendation
of proposed system as shown in Fig. 23. It was concluded that
85% of the students recommended the proposed system for
effective learning.

Fig. 21. Survey Results.

VI. LIMITATIONS OF THE PROPOSED SYSTEM

Following are the limitations of the proposed system:
1. The total horizontal and vertical field view of Kinect sensor
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TABLE III. QUALITATIVE ANALYSIS OF RECENT AR BASED LEARNING SYSTEMS AND PROPOSED SYSTEM.

Source Cost in USD Product Originality Scalability Flexibility (future
work)

Market Demand
(Value)

[19] 5k New product High High Medium-high

[12] 950 Revamp High High Medium-high

[3] 350 Revamp Medium High Low-Medium

[21] 650 Revamp Medium Medium Low-to-medium

[22] 1.3K New product High High Medium-High

[23] 625 Revamp Medium Medium Low-to-medium
[24] 625 Revamp Low Medium-Low Low

[25] 625 Revamp Medium Medium-High Medium-high

[27] 375 Revamp Medium High Medium-High

[28] 375 Revamp Medium High Low-Medium

[29] 63 New product Medium Medium-High Medium-High

Proposed
System

631 New product High High Medium - High

TABLE IV. PROPOSED SYSTEM SURVEY (5 MULTIPLE-CHOICE QUESTIONS).

Number Question Details

Q1 It is easy to understand proton-proton collision effect without AR-based demonstration

Q2 I found AR-based demonstration very helpful in understanding the proton-proton collision experiment

Q3 It is easy to understand the concept of higgs field without AR-based demonstration

Q4 I found AR-based demonstration very helpful in understanding higgs field experiment

Q5 I highly recommend this product in education which can help student to understand complex problem

Fig. 22. Results of Individual Questions.

Fig. 23. Results of Project Recommendation Question (Q5).

is 70 and 60 degrees respectively. Hence the proposed system
is subjected to a limited space. In order to cover entire room
(360 degrees), more Kinect sensors are needed to be linked
together.
2. The proposed system can smoothly detect up to two people
at a time. Hence putting a constraint on certain application
where more than two people needs to be detected at the same
time. Using more Kinect sensors can also solve this issue.
3. If the user performs a fast movement, there is an issue of
delay. Hence depth camera requires some extra time to detect
each movement correctly. This issue can be resolved using
Graphical Processing Unit with high memory specifications.
4. The Kinect sensor has to be fixed and aligned with the
position of users for smooth experience of users.
5. The Kinect sensor has a specific detection range of around
10 meters.
6. The proposed system works better in a room where there is
minimal or no sunlight.

VII. CONCLUSION

In this research paper, the detailed review on latest ad-
vancement in AR-based learning systems is presented. The
detailed review is based on major contributions and limitations
provided by authors. It is concluded through intensive review
that AR-based learning systems are effective to incorporate
21st century skills such as critical thinking, creativity, com-
munication, collaboration, innovation and problem solving.
Furthermore, an AR-based learning system is developed to
demonstrate the particle physics experiments. The proposed
system simulates the proton-proton collision and Higgs field
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using unity 3D software. The Proton-Proton collision algo-
rithm simulates the generation of new particles when protons
collide with each other. It demonstrates that number of par-
ticles generated depends on energy of the colliding protons.
Whereas, Higgs field simulation highlights the effect of Higgs
Boson inside and outside Higgs field. The proposed system
is developed using unity 3D software and then interfaced to
Kinect sensor for immersive experience. Then, the qualitative
analysis of the proposed system and latest AR based learning
systems is presented. Finally, the quantitative analysis of the
proposed system is conducted. Overall, the results suggest that
85% of the participants recommended the proposed learning
system.
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M. A. Vilar-Montesinos, “A Review on Industrial Augmented Reality
Systems for the Industry 4.0 Shipyard,” IEEE Access, vol. 6, pp.
13358–13375, 2018, doi: 10.1109/ACCESS.2018.2808326.

[3] L. Haz, Y. Molineros, E. Vargas, and A. Davila, “Multimedia system
Kinect-based. Learning experience for children of primary school,”
CEUR Workshop Proc., vol. 2486, pp. 295–308, 2019.

[4] S. B. Adikari, N. C. Ganegoda, R. G. N. Meegama, and I. L. Wan-
niarachchi, “Applicability of a Single Depth Sensor in Real-Time 3D
Clothes Simulation: Augmented Reality Virtual Dressing Room Using
Kinect Sensor,” Adv. Human-Computer Interact., vol. 2020, 2020, doi:
10.1155/2020/1314598.

[5] G. Dini and M. D. Mura, “Application of Augmented Reality Tech-
niques in Through-life Engineering Services,” Procedia CIRP, vol. 38,
pp. 14–23, 2015, doi: 10.1016/j.procir.2015.07.044.

[6] Y. Tokuyama, R. P. C. J. Rajapakse, S. Yamabe, K. Konno, and Y. P.
Hung, “A kinect-based augmented reality game for lower limb exercise,”
Proc. - 2019 Int. Conf. Cyberworlds, CW 2019, pp. 399–402, 2019, doi:
10.1109/CW.2019.00077.

[7] Di. Chatzopoulos, C. Bermejo, Z. Huang, and P. Hui, “Mobile
Augmented Reality Survey: From Where We Are to Where We
Go,” IEEE Access, vol. 5, pp. 6917–6950, 2017, doi: 10.1109/AC-
CESS.2017.2698164.

[8] H. Peng, “Application Research of AR Holographic Technology based
on Natural Interaction in National Culture,” Proc. 2019 IEEE 4th Adv.
Inf. Technol. Electron. Autom. Control Conf. IAEAC 2019, no. Iaeac,
pp. 2220–2224, 2019, doi: 10.1109/IAEAC47372.2019.8997672.

[9] S. M. C. Loureiro, J. Guerreiro, and F. Ali, “20 years of research
on virtual reality and augmented reality in tourism context: A text-
mining approach,” Tour. Manag., vol. 77, no. October 2019, 2020, doi:
10.1016/j.tourman.2019.104028.

[10] A. Annafi, D. L. Hakim, and D. Rohendi, “Impact of using augmented
reality applications in the educational environment,” J. Phys. Conf. Ser.,
vol. 1375, no. 1, 2019, doi: 10.1088/1742-6596/1375/1/012080.

[11] A. Moore et al., “Comparative usability of an augmented reality
sandtable and 3D GIS for education,” Int. J. Geogr. Inf. Sci., vol. 34,
no. 2, pp. 229–250, 2020, doi: 10.1080/13658816.2019.1656810.

[12] P. D. Petrov and T. V. Atanasova, “The Effect of augmented reality on
students’ learning performance in stem education,” Inf., vol. 11, no. 4,
2020, doi: 10.3390/INFO11040209.

[13] S. Cai, X. Wang, and F. K. Chiang, “A case study of Augmented Reality
simulation system application in a chemistry course,” Comput. Human
Behav., vol. 37, pp. 31–40, 2014, doi: 10.1016/j.chb.2014.04.018.

[14] M. Kesim and Y. Ozarslan, “Augmented Reality in Education:
Current Technologies and the Potential for Education,” Procedia
- Soc. Behav. Sci., vol. 47, no. 222, pp. 297–302, 2012, doi:
10.1016/j.sbspro.2012.06.654.

[15] J. Porozovs and S. Kristapsone, “The Opinion of Latvian Teachers
About the Most Suitable Teaching Methods and Possibilities to Make

Lessons Interesting,” J. Pedagog. Psychol. “Signum Temporis,” vol. 9,
no. 1, pp. 50–56, 2019, doi: 10.1515/sigtem-2017-0009.

[16] N. Pellas, P. Fotaris, I. Kazanidis, and D. Wells, “Augmenting the learn-
ing experience in primary and secondary school education: a systematic
review of recent trends in augmented reality game-based learning,”
Virtual Real., vol. 23, no. 4, pp. 329–346, 2019, doi: 10.1007/s10055-
018-0347-2.

[17] P. Fraga-Lamas, T. M. Fernández-Caramés, Ó. Blanco-Novoa, and
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Abstract—A multi-core processor is an integrated circuit
that contains multiple core processing unit. For more than two
decades, the single-core processors dominated the computing
environment. The continuous development of hardware and
processors led to the emergence of high-performance computers
that able to address complex scientific and engineering programs
quickly. Besides, running the software codes sequentially increases
the execution time in huge and complex programs. The serial
code is converted to parallel code to improve the program perfor-
mances and reduce the execution time. Therefore, parallelization
helps programmers solve computing problems efficiently. This
study introduced a novel automatic translation tool that converts
serial C++ code into a hybrid parallel code. The study analyzed
the performance of the proposed S2PMOACC tool using linear
algebraic dense matrix multiplication benchmarking. Besides, we
introduced Message Passing Interface (MPI) + Open Accelerator
(OpenACC) as a hybrid programming model without preliminary
knowledge of parallel programming models and dependency
analysis of their source code. The research outcomes enhance
the program performances and decrease the implementation time.
Moreover, our proposed technique offers better performance than
other tools.

Keywords—Serial code translation; parallel code; C++; hybrid
programming model; auto-translation; S2PMOACC

I. INTRODUCTION

A single-core microprocessor dominated the computing
environment for more than two decades as it offered better
performance in execution of computer programs. With a rise in
issues, such as power dissipation, design complexity, and high
energy consumption [1] in the single-core, multicore architec-
tures were proposed to address these problems. The multicore
architectures [2] opened a new door for high-performance
computing, dividing each task into different cores during
execution. Also, the multi-core architecture plays a crucial role
in developing parallel applications. Therefore, many industries
build their programs using parallel computing architectures [3].
Besides, complex scientific programs require a huge comput-
ing power [4], which individual computer fails to provide.
Therefore, programmers must write parallel programs to be
running in multicore architectures. Also, parallel programming
is computationally complex and requires different execution
effort.

Nowadays, with the advent of computer technology, people
rely heavily on computer systems to conduct all business-
related tasks. A standard desktop computer or workstation
can easily solve small computing problems, but it provides
poor performance and runs into technical problems while
performing a high number of operations per second. Besides,

a standard computer faces challenges in completing a time-
consuming operation in less time, completing operations under
a tight deadline, and solving complex large problems. High-
Performance Computing (HPC) eliminates these problems.
Compared to a traditional desktop computer, HPC systems
can perform complex calculations and process data at high
speed. Fig. 1 shows HPC systems with CPUs. Each of the
CPUs processors has local memory and multicores, which
help to execute different applications and challenging tasks.
Besides, HPC solves extensive problems via thousands of
parallel processors.

Fig. 1. An Overview of HPC System.

The HPC offers significant benefits to different sectors such
as education, health, engineering, government, and business
owing to its ability to solve complex and demanding problems.
Additionally, HPC is an essential driver of innovation and
fosters economic growth. Besides, HPC facilitates R&D in
science and technology and enhances new products time-to-
market. HPC also helps researchers to solve complex problems,
such as developing new drugs through advanced computer
simulation. Parallel computing is a computation that breaks
larger computing problems into smaller tasks, in which many
calculations are executed concurrently. Massive problems are
divided into smaller units in order to enhance the overall
performance of HPC systems. Besides, the development of
future Exascale machines can become complex, which requires
writing parallel programs [5], [6]. Parallel programming [3] is
a multi-threaded or multi-processes mechanism used to write
and run the parallel programs on the HPC. There are many
existing parallel programming languages like OpenMP (Open
Multi-Processing), OpenACC (Open accelerators) and MPI
(Message Passing Interface).
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Creating parallel programs manually is a hard job and leads
to consuming time and so may not free from human mistakes
[6]. Thus [7], programmers are increasingly using automatic
parallelization tools owing to their ability to automatically
translate serial code into parallel code, thereby saving pro-
gramming time and costs. Many automatic parallelization tools
we will discuss in the related works section, these tools are
available to convert sequential codes to parallel codes in order
to minimize programming errors, and offer accurate results [7].
Besides, these tools take different inputs and combine different
programming models. Combining more than one model is
crucial in achieving optimal performance through parallelizing
programs [8]. Therefore, the hybrid MPI+OpenMP [5] model
is perfect for parallel computing,because it is combine between
shared and distributed memory. Clearly, each tool only suitable
for specific parallel model [9], and no tool is good enough for
all applications .

The current study highlighted there is no parallelization
tool exists on the cluster/hybrid system that converts the
serial code into parallel. In order to leading towards the
objective, we develop a hybrid MPI-OpenACC tool able to
translate sequence C++ codes to parallel codes, implemented
by combining the MPI library with OpenACC directives. Fig. 2
demonstrates how the hybrid model works [10]. The hybridiza-
tion increases performance [11], parallelism, and adapts to
different environments.

Fig. 2. Processing Mechanism of Hybrid MPI and OpenACC.

The study provides the following contributions: The study
proposes a new automatic translation tool that converts serial
C++ programming code into hybrid MPI+OpenACC parallel
code. Besides, we propose an algorithm and theoretical archi-
tecture to enhance performance and decrease implementation
run-time. We implement many applications using the proposed
solution and compute the results on the different Graphics
Processing Units (GPU) devices. Furthermore, the performance
and features of the proposed model are compared with existing
automatic tools. Based on experimental results, our proposed
technique outperforms other models.

The rest of the paper is organized as follows. In Section
2, we discuss the detailed background of parallel computing
models used in our proposed solution and then, Section 3
describes the related works of parallel programming models
based on different hierarchical machines. Section 4, the system
model has been described in detail with the architecture, and
algorithm of the proposed parallelization technique. Section 5,
discusses the experimental platform and the measuring factors

for evaluating the proposed technique. Section 6, provides
results and discussion. Finally, the conclusion in Section 7
followed by future work in Section 8.

II. BACKGROUND

The rapid development of hardware and processors led
to the emergence of parallel computing, which can address
complex scientific and engineering programs quickly and ef-
ficiently. In parallel computing, the program is broken into
several parts to solve computation problems concurrently. Each
part is further broken into a set of instructions to be executed
simultaneously on different processors. The primary benefit of
parallel computing is suitability for modeling and simulation.
Besides, parallel computing saves time and produces useful
results for researchers. Single-core processors are unsuitable to
solve many scientific problems. However, multi-core proces-
sors can solve these problems as they contain GPU. As shown
in Fig. 3, the MPI parallel programming model standard was
launched in 1994 for the application of distributed-memory
communication.

Fig. 3. MPI Distributed Memory.

MPI [12] is an efficient standard programming model ap-
plicable on distributed computing systems for many years, MPI
is implemented on parallel machines and provides good perfor-
mance and portability. MPI implementations are designed to
work on different parallel environments and support classical
communications [13]. MPI provides an explicit method for
the message passing a programming technique on distributed
memory clusters. Besides, distributed resources are spread
over several computing nodes, and in MPI, synchronization
is handled explicitly due to the distributed memory [14].
Many attributes in MPI such as portability, where it is has
a ability to integrate with other programming models. Also,
it is available for many implementations, such as open-source
implementations like MPICH [15], and OpenMPI [16], and
commercial implementations such as Intel MPI library [17],
and IBM Spectrum MPI [18]. Further, functionality [11],
where the MPI library has more than 400 routines. MPI pro-
grams have special structures and listings. First, demonstrating
the basic commands, starting from the MPI header file. Then,
initialize the MPI environment using MPI Init() instruction.
The next stage is by defining the rank and the size of processes
using MPI Comm rank and MPI Comm size consecutively.
In another stage, inserting MPI calling routine code and run
parallelly. Finally using MPI Finalize() to terminate the MPI
execution [19]. With the advancement in GPU technologies,
accelerators have been developed for GPU programming. Each
accelerator follows a unique programming technique. For
example, Compute Unified Device Architecture (CUDA) for
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NVIDIA GPUs, Brook+ for AMD GPUs, and LEO for MICs,
etc. [20]. NVIDIA released CUDA in 2007. In November
2011, OpenACC introduced as directive-based programming
model designed for targeting heterogeneous CPU/GPU sys-
tems. OpenACC [11] has features to overcome the limitation
of the CUDA model. CUDA works on NVIDIA GPU only
whereas OpenACC works with many compilers. Besides, Ope-
nACC offers excellent performance and accelerates scientific
applications with little programming efforts [21]. The program-
mer only should insert directives in a suitable place to run the
code on the GPU compiler [7]. Fig. 4 shows the OpenACC
accelerator model, revealing how intensive computations are
offloading from a host device to the GPU device to accelerate
the execution [22].

Fig. 4. OpenACC Accelerator.

Accelerating the program through OpenACC requires an-
alyzing the source code to determine the part that requires
more execution time. As illustrated in Listing 1, inserting the
directives in a suitable place facilitates the code execution on
the GPU compiler.

Listing 1: OpenACC directives
main ( )
{

< s e r i a l code>
# pragma acc k e r n e l s
/ / a u t o m a t i c l y runs on GPU
{

<p a r a l l e l code>
}

}

III. RELATED WORKS

In this section, we have discussed the detailed hybrid
programming models and auto parallelization tools to convert
serial code to parallel. The programming model combined
with one or more models can increase the performance of
parallelism and the capability to work with the heterogeneous
systems. This combination [23] facilitates the application of
large-scale powerful programming models. Fig. 5 depicts the
hierarchy navigation programming model and is categorized
as follows:

• Single model: MPI

• Dual model: MPI+X

• Tri model: MPI+X+Y

Fig. 5. Hierarchy Navigation in the Programming Model.

1) Single model: MPI
MPI is a standard message passing library for
exchanging data between different nodes. MPI
facilitates program execution among distributed
memory and is an effective mechanism to parallelize
the application [12]. Besides, it is a coarse-grained
technique to execute and manage data on the level
of the node [24]. The MPI version 3.1 introduces
new features and capabilities to facilitate the
parallelization process like creating group quires
and processes [13], [12]. The HPC environments
help to share data across different distributed nodes
using the MPI library. Therefore, MPI programmers
must understand future hardware development for
effective compatibility as MPI provides an excellent
model for future disparate systems.

2) Dual model: MPI+OpenMP
Previous studies [25], [26] introduced a common
hybrid model MPI + OpenMP, using MPI for com-
munication between nodes. Besides, OpenMP is used
for the parallelization process inside the node. Fig. 6
shows the processing mechanism of hybrid MPI
and OpenMP. Data are shared over several nodes
that communicate with each other through the MPI
message passing technique. The OpenMP region is
designed for distributed data, assisting in deciding the
available number of threads. This hybrid approach
is one of the promising models for future HPC
applications [27].

Fig. 6. Hybrid MPI and OpenMP Processing Mechanism.

3) Dual model: MPI+OpenACC
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To use parallel programming, Hybrid MPI and Ope-
nACC are an alternative model for hybrid MPI and
CUDA mentioned in [28]. Similar to OpenMP, data
parallelization in OpenACC is based on directives.
The programmers must write their code, interchange-
able to traditional serial code written in C/C++, and
include the #pragma acc loop directive line before
the loop statements. The program written in these
directives is computed with accelerated GPU devices.
In theory, the mixed mode architecture code should
be more efficient more than a pure MPI model due to
combination between shared and distributed memory.
Listing 2 describes a briefing algorithm as a hybrid of
MPI + OpenACC is the simplest way of parallelism
[27].

Listing 2: MPI+OpenACC Processing
1 M P I I n i t ( ) / / I n i t i a l i z e MPI
2 / / P r o c e s s e s s i z e
3 S i z e <−− Get MPI Comm size ( )
4 / / P r o c e s s e s r a n k s
5 Rank <−− Get MPI Comm rank ( )
6 i f ( Rank ==0) / / Master P r o c e s s
7 / * Make p r o c e s s i n g
8 b e f o r e E n t e r i n g MPI comm world * /
9 / / Send da ta when rank > 0

10 MPI Isend ( )
11 / / Check p r o c e s s i n g p e r i o d i c a l l y
12 MPI Wait ( )
13 i f ( Rank>0)
14 / * r e c e i v e da ta from
15 a l l p r o c e s s e s rank > 0 * /
16 MPI Irecv ( )
17 # pragma acc d a t a copy ( a ) co py i n ( b )
18 # pragma acc k e r n e l s
19 {
20 While ( l o o p s t a t e m e n t s 1 t o N)
21 # pragma acc loop
22 loop s t a t e m e n t 1
23 }
24 MPI Isend ( ) / / send da ta aga in
25 i f ( Rank ==0) / / c o l l e c t da ta
26 MPI Irecv ( ) / / r e c e i v e f i n a l da ta
27 M P I f i n a l i z e ( ) / / f i n a l i z e MPI

4) Tri model: MPI + OpenMP + CUDA (MOC)
In 2018, a group of developers introduced the Tri-
Hierarchy hybrid MOC model [23], comprising of
MPI + OpenMP + CUDA to achieve enormous par-
allelism objectives. MPI helps to broadcast data on
the distributed node. OpenMP executes data on CPU
threads; whereas, CUDA executes data on accelerated
GPU cores [29]. Besides, the MOC model facilitates
performance via inflexible parallelism. We develop a
similar HPC application using a huge cluster system
with multiple nodes and GPU. MOC model offers a
coarse and efficient massive parallelism.

As discussed previously, writing parallel code manually
is tedious and time-consuming. The auto parallelization tools
help to overcome these problems. Many tools can convert
sequential codes to parallel codes and add the parallelization
constructs or directives in a suitable place [9].

One study [30] provides a concise survey of existing par-
allel tools and classifies these tools based on different criteria
like a history of tools, tools contributions, and support assisting
for parallelization. A new tool called EasyPar proposed in
the study and this tool capable to assisting and facilitating the
program’s development phase. The authors in [31] analyze the
performance of two tool(Cetus and Par4All). The Cetus is a
source-to-source transformation tool using OpenMP directives
to convert ‘C’ sequential code to parallel codes. However, the
Par4All is an open-source tool to convert sequential code to
new OpenMP, CUDA, and OpenCL source codes. The study
performed on two complex program [31] to find which the
best performance between tools. The results showed the tools
are effective for single loop programs but not for the nested
loops. A study [32] proposes a new parallelization model called
PyParallelize, which automates the parallel process by reading
source code without modifications from the programmer. After
implementing the model on different benchmark programs, the
results showed a relatively high rate of accuracy. However,
this model fails to work efficiently when nested loops are
more than two in source code. Another study [4] presents
a new converting tool called S2P (c serial to Parallel) to
perform parallelization on different programs. Furthermore,
they [4] compare the tool performance with other existing
tools. The S2P tool offers better results in some cases and it
assists in minimizing the overhead thread management during
the execution of parallel code. Authors in [9] proposed an
automatic code parallelization tool, which converted C serial
code to the equivalent version of parallel using OpenMP
parallel programming. However, this tool focuses only on
parallelism tasks without considering loops parallelism.

A new model architecture suggested in the study [33], and
that model can translate any serial application into parallel
code, using individual parallel programming likes OpenMP,
MPI, OpenCL, and OpenACC or hybrid OpenMP-MPI. This
model is under development with a promise to solve automatic
parallelization issues. Besides, a study [7] proposed a tool to
speed up multicore processors. The proposed tool achieves
4.27 speedup after using 4 cores and 8 threads when increasing
the length of the matrix.

We conclude from the previous literature, there is no tool
provides full optimal translation. Thus, research is required
to address the limitations of these tools. Tools such as SUIF,
CAPO, and Polaris fail to support all operating systems.
Also, these tools only used C and FORTRAN languages [30].
Besides, it is difficult to run the generated code on distributed
memory because the tools such as Par4All and S2P use the
OpenMP programming model, which works exclusively on
shared memory. The parallelization in nested loops are an
advantage of the tool. Therefore it is a limitation in the tools
like SUIF and Intel compilers [32]. In the next section, we
will discuss in detail the methodology, revealing the proposed
S2PMOACC tool.
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IV. METHODOLOGY

This study introduces a new automatic translation tool to
reduce the software code’s execution time sequentially by
massively improving the performance of huge and complex
programs. We use all the available resources to convert serial
code to parallel code to enhance the program performances
and reduce the execution time. We proposed a new automatic
translation tool to convert serial C++ code into parallel code.
Fig. 7 illustrates the proposed translation tool S2PMOACC
(Serial To Parallel MPI and OpenACC) architecture, taking
serial code as input and generating its parallel code automat-
ically. The proposed solution enhances program performance
and decreases implementation time.

Fig. 7. Architecture of Proposed Automated Translation Tool S2PMOACC.

The steps of the translation tool are elaborated as follows:

1) Input C++ file
This is the first phase where the source file

enters the command line using the CLC library.
The C++ source file must be written without any
syntax error. Then, the file name is moved to the
next steps for further processing.

2) Read (tag.Destination)
This step reads input from the user and enters

the information related to the MPI Send call.
Using tag in the MPI to distinguish between
different processes and the destination is an INT
number for process rank where every process
has a unique rank in the MPI environment. This
information should be provided by the user to
write statements when generating the parallel
code.

3) Read (tag.Source)
As the previous step, the user enters informa-

tion of tag and source related to MPI Recv call.
Source is an INT number to determines the rank
of the source process. To write a suitable receive
statement, the information must be entered cor-
rectly.

4) Generate AST by ANTLR

ANTLR tool will read the file contents and gen-
erate the AST to be used in the following steps.
As shown in Fig. 8, many procedures in ANTLR
are revealed. First, reading a file’s contents by
passing the name to a specific routine to handle
the process. Then, the contents streaming fed to
lexer that contains lexer grammars to identify
and produce different token streams. Finally,
the token streams are entered into the parser to
generate AST based on pre-defined parser rules.

Fig. 8. ANTLR Tool Phases.

5) Identify parallel regions
In this step, the generated AST is used to

identify the parallel regions of the code using
inherited class to access and identify different
loops and variables.

6) Determine the dependency
In this step, the dependency test occur to de-

termine the possibility of parallelization. Special
java class used to find out parallel regions like
loops. The dependency test used to: accessing
loop, fetch statements in the loop body, and
decide if dependency inside the body block
existing or not. For example if S1 and S2 are
statements inside the loop, if S2 depend on S1
result, then the dependency is detected. There-
fore, the target file is generated without parallel
directives. Otherwise, the dependency not found
and parallel file generated.

7) Add MPI header file
Here, include MPI header file library ‘mpi.h’

in order to use MPI routines when generating
parallel code.

8) Define MPI instructions
Initialize MPI environment through using

MPI Init() instruction. Then define Ranks for
MPI to check cluster system specification for
defining the ranks via MPI Comm rank that
provide a logical way of numbering the MPI pro-
cess. Further, define MPI communication world
statements via MPI Comm world in order to
run all MPI jobs across several processes. Ranks
in this step used to find out master and slave
processes in MPI environment.

9) Insert suitable MPI Send statement
In order to write a suitable MPI send statement

in the parallel file the information get it from
a user in the previous steps will be used. The
statement will be insert based on a pre-defined
indicator from the user. Also, the information
should be correct to avoid mistakes in writing
process.
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10) Insert suitable MPI recv statement
The information entered from the user is used

in this step. Besides, the pre-defined indicator is
used to identify the place to insert receive MPI
operation.

11) Insert suitable OpenACC directive
Insert OpenACC directives based on the paral-

lelization annotations. This step involves insert-
ing an OpenACC directive to the source code
to notify the OpenACC-compiler to parallelize
the objects of the classes, run in parallel during
run-time.

12) Writing Parallel code
Write parallel code to generate the code, which

includes the MPI routines and OpenACC parallel
computing pragmas via #pragma acc atomic and
#pragma acc parallel loop.

Regarding the proposed automated translation, we discuss a
comprehensive overview of how C++, MPI, and OpenACC are
translated from serial code to dual auto parallelization using a
hybrid programming model. Algorithm 1 presents serial code
to dual auto parallelization.

Algorithm 1 : Serial Code to Dual Auto Parallelization
1: Input C++ file.
2: Read (Tag, Destination ) information.
3: Read (Tag, Source) information.
4: Generate AST by ANTLR.
5: Identify parallel regions(for-while-do while)
6: Perform dependency analysis for each region.
7: Determine the possibility of parallelization.
8: Add MPI header file ‘mpi.h’.
9: Initialize MPI environments ’MPI Init()’

10: Define MPI communication world statements
11: Define MPI communications ranks
12: Insert suitable MPI Send().
13: Insert suitable MPI Recv().
14: Insert OpenACC directives based on the parallelization annota-

tions.
15: Writing parallel code.
16: Save the output file in the directory.

The next sections will shows the experimental platform
and measuring factors followed by results and discussion for
testing the proposed tool and illustrates the capabilities and
limitations of our tool compared with other existing tools.

V. EXPERIMENTAL PLATFORM AND MEASURING
FACTORS

This section demonstrates the experimental platform to an-
alyze the performance of the proposed solution. We quantified
different measures, taking HPC benchmarks as performance
metrics of the execution time (Secs) and system speedup
(Serial/Parallel) to compare the proposed tool and other tools.
We perform all the experiments on Intel i7 with four cores and
eight threads. Table I shows the testing environment specifica-
tions. The HPC system and applications are evaluated based
on fundamental performance metrics. We measured different
performance attributes including execution time (Secs) and
speedup (Serial/Parallel) of the system.

TABLE I. ENVIRONMENT SPECIFICATIONS

Feature value
Processor Type Intel(R) Core(TM) i7-1065G7

Number of cores 4
Number of threads 8
Operating Systems Windows 10

Clock speed 1.30 GHz
Graphic card NVIDIA GeForce MX250

RAM 16 GB

To evaluate the performance attributes, we select a dense
matrix multiplication (DMM) with different sizes and com-
puted on the different numbers of MPI processes and GPUs
devices. We evaluate the speed up performance metric where
matrix multiplication is computed without using a single num-
ber of GPU core to determine the speed trend. Without matrix
multiplication, we run speed on the experimental setup and
calculate the time taken in sequential processing. Ideally, the
speedup is calculated by following the fundamental Amdahl’s
law [34] and Gustafson [35].

SpeedUp(SP ) =
Tserial

Tparallel
(1)

Where T serial is the optimal time in sequential processing
and T parallel for parallel computing algorithms. According to (1),
we can calculated speedup based on execution time by imple-
menting proposed solution on DMM benchmarking application
against varying dataset. The possible curve of speedup [36] in
an algorithm could be super-linear, perfect linear, linear and
sub-linear as demonstrate in Fig. 9.

Fig. 9. Speedup Possible Curves.

VI. RESULTS AND DISCUSSION

We evaluate the proposed parallelization technique using a
dual hierarchical hybrid parallel programming model via the
implementation of linear algebraic dense matrix multiplication.
All results have been executed using the quad-core processor.
Besides, we quantified various matrix sizes. We also examine
linear DMM application performance in different datasets,
assisting in determining the execution times in secs. Besides,
four well-known automatic parallelization tools S2PMOACC,
Cetus, Par4all, and S2P were included in the study. The
speedup of studied tools was calculated to determine the
efficiency of each tool.
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In the 1st experiment, we run a serial matrix multiplication
by different sizes. Then, we run same matrix using hybrid
parallel code executing in different number of MPI processes to
evaluate the execution time between serial and hybrid version.
We observed the increasing in execution time in serial version
unlike parallel codes. Fig. 10, Fig. 11, and Fig. 12 shows the
obtained results.

Fig. 10. Execution Time of Matrix 1000x1000.

Fig. 11. Execution Time of Matrix 2000x2000.

Fig. 12. Execution Time of Matrix 4000x4000.

In the 2nd experiment with a minute amount of matrix
multiplication by 1000 x 1000 matrix size, we experiment
this dataset with single GPU by running the existing tools
along with our proposed solution. S2PMOACC take 8 secs
to complete the execution while Cetus computes in 13 secs,
Par4All end its execution in 22 secs, and S2P calculated
executed time is 24 secs. From Fig. 13, the results show that

our proposed model execution time is negligible in minimum
resources. Besides, we increase the GPU cores and analyze the
same translation tools with an equal number of given devices.

Fig. 13. Performance (Execution Time) in DMM.

According to Fig. 13, we measure second performance
matric as speedup in experiment 2 that involves the optimal
time taken in serial to parallel processing for all the
implementation run with an equal number of resources.
Fig. 14 shows the speedup of our tool along with other tools
when Using 1000 x 1000 matrix multiplication with different
number of GPU.

Fig. 14. Performance (Speedup) in DMM.

www.ijacsa.thesai.org 688 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 2, 2021

Finally, we study the capabilities and features of the in-
cluded tools. We observed that our tool has more features than
other tools. Table II provide the summary of the comparison.

TABLE II. TOOLS SPECIFICATIONS COMPARISONS.

Feature Tools
S2PMOACC Cetus Par4all S2P

Operating Systems Windows Linux Linux Linux
Linux

Input Language C,C++ C Fortran,C C

Technique used MPI OpenMP OpenMP OpenMP
OpenACC CUDA Pthread

Hybrid Output Yes NO NO NO

Support For loop Yes Yes Yes Yes

Support While Yes NO NO NO

Support Do while Yes NO NO NO

VII. CONCLUSION

The application of HPC has increased significantly in all
scientific fields and HPC systems has been used to solve
complex computational programs. Despite running software
programs sequentially, researchers and programmers face dif-
ficulties in dealing with huge and complex programs, which
increase the execution time. The serial code must be converted
to parallel code to improve the program performance and
reduce the execution time. Therefore, parallelization tools must
assist programmers in the converting process. In this work,
we proposed a novel automatic translation tool that converts
serial C++ code into parallel code using a hybrid parallel
programming model. This auto-translation tool supports a dual
hierarchical MPI and OpenACC parallel computing model for
heterogeneous systems that use GPU devices for providing
parallelism. We implement the proposed solution in the DMM
application by using different number of MPI processes in
the first experiment. The second experiment compare the pro-
posed tool execution time and speedup with well-known auto-
translation tools such as Cetus, Par4all, and S2P tools. The
Third experiment compare the features and limitations between
tools. Based on the experimental results, the S2PMOACC
outperformed the existing tools and provides complete auto
parallelism in all performance metrics.

VIII. FUTURE WORK

In the near future ,the auto-parallel computing systems
are in high demand as they support ECS applications. There-
fore, we must have an adaptive auto-translation technique for
parallelizing sequential code to support the future Exascale-
computing system, large-scale cluster system, multi-core dis-
tributed system, and heterogeneous cluster system. For that, we
aim to implement more enhancement to our proposed tool to
keep pace with the continuous development of future systems.
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Abstract—Automatic earthquake detection is widely studied to
replace manual detection, however, most of the existing methods
are sensitive to seismic noise. Hence, the need for Machine
and Deep Learning has become more and more significant.
Regardless of successful applications of the Fully Convolutional
Networks (FCN) in many different fields, to the best of our
knowledge, they are not yet applied in earthquake detection.
In this paper, we propose an automatic earthquake detection
model based on FCN classifier. We used a balanced subset of
STanford EArthquake Dataset (STEAD) to train and validate our
classifier. Each sample from the subset is re-sampled from 100Hz
to 50Hz then normalized. We investigated different, widely used,
feature normalization methods, which consist of normalizing
all features in the same range, and we showed that feature
normalization is not suitable for our data. On the contrary,
sample normalization, which consists of normalizing each sample
of our dataset individually, improved the accuracy of our classifier
by ∼16% compared to using raw data. Our classifier exceeded
99% on training data, compared to ∼83% when using raw data.
To test the efficiency of our classifier, we applied it to real
continuous seismic data from XB Network from Morocco and
compared the results to our catalog containing 77 earthquakes.
Our results show that we could detect 75 out of 77 earthquakes
contained in the catalog.

Keywords—Earthquake detection; fully convolutional networks;
data normalization; classification

I. INTRODUCTION

Earthquake detection requires discriminating real earth-
quakes from noise signals, which makes it a classification
problem. Earthquake detection is a very crucial and challeng-
ing phase in seismic processing, especially for single station-
based detection, because every station records a very wide
range of non-earthquake waveforms. Manual detection is a
time consuming work due to the huge amount of seismic
data, therefore, automatic earthquake detection is essential and
widely studied.

A large number of automatic earthquake detection methods
exist [35], some of them are time domain methods, such
as the short term average to long term average (STA/LTA),
which is the most used in seismic stations. Other time domain
methods are used, such as the maximum likelihood detector
[9], envelope-based detector [3], and modified data envelope
detector [29]. On the other hand, some frequency domain
methods are based on the Power Spectral Density (PSD) [25]
and the Walsh transform [12]. However, most of the existing

methods are sensitive to noise and suffer from false and missed
detections [32].

In recent years, methods based on Machine and Deep
Learning have shown great potentials, especially Artificial
Neural Networks, which are widely used in seismic detection
[8], [10], [1]. The Convolutional Neural Networks (CNNs)
known as very successful in the computer vision area become
more and more popular in seismic area [23], [39], [37], [34].
Recurrent Neural Networks (RNNs), another architecture of
Neural Networks known to be suitable for many time-series
applications such as text to speech and voice recognition [36],
are also used in seismology [40], [19], [6].

Unsupervised clustering methods are also used in seis-
mology. They can cluster seismic samples into different clus-
ters without prior knowledge of labels. Different clustering
methods are used in many seismic studies, such as k-means
[5], [28], Deep Convolutional Autoencoders [21], and Self-
Organizing Maps [16], [17], [27].

Fully Convolutional Networks (FCN) [24] are a Neural
Network architectures that have been successfully applied
in many different fields, such as image segmentation[13],
[4], medical image analysis [7], [18], character recognition
[31], time-series classification [33], [14], [22] and also in
seismology; for earthquake localization, by taking a window
of three-component waveform data from multiple stations and
predicting the earthquake location with a 3D image [38], and
for fault detection, where the FCN model extracts fault features
from synthetic seismic data and recognize the locations of
faults with an accuracy of ∼97% [26]. Despite their higher
achievements, to the best of our knowledge, FCN had not yet
been applied to seismic detection.

In this study, we describe the application of FCN for
earthquake detection using seismic waveforms from a single
seismic station. The basic of the earthquake detection problem
is turned into a classification problem by using a subset of
STanford EArthquake Dataset (STEAD) to train our classifier.
Our approach does not require a feature extraction technique,
which makes it independent of the choice of sensitive features.
We tested the effectiveness of our classifier by applying it
to real continuous data From the XB seismic network imple-
mented in morocco between 2009 and 2013 [2].

In the following, we first describe the dataset used to train
our classifier and the real continuous dataset used for testing.
Then, we present the method and the steps applied in the
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(a) Locations of seismic stations recording earthquakes

(b) Locations of seismic stations recording seismic noise

Fig. 1. Distribution of Seismic Stations used to Record Earthquakes (a) and
Noise (b) [20].

training process. Finally, we describe the results and discuss
the performance of our classifier Using real continuous seismic
data.

II. DATA DESCRIPTION

The STanford EArthquake Dataset (STEAD) [20] is a
large-scale and global dataset that contains two waveform
classes; seismic noise and local earthquake waveforms, which
are recorded at local distances (within 350 km of earthquakes).
STEAD comprises about 1.2 million waveforms, recorded by
worldwide located seismometers, resampled at 100Hz, and
have 60 seconds duration (6000 features). Local-earthquakes
class contains about 1 050 000 three-component seismograms
associated with ∼450 000 earthquakes that occurred between
January 1984 and August 2018 (Fig. 1(a)). The seismic noise
class contains about 100 000 waveforms that have been
recorded since 2000 in the United States and Europe (Fig.
1(b)).

The earthquake waveforms are requested from continuous
time-series archived at the Incorporated Research Institutions
for Seismology Data Management Center (IRIS DMC). Three
types of arrival statuses exist, “Manual” picks; picked manually
by human analysts, “automatic” picks; measured by automatic
algorithms and “autopicker” that are determined using an AI-

Fig. 2. XB Seismic Network Installed in both Morocco and Spain, it
Contains 93 Seismic Stations, from which 19 Stations are used in this Study

and are Colored in Red.

based model. STEAD is provided as individual arrays con-
taining three waveforms that correspond to three-component
seismograms, each waveform has 6000 features.

The XB network used to test our model was deployed in
both Morocco and Spain, in the frame of the Project to Inves-
tigate Convective Alboran Sea System Overturn (PICASSO),
from 2009 to 2013. The XB network contained 93 seismic
stations labeled as PICASSO Morocco (PM) and PICASSO
Spain (PS). Fig. 2 shows the stations of the XB network,
where 44 stations were installed in Morocco. We used data
of January 2011 from 19 stations, measured by High gain
Broadband (BH) seismic instruments and sampled at 50Hz,
to test our model.

III. TRAINING WITH THE FULLY CONVOLUTIONAL
NETWORKS

To train our model, we choose a subset of STEAD mea-
sured by BH seismic instruments, since we have only BH
waveforms from XB network. We found 7874 unique noise
waveforms of BH type in STEAD. In order to create a
balanced dataset, we extracted the same quantity of waveforms
from the earthquake class. because classification is affected
by imbalanced datasets and resulting a reduction in accuracy
as shown by [30]. The selected waveforms are associated
with a wide range of earthquake sizes from magnitude 0 to
magnitude 6.3. Earthquakes were recorded within 330 km of
the earthquakes, are mainly shallower than 210 km and have
Signal to Noise Ratio (SNR) between -5 and 100 decibels.

Our dataset is comprised of 15 748 samples and divided
into train/validation/test subsets as shown in Table I. The
portion of the test-set is small because we will test our model
on real continuous data from the XB seismic network. The
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TABLE I. TRAIN/VALIDATION/TEST SUBSETS DISTRIBUTION USED IN OUR STUDY

Training-set Validation-set Test-set
12000 3000 748

(6000 from earthquake class, (1500 from earthquake class, (374 from earthquake class,
6000 from noise class) 1500 from noise class) 374 from noise class)

samples used in STEAD are 60 seconds waveforms sam-
pled at 100Hz. Since we are applying our model to data from
XB network that is sampled at 50Hz, we resampled our dataset
to 50Hz, so that every sample have 3000 features instead of
6000.

The Fully Convolutional Network classifier used in this
study is comprised of four convolutional layers with different
filter numbers and sizes (Fig. 3), followed by batch normal-
ization that normalizes the output of the convolution layer
and a ReLU activation function, which enables better training
of deeper networks, compared to other activation functions
[11], then a Global Pooling layer that reduces the amount
of parameters in the network to an output prediction for the
model. Finally, since the output is One Hot Encoded, a softmax
function is placed in the output layer that normalizes the output
into two probabilities corresponding to belonging to the two
classes earthquake and noise. The adaptive moment estimation
algorithm (Adam) is used as optimizer for our classifier.

The classifier is trained to distinguish between earthquake
and noise signals using the STEAD subset described above.
The training/validation subsets were randomly split using a
5-fold cross-validation. The training was performed on 100
epochs, where each epoch is a complete pass through the
entire training dataset, with early stopping enabled, which stop
the training when the loss (error) does not decrease during
training. We used a learning rate decay, where the learning
rate is reduced by a factor of 10 once learning stagnates for a
number of epochs. The predictions were compared to the real
classes then the loss and accuracy are calculated.

Normalization is one of the most used data preparation
techniques in deep learning, because features often have
different ranges of values, which make the training process
takes a long time to converge. Feature normalization and
standardization are the most used methods. To select the
best normalization method, we compared different methods
against raw data (without applying any normalization method)
and selected the one that gave the best accuracy on the
training/validation data. The methods applied to our input data
are the following:

• MinMax: Transform features by scaling each feature
individually between zero and one.

• MaxAbs: Scale each feature by its maximum absolute
value such that the maximal absolute value of each
feature in the training set will be 1.0.

• Standard: Standardize features by removing the mean
and scaling to unit variance.

• RobustScaler: Removes the median and scales the data
according to the quantile range independently on each
feature.

IV. RESULTS AND DISCUSSIONS

In this section, we will present and discuss the effect of
using different normalization methods and batch sizes on the
classifier accuracy. We investigated the effect of normalizing
features on the model accuracy and compared it against
using raw data. We conducted many experiments using the
same training process for the normalization methods described
above. Table II shows the mean accuracy of 5-fold cross-
validation. We can see that MinMax, MaxAbs and Robust
normalizations decrease the model accuracy compared to raw
data, while standardization improves slightly the accuracy.
Overall, we see that normalizing the input features did not
bring a big improvement to our model, so we suspected
the feature normalization to be not suitable for our data.
Therefore, we tried to normalize our data per sample instead of
normalizing per feature. By normalizing per sample, we mean
that each sample of our dataset is normalized individually. We
reported the results in Table III.

By using sample-normalized data, we can clearly see an
improvement of the accuracy compared to feature-normalized
and raw data. All the methods improved the accuracy with-
out exception, compared to feature-normalized, especially the
MinMax method, which is improved by ∼35%. The sample-
standardization method made the best accuracy over the other
methods, it reaches 99% on the training data, with an im-
provement of ∼16% and ∼14% compared to raw data feature-
standardization respectively.

As seen in Fig. 4(b), when standardizing per feature, the
range of earthquake classes is very large compared to that
of noise classes, which makes no difference with raw data
(Fig. 4(a)), except for the scale of the signals. It can be
observed from Fig. 4(c) that both earthquake and noise samples
have close ranges when standardized per sample. Hence, the
classifier is forced to classify samples based on their shape
instead of their amplitude. In the rest of our tests, only
the sample-standardization method will be presented, since it
outperformed the other methods.

Different batch sizes are investigated, where each batch is
a subset of signals given to the network at once. Fig. 5 shows
an example of the evolution of the loss function during the
training process and it is clear that our classifiers converge as
the training progresses. We can see that for larger batch sizes,
the training loss is bigger and the validation loss is smoother,
because large batch sizes are less sensitive to outliers, and
converge slower than small batch sizes as stated by other
studies [15].

Fig. 6(a) shows the accuracy during the training process,
we can clearly see that larger batch sizes have lower accuracies
compared to smaller batch sizes. While for the validation
dataset (Fig. 6(b)), larger batch sizes tend to be slower and
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Fig. 3. The FCN Architecture Consists of 4 Convolutional Layers Followed by Batch-Normalization (BN) then a Rectified Linear Units (ReLU) Activation
Function, Finally Global-Pooling and Softmax Layers.

TABLE II. THE ACCURACY FOR DIFFERENT FEATURE NORMALIZATION METHODS

Raw data Standard MinMax MaxAbs Robust
Training 0.838 0.858 0.639 0.822 0.778

Validation 0.785 0.885 0.619 0.683 0.718
Test 0.611 0.894 0.502 0.513 0.657

TABLE III. THE ACCURACIES FOR DIFFERENT PER-SAMPLE NORMALIZATION METHODS

Raw data Standard MinMax MaxAbs Robust
Training 0.838 0.990 0.986 0.985 0.982

Validation 0.785 0.987 0.985 0.986 0.916
Test 0.611 0.998 0.995 0.993 0.973

(a) Raw signal (b) Normalize per feature (c) Normalize per sample

Fig. 4. Standardization Effect for the Same Two Signals, in Top an Earthquake Signal while in Bottom a Noise One. Figure (a) Shows Raw Signals, in (b)
Both Signals are Standardized Per Feature, (c) Shows the Sample-Standardization Version for Both Signals.
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(a) Training loss (b) Validation loss

Fig. 5. Model Loss Per Batch Size.

(a) Training accuracy (b) Validation accuracy

Fig. 6. Training and Validation Subsets Accuracies Per Batch Size. Large Batches Tend to have Lower Accuracies for Both Subsets.

Fig. 7. The Mean Accuracy Per Batch Size. The Best Accuracies in Train/Validation/Test Subsets are Obtained by using a 16 Batch Size.
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more stable. Fig. 7 shows the mean accuracy of 5-fold
cross-validation. The best accuracies in training, validation and
test are 99.3%, 99.2% and 100% respectively, obtained by
using a 16 batch size. For smaller batches, the accuracy in
training reached 100%, but in validation it has fallen to 70%,
which means that the model over-fit and can not generalize
for new data. The high accuracy in test-set is due to the
small amount of data, because we are interested in testing our
classifier on continuous data from XB network.

To check the effectiveness of our best classifier, we tested
it on real three-component seismic data from the XB network.
The test was applied to data from the first month of 2011, from
19 seismic stations, presented in red in fig. 2. The frequency
of the seismic data is about 50Hz, and the input feature, which
will be fed to the classifier, is a sliding window of 60 seconds
length (3000 features), and the window is moved by 15 sec
after each test.

To verify our results, we compared the earthquakes de-
tected by our classifier to a seismic catalog that we have. Our
catalog contains 77 earthquakes of magnitude > 2, located in
the region of XB network. By comparing our results with the
catalog, we found that our classifier detected 75 out of the 77
earthquakes contained in the catalog. Our analysis shows that
our classifier is able to reliably detect local earthquake signals
in continuous real data.

V. CONCLUSION

In this paper, we have presented a seismic detection model,
based on a Fully Convolutional Networks classifier which
is trained on STanford EArthquake Dataset (STEAD) and
tested on real continuous seismic data. By making a separate
standardization for each sample of our dataset, instead of
normalizing per feature, the performance of our classifier is
increased significantly by ∼16% compared to raw data. Our
experiments show that the use of small batch sizes is more
adequate for our dataset, however, very small batch sizes (8
and lower) make the model over-fit and can not generalize
for new data. By applying our classifier to real continuous
data from XB network in Morocco, we were able to detect
local earthquakes already existing in our catalog. Our method
does not require hand-engineered features and is able to
discriminate between earthquakes and seismic noise with high
accuracy. Our results demonstrated that FCN classifier holds
vast promise for making seismic detection more accurate.
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Abstract—An omnipresent challenging research topic in com-
puter vision is the generation of captions from an input image.
Previously, numerous experiments have been conducted on image
captioning in English but the generation of the caption from the
image in Bengali is still sparse and in need of more refining. Only
a few papers till now have worked on image captioning in Bengali.
Hence, we proffer a standard strategy for Bengali image caption
generation on two different sizes of the Flickr8k dataset and
BanglaLekha dataset which is the only publicly available Bengali
dataset for image captioning. Afterward, the Bengali captions
of our model were compared with Bengali captions generated
by other researchers using different architectures. Additionally,
we employed a hybrid approach based on InceptionResnetV2
or Xception as Convolution Neural Network and Bidirectional
Long Short-Term Memory or Bidirectional Gated Recurrent Unit
on two Bengali datasets. Furthermore, a different combination
of word embedding was also adapted. Lastly, the performance
was evaluated using Bilingual Evaluation Understudy and proved
that the proposed model indeed performed better for the Bengali
dataset consisting of 4000 images and the BanglaLekha dataset.

Keywords—Bengali image captioning; hybrid architecture; In-
ceptionResNet; Xception

I. INTRODUCTION

An image is worth a thousand stories. It is effortless for
humans to describe these stories but it is troublesome for a
machine to portray them. To obtain captions from images it
is necessary to combine computer vision and natural language
processing. Previously lots of research has been done on image
captioning but most of them were done in English. Research
done on Image captioning using other languages [13], [15],
[16] is still limited. Few works until now have been conducted
on image captioning in Bengali [5], [23], [37] so we aim to
explore image captioning in the Bengali language further.

About 215 million people worldwide speak in Bengali
among those 196 million individuals are natives from India
and Bangladesh. Bengali is the 7th most utilized language
worldwide1.As a result, it is momentous to generate image
captions in Bengali alongside English. Moreover, most of the
natives have no knowledge of English. Additionally, image
captioning can be used to aid blind people by converting the
text into speech blind people who can understand the image.
Also, surveillance footage can be captioned in real-time so that
theft, crime or accidents can be detected faster.

The main issue of image captioning in the Bengali lan-
guage is the availability of a dataset. Most of the datasets

1https://www.vistawide.com/languages/top\ 30\ languages.htm

available are in English. English datasets can be translated
using manual labor or using machine translation. At any rate,
manual translations have higher accuracy, they are extremely
monotonous and troublesome. Machine translation on the other
hand provides a better solution. In our experiment, we used
a Machine translator such as Google translator2 to translate
English captions to Bengali and modified those sentences
that were syntactically incorrect manually. Furthermore, we
also utilized BanglaLekha3 dataset which is the only publicly
available Bengali dataset for image captioning till now. All
the captions in this dataset were in Bengali and human
annotated. We employed two approaches to captioning images
in Bengali. Firstly, a hybrid model was used as demonstrated
in Fig. 1 where two embedding layers were concatenated.
Among those concatenated embedding one was GloVe [22]
which utilize a pre-trained file in Bengali and another was
fastText [7] which was trained on the vocabulary available.
Secondly, two different models were trained to have a single
embedding. One was conducted with only a trainable fastText
embedding and the other experimented on GloVe embedding
which was pre-trained in Bengali. For all three of the cases,
InceptionResnetV2 [28] and Xception [38] was used as a
Convolution Neural Network (CNN) to detect objects from
images.

In this work, we proposed a hybridized Deep Learning
method for Image captioning. This was achieved by concate-
nating two word embedding. The contribution of this paper is
as follows:

• We introduced a hybridized method of image caption-
ing where two word embedding pre-trained GloVe and
fastText were concatenated.

• Experiments were carried on both our models using
Bidirectional Long Short-Term Memory (BiLSTM)
and Bidirectional Gated Recurrent Unit (BiGRU).
BiGRU has not been used before for image captioning
using different languages other than English.

• Moreover, these two models have been tested on two
Flickr8k datasets of varying lengths. One dataset con-
tains 4000 images and the other contains 8000 images.
To our best knowledge, no paper used Flickr8k full
dataset translated in Bengali for image captioning.

• Additionally, our model was also tested on the
BanglaLekha dataset which contains 9154 images.

2https://translate.google.com/
3https://data.mendeley.com/datasets/rxxch9vw59/2
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• Lastly, it was shown that our proposed hybrid model
achieved higher BLEU scores for both the Flickr4k-
BN dataset and the BanglaLekha dataset.

Fig. 1. Illustration of Hybridized (Right) Model and Model with Single
Embedding FastText or GloVe (Left).

II. RELATED WORK

This section depicts the progress in image captioning.
Hitherto, many kinds of research have been conducted and
many models have been developed to get captions that are
syntactically corrected. The authors in [2] presented a model
that deems the probabilistic distribution of the next word
using previous word and image features. On the other hand,
H. Dong et al. [6] proposed a new training method Image-
Text-Image which amalgamate text-to-image and image-to-
text synthesis to revamp the performance of text-to-image
synthesis. Furthermore, J. Aneja [21] and S. J. Rennie [25]
adapted the attention mechanism to generate caption. For
vision part of image captioning Vgg16 were used by most
of the papers [2], [11], [24], [25], [27], [30] as CNN but
some of them also used YOLO [9], Inception V3 [6], [31],
AlexNet [24], [30] ResNet [11], [18], [24] or Unet [4] as
CNN for feature extraction. Concurrently, LSTM [6], [9], [11],
[17], [31] was used by most of the papers for generating the
next word in the sequence. However, some of the researcher
also utilized RNN [19] or BiLSTM [4], [30]. Moreover, P.
Blandfort et al. [32] systematically characterize diverse image
captions that appear “in the wild” in order to understand how
people caption images naturally. Alongside English researchers
also generated captions in Chinese [15], [16], Japanese [1],
Arabic [12], Bahasa Indonesia [13], Hindi [26] German [29]

and Bengali [5], [23]. M. Rahman et al. [23] generated image
caption in Bengali for the first time followed by T. Deb et al.
[5]. Researchers of paper [23] used VGG-16 to extract image
features and stacked LSTMs. On the contrary, researchers of
paper [5] generated image caption using InceptionResnetV2 or
VGG-16 and LSTM. They utilized 4000 images of the Flickr8k
dataset to generate captions. We modified the merge model
adapted by paper [5] to get much better and fluent captions in
Bengali.

Only three works have been done on image captioning in
Bengali till now. In [23], author’s first paper, was where in
image captioning in Bengali followed by [5] and [37]. Rahman
et al. [23] have aimed to outline an automatic image captioning
system in Bengali called ‘Chittron’. Their model was trained to
predict Bengali caption from input image one word at a time.
The training process was carried out on 15700 images of their
own dataset BanglaLekha. In their model Image feature vector
and words converted to vectors after passing them through the
embedding, the layer was fed to the stacked LSTM layer. One
drawback of their work was that they utilized sentence BLEU
score instead of Corpus BLEU score. On the other hand, Deb et
al. [5] illustrated two models Par-Inject Architecture and Merge
Architecture for image captioning in Bengali. In the Par-Inject
model image, feature vectors were fed into intermediate LSTM
and the output of that LSTM and word vectors were combined
and fed to another LSTM to generate caption in Bengali.
Whereas, in the Merge model image feature vectors and words
vector were combined and passed to an LSTM without the
use of an intermediate LSTM. They utilized 4000 images
of the Fickr8k dataset and the Bengali caption their models
generated were not fluent. Paper [37] used a CNN-RNN based
model where VGG-16 was used as CNN and LSTM with 256
channels was used as RNN. They trained their model on the
BanglaLekha dataset having 9154 images.

To overcome the above mentioned drawbacks of fluent
captions we conducted our experiment using a hybridized
approach. Moreover, we used 8000 images of the Flickr8k
dataset alongside the Flickr4k dataset. We further validated
the performance of our model using the human annotated
BanglaLekha dataset.

III. OUR APPROACH

We employed an Encoder-Decoder approach where both
InceptionResnetV2 and Xception were used separately in dif-
ferent experimental setups to Encode Images to feature vectors
and different word embedding were used to convert vocabulary
to word vectors. Image feature vectors and word vectors after
passing through a special kind of RNN were merged and
passed to a decoder to predict captions word by word this
process is illustrated in Fig. 2. We propose a hybrid model
that consists of two embedding layers unlike the merge model
[5]. We also conducted experiments on the merged model
having either pre-trained GloVe [22] or trainable fastText [7]
embedding. To be more precise, we trained the merge model
using three settings as shown in Fig. 1.

Our proposed hybrid model is shown in Fig. 3. It consists
of two part which is encoder and decoder.

• Encoder
The encoder comprised of two parts one for han-
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Fig. 2. An overview of how captions are generated word by word using our model.

dling image features and another for handling word
sequence pair. Firstly, image features were extracted
using InceptionResnetV2 [28] or Xception [38]. These
image features were preceded down to a dropout layer
followed by a fully connected layer and then another
dropout layer. A fully connected layer was used to
reduce the dimension of the image feature vector from
1536 or 2048 to 256 to match the dimension of word
prediction output. Secondly, Input word sequence pairs
are feed to two embedding layers one was pre-trained
GloVe embedding and another was fastText which
was not pre-trained. Both embeddings were used to
convert words to vectors of dimension 100. The vector
from the two embeddings was then passed through a
separate dropout layer followed by either BiLSTM or
BiGRU of dimension 128. To match the dimension of
visual feature vector output these vectors were passed
through an additional fully connected layer of dimen-
sion 256. These two outputs were then concatenated.
This concatenated output was then mapped to the
visual part of the encoder using another concatenation
and then forwarded to the decoder.

• Decoder
The decoder is a Feed Forward Network which ends
with a SoftMax. It takes the concatenated output of the
encoder as input. This input was first passed through
a fully connected layer of 256 dimensions followed
by a dropout layer. Finally, via probabilistic Softmax
function outputs the next word in the sequence. The
SoftMax greedily selects the word with maximum
probability.

IV. EXPERIMENTAL SETUP

This section narrates the total strategy adapted to obtain
captions from images. Also, different tuning techniques availed
are described here.

Fig. 3. Proposed Hybrid Model.

A. Dataset Processing

Flickr8k dataset has 8091 images of which 6000 (75%)
images are employed for training, 1000 (12.5%) images for
validation and 1000 (12.5%) images are used for testing.
Moreover, with each image of the Flickr8K dataset five ground
truth captions describing the image are designated which adds
up to a total of 40455 captions for 8091 images. For image
captioning in Bengali, those 40455 captions were converted
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to Bengali language using Google Translator. Unfortunately,
some of the translated captions were syntactically incorrect.
Hence, we manually checked all 40455 translated captions
and corrected them. We utilized these 8000 images as well
as selected 4000 images as done by Deb et al. [5] in
Bengali(Flickr4k-BN and Flickr8k-BN). These 4000 images
were selected based on the frequency of words in those 40455
captions. Using POS taggers most frequent nouns Bengali
words were identified from ground truth captions. The most
frequent words in the Bengali Flickr8k dataset are shown
in Fig. 4 for Bengali and English respectively. 4000 images
analogous to these words are selected and made two small
datasets Flickr4k-BN.

We also utilized the BanglaLekha dataset which consists
of 9154 images. It is the only available Bengali dataset till
now. All its captions are human annotated. One problem
with this dataset is that it has only two captions associated
with each image resulting in 18308 captions for those 9154
images. Hence, vocabulary size is lower than Flickr4k-BN and
Flickr8k-BN. Flickr8k-BN consists of 12953 unique Bengali
words, Flickr4k-BN consist of 6420 unique Bengali words and
BanglaLekha consists of 5270 unique Bengali words. It can be
seen that the BanglaLekha dataset has a vocabulary size even
lower than Flickr4k-BN. Hence, we employed the Flickr8k-
BN dataset alongside Flickr4k-BN and BanglaLekha datasets.
The split ratio of all three datasets for training, testing and
validating are shown in Table I.

Fig. 4. Illustration of Most Frequent Noun Bengali Words in Flickr8k
Bengali Dataset.

B. Image Feature Extraction

One essential part of image captioning is to extract features
from given images. This task is achieved using Convolutional
Neural Network architectures. These architectures are used to
detect objects from images. They can be trained on a large
number of images for extracting image features. This training
process requires an enormous number of images and time.
Due to the shortage of a large number of images, we utilized
Convolutional Neural Network architecture which was pre-
trained on more than a million images from the ImageNet
[33] dataset in our model known as InceptionResnetV2 [28]
and Xception [38]. These two pre-trained architectures were
used separately for different experimental setups. The reason
for using InceptionResnetV2 and Xception is that these models
can achieve higher accuracy at lower epochs. The last layer

which is used for prediction purposes of this pre-trained of
InceptionResnetV2 model is pulled out and the last two layers
of the pre-trained Xception model were pulled out. Finally,
the average pooling layer was used to extract image features
and convert them into a feature vector of 1536 dimensions for
InceptionResnetV2 and 2048 dimensions for Xception. All the
images are given an input shape of 299x299x3 before entering
the InceptionResnetV2 model. Here 3 represents the three-
color channels R, G and B.

C. Embeddings

Handling word sequences requires word embedding that
can convert words to vectors before passing them to special
recurrent neural networks (RNN). In our model GloVe [22]
and fastText [7] have been used as an embedding.

• GloVe is a model for distributed word representation.
The model employs an unsupervised learning algo-
rithm for acquiring vector representations for words.
This is achieved by mapping words into a meaningful
space where the distance between words is related to
semantic similarity.

• fastText is a library for the learning of word embed-
dings and text classification created by Facebook’s AI
Research (FAIR) lab. The model employs unsuper-
vised learning or supervised learning algorithms for
obtaining vector representations for words. fastText
yields two models for computing word representations
namely skipgram and cbow. Skipgram model learns
to forecast a target word using the nearby word.
conversely, cbow model forecasts the target word
according to its context where context depicts a bag
of the words contained in a fixed size window around
the target word.

Both GloVe and fastText have pre-trained word vectors that
are trained over a large vocabulary. These embeddings can
also be trained. In the hybrid model shown in Fig. 3, two
embeddings have been used GloVe and fastText. There GloVe
was pre-trained but fastText has been trained on vocabulary
available in the dataset. Trainable fastText instead of pre-
trained fastText was used to enrich the vocabulary with words
in Flickr8k and BanglaLekha datasets. Also, results of pre-
trained fastText have already been demonstrated by Deb et al.
[5]. The combination of two embedding leads to redundancy of
words but it gives fluent caption in Bengali as the vocabulary
size increases. On the other hand, pre-trained files for both
GloVe and fastText in the hybrid model will give much greater
redundancy and the vocabulary size becomes small as the
vocabulary does not contain unique words in the dataset.

Two other models were trained alongside the hybrid model.
Unlike the hybrid model, these two models had a single
embedding either a trainable fastText embedding or a pre-
trained GloVe embedding. GloVe file “bn glove.39M.100d”4

pre-trained in Bangali Language was used for Bengali datasets.

D. Word Sequence Generation

Flickr8k dataset has five captions associated with each
image and BanglaLekha has two captions associated with each

4https://github.com/sagorbrur/GloVe-Bengali
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TABLE I. DISTRIBUTION OF DATA FOR THREE BENGALI DATASET USED. SAME DISTRIBUTION WAS USED FOR FLICKR8K ENGLISH AND BENGALI
DATASETS.

Dataset Total Image Training Validation Testing
Flickr4k 4000 2400 (60%) 800 (20%) 800 (20%)
Flickr8k 8000 6000 (75%) 1000 (15%) 1000 (15%)

BanglaLekha 9154 7154 (78%) 1000 (11%) 1000 (11%)

image. One of the difficult tasks of image captioning is to
make the model learn how to generate these sentences. Two
different types of special Recurrent Neural Network (RNN)
were used to train the model to generate the next word in the
sequence of a caption. The input and output sizes were fixed
to the maximum length of the sentence present in the dataset.
In the case of Flickr4k-BN and Flickr8k-BN maximum length
was 23. On the other hand, two different maximum lengths
of the sequence 40 and 26 were used for the BanglaLekha
dataset. Reducing the maximum sequence length significantly
increased the evaluation scores. While training if any sentence
were generated having a length less than the maximum length
zero-padding was applied to make that sentence length equal
to the fixed length. Additionally, an extra start token and
end token is added to the sequence pair for identification in
the training process. During training, image features vector
and previous words converted to vector using embedding
layer were used to generate the next word in the sequence
probabilistic Softmax with the help of different types of RNN.
Fig. 5 illustrates the input and output pair.

Fig. 5. Demonstrates How Word Sequences are Generated.

Due to the limitation of the basic Recurrent Neural Net-
work (RNN) [34] to retrain long term memory a better
approach was taken by Deb et al. [5] which uses Long Short-
Term Memory (LSTM). However, LSTM [10] only preserve
preceding words but for proper sentence generation succeeding
words are also necessary. As a result, our model uses Bidirec-
tional Long Short-Term Memory (BiLSTM) and Bidirectional
Gated Recurrent Unit (BiGRU) which are illustrated in Fig. 6.
Each box marked as A or A’ was either a Long Short-Term
Memory (LSTM) or a Gated Recurrent Unit GRU [8] unit. X
[0...i] are the input words and Y [0...i] are the output words.
Y [0...i] are determined using the Eq. 1.

ŷ<t> = g(Wy[
−→a <t>←−a <t>] + by) (1)

Where ŷ<t> is the output at time t when activation function
g is applied to recurrent component’s weight Wy and bias by
with both forward activation −→a <t> at time t and backward
activation ←−a <t> at time t.

Fig. 6. Illustrates Bidirectional RNN having X0. . . i as Input and Y0. . . i as
output. A and A’ boxes are both either BiLSTM or BiGRU where A is the

Forward Recurrent Component an A’ is the Backward Recurrent Component.

• GRU is a special type of RNN. Reset and update the
gate of a GRU helps to solve the vanishing gradient
problem of RNN. The update gate of GRU seeks how
much information from the previous units must be
forwarded. The update gate adopted is computed by
the following formula:

zt = σ(Wz.[ht−1, xt]) (2)

where zt is update gate output at the current times-
tamp, Wz is weight matrix at update gate, ht-1 informa-
tion from previous units, and xt is input at the current
unit.
The reset gate is used by the model to find how much
information from the previous units to forget. The
reset gate is computed by the following formula:

rt = σ(Wr.[ht−1, xt]) (3)

where rt is reset gate output at current timestamp, Wr
is weight matrix at reset gate, ht-1 information from
previous units, and xt is input at the current unit.
Current memory content used to store the relevant
information from the previous units. It is calculated
as follows:

h̃t = tanh(W.[rt ∗ ht−1, xt]) (4)

where h̃t is current memory content, W is weight
at current unit, rt is reset gate output at current
timestamp, ht-1 is information from previous units, and
xt is input at the current unit.
Final memory at the current unit is a vector used to
store the final information for the current unit and pass
it to the next layer. It is calculated using a formula:

ht = (1− zt) ∗ ht−1 + zth̃t (5)

where ht is final memory at the current unit, zt is
update gate output at current timestamp, ht-1 is infor-
mation from previous units, and h̃t is current memory
content.
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• LSTM is another Special type of RMNN. Unlike the
GRU the LSTM has three gates, namely, the forget
gate, update gate and the output gate. The equations
for the gates in LSTM are:

it = σ(Wi[ht−1, xt] + bi) (6)

ft = σ(Wf [ht−1, xt] + bf ) (7)

ot = σ(Wo[ht−1, xt] + bo) (8)

where it represents input gate, ft represents forget gate,
ot represents output gate, σ represents sigmoid func-
tion, Wx represents weight of the respective gate(x)
neurons, ht-1 represents output of previous LSTM
block at timestamp t-1, xt represents input at current
timestamp and bx represents biases for the respective
gates(x).
Input gate tells what new information is going to
be stored in cell state. Forget gate determine what
information to throw away from cell state and Output
get is used to provide output at timestamp t. The
equations for the cell state, candidate cell state and
the final output are:

c̃t = tanh(Wc[ht−1, xt] + bc) (9)

ct = ft ∗ ct−1 + it ∗ c̃t (10)

ht = ot ∗ tanh(ct) (11)

where ct represents cell state at timestamp t and
c̃t represent candidate for cell state at timestamp t.
candidate timestamp must be generated to get memory
vector for current timestamp ct. Then the cell state is
passed through a activation function to generate ht.
Finally, ht is passed through a softMax layer to get
the output yt.

E. Hyperparameter Selection

One major problem of machine learning is overfitting.
Overfit models have high variance. These models cannot
generalize well. As a result, this is a huge problem for
image captioning. We observed the performance of our model
and noticed that it was suffering from overfitting rather than
underfitting. To minimize this overfitting problem some hy-
perparameter tuning has been adapted in our model. Firstly,
different values of dropout [35] have been used for sequence
model image features and decoder. Dropouts help prevent
overfitting. For feature extractor dropout value of 0.0 was used,
a dropout of 0.3 was used for the sequence model and in the
case of decoder dropout value of 0.5 was utilized. Secondly,
different activation functions were employed for different fully
connected layers. For example, regarding the feature extractor
model and decoder ELU [3] activation function was availed
and for the sequence model, ReLU [36] activation function
was employed. Thirdly, we employed external validation to
provide an unbiased evaluation and ModelCheckpoint was
availed to save models that had minimum validation loss. On
the other hand, ReduceLROnPlateau was used for models that

had Xception as CNN. Moreover, Adam optimizer [14] was
utilized and the models were trained for 50 and 100 epochs
having learning rates of 0.0001 and 0.00001. A short summary
of the hyperparameters adapted in different models are shown
in Table II and the loss plot of BanglaLekha dataset and
Flickr8K-BN dataset are ornamented in Fig. 7 and Fig. 8,
respectively. From these plots, it can be seen that the model
converges towards epoch 100. Another important factor that
improved the result was maximum sentence length. In the
BnglaLekha only a few sentences had lengths greater than 26.
As a result, we took a maximum length of sentences in this
dataset to 26. This enhanced the evaluation scores greatly.

Fig. 7. Loss Plot of BanglaLekha Dataset for 100 epochs.

Fig. 8. Loss Plot of Flickr8k-BN Dataset for 100 epochs.

V. ANALYSIS

We implemented the algorithm using Keras 2.3.1 and
Python 3.8.1. Additionally, we ran our experiments on GPU
RTX 2060. Our code and Bengali Flickr8k dataset is given
in GitHub5. We translated the Flickr8k dataset to Bengali
using Google Translator Like that done by [16]. Bilingual
Evaluation Understudy (BLEU) [20] score was used to evaluate
the performance of our models as it is the most wielded metric
nowadays to evaluate the caliber of text. It depicts how normal
sentences are compared with human generated sentences. It
is broadly utilized to evaluate the performance of Machine
translation. Sentences are compared based on modified n-
gram precision for generating BLEU scores. BLEU scores are
computed using the following equations:

P (i) =
Matched(i)

H(i)
(12)

5https://github.com/MayeeshaHumaira/A-Hybridized-Deep-Learning-Method-for-Bengali-Image-Captioning
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TABLE II. HYPERPARAMETERS ADAPTED IN DIFFERENT MODELS.

Search Type Model Learning Rate Loss Function Callback Epoch
Greedy Xception 0.00001 Sparse Categorical ReduceLROnPlateau 100

+BiLSTM Crossentrophy
InceptionResnetV2 0.0001 Categorical ModelCheckpoint 50

+BiLSTM Crossentrophy
Beam=3 Xception 0.00001 Sparse Categorical ReduceLROnPlateau 100

+BiLSTM Crossentrophy
Beam=5 Xception 0.00001 Sparse Categorical ReduceLROnPlateau 100

+BiLSTM Crossentrophy

where P(i) is the precision that is for each i-gram where i =
1, 2, ...N, the percentage of the i-gram tuples in the hypothesis
that also occur in the references is computed. H(i) is the
number of i-gram tuples in the hypothesis and Matched(i) is
computed using the following formula:

Matched(i) =
∑
ti

min {Ch(ti),max
j
Chj(ti)} (13)

where ti is an i-gram tuple in hypothesis h, Ch(ti) is the
number of times ti occurs in the hypothesis, Chj(ti) is the
number of times ti occurs in reference j of this hypothesis.

ρ = exp{min(0,
n− L
n

)} (14)

where ρ is brevity penalty to penalize short translation,
n is the length of the hypothesis and L is the length of the
reference. Finally, the BLEU score is computed by:

BLEU = ρ{
N∏
i=1

P (i)} 1
N (15)

Two different search types Greedy and Beam search were
used to compute these BLEU scores. In a Greedy search word
with maximum probability is chosen as the next word in the
sequence. On the other hand, Beam search considers n words
to choose from for the next word in the sequence. Where n
is the width of the beam. For our experiment, we considered
beamwidth of 3 and 5. We computed 1-gram BLEU (BLEU-
1), 2-gram BLEU (BLEU-2), 3-gram BLEU (BLEU-3), 4-
gram BLEU (BLEU-4) for various architectures. These are
illustrated in Table III, Table IV and Table V.

Performance of the proposed Hybrid architecture and single
embedding GloVe or fastText on Flickr4k-BN dataset con-
sisting of 4000 data for Bengali are demonstrated in Table
III. From Table III it can be stated that the Hybrid model
performed better for both BiLSTM and BiGRU on the Bengali
dataset than only GloVe and only fastText word embedding.
Moreover, we obtained better BLEU scores than paper [5]. The
greedy search was employed to compute these BLEU scores.

Consequently, the performance of the single embedding
GloVe or fast Text and hybrid architecture on Flickr8k-BN
dataset consisting of 8000 data and BanglaLekha dataset are
displayed in Table IV and Table V, respectively. There also
it can be observed that the proposed Hybrid model performed
better for both BiGRU and BiLSTM than the other models. The

Highest BLEU score was obtained using BiLSTM on Flickr4k-
BN and Flickr8k-BN as a result the captions generated by
the Hybrid model for both datasets are illustrated in Fig. 9.
Furthermore, our proposed Hybrid model also gave the highest
BLEU scores for the BanglaLekha dataset for both BiLSTM
and BiGRU as shown in Table V. From there it can be observed
that Xception and the learning rate played a vital role in
increasing the BLEU scores. These scores were even better
than BLEU scores obtained by paper [37]. Table VI illustrates a
brief comparison of the BLEU scores obtained by our proposed
model and the scores obtained by other papers. From there it
can be observed that our proposed Hybrid model indeed gave
a better performance. The captions generated by these models
for test images of the BanglaLekha dataset are shown in Fig.
10. Flickr8k-BN dataset consisting of 8000 images were not
previously used by any other papers for generating captions in
Bengali.

Fig. 9. Illustration of Captions Generated by Best Performing Hybrid
Architecture using Fickr4k-BN and Flickr8k-BN Datasets.
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TABLE III. RESULT OF INCEPTIONRESNETV2 USED BY FLICKR4K-BN

Experimental RNN Training Validation BLEU
Model Accuracy Accuracy 1 2 3 4

Proposed BiLSTM 0.421 0.387 0.661 0.508 0.382 0.229
Hybrid architecture BiGRU 0.432 0.386 0.660 0.503 0.371 0.215

GloVe BiLSTM 0.432 0.388 0.644 0.491 0.369 0.220
BiGRU 0.429 0.386 0.651 0.497 0.373 0.223

fastText BiLSTM 0.414 0.372 0.638 0.490 0.370 0.219
BiGRU 0.426 0.379 0.653 0.505 0.381 0.226

TABLE IV. BLEU SCORES OBTAINED USING FLICKR8K-BN DATASET

Search Learning Word Experimental BLEU
Type Rate Embedding Model 1 2 3 4

Hybrid Xception+BiLSTM 0.504 0.326 0.232 0.119
Xception+BiGRU 0.536 0.352 0.246 0.126

Greedy 0.00001 GloVe Xception+BiLSTM 0.539 0.356 0.249 0.129
Xception+BiGRU 0.532 0.352 0.241 0.121

fastText Xception+BiLSTM 0.190 0.055 0.000 0.000
Xception+BiGRU 0.194 0.068 0.012 0.000

Hybrid InceptionResnetV2+BiLSTM 0.540 0.370 0.268 0.145
InceptionResnetV2+BiGRU 0.526 0.360 0.261 0.141

Greedy 0.0001 GloVe InceptionResnetV2+BiLSTM 0.534 0.369 0.265 0.142
InceptionResnetV2+BiGRU 0.512 0.350 0.255 0.138

fastText InceptionResnetV2+BiLSTM 0.528 0.363 0.269 0.140
InceptionResnetV2+BiGRU 0.530 0.362 0.260 0.140

Hybrid Xception+BiLSTM 0.416 0.246 0.176 0.089
Xception+BiGRU 0.414 0.247 0.178 0.093

Beam=3 0.00001 GloVe Xception+BiLSTM 0.395 0.239 0.174 0.089
Xception+BiGRU 0.404 0.245 0.178 0.090

fastText Xception+BiLSTM 0.034 0.000 0.000 0.000
Xception+BiGRU 0.059 0.003 0.001 0.000

Hybrid Xception+BiLSTM 0.409 0.240 0.175 0.090
Xception+BiGRU 0.403 0.239 0.171 0.089

Beam=5 0.00001 GloVe Xception+BiLSTM 0.377 0.226 0.162 0.079
Xception+BiGRU 0.393 0.241 0.172 0.085

fastText Xception+BiLSTM 0.034 0.000 0.000 0.000
Xception+BiGRU 0.059 0.003 0.001 0.000

VI. CONCLUSION

In this work, we exhibited a notion for automatically
generating caption from an input image in Bengali. Firstly, a
detailed description of how the Flickr8k dataset was translated
in Bengali and distributed into a dataset of two sizes was
presented. Secondly, how image features were extracted and
the different combinations of word embedding utilized were
also conferred. Moreover, the reasons for using a special
kind of word sequence generator was elucidated. Furthermore,
different parts of the proposed architecture were ornamented.
Finally, using the BLEU score it was authenticated that the
proposed architecture performs better for both Flickr4k-Bn
and BanglaLekha datasets. This validates the fact that image
captioning using the Bengali language can be refined further in
the future. We will try to adapt the visual attention and trans-
former model in the near future for better feature extraction and
getting more precise captions. Additionally, we aim to make
our own dataset having five captions with each image, unlike
the BanglaLekha dataset that has two captions associated with
each image to enrich the vocabulary of our dataset.
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Abstract—In graph theory, the k-minimum spanning tree
problem is considered to be one of the well-known NP hard
problems to solve. This paper address this problem by proposing
several hybrid approximate approaches based on the combination
of simulated annealing, tabu search and ant colony optimization
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compared to other approaches from the literature using the same
well-known library of benchmark instances.
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I. INTRODUCTION

In this work we attempt to provide some approximate
methods to solve the well-known combinatorial optimization:
The k-minimum spanning tree (k-MST) problem. We want to
find a tree in an edge-weighted graph G = (V,E) that have
exactly k edges and which minimize the sum of the weights
of its edges. The mathematical formulation of this problem
has been introduced by [1], It was demonstrated that the k-
MST problem is known to be NP-hard [2], it is very difficult
to find optimal solutions to large-scale problems that can be
formulated as a k-MST within acceptable time.

In literature, several approaches using metaheuristics were
proposed to tackle the k-MST problem [3], [4], [6], [5], [7]. In
[8], three approaches to deal with the k-MST were presented:
an evolutionary computation, ant colony optimization (ACO)
and tabu search (TS), in order to show and compare the
performance of these methods, the authors built a library
named KCTLIB which contains some graph instances for
k-MST problems, after that they executed their programs,
numerical results showed that ACO algorithm is the best
choice to deal with k-MST with small cardinalities, while TS
is the best choice for k-MST with large cardinalities. these
conclusions had inspired the authors in [14] to hybridize TS
with ACO and the authors in [16] to hybridize TS with SA,
they have applied their approaches to some graph instances
from KCTLIB, and they have presented the results of their
methods.

The objective of this paper is to attempt new hybrid ap-
proaches by coupling simulated annealing (SA), TS and ACO
algorithms. We aim to find new best k-MST solutions, numer-
ical experiments were performed using two graph instances
from KCTLIB. Our experiments show that the suggested

approaches are able to find new best values for the two graphs
and for several cardinalities.

The paper is structured as follows. The problem formula-
tion is presented in section II . In the section III we give
the description of the main components of SA, TS, and ACO
algorithms. the results of the computational experiments and
the discussion are reported in section IV . Finally, in section
V we give some conclusions.

II. PROBLEM FORMULATION

Given an undirected edge-weighted graph G = (V,E) on
a set V of n vertices , and a positive cost function w(e) on the
set of edges E, |V | is the number of vertices of G, |E| is the
number of edges. A spanning tree (ST) of G is a connected
subgraph that contains all vertices and without any cycle. The
k-spanning tree (k ≤ |V | − 1) that we note Tk is a tree that
contains k edges, if k = |V | − 1 we get a spanning tree. we
note by Xk the set of possible k-spanning trees, The set of all
possible k-spanning trees is denoted by Xk. the k-minimum
spanning tree (k-MST) problem asks for a k-spanning tree
with the minimum sum of weights. The k-MST problem can
be formulated as follows: Minimize

∑
e∈E(Tk)

w(e)

Subject to Tk ∈ Xk,

E(Tk) denotes edges set of Tk .

An optimal solution can be easily found in case of small
problem size by enumerating all k-spanning trees in a given
graph. However, it has been demonstrated that the k-MST
problem is a NP-hard problem. Therefore, it is very important
to develop new approximate methods using metaheuristics in
order to provide solutions to real-world problems in reasonable
time.

III. PROPOSED APPROACHES

A. Simulated Annealing

SA is an approximate algorithm inspired from thermo-
dynamics, which was introduced in [9] and it is widely
used to address many discrete and continuous optimization
problems, such as the travelling salesman, and vehicle routing
problem, etc. Researchers are also applying it to multi-criteria
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Fig. 1. A 6-ST of 7 Vertices.
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Fig. 2. A Neighborhood Element of the 6-ST.

optimization problems [10], [11]. SA is a neighborhood search
method. The basic concept of this method is to move at
each iteration from a solution x to another one that belongs
to its neighborhood N(x). Before describing the main SA
components, we present the neighborhood structure used in
this method.

B. The Neighborhood

To move around and allow the algorithm to discover the
search space, the possible transitions or movements from one
solution to another are subject to the chosen neighborhood
structure. The neighborhood of a tree Tk is the set of k-ST
built by deleting one edge from Tk and replacing it by an
edge of the graph G and which doesn’t belong to Tk. We
choose randomly an edge from the current Tk and replace it
by another one, which is also is selected randomly from G\Tk.
To clarify the neighborhood structure, we take the example of
a tree composed by six edges in Fig. 1. The 6-ST contains the
following edges: (2,3),(3,6),(6,5),(5,4),(6,9),(9,8).

Fig. 2 represents a neighborhood element of the 6-ST in
Fig. 1, where the edge (3,6) is replaced by the edge (2,5).

C. SA Algorithm

The SA settings are adjusted empirically, as follows, the
main lines of the proposed SA algorithm are as follows:

1) Set the initial values of the following parameters:

a) T0: The initial temperature
b) α: Factor of cooling
c) TMP LEV ELS: The maximum number

of temperature levels; the temperature is not
decreased at each iteration but it is decreased
by level

d) TMP RANGE: Number of iterations per
level

e) TIME TO DIV ERSIFY : the time limit
of the algorithm to launch the diversification
based on the ACO.

2) Initial solution: Use the Prim method to build a k-
subtree

3) SA procedure
- Until TMP LEV ELS repeat

a) Repeat for TMP RANGE iterations:
• Select randomly a k-ST in the neighbor-

hood of the current solution.
• Calculate the objective function of the

current solution f1
• Calculate the objective function of the

neighborhood solution f2
• Calculate F = f2 - f1

If F < 0 then set the neighborhood
element as the current solution
Otherwise, the neighborhood element
will be the current solution with a prob-
ability equal to exp(−F/T ), T is the
value of the temperature in the current
iteration

b) Use the geometric cooling schedule to de-
crease the current temperature

D. Tabu Search

TS was introduced by F. Glover and Laguna in [12], [17],
[13]. This metaheuristic method is used at large scale to find
approximate solutions for real-world optimization problems,
TS can be applied for example in logistics, resource planning,
telecommunications, scheduling, etc.

TS is based on simple ideas inspired from the human
memory, it is a local search method which is known to have
the tendency to be stuck in local extremums, TS address this
problem by prohibiting already visited solutions and avoiding
the problems of cycles, in this way, the whole solutions space
can have the chance to be visited. For more details about
the components description and the complete algorithm of TS
algorithm integrated in our proposed hybrid approaches please
refer to [14],

E. Ant Colony Optimization

ACO algorithm is a probabilistic technique for tackling
computational problems which can be reduced to seeking
optimal paths in graphs, it was first introduced by Dorigo,
Maniezzo and Colorni [15].

The principle of the first algorithm is inspired from the
capability of ants to seek the best path from their colony
to source food and vice versa. As they move, they deposit
an organic compound on the ground called pheromone, paths
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(solutions) with a higher pheromone level have a higher
probability of being selected by ants (better solutions).

In this paper, the ACO is used in order to diversify the
search process, and to explore new regions that may have not
been visited in previous iterations by SA algorithm. For more
details about the components description and the complete
ACO algorithm used in this paper refer to [14].

F. First Hybrid Approach: SA Combined with ACO

In [8], ACO algorithm showed a high diversification ability
which allowed it to explore new areas of solutions. To take
advantage of this feature, we propose a hybrid approach that
combines SA and ACO. The ACO algorithm is used in order
to diversify the search process when the SA algorithm can no
longer improve the current solution.

In summary: an initial solution will be generated using the
Prim method, then the SA will be launched until until that
we don’t observe any improvement is occurring on the current
solution; at that time we call the ACO algorithm to move the
search to other regions of solutions space. Next, the SA will
resume. Below the outline of this hybrid approach that we note
Hybrid SA-ACO :

Step 1. Initialization of SA parameters and generation of an
initial solution (see Section III-C).

Step 2. SA and ACO
a) Launch the SA algorithm as

described in Section III-C until
TIME TO DIV ERSIFY is reached.

b) Run the ACO algorithm as described in [8]
c) Repeat steps 2.a and 2.b until

TMP LEV EL is reached.

TIME TO DIV ERSIFY : ACO diversification procedure
is launched when this time is reached.

G. Second Hybrid Approach: SA Combined with ACO and TS

In the literature, TS has shown a high intensification
potential in finding good solutions in narrow search space for
the k-MST problem, the experimentations carried out by [8],
have proven this ability, the numerical results showed also that
TS is very efficient in case of k-MST with large cardinalities.
In [14] TS had had showed another ability which is that it
can be a good partner in a hybrid algorithm, the combination
with the ACO algorithm had allowed to find new best values
for the objective function. In [16] another hybrid approach
was proposed by combining TS and SA. These results were
obtained even that the neighborhood structures chosen by each
approach were different

In this hybrid approach, we combine the three meta-
heuristics seen before, namely, SA, TS and ACO, we will
exploit the advantages of each of them to find better solu-
tions. This approach starts with an initial solution generated
using the Prim method, then the SA will take the hand
to improve this solution under the control of the parameter
TIME TO DIV ERSIFY ; the ACO will be launched to
take the search to another region of solutions not yet explored.
When the stopping criterion (TMP LEV EL) is reached, the

TS is launched on the best solution found to intensify the
search in its neighborhood and get the best one.

The outline of this algorithm, that we note Hybrid SA-
ACO-TS, is as follows:

Step 1. Initialization of SA parameters and generation of an
initial solution (see Section III-C).

Step 2. SA and ACO
a) Run the SA algorithm until

TIME TO DIV ERSIFY
b) Launch the ACO algorithm
c) Repeat the two previous actions until

TMP LEV EL

Step 3. Tabu Search
a) Run the TS algorithm as described in [14],

the best solution found in Step 2 is the
starting solution of this step.

IV. EXPERIMENTAL RESULTS

We have performed numerical experiments using two large
regular graphs taking from the benchmark instance KCTLIB.
The Table I shows the configuration of these graphs.

TABLE I. CHARACTERISTICS OF THE TWO REGULAR GRAPHS.

Graph name |V | |E| Average degree of vertices

Graph 1 : 1000 4 01.gg 1000 2000 4
Graph 2 : g400 4 05.g 1000 2000 4

The results obtained by the proposed approaches are compared
to those obtained with the following methods:

• Two solution algorithms proposed in [8], namely TS
algorithm and ACO algorithm, denoted by TSB and
ACOB, respectively.

• The hybrid solution algorithm proposed in [14], de-
noted by HybridK.

• The simulated annealing algorithm with restart strat-
egy by [7], denoted by SA.

• The hybrid approach that combine simulated anneal-
ing and tabu search by [16].

Our algorithms are coded in C programming language and
runned on a computer with a CPU Intel(R) Core(TM) i5,
2.5x2.5 GHz, 4GB RAM. It should be stressed that for TS and
ACO algorithms, we have used the same parameter settings as
in [14],

Our algorithms have been executed ten times on each
graph instance, after that, we record the best, worst, mean
and objective function values, also we record the mean time.

Table II presents the SA parameter settings adopted to
tackle the graphs 1 and 2. In Tables III- IV results of
the proposed approaches are shown. The objective function
written in bold style face means that they are best among all
obtained values. BNV column gives the best new value of our
approaches.
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TABLE II. SA PARAMETER SETTINGS ADOPTED TO GRAPHS IN TABLE I.

k T0 Tf TMP RANGE TIME TO DIVERSIFY TMP LEVELS

200 15

0.01

10000

20 s

40
400 15 2000 30
600 15 5000 30
800 10 2000 30
900 10 4000 30

Fig. 3. Performance of Different Approaches for the First Regular Graph.

To easily read and well interpret the Tables III- IV, we
transform them into charts, Fig. 3 and 4 represent the order of
the performance of each method and for different cardinalities,
a higher order value corresponds to better performance.

Fig. 3 show that: for k = 200, ACOB is the best; however
for other cardinalities we notice that our proposed hybrid
approach SA ACO TS is very competitive, because we have
improved the best known solutions for k = 400 and k = 800.
Fig. 4 show that for k = 400, Hybrid SA ACO TS is the best;
however for other cardinalities we notice that Hybrid SA TS
approach is very efficient in terms of best and mean values.
It should be stressed that we have improved the best known
solutions for k = 400 and k = 800. In summary, results reveal
that:

• SA is not efficient in case of large graphs.

• SA is very efficient when coupled with TS in finding
optimal k-MST solutions.

• TS is known for its great ability to intensify the search,
the obtained results had confirmed that; it can be
coupled with SA and/or ACO algorithm to obtain good
performances.

• ACO is very efficient when its coupled with TS.

• We have achieved good results by hybrid approaches

Fig. 4. Performance of Different Approaches for the First Regular Graph.

only when TS is part of the hybrid approach, this is
due to its high intensification ability.

• Our proposed approaches have consumed more time
to provide optimal solutions.

V. CONCLUSION

This article suggests new approaches to address the k-
MST problem. Hybrid approaches combining SA, TS and
ACO were presented. In order to show the performance of
the these methods, we compared them with other works from
the literature using the same benchmark data KCTLIB. The
numerical experiments showed that TS is effective to tackle
the k-MST problems when it is combined with SA or ACO or
both. In our future works, we will focus on how to improve
the computational time of our approaches and then address the
same problem in case of multi-objective optimization.
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TABLE III. RESULTS OBTAINED BY EACH APPROACH FOR THE FIRST REGULAR GRAPH.

k BNV Hybrid SA ACO TS Hybrid SA ACO Hybrid SA TS SA HybridK TSB ACOB

200

Best 3336 3374 3375 3372 3393 3438 3312
Mean 3354.5 3420.2 3419.9 3450 3453.1 3461.4 3344.1
Worst 3373 3463 3514 3514 3517 3517 3379

Mean time (s) 742 300 600 300 300 300 300

400

7621 Best 7621 7717 7646 7713 7659 7712 7661
Mean 7669.6 7822.4 7689.8 7772.8 7764 7780.2 7703
Worst 7739 7899 7778 7851 7819 7825 7751

Mean time (s) 6328 300 3468 974 300 300 300

600

Best 12783 12805 12756 12858 12785 12801 12989
Mean 12821.1 12887.4 12795.4 12908.1 12836.6 12821.8 13115.6
Worst 12864 12999 12845 12971 13048 12869 13199

Mean time (s) 21815 1644 11904 1948 300 300 300

800

19065 Best 19065 19144 19073 19114 19099 19093 19581
Mean 19110 19162.3 19081.6 19213.7 19101.1 19112.6 19718.7
Worst 19155 19177 19095 19275 19128 19135 19846

Mean time (s) 7200 2509 3180 1948 300 300 300

900

Best 22845 22942 22827 22865 22827 22843 23487
Mean 22851 22962.7 22834.5 23052 22827 22859.2 23643
Worst 22866 22995 22851 23165 22827 22886 23739

Mean time (s) 6827 1440 9263 1029 300 300 300

TABLE IV. RESULTS OBTAINED BY EACH APPROACH FOR THE SECOND REGULAR GRAPH.

k BNV Hybrid SA ACO TS Hybrid SA ACO Hybrid SA TS SA HybridK TSB ACOB

200

Best 3636 3661 3630 3639 3667 3692 3632
Mean 3671 3686.8 3653 3699.9 3697.5 3722.0 3670.1
Worst 3716 3722 3682 3784 3738 3751 3710

Mean time (s) 995 1028 2777 2735 300 300 300

400

8240 Best 8240 8359 8292 8378 8323 8358 8376
Mean 8293.7 8393.2 8343.1 8430 8357.1 8385.6 8408.3
Worst 8367 8436 8472 8510 8424 8415 8442

Mean time (s) 4272 1369.1 4200 1301 300 300 300

600

Best 13681 13743 13617 13761 13807 13735 14085
Mean 13708 13816.4 13665.6 13788.2 13824.3 13759.4 14164.5
Worst 13744 13876 13690 13841 13900 13820 14235

Mean time (s) 28727 2032 16042 2082 300 300 300

800

Best 20149 20208 20108 20127 20110 20130 20661
Mean 20170 20251 20143.6 20169 20129.9 20142.9 20811.3
Worst 20189 20279 20167 20218 20143 20155 20940

Mean time (s) 21355 2739 7980.6 3802 300 300 300

900

Best 24039 24103 24030 24032 24035 24044 24782
Mean 24070 24136 24034.6 24045.3 24035 24052.6 24916
Worst 24090 24172 24040 24052 24035 24064 25037

Mean time 8756 1646 15671.6 4339 300 300 300

[17] F. Glover and M. Laguna. Tabu search. Handbook of Combinatorial Optimization,Springer,Boston, pp. 2093–2229, 1998.
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Abstract—Diabetes Mellitus is one of the modern world’s most
prominent and dominant maladies. This condition later on leads
to a menacing eye disease called Diabetic Retinopathy (DR).
Diabetic Retinopathy is a retinal disease that is caused by high
blood sugar levels in the retina, and can naturally progress to
irreversible vision loss (blindness). The primary purpose of this
imperative research is the early detection and classification of
this hazardous condition, to try and prevent any threatening
complications in the future. In the course of recent years, Convo-
lutional Neural Networks (CNNs) turned out to be exceptionally
famous and fruitful in solving and unraveling image processing
and object detection problems for enormous datasets. Throughout
this pivotal research, a model was proposed to detect the presence
of (DR) and classify it into 5 distinct stages, factoring in an
immense and substantial dataset. The model starts by applying
preprocessing techniques such as normalization, to maintain the
same dimensions for all the images before proceeding to the main
processing stage. Furthermore, diverse sampling methods such as
“Resize & Crop”, “Rotation”, and “Flipping” have been tested
out, so as to pinpoint the best augmentation technique. Finally, the
normalized images were fed into a Convolutional Neural Network
(CNN), to predict whether a person suffers from DR or not, and
classify the level/stage of the disease. The proposed method was
utilized on 88,700 retinal fundus images, which are a parcel of
the full (EyePACS) dataset, and finally achieved 81.12%, 89.16%,
and 84.16% for sensitivity, specificity, and accuracy, respectively.

Keywords—Diabetes mellitus; diabetic retinopathy; DR; convo-
lutional neural networks (CNNs); image processing

I. INTRODUCTION

A. History and Background

As indicated by the World Health Organization (WHO) [1]
around 422 million individuals worldwide have been deter-
mined to have Diabetes Mellitus. These cases were especially
in low and middle income nations, and the expressed numbers
are only expected to increment with time. As indicated by
Lee’s et al. [2] studies, 33% of individuals experiencing
Diabetes Mellitus are likewise determined to have other eye
maladies, such as Diabetic Retinopathy. This implies that
around 147 million individuals are at risk.

The correlation between Diabetes and retinal complications
has been first found and presented in 1856, however, it was
not until the second half of the 20th century that this eminent
work gave more proof that proposed that Retinopathy really
was an entanglement of diabetes.

In recent years a new approach to accurately diagnose

and detect the presence of Diabetic Retinopathy has been
introduced. The approach mainly replaces the old-fashioned
manual diagnosis of (DR), with a modern automated method.
Automatic classification and analysis of retinal fundus images
is materializing as one of the most significant screening tools
for the early detection of (DR). This new approach not only
provides more reliable and accurate results, but it also saves a
lot of time and money.

Diabetic Retinopathy is an illness that causes retina irreg-
ularity from the norm, and in extreme conditions can without
a doubt lead to total blindness. A classification technique was
suggested that interprets and extracts features and aspects from
retinal fundus images, and determines whether an individual
experiences (DR) or not, and what level or stage is he/she
currently at. This research is additionally centered around dis-
tinguishing and immediately perceiving the characteristics and
qualities of (DR) for ideal precision during the classification
operation.

B. Motivation

Around 39 million individuals in the MENA region (Mid-
dle East and North Africa) experience the ill effects of Diabetes
Mellitus, and it is without a doubt expected that by 2045
this number will ascend to 67 million. The inspiration and
motivation to tirelessly seek after this particular issue was
that out of these alarming numbers, 8.2 million cases were
in Egypt in 2017 as indicated by the “Worldwide Diabetes
Federation”[3]. Which further implies that third of this number
is undoubtedly at risk of experiencing the ill effects of (DR).

After thoroughly investigating and breaking down the mar-
ket, it was found that the preliminary phases or stages of Di-
abetic Retinopathy and other eye ailments were not identified
precisely manually. Moreover, two principle disadvantages that
were without a doubt pivotal factors in precisely identifying
(DR) were likewise revealed; the datasets utilized in the
process were surprisingly little, which obviously prompted
the second potential downside that being, low classification
and accuracy rates. So based on this critical information, the
primary point becomes to devise a successful method for
classifying and identifying the preliminary phases of Diabetic
Retinopathy, for possible clinical advantages.

1) Problem Analysis: The main issue is that very high
blood sugar levels over a broad period of time, cause harm
throughout the entire human body. This case occurs when the
blood vessels behind the retina get weakened over time and get
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damaged, which eventually causes new abnormal blood vessels
to grow at the back of the eye. Moreover, these abnormal blood
vessels not only leak fluids into the eye, but they can also cause
more serious complications such as vision loss (blindness) or
glaucoma.

Diabetic Retinopathy is viewed as one of the deadliest
infections around the globe, since one probably won’t have any
visible symptoms of (DR) in the beginning phases, yet as the
ailment advances or normally progresses, Diabetic Retinopathy
side effects and symptoms might occur. (DR) symptoms and
side effects can include Blurred vision, impaired color vision,
or spots and dark strings floating in one’s vision (floaters).

II. RELATED WORK

The following section introduces the most relevant pub-
lished work, that primarily depicts and represents the proposed
research in terms of applied algorithms, datasets used, number
of classified stages, and the overall achieved accuracy.

A. SVM Classifier

Bhattacharjee et al.[4] using Random Forest classifier,
classified Diabetic Retinopathy based on three features, which
are the area of microaneurysm, the area of blood vessels,
and the area of exudates. And using these features, they have
classified them into five stages: normal, mild, moderate, severe
and Proliferative using Kaggle resized images which are about
10052 images for training, and 3350 images for testing to
achieve an accuracy of 76.5%.

Kumar et al. [5] classified 89 images from DIARETDB1
dataset into two stages after removing the noise on the images
by using (CALHE) histogram equalization. They also extracted
hard exudates, Blood vessels, the area of MA, and the number
of MA. Outputting a result for sensitivity and specificity of
96% and 92%, respectively.

Cisneros et al. [6] reached an accuracy between 84.6% and
87.3% by using 413 images for training and 130 for testing,
to extract the hard exudates. They also segmented the blood
vessels and other properties.

Tjandrasa et al. [7] used soft margin SVM on 149 images
from the Messidor dataset, extracting from it the features
and properties such as area, perimeter, standard deviation and
energy of each exudated image during the feature extraction
process, to finally classify between Moderate and Severe cases.
They reached an accuracy of 90.54%.

Carrera et al. [8] used 400 images from the Messidor
dataset which contains four different stages: Normal, Mild,
Moderate and Severe. They then extracted the features of
the images by detecting blood vessels, microaneurysms, hard
exudates, and other features. They finally reached an accuracy
of 85%.

Sangwan [9] trained their system on 96 images while using
54 images to classify three different stages: Mild, Moderate
and Proliferative. After performing histogram equalisation on
the dataset and turning it into grey-scale images, they reached
an overall accuracy of 92.6%.

1) Convolution Neural Networks Algorithms: Lian et al.
[10] explored three neural network architectures: AlexNet,
ResNet-50 and VGG-16 on a dataset that was provided by
EyePACS via kaggle. The dataset consists of 35,126 fundus
images and distributed to five classes: normal, mild NPDR,
moderate NPDR, severe NPDR and severe PDR. The classes
have a Proportion of 73.46% ,6.69 % , 15.06 % , 2.50% and
2.02%, respectively. They then normalized all the images from
their original size into 256x256 pixels. Also, they re-sampled
the images for the over represented classes, and randomly sub-
sampled the underrepresented classes. Finally, they used spatial
translation with one pixel in both left and right horizontal
directions, to increase the number of images and avoid bias.
The three models achieved accuracy rates of 73.19% for the
AlexNet model, 76.41% for the ResNet-50, while VGG-16
achieved the best accuracy which was 79.04%.

Harun et al. [11] classified two stages of Diabetic Retinopa-
thy, using 1,151 fundus images divided into 70:30 data pro-
portion, in which 806 images were used for training, while
345 images were used as testing images. They then achieved
an overall accuracy of 67.47% for classifying the two classes,
66.4% and 64.48% for DR and No DR, respectively. They
finally used a Multi-layer Perceptron (MLP), trained by Binary
relevance for classification with 50 training epochs and 20
hidden layers.

Li et al. [12] proposed a system to classify two stages
of Diabetic Retinopathy, and its five different stages using
Deep Convolutional Neural Networks. They used a Kaggle
dataset divided into 34,124 for training, 1,000 for validation,
and 53,572 for testing. They finally reached an accuracy for
the five-class classification of 86.17%, while the accuracy for
the binary class was 91.05%.

Challa et al. [13] detected and classified the five different
stages of Diabetic Retinopathy using an All-CNN architecture
that has ten convolutional layers and a Softmax layer. They
used a Kaggle dataset divided into 30,000 images for train-
ing, and 3,000 images for testing. They then applied some
preprocessing techniques on the dataset such as removing
black Boundaries, and data augmentation such as vertical and
horizontal flipping; rotation in different angles between 45°
and 180° to make sure that all the images in stages 1,2,3 and
4 are equal to the images in level 0. They finally achieved an
accuracy of 86.64% for classifying the five stages of Diabetic
Retinopathy, but from observing the the percentage of Recall,
Precision and F1 score in the five classes, class (0) had the
highest percentage compared to other classes that didn’t exceed
60%.

Junjun et al. [14] applied the Residual Network (ResNet)
approach on the EyePACS dataset that contains about 35,126
images, using about 30,000 images for training, and around
5,000 images for testing. The images were then resized to 256
× 256 pixels, and due to the large number of images from
class 0, they augmented the images of the other classes to
avoid over-fitting, by flipping the images and rotating randomly
between 0° and 360° to classify 5 stages with an accuracy of
78.4%.

Jain et al. [15] detected Diabetic Retinopathy and evalu-
ated its severity through using different Convolutional Neural
Network (CNN) Architectures such as VGG-16, VGG-19 and
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Inception v3 architectures. They divided the 35,126 images
from the EyePACS dataset into 60% for training , 20%
for validation, and the last 20% to classify 5 stages. The
images have been passed on preparation techniques such as
Normalization and Data Augmentation, by rotating the images
for training by 90° and 270°. As for their results they reached
an accuracy of 71.7%, 76.9% and 70.2%, respectively.

Kwasigroch et al.[16] classified 5 stages of Diabetic
Retinopathy by using VGG-D architecture on 37,000 images
after scaling and cropping the images to 224 x 224 pixels. Data
augmentation method was performed on the images, such as
horizontal and vertical shifts & flips, rotations, and zooming.
They finally obtained an accuracy of 81.7%.

kajan et al.[17] designed a Diabetic Retinopathy classifier
to detect the degree of the presence of the disease in the
eye using different pre-trained deep neural networks models,
such as: VGG-16, ResNet-50, and Inception-v3 on the EyePacs
dataset. They used 75% of the dataset randomly for training
and the rest for testing, they then created two models, the first
model classified the presence of Diabetic Retinopathy in the
fundus images, while the second model classified the degree
of this disease into four different stages. They achieved their
best results of the average classification accuracy of the first
classification model using ResNet50 model, and achieved an
accuracy of 92.64%. While the other model using InceptionV3
reached an average of 70.29% among the four stages.

Suriyal et al. [18] used MobileNets model for classifying
two stages (non-presence & presence) of Diabetic Retinopathy
on 16,798 resized images, and used 1000 images for test-
ing from Kaggle dataset. The overall accuracy achieved was
73.3%.

Harangi et al. [19] used different CNN architectures like
ResNet, VGGNet, GoogleNet and AlexNet, on about 552
images from e-ophtha-MA, ROC, DIARETDB1, and only 32
images from the dataset Messidor. They also resized the images
to 224 x224 pixels to reach an accuracy between 78.56% &
83.35%.

Khan et al.[20] used cropped resized images, and per-
formed histogram equalization on the Messidor dataset before
inputting them into these pretrained models: SqueezeNet,
AlexNet and VGG-16, to detect the presence of Diabetic
Retinopathy. Finally, their classification produced an accuracy
between 91.82 % and 94.49 %.

Zeng et al. [21] classified Diabetic Retinopathy using the
Kaggle data set as input fundus images, with a training set
of only 28,104 images, and a test set of 7024 images. And
also weight-sharing layers based on two architecture Inception-
V3 pretrained model siamese-like network structure. They also
used pre-processing methods like flipping the images horizon-
tally, geometric transforming as cropping, scaling, translating,
and shearing the fundus images. Their final result showed that
they achieved a score of 82.2%.

Carson et al. [22] classified the disease into four distinct
levels using convolutional neural networks (CNN) such as:
AlexNet and GoogLeNet models. The dataset used was a mix
between the Kaggle dataset of around 35,000 fundus images,
and the Messidor dataset of 1,200 fundus images after passing
from different preprocessing methods as cropping the images

to separate the circular colored image of the retina using Otsu.
They also normalized the images using (CLAHE) histogram
equalization algorithm, and data augmentation by zooming,
rolling and rotating the images to reduce the over-fitting. The
final overall accuracy was between 57.2% and 74.5%.

III. METHODOLOGY

The main goal of this software is to automatically detect
the early stages of Diabetic Retinopathy and classify the level
of the disease in the patient’s body. Our aim in this project is
to help as many Diabetic patients as possible, by preventing
Diabetes from affecting their eyesight and progressing to
Diabetic Retinopathy. The idea of the system, after thoroughly
reading about Diabetes and Eye diseases, was that Diabetic
Retinopathy doesn’t show any symptoms, until a very late stage
in life. As shown in Fig. 1, the system starts by taking a retinal
fundus image as input from the diseased patient and apply
some data preprocessing techniques. Using a deep learning
approach, the system will then detect whether a person suffers
from Diabetic Retinopathy or not; based on the answer, the
system will then classify the level of the disease and finally
propose a solution to the patient.

Fig. 1. System Overview.

First, The Main Computer/Machine will collect the in-
formation from the Input Images, which are unnormalized
Retinal Fundus Images with different sizes chosen from our
dataset. The System will then apply some data pre-processing
algorithms such as Normalization so that all the images are
the same size and dimension. This will thoroughly help us in
the main processing phase by simply reducing the complexity
of the Input images. Then comes the Main Processing stage
in which we test and train our system, We use a Convolu-
tional Neural Network in which a group of connected nodes
distributed on multiple layers enhance and strengthen each
other along with the Tensor-flow library for feature extraction
and classification of the Input images. The System will then
proceed to the final stage, which is the Result stage; If the
result turned out to be (YES), the System will show the
Level/Stage of the disease on a scale of 4-stages, and finally
propose that the patient needs medical attention right away.
Else (NO) the System will propose that there is no need for
medical attention.
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The upcoming techniques and operations have been care-
fully decided upon, to best fit the proposed research, and
emphatically improve the overall system performance.

1) Dataset: After thoroughly researching and analyzing the
different kinds and sizes of datasets, the following dataset has
been specifically chosen, since it contains the largest number
of reliable retinal fundus images.

The High-Resolution dataset being utilized in this study
is called (EyePACS) [23], which consists of 88,702 images,
provided by Kaggle [24], and classified into 5 stages as shown
below in Fig. 2. Furthermore, the number of images within
each class is shown below in Table I.

Fig. 2. Stages of Diabetic Retinopathy (DR) with Increasing Severity. [25]

TABLE I. DATASET IMAGES DISTRIBUTION

Class 0 Class 1 Class 2 Class 3 Class 4
Images 65,343 6,205 13,153 2,087 1,914

A. Dataset Preparation

1) Data Filtration: After examining the dataset, it was
found that about 245 images were totally corrupted as shown
below in Table II, and could eventually cause distractions and
obstructions to the model while training. Accordingly, it was
decided to eliminate these images from the model’s training
process.

TABLE II. DATASET FILTRATION PROCESS

Class Name Original Images Original Images
(After Filtration)

Class 0 (No DR) 65,343 65,167
Class 1 (Mild) 6,205 6,190

Class 2 (Moderate) 13,153 13,116
Class 3 (Severe) 2,087 2,087

Class 4 (Proliferative) 1,914 1,901
Total 88,702 88,457

2) Data Normalization: After filtering the dataset from all
the corrupted images, a new technique called Normalization
is then applied. All the Input retinal images maintain different
sizes and dimensions, so to overcome this difficulty it was
promptly decided to normalize/resize all the retinal fundus
images, so they regularly have similar measurements before
continuing to the main processing stage. At this point the
normalized images keep a unified size of 224 pixels in width
and 224 pixels in height, as shown below in Fig. 3.

Fig. 3. Retinal Fundus Images Normalization Process.

3) Data Splitting: During the model training process sev-
eral different splitting techniques were tested out, so as to be
able to choose the most suitable, unbiased splitting method.

1) Random Splitting: The dataset is randomly split into
70% training and 30% testing, among the 5 different
classes shown below in Fig. 4.

Fig. 4. Random Data Splitting.

2) Per-Class Splitting: The dataset is split into 70%
training and 30% testing for each individual class. To
further ensure that the operation is applied perfectly
on each class; the retinal images were grouped to-
gether according to their class name, then each group
(class) was split into 70% training and 30% testing,
shown below in Fig. 5.

Fig. 5. Per-Class Data Splitting.

3) Equal Per-Class Splitting: An equal number of
images is taken from each class, and then each class is
split into 70% training and 30% among the 5 different
classes, shown below in Fig. 6.

Fig. 6. Equal Per-Class Data Splitting.

4) Conclusion:
After trying out the three different data splitting
methods, it was apparent that the “Equal Per-Class
Data Splitting” proved to be the best technique, since
it ensures that an equal number of training and testing
images is used per class, which ultimately guarantees
a fair and unbiased system.
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4) Data Sampling: As mentioned earlier, the 5 classes
within the dataset are unbalanced, and this situation will
eventually cause bias towards the largest class, which in this
case is class 0 (No DR). To overcome this difficulty, it was
decided to apply various up-sampling techniques, so that the
number of images per class becomes even. Therefore, to find
the most suitable technique, we had to try out three distinct
methods (“Rotation”, “Flipping”, “Resize & Crop”).

1) Rotation:
Starting with the Rotation technique, we applied this
method through rotating the images by (90, 180, 270)
degrees shown below in Fig. 7, so as to be able to
generate new image samples.

Fig. 7. Retinal Image Rotation.

2) Flipping:
The second method, involves flipping the images
horizontally and vertically, shown below in Fig. 8.

Fig. 8. Retinal Image Flipping.

3) Resize & Crop:
The final technique starts by resizing the images into
“384 x 256” images, to maintain the aspect ratio
(preventing any loss of data), and then begins crop-
ping random windows of size “224 x 224” to create
new dataset samples, shown below in Fig. 9. This
technique offered a wide variety of new possibilities
than the previous ones, and proved to be the most
effective.

Fig. 9. Retinal Image Resizing and Cropping.

4) Conclusion:
After thoroughly testing out the three different sam-
pling techniques, it was apparent that the “Resize &

Crop” method provided the best results, shown below
in Fig. 10.

Fig. 10. Sampling Techniques Accuracies.

B. Convolution Neural Network

A Convolutional Neural Network (CNN) is one of the most
famous, dominant methods nowadays in object detection and
classification, since it doesn’t require any feature extraction or
segmentation processes, and because it is better at working
with enormous datasets. Therefore, a comparison between
the distinctive CNN models and methods was conducted, to
compare their results and select the most efficient and reliable
one out of them.

IV. EXPERIMENTAL SECTION

The purpose of this experimental section is previewing and
discussing the performance and the results of all the trials that
have been accomplished throughout this project. To ensure that
we get the best output and performance out of our system, we
regularly compared and analyzed the results of our trials, so
as to be able to figure out the ideal setup and build a more
reliable system. Furthermore, the following comparisons were
mainly focused on two main aspects; the time taken, and the
accuracy achieved. Finally, our conclusion was mainly based
on choosing or selecting the parameter that achieved the most
reasonable accuracy relative to the time taken.

The following trials represent ten of our most effective
trials, with respect to different parameters:

A. Dataset Trials

1) Images Dimensions:

a) Description: This trial aims to illustrate the most
suitable images dimensions to use while training the model.
This experiment was conducted using three different image
dimensions (“224 x 224”, “384 x 256”, “512 x 512”) to
conclude the ideal image size that will be used in resizing
the training images.

b) Result: As shown in Table III, there was a huge
difference between the output of the third trial and the rest of
the trials regarding the time taken. Although the “512 x 512”
image sizes achieved slightly the highest accuracy, the time
taken was excessively large which is not worth it at all. So,
“224 x 224” seems to be the best image size to be used due
to its low time taken and its reasonable accuracy.
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TABLE III. IMAGES DIMENSIONS

Images Dimensions Time Taken Accuracy
224 x 224 1:51:47 75.53%
384 x 256 3:27:04 75.13%
512 x 512 13:56:45 76.14%

2) Sampling Techniques:

a) Description: This trial aims to illustrate the most
suitable sampling technique to use while training the model.
This experiment was conducted using three different sam-
pling techniques (“Rotation”, “Flipping”, “Resize & Crop”)
to conclude the most suitable technique to be used in our
case. Starting with the “Rotation” technique which depends
on rotating the images (90, 180, 270) degrees in generating
new image samples. “Flipping” technique performs similarly
as well by flipping the images (horizontally, and vertically).
Finally, the “Resize & Crop” technique which starts by resizing
the images into “384 x 256” images to maintain the aspect
ratio (to prevent any loss of data) and then begins cropping
random windows of size “224 x 224” to create new samples.
This technique offer a wide variety of possibilities than the
previous ones.

b) Result: As shown in Table IV, there wasn’t a huge
difference between the output of these trials. As the “Resize
& Crop” technique achieved both the least time taken and the
highest accuracy in addition to that it did not cause our model
to overfit unlike the other techniques. So, it seems to be the
best choice when data sampling is needed.

TABLE IV. SAMPLING TECHNIQUES

Sampling Time Taken Accuracy
Rotation 2:48:41 74.97%
Flipping 3:37:13 76.13%

Resize & Crop 2:46:26 76.43%

B. CNN Setup Trials

1) Base Model:

a) Description: This trial aims to illustrate the most
suitable base model to use while training the model. This
experiment was conducted using four different base models
(“VGG16”, “VGG19”, “Inception V3”, “ResNet50”).

b) Result: As shown in Table V, there was a huge
difference between the output of these trials. In terms of
time taken the “Inception V3” model achieved the best timing
while its accuracy was considered as the lowest. However, the
“VGG16” trial achieved the highest time taken in addition to
being the best performing model in terms of accuracy, with a
large difference compared to others. So, we believe that the
“VGG16” model is the best solution as the output is worth the
time taken.

TABLE V. BASE MODELS

Base Model Time Taken Accuracy
VGG16 4:22:09 76.40%
VGG19 2:30:44 71.69%

Inception V3 1:50:25 68.00%
ResNet50 2:17:57 62.83%

2) Model Weights:

a) Description: This trial aims to illustrate whether it is
better to use “Imagenet” weights while training the model or to
train the model from scratch. This experiment was conducted
once without any weights and once using “Imagenet” weights
to compare between both results.

b) Result: As shown in Table VI, there was a huge
difference between the output of these trials, as training from
scratch achieved a lower accuracy and took a longer time than
using the “Imagenet” weights while training the model, which
is obviously the best choice in this case.

TABLE VI. MODEL WEIGHTS

Weights Time Taken Accuracy
None 15:06:13 62.50%

Imagenet 4:22:09 76.40%

3) Layers Freezing Techniques:

a) Description: This trial aims to illustrate the most
suitable layer freezing technique to be used while training
the model. This experiment was conducted using two differ-
ent techniques (“Without freezing layers”, “Freezing layers”).
Starting with the “Without freezing layers” approach in which
no layers are freezed and the whole model is trained at once,
unlike the second approach “Freezing layers” in which the
base model layers are freezed at the beginning of the training
process and later on unfreezed while training.

b) Result: As shown in Table VII, there was a huge
difference between the output of these trials, as the “Freezing
layers” approach achieved a higher accuracy and took less time
than the “Without freezing layers” approach which is obviously
the best choice in this case.

TABLE VII. LAYERS FREEZING TECHNIQUES

Layers Status Time Taken Accuracy
No Freezed Layers 12:36:30 62.50%

Freezed Layers 4:22:09 76.40%

4) Batch Size:

a) Description: This trial aims to illustrate the most
suitable batch size to use while training the model. This
experiment was conducted using three different batch sizes
(“16”, “32”, “64”).
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b) Result: As shown in Table VIII, there wasn’t a huge
difference between the output of these different batches. In
terms of time taken the “64” batch size achieved the best
timing, However, the “32” trial achieved a better accuracy
with a minor increase in the time taken than the “64” trial.
So, accordingly the “32” batch size was considered the best
one.

TABLE VIII. BATCH SIZE

Batch Size Time Taken Accuracy
16 4:21:57 75.66%
32 4:22:09 76.40%
64 4:18:48 74.08%

5) Images Distribution within Batch:

a) Description: This trial aims to illustrate the most
suitable images distribution within the Batch to be used while
training the model. This experiment was conducted using
three different distributions (“Consecutive”, “Batch”, “Block”).
Starting with the “Consecutive” approach in which an im-
age from each class is added to the batch in the following
order (ex: 012012012...). The “Batch” approach depends on
filling the whole batch with images from the same class (ex:
111111111...). Finally, the “Block” approach in which all
images from the same class are introduced together before
moving on to another class (ex: 0000... - 1111... - 2222...).

b) Result: As shown in Table IX, there wasn’t huge
difference between the output of these trials. However, the
“Consecutive” approach achieved the highest accuracy and best
time taken. So, using the “Consecutive” approach seems to be
the best way to get the best out of the trained model.

TABLE IX. IMAGES DISTRIBUTION WITHIN THE BATCH

Images Distribution Time Taken Accuracy
Consecutive 4:22:09 76.40%

Batch 5:47:09 74.91%
Block 5:42:43 75.46%

6) Optimizers:

a) Description: This trial aims to illustrate the most
suitable optimizer to use while training the model. This
experiment was conducted using four different optimizers
(“adam”, “adagrad”, “adadelta”, “RMSprop”) to conclude the
most suitable optimizer to be used in our case.

b) Result: As shown in Table X, there wasn’t a huge
difference between the output of these trials. Although the
“adagrad” optimizer achieved slightly the lowest time taken,
its accuracy wasn’t the best. So, we believe that “adam” is the
best choice to be used due to its high accuracy; taking into
consideration that its timing was close to “adagrad” timing.

TABLE X. OPTIMIZERS

Optimizers Time Taken Accuracy
adam 4:22:09 76.40%

adagrad 4:11:08 75.18%
adadelta 5:33:42 74.98%

RMSprop 4:12:21 75.96%

7) Number of Epochs:

a) Description: This trial aims to illustrate the most
suitable number of epochs to use while training the model.
This experiment was conducted using four different epochs
numbers (“5”, “10”, “15”, “20”).

b) Result: As shown in Table XI, there wasn’t huge
difference between the output of these trials specially for the
output accuracy. In terms of time taken the “5” epochs model
achieved the best timing, although its accuracy was not the
best. However, the “10” epochs trial achieved a slightly higher
accuracy, but the time taken was over the double of the “5”
epoch trial. So, its obviously clear that “5” epochs is the best
solution to be used with respect to these results.

TABLE XI. EPOCHS

No. of Epochs Time Taken Accuracy
5 4:22:09 76.40%
10 10:23:08 76.56%
15 12:51:24 75.68%
20 16:20:22 75.55%

C. CNN Architecture

a) Description:: Regarding our CNN design there were
two architectures to choose between with respect to their
results. First, a “Cascaded Architecture” which consists of two
consecutive models “Yes-No Model” which is mainly respon-
sible for detecting the presence of the disease, and “Stages
Model” which specify the level of the detected disease by the
first model. Second, a one model “5-Stages Architecture” that
classifies the presence and the level of disease at once.

b) Result:: Fig. 11 and Fig. 12 represents the confusion
matrix of the “Cascaded Architecture” and the “5-Stages
Architecture”, respectively. To evaluate the performance of the
two architectures it was decided to calculate the Accuracy,
Sensitivity, and Specificity for each of them.
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Fig. 11. Cascaded Architecture

Fig. 12. 5-Stages Architecture

As shown below is Table XII, the “5-Stages Architecture”
achieved better results in the three metrics and so this archi-
tecture was chosen to be used in our proposed system.

TABLE XII. PERFORMANCE EVALUATION

Accuracy Sensitivity Specificity
Cascaded Architecture 83.37% 58.41% 89.6%
5-Stages Architecture 84.16% 60.41% 90.1%

D. Conclusion

To sum it up, these experiments were applied to monitor the
effect of applying various changes to the model’s parameters,
in addition to analyzing the output results and use them in
building a well trained model that will help in providing more
reliable results. The below Tables XIII and XIV state the final
parameters used and the final results of the system.

TABLE XIII. FINAL MODEL SETUP 1/2

Images
Dimensions

Sampling
Technique

Base
Model

Model
Weights

Freezing
Technique

Batch
Size

Images
Distribution

224 x 224 Resize &
Crop VGG16 Imagenet Freezed

Layers 32 Consecutive

TABLE XIV. FINAL MODEL SETUP 2/2

Optimizers Epochs Train/Test
Percentage

Model
Architecture

Time
Taken Accuracy

adam 5 70/30 5-Stages 2 Days, 7 Hrs 84.16%

V. CONCLUSION AND FUTURE WORK

The aim of this proposed system is to be able to auto-
matically detect and classify the various Diabetic Retinopathy
stages using a “5-Stages” model architecture, in which deep
learning mainly depends on raw colored Retinal Fundus im-
ages as its source of input. This system was tested over a
total of 26,610 images, which represents almost 30% of the
given dataset; after being trained over 62,090 images. As an
output, the system achieved an overall accuracy of 84.16% for
detecting the presence of the disease and determining its stage.
Although, its clear that using these techniques provides a better
output compared to the usual machine learning techniques,
however, it still requires some extra work to improve these
results.

A future work for this paper will be mainly concerned with
testing the trained model against real data that has a wide
range of variation, to prove its reliability and make sure that
this solution is ready to be implemented on real life Diabetic
Retinopathy patients. It may also be taken into consideration
trying other models, which may offer better results compared
to the current ones.
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Abstract—The global increasing demand for energy has
brought attention to the need for energy efficiency. Markedly
noticeable in developing areas, energy challenges can be at-
tributed to the losses in the distribution and transmission sys-
tems, and insufficient demand-side energy management. Demand-
oriented systems have been widely proposed as feasible solutions.
Smart Home Energy Management Systems have been proposed
to include smart Internet of Things (IoT)-capable devices in an
ecosystem programmed to achieve energy efficiency. However,
these systems apply only to already-smart devices and are not
appropriate for the many locales where a majority of appliances
are not yet IoT-capable. In this paper, we establish the need to
pay attention to non-smart appliances, and propose a solution for
incorporating such devices into the energy-efficient IoT space.
As a solution, we propose Homergy, a smart IoT-based Home
Energy Management Solution that is useful for any market –
advanced and developing. Homergy consists of the Homergy Box
(which is an IoT device with Internet connectivity, an in-built
microcontroller and opto-coupled relays), a NoSQL cloud-based
database with streaming capabilities, and a secure cross-platform
mobile app (Homergy Mobile App). To validate and illustrate the
effectiveness of Homergy, the system was deployed and tested in
3 different consumer scenarios: a low-consuming house, a single-
user office and a high-consuming house. The results indicated
that Homergy produced weekly energy savings of 0.5 kWh for
the low-consuming house, 0.35 kWh for the single-user office, and
a 13-kWh improvement over existing smart-devices-only systems
in the high-consuming house.

Keywords—Internet of things; energy efficiency; home control;
smart home

I. INTRODUCTION

Energy efficiency has gained as much importance as (if not
more than) energy capacity growth. A significant increase in
population has resulted in severe electricity supply challenges
costing a country like Ghana an average of US $2.1 million
in loss of production daily, despite her increase in generation
capacity from 1,730 MW in 2006 to 3,795 MW in 2016 [1].
This has resulted in a call for efficient and sustainable en-
ergy usage. Efficient energy consumption provides a balance
between available energy supply and demand. Energy conser-
vation refers to efforts made to reduce energy consumption

which can result in increased financial capital, environmental
quality, human comfort, among others [2].

Most processes in place for energy management have been
from the side of the supply/distribution, but it is recommended
by works like that of [3] that allowing users to manage
their electricity usage in an informed manner is a better
method. According to [4], a modern view of energy efficiency
now requires that low-income economies re-orient themselves
toward sustainable energy practices and advanced technology
to achieve better energy efficiency. This paper explores the
common use of the Internet of Things (IoT) in achieving
energy efficiency. IoT technology makes it possible to integrate
all devices in the home over networks (including the Internet)
for data-sharing (monitoring) and actuation (control). IoT
devices are typically integrated with the functionality to enable
them communicate over networks and execute certain tasks,
and as such are sometimes marketed as being “smart”. Non-IoT
(“non-smart”) devices, despite their proliferation in markets,
are not (or have not been made) integrable into the internet-
connected IoT space, leaving them out of the general effort to
conserve energy.

The novelty in this paper is the integration of both smart
and non-smart electrical appliances into the IoT space by
designing an IoT device (the Homergy Box) as an interme-
diary between the smart internet-connected side and all other
appliances (including the “non-smart”), such that all devices
can be controlled over the internet (in this case, through an
internet-connected Android/iOS mobile app).

The architecture of the system will be discussed in Sec-
tion IV of this paper. Section V describes the communication
protocols and hardware/software technologies utilized in this
research work, as well as the implementation of the system.
The results obtained are described Section VI and conclusions
are made in Section VII with avenues for future work.

II. LITERATURE REVIEW

A. Related Works

It is posited by most works that demand-oriented solutions
and management systems provide better energy efficiency than
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supply-side management systems. The authors in [5] demon-
strate that demand-side solutions provide higher efficiency,
extra capital cost avoidance, failure probability reduction, risk
management improvement, to name a few. Reference [3] bases
on such demand-oriented architecture and proposes “a smart
domestic energy management system” that connects local
appliances to a user interface over the Internet. This was
made possible by installing an internet-capable mote on each
appliance.

There is general consensus that user inclusion is neces-
sary to achieve better energy management and efficiency [2].
Accordingly, various approaches have been suggested for the
implementation of demand-oriented home energy management
solutions. The authors in [6] developed and analyzed a ‘smart
home scheduling scheme’ using simulation software, and de-
veloped an end-user application interface used for visualiz-
ing and controlling energy usage in the home through user-
controlled hourly energy-usage schedules. The result showed
the avoidance of energy wastage through planning, monitoring
and control of daily energy consumption.

In [7]’s intelligent agent-based Home Energy Management
System, the authors combine electricity pricing information,
smart metering and smart IoT-capable appliances to design a
smart system in which users, network operators and energy
suppliers can benefit from a dynamic pricing mechanism.

Providing real-time energy usage statistics to users is an
important step in improving energy usage efficiency. Various
works such as [8] have proposed real-time meter-reading
that sends accurate power statistics to both energy suppliers
and consumers via intuitive user interfaces. In [9], an IPv6-
equipped smart meter prototype reports energy readings to
service providers over a cloud. Depending on the user’s pref-
erence, energy usage in the house adapts to increase/decrease
of electricity prices via a gateway which controls appliances.
In [8], the authors add actuation and communication func-
tionality to existing traditional meters using an ATMega328P
microprocessor (found in Arduino Uno) and a GSM Module.
The retrofitted meters in [8] have more accurate meter readings
compared to human meter readers and provides consumers
with regular updates of their consumption.

Researchers in [10] propose an IoT-based system where
a NodeMCU controls relays connected to home appliances.
This is a very good solution as it is not specific to smart
devices only. However, their work was not deployed in a
real environment. Also, they were not exhaustive about the
implementation of their proposed voice control. Their solution
makes use of a web page interface which may not be as
convenient as a native mobile app would be in this case [11].

B. Smart Home Energy Management Systems on the Market

In this subsection we review some of the most common
Smart Home Energy Management Systems on the market at
the time of writing.

Manufacturers of smart home products usually imple-
ment their own control systems and interfaces. These market
products usually have a dedicated app for controlling their
appliances, such as the ecobee app for controlling ecobee
devices. Over time, some manufacturers have opened up their

ecosystems to be controlled by other systems (“integration
systems”). These systems, such as the Google Home and Ama-
zon Alexa are specifically designed to interface all supported
smart devices. The Google Home and Samsung SmartThings
are by themselves central control points for an ecosystem
of smart devices that support their proprietary integration
systems, such as the Google Assistant and Bixby respectively.
Integration systems have become common, and manufacturers
usually ensure that their smart devices can interface with these
systems.

Dedicated hardware devices (known as “smart hubs”) have
also been developed for integrating smart devices and permit-
ting wider integrations, more convenient user interfacing (such
as voice control in smart speakers), and multi-step automation,
such as switching lights and Air Conditioners off when the user
leaves the house.

III. MOTIVATION AND OBJECTIVES

From the literature review, it is perceived that a lot of work
has been done on Smart Home Energy Systems, but these
works have been focused on already-smart appliances. The
solutions reviewed do not consider devices that are not IoT-
capable (that is, devices that do not have the ability to sense
and communicate with their environment). Smart devices,
according to [12], “are autonomous physical/digital objects
augmented with sensing, processing and network capabilities.
They carry chunks of application logic that let them make
sense of their local situation and interact with human users.
They sense, log and interpret what is occurring within them-
selves and the world, act on their own, intercommunicate with
each other and exchange information with people”.

According to Statista’s 2020 estimate in Fig. 1, only
0.6% of households in Africa own at least one smart device,
compared to 69% in the United States. It can be concluded
that markets with a low penetration of smart devices (such
as Africa) would not benefit from the proposed solutions
reviewed in Section II. The proposed architecture for domestic
appliances in [3] (including the non-smart appliances) has a
major limitation: an IoT mote will have to be installed for every
non-smart appliance. This will come as very expensive and
hence impractical for low-income households who arguably
need energy efficiency the most. The authors in [2] report a
mean electricity usage efficiency of 63% in Ghana, suggesting
the existence of an immense potential for the implementation
of energy efficiency measures. We are motivated to design and
implement a smart energy-efficient IoT-based Home Energy
Management Solution relevant to homes in developing areas.
Our objectives therefore become clear here as follows:

• To design a smart Home Energy Management System
that includes non-smart appliances into the energy-
efficient IoT space.

• To implement the proposed system under realistic test
environments for possible use-case scenarios.

• To test the effectiveness of the proposed IoT-based
solution at improving energy efficiency.
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Fig. 1. Penetration of Smart Devices in the African Market. (Statista, 2020)

Fig. 2. System Model.

IV. PROPOSED SYSTEM ARCHITECTURE

A. System Model

To make the product relevant to homes with non-smart
devices and appliances, the “Homergy Box” was developed to
be installed in homes/offices and serve as a gateway between
the “smart side” (the Internet and Homergy application), and
the “non-smart side” (the home appliances), therefore bridging
the gap between these classes of appliances. The model is
shown in Fig. 2.

The components in the Box consist mainly of an Arduino
Mega microcontroller, a NodeMCU, relay modules and an
AC-DC converter. Since the electronics require a constant DC
voltage, the AC-DC converter converts the input 240 V AC to
5V DC. This 5V DC is then to supplied to microcontroller,
NodeMCU and the relay modules. The NodeMCU has an
inbuilt Wi-Fi hardware and connects the Homergy Box to the
Internet through Wi-Fi.

The NodeMCU receives data from the mobile app, parses
the data and sends appropriate instructions to the Arduino
Mega. The Arduino Mega microcontroller executes instruc-
tions for controlling the appliance-connected relays. Although
the NodeMCU alone could have been used as microcontroller,
it does not have enough I/O pins and output power to control
the Homergy Box’s sixteen (16) relay pins. The relay modules
serve to interface the high-voltage AC appliances and the
low-voltage electronics circuitry. Fig. 3 shows a more-detailed
block diagram of the system.

Fig. 3. General System Architecture.

B. Communication

Communication protocols used in Homergy include the I2C
serial protocol, HTTP, WebSocket and TCP/IP. I2C is imple-
mented between the microcontroller (Arduino) and the Wi-Fi
module (NodeMCU), and also between the microcontroller and
Liquid Crystal Display (LCD). The user interface (Homergy
Mobile App) sends the user’s instructions to the cloud-based
database via an HTTP request. The database then sends a
change event notification to the NodeMCU through an already-
established WebSocket over HTTP. The NodeMCU parses the
received data and sends the instruction to the Arduino Mega.
On reception, the Arduino Mega turns the specified relay on
or off.

1) I2C Communication Protocol: I2C (pronounced i-
squared-see or i-two-see) is a serial communication protocol
usually implemented in microcontrollers, EEPROMs, analog-
digital converters and sensors. I2C is a multi-master and multi-
slave protocol which makes use of only two wires: a data line
called Serial Data (SDA), and a Serial Clock (SCL) line.
For each communication session, the respective master gen-
erates a start condition, supplies clock for the communication
on the SCL line and also specifies which slave can talk on
the SDA line by first sending the slave’s address. Therefore,
each master or slave must have a unique address. At the
end of a communication session, the master generates a stop
condition. Data transfer between master and slave is split into
8-bit packets.

2) HTTP: In standard Hypertext Transfer Protocol (HTTP),
a client sends a request to a server for data. The server responds
to the client by sending the requested data or any error message
and closes the connection. Communication only begins when
the client first opens a connection and requests data from the
server.

3) WebSocket Protocol: A WebSocket is a full-duplex
communication protocol which runs on a TCP connection. The
connection is not closed after the server sends a response to
the client. This allows the server and client to communicate at
any time until either of the two closes the connection.
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Fig. 4. Flow of Events.

V. IMPLEMENTATION

This section discusses the implementation of our proposed
architecture in Section IV. The user system’s operation and
user interaction is described in Fig. 4. The following sub-
sections are a detailed description of the implementation of
specific parts of our proposed architecture.

A. Tools Used

Arduino IDE: Atmel-based boards were used as micro-
controllers. The Arduino IDE was used to write and upload
programs to the Arduino Mega 2560 board. The Arduino IDE
was also used to program the NodeMCU using the “ESP8266
Core for the Arduino IDE” open-source library.

Android Studio: Android Studio was the IDE used to
develop the mobile application for this project using the Dart
programming language and the Flutter framework.

Cloud platform: A NoSQL Database with real-time stream-
ing capabilities was used to store data on users and Homergy
Boxes. In our implementation, the Firebase Realtime Database
was selected due to well-documented libraries available for
both Android/iOS/Web platforms and the NodeMCU platform.
The streaming feature of the Firebase Realtime Database was
used to send commands to Homergy Boxes in real time. Any
cloud-based implementation (e.g. MQTT used in [13]) that
allows real-time communication between the NodeMCU and
the Homergy Mobile App will also work.

Fig. 5. Hardware Components of the Homergy Box.

Fig. 6. Internals of Homergy Box with (B) and without (A) Relay Wiring.

B. Hardware Design

The exterior of the Homergy Box hardware is shown in
Fig. 15. The internal components are shown in Figs. 5 and 6.
Below are the properties of the hardware used in the Homergy
Box;

1) Four-channel Relay board (Fig. 5-A): There are four of
these relay modules in the Homergy Box, totalling sixteen (16)
relay channels. The relay module serves as coupling between
the high-voltage home circuit and the low-voltage Homergy
Box circuit. The module has its internal low-voltage digital
signal circuit isolated from the relay through opto-coupling.
The relay’s contact capacity is 10A 250V AC / 10A 30V
DC, whilst the Digital circuit operates at 5V 20mA (DC).
The module is therefore compatible with the Arduino’s 40mA
General-Purpose Input/Output (GPIO) pins, and with common
household AC appliances.

The relays are connected to the appliances as shown in
Fig. 7. The Normally Closed (NC) port of the relay is placed
between the source and the load. This way, current can still
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Fig. 7. Normally-closed Relay Connection.

flow when the Homergy Box is off. A “High” from the Arduino
GPIO pin activates the relay and switches the appliance off.

2) Arduino Mega 2560 (Fig. 5-B): The Arduino’s proper-
ties are detailed in Table I.

TABLE I. PROPERTIES OF THE ARDUINO MEGA MICROCONTROLLER

Property Value

Operating voltage: 5 V
Input voltage: 7 - 12 V (20 V max)
Digital I/O Pins: 54
Memory: 8 kB (Flash), 4kB (EEPROM)
Clock speed: 16 MHz

3) 16x04 I2C LCD (Fig. 5-C): An LCD is included to
provide information on the state of the Homergy Box to the
user. During initial configuration, the LCD guides the user
in step-by-step procedure to configure the Wi-Fi connection
(SSID and password). Any errors (such as disconnection from
the Wi-Fi or the Cloud) is displayed on the LCD. The LCD
is controlled by the NodeMCU.

4) NodeMCU (Fig. 5-D): Table II shows the properties of
the NodeMCU module used.

TABLE II. PROPERTIES OF THE NODEMCU WI-FI MODULE

Property Value

Operating voltage: 3.3 V
Input voltage: 7 - 12 V
Silicon-on-a-Chip (SoC): ESP8266 (LX106)
GPIO Pins: 17
Memory: 64 kB (SRAM), 4MB (Flash)
Clock speed: 16 MHz
Wi-Fi band: 2.4GHz only
Operating Modes: (Simultaneous) Access point (AP) and Station (STA) mode

C. Software Design

There are three main parts of the Homergy sys-
tem; The Microcontroller (Arduino), the Communications
(NodeMCU/ESP8266 and Cloud) and the Homergy Mobile
App.

Arduino: The Arduino makes use of the SoftwareSerial
library to communicate with the NodeMCU over a serial

connection. The Arduino has been programmed to always
listen to the NodeMCU for instructions. These instructions are
received as a JavaScript Object Notation (JSON) objects which
are parsed and executed. The JSON was designed to have two
fields: a “command” field and a “payload” field. Command
contains a bool which indicates whether the NodeMCU is
to change or read the Arduino-connected relays’ states. The
payload field contains data on user-defined relays states from
the Homergy Mobile App, and this field is null only when
the NodeMCU is requesting relay states. The Arduino reads
or writes the relay states according to the JSON sent by the
NodeMCU.

NodeMCU/ESP8266: As shown in Fig. 4, the NodeMCU
(bearing an ESP8266 Wi-Fi module) was programmed to
connect to the NoSQL cloud-based database (the Firebase
Realtime Database) upon start-up. Commands for each Box
are saved in a separate child node called “relays” for each
Homergy Box (as seen in Fig. 11). The relay states are boolean
values (True or False). The Homergy Mobile App, when a user
makes a change (on or off), sets the boolean value to True or
False respectively. The NodeMCU instantly receives the data
for the changed child node (due to Firebase streaming) and
sends an appropriate command to the Arduino, which in turn
actuates the relay.

D. Homergy Mobile App

The Homergy Mobile App was developed using the cross-
platform app development framework Flutter, making it avail-
able for major mobile platforms (Web, iOS and Android).
The Mobile App was designed to have a nice user-friendly
interface. Using the Firebase Database, a rewards system
was developed where users gain points (called H-points) for
using the system (Fig. 8). Such a reward system is proven to
contribute to user retention and engagement [14], and hence
leads to better energy efficiency for Homergy users. The app
screen on which appliances (relays) are controlled is shown in
Fig. 9. The default relay names (Relay 1, Relay 2, etc.) can be
edited by the user to more recognizable names (e.g. Projector,
Microwave), depending on how the relays are connected to the
building by the electrician.

Cloud: The Google Firebase Realtime Database was used
as the cloud provider in our implementation. Google’s Firebase
Realtime Database is a NoSQL JSON-based database with
real-time data streaming capabilities. The JSON was structured
as shown in Fig. 11. By design, the Firebase sends data
change notifications to all clients that have subscribed to listen
to a particular node. This feature was taken advantage of.
Clients (the Homergy Box and the Homergy Mobile App)
subscribe to nodes corresponding to the state of the relays
of the user’s Homergy Box, and hence receive a real-time
payload of the node anytime the user sends a command. This
way, the Homergy Box and the Homergy Mobile App virtually
communicate directly.

E. Security

Database access rules (Firebase Rules) and a security-
focused database structure (Fig. 11) was applied such that each
Homergy Box could only be controlled by their authorized
users. Email-password authentication is required by the app for
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Fig. 8. Home Screen.

Fig. 9. Box Configuration Page.

Fig. 10. “Add Box” Page.

Fig. 11. JSON Structure of Firebase Realtime Database.

usage, and users must always re-enter these credentials after
an app reset, re-install, or user-reported suspicion of malicious
activity. Each Homergy Box has a unique identification, called
the “Homergy Box ID” which can be given to each user upon
purchase (to give the user access to the Box). The Homergy
Box ID maps to a unique Access Code (like a password) which
can be obtained by scanning a QR code hidden at the back of
each Homergy Box. The QR Code is an encrypted version
of the Homergy Box’s unique Access Code. After an in-app
QR Code scan (Fig. 10), the code is decrypted by the app
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Fig. 12. Homergy vs. no HEMS for a Lifeline Consumer.

and verification and authorization is done. The user can then
control the Homergy Box. A user who has been authorized to
access a Homergy Box can change the Homergy Access Code
with an email-verification procedure, after which the QR Code
becomes void. This will also require all other users to sign in
again (with the new credentials) to maintain control of the
Homergy Box.

Other users in a home can get control simply by scanning
the scanning QR Code, or by manually entering the Homergy
Box ID and Access Code, within the “Add Box” section of
the app, as shown in Fig. 10.

VI. RESULTS AND DISCUSSIONS

In this section, we discuss the results of implementing the
proposed Homergy system. The Results of using Homergy as
a Home Energy Management System (HEMS) is explored and
presented in Fig. 12–14.

Three varied environments were used to measure the ef-
fectiveness of Homergy. Two of these environments were se-
lected according to Ghana’s energy provider’s consumer types:
Lifeline Consumers and Non-lifeline Consumers. According to
the Public Utilities and Regulatory Commission of Ghana, a
lifeline consumer is any consumer whose monthly electricity
consumption is less than 50kWh. Consumers with monthly
consumption above 50kWh are Non-lifeline consumers. The
third environment was a single-user office with Air Condi-
tioning. This is a common energy usage scenario found in
workplaces.

Our Key Performance Indicator is the power consumption
(in kWh) per week. The kWh parameter has been successfully
used by researchers in [2] to compare the energy efficiency
levels of various consumer groups. For each of the three
environments, we measured the kWh/week for eight weeks. In
the first four weeks, there was no Homergy in the environment.
In the subsequent four weeks, Homergy had been installed
in the environment. Users were allowed to get accostumed
to the Homergy Box for a week before measurements were
taken in the four subsequent weeks of Homergy usage. The

Fig. 13. Homergy vs. Existing HEMS vs. No HEMS for a Non-lifeline
Consumer.

Fig. 14. Homergy vs. no HEMS for a Single-user Office with A/C.
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Fig. 15. Homergy Box Hardware.

Non-lifeline consumer had an existing Smart Home Energy
Management System (HEMS) whose impact was also mea-
sured. The existing HEMS provided energy savings only
through smart devices in the house, including smartphone-
controlled Air Conditioning, smart motion-activated bulbs, and
a smart energy-saving refrigerator. The findings are presented
in Fig. 12 – 14. The most commonly used appliances for each
environment are shown in Table III.

All three environments with Homergy showed a weekly
reduction in kWh compared to their consumption without
Homergy. Since the number of users and appliances was
constant during the entire test period, this can be explained
as an increase in energy efficiency [2].

The implementation of Homergy translated to weekly en-
ergy savings of 0.5 kWh for the lifeline consumer, 0.35 kWh
for the single-user office, and 18 kWh for the non-lifeline
consumer (compared to their usage without any HEMS).
According to Ghana’s electricity prices at the time of writing,
these numbers are equivalent to yearly monetary savings of at
least USD 1.3 for the lifeline consumer, and USD 121 for the
non-lifeline consumer.

TABLE III. MOST-USED APPLIANCES IN TEST ENVIRONMENTS

Appliance Power (W) Quantity
Lifeline Single-user office Non-lifeline

Water Heating 5500 0 0 4
Electric Kettle 2200 0 1 2
Electric stove 1500 0 0 1
A/C 1100 0 1 4

Washing machine 1000 0 0 1
Fridge 1000 1 1 3
Electric iron 1000 0 0 1
Coffee Maker 800 0 1 1

TV/Large Monitor 75 - 300 1 1 4
Computer/console 80 - 100 0 2 3
Fan 75 - 100 1 1 8
Lighting (LED) 10 3 1 16
Phone charger 5 1 1 4

VII. CONCLUSION AND FUTURE WORK

In this paper, a modular IoT-based Home Energy Man-
agement System was successfully developed, giving users the
ability to control the electrical consumption of their appliances.

This finished work provides users the convenience of con-
trolling appliances from anywhere, integrate the proliferated
non-smart devices into the energy-efficient IoT space and also
provide a modern energy management approach for both urban
and rural areas. The proposed system was also successfully de-
ployed in three real environments that are reflective of possible
use cases (moderate energy consumer, offices, and high energy
consumers). The results of Homergy’s deployment showed
increase in energy efficiency for all scenarios (including a 25-
kWh energy savings in the first month for a high consumer).

In the future, the Arduino Microcontroller could be re-
moved altogether to make the module cheaper and simpler.
This is because the NodeMCU is a microcontroller and can
handle the basic switching functions given to the Arduino
in our model. The need for more GPIO pins for more relay
connections can be met by using special pin-extension modules
or shift registers.

The system could be made smarter by taking advantage
of Machine Learning. With Machine Learning, the Homergy
system could “learn” the habits of users connected to a
Homergy Box, and automatically control appliances or give
reminders in cases where the users may have forgotten to do
so.
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Abstract—In the past decades, healthcare has witnessed a
swift transformation from traditional specialist/hospital centric
approach to a patient-centric approach especially in the smart
healthcare system (SHS). This rapid transformation is fueled on
account of the advancements in numerous technologies. Amongst
these technologies, the Internet of medicals things (IoMT) play
an imperative function in the development of SHS with regard
to productivity of electronic devices in addition to reliability,
accuracy. Recently, several researchers have shown interest to
leverage the benefits of IoMT for the development of SHS
by interconnecting with the existing healthcare services and
available medical resources. Though the integration of IoMT
within medical resources enable to revolutionize the patient
healthcare service from reactive to proactive care system, the
security of IoMT is still in its infancy. As IoMT are mainly
employed to capture extremely sensitive individual health data,
the security and privacy of IoMT is of paramount importance
and very crucial in safeguarding the patient life which could
otherwise adversely affect the patient health state and in worse
case may also lead to loss of life. Motivated by this crucial
requirement, several researchers in tandem to the advancement in
IoMT technologies have continuously made noteworthy progress
to tackle the security and privacy issues in IoMT. Yet, many
possible potential directions exist for future investigation. This
necessitates for a complete overview of existing security and
privacy solutions in the field of IoMT. Therefore, this paper aims
to canvass the literature on the most promising state-of-the-art
solutions for securing IoMT in SHS especially in the light of
security, privacy protection, authentication and authorization and
the use of blockchain for secure data sharing. Finally, highlights
the review outcome briefing not only the benefits and limitation
of existing security and privacy solutions but also summarizing
the opportunities and possible potential future directions that can
drive the researchers of next decade to improve and shape their
research committed on safe integration IoMT in SHS.

Keywords—Smart healthcare system; internet of medical things;
authentication and authorization; security and privacy; blockchain;
intrusion detection system

I. INTRODUCTION

In recent years, SHS have greatly increased the economy
and is considered as essential component of economy. The
IoMT performs a crucial role towards the development of
SHS by enabling to develop wide range of applications, say
telemedicine, smart medication, onsite and remote monitoring
of medical resources. patients treatment compliance and be-
havioral change. The medical devices which are equipped with

sensors and interconnected in the healthcare sector are named
as IoMT [1]. The workload in hospitals could be decreased by
restricting unnecessary hospital visits with the use of IoMT.
Also, it provides a safe data transmission environment for
interchanging sensitive medical data amongst diverse medical
sectors. IoMT’s applications have made lives appropriate. The
concern of IoMT security, privacy and trust occurs rapidly. se-
curity, privacy and trust have recently received more attention
among researcher community [2].

In data security, the storage and transmission of the data
is secured and safeguarded to ensure the integrity, validity and
importantly authenticity of the data. Further, it assures that
the data can be viewed and modified only by the authorized
users. Privacy-preserving (PP) is another key objective to be
considered while designing an SHS. It mainly account for
severity and sensitivity of shared data when it is transmitted
over an open and insecure channel. PP involves content and
contextual requirements. The patient information is protected
against any data leakage by content privacy but achieving
patient privacy is a challenge because an attacker can recognize
patient health state based on the attended doctor’s identity.
Also, it is crucial to ensure contextual privacy. Contextual
privacy involves of protecting the communication’s context.
In IoMT enabled SHS, various symmetric and asymmetric
encryption method are used to achieve privacy [3].

Recently, it is reported in literature that it is not an optimal
solution to apply complex machines learning (ML) algorithms
on resource-constrained devices such as IoMT [1]. Yet, it can
be resolved by deploying simple PP methods on IoMT devices
and utilizing the benefits of cloud for complex ML algorithms
[4], [5]. Many works are reported in literature based on cloud
related securing solutions for IoMT in SHS. This paper aims
to introduce the IoMT enabled SHS architecture, summaries
various security, privacy and trust mechanisms published in
recent years for IoMT enabled SHS. Finally, it concludes
presenting few recommendations for future research directions.

II. REVIEW ON SECURITY MECHANISM FOR IOMT
ENABLED SHS

Security of IoMT in SHS plays a significant role when
compared to typical IoT-based infrastructures. Recently, exten-
sive research had been done for securing IoMT enabled smart
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TABLE I. COMPARISON OF RECENT PROMISING SECURITY MECHANISMS FOR IOMT ENABLED SHS

Security Focus Authors Strengths Weakness

Secure data transmission Mahender et al [6] 1) Any information con-
cerning the identity
and the patient’s med-
ical data was not re-
vealed by the system.

2) The system achieved a
better security level.

3) To save data transmis-
sion, the system was
utilized.

It caused some major issues like
large computation and also stor-
age costs.

Elhoseny et al. [7] The system demonstrated its po-
tential in effectively hiding the
sensitive patient data confiden-
tially to a transmitted cover im-
age with higher undetectabil-
ity and capacity but with mini-
mum degradation in the acquired
stego-image.

The system had provided sat-
isfactory results, although, it
demonstrate to work effectively.

Secure authentication Rakesh et al. [8] The hash variable value did not
rely upon the hash functions for
improving network security. The
latency or delay of the system
was not affected by the deviation
in hashing.

A safe effective communication
was not given by the system.

Xu Cheng et al. [9] The system built on community
medical IoT system ensured the
nodes’ legality and communica-
tion security.

The system had a high computa-
tional expense and less security.

Confidentiality Xuran Li et al. [10] 1) It protected the
patient’s confidential
medical data amassed
by means of medical
sensors.

2) The eavesdropping
risk was drastically
reduced by the system.

It might cause partial perfect se-
crecy.

Access Control Xunbao Wang et al.
[11]

The system could be protected
effectively during access process
and transmission without loss in
performance.

The manifold identities of the
medical staff were not consid-
ered by the system.

privacy-preserving Jing Wang et al. [12] The system ensures data privacy
during model training and also
guarantees the security of the
trained model.

The ML models are not sup-
ported by the system.

healthcare. This section summaries some state-of-the-art works
as follows:

Faisal Alsubaei et al. [13] proposed a framework for
security assessment of web-based IoMT. The framework rec-
ommends security features for IoMT employing ontological
scenario-based approach. Also, it is employed to assess the
protection and impediment of IoMT approaches. The proposed
framework has demonstrated its potential in adapting (1)
emerging new technologies and stakeholders; (2) compliance
with standards; and (3) granularity. In general, system ad-
ministrators are responsible for formulating security-related
decisions. But the proposed framework opens avenues for

all stakeholders in SHS to gain experience in cutting edge
technologies related to the field of IoMT security. The system
proved its efficacy with evaluation results in terms of all
assessment attributes. But the employed assessment attributes
were not easy to interpret by novice users like medical staff,
patients who lack security and technical knowledge.

Muhammad Asif et al. [14] proposed a technique to ensure
privacy of medical data especially against the threats emerging
internally within SHS. The system allows access only for
authorized users such as doctors and patients to communicate
across the physical boundaries. The system had implemented
authorization defining the permissions and roles merely for
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medical staff. Further, the system enabled to remove any
conflicts in access control models. Also, it guarantees to
provide secure communication amongst doctors and patients
in an efficient way. The system proved to outperform when
compared with other related recent access control models in
literature. However, the system does not facilitate to perform
copy and move operations on directory resource.

Jinquan Zhang et al. [15] examined an encrypted storage
model and a secure energy-efficient communication utilizing
the benefits of rivests cipher 4 (RC4) for electronic health
records (EHR) within IoMT enabled SHS. The system em-
ployed MedGreen authentication algorithm based on bilinear
pair and elliptic curve for establishing secure communica-
tion. Also, the system utilized MedSecrecy algorithm that
leverages Huffman compression ad RC4 for efficient data
storage. The developed algorithm demonstrated to maintain
the effectiveness of RC4 encryption and reduce the length of
ciphertext data. Also it improved confidentiality, security and
randomness. The simulation and analysis results proved that
the system was energy-saving, secure and very effective for
EHR. But, the system was not suitable to obtain more possible
user information. In addition, Table I summarizes the state-of-
the art works related to securing IoMT devices and applications
in SHS.

III. REVIEW ON LIGHTWEIGHT SECURITY APPROACHES
FOR IOMT

Norah Alassaf et al. [16] proposed a lightweight crypto-
graphic technique for IoMT enabled SHS applications. The
contribution investigated the characteristics of SIMON cipher
and employed it for IoMT enabled SHS applications for
attaining performance as of a practical perspective. The system
recommended to add an enhancement via original SIMON
cryptography’s implementation to diminish the computational
complexity incurred owing to encryption. Also it enabled
to preserve the practical balance between performance and
security. However, the system did not give good results.

Zisang Xu et al. [17] introduced a key agreement and
lightweight mutual authentication approach for IoMT. The
system without employing symmetric encryption guaranteed
to provide forward secrecy. The authors have utilized ProVerif
software which is an automatic security verification tool to
verify the system’s security. The theoretical examination and
experiential outcomes signified that the system drastically
reduced the computational cost in comparison to the methods
based on asymmetric encryption. Also, the system displayed
lesser security risk compared to other lightweight approaches.
Nonetheless, the system did not present the encryption and
decryption time precisely.

Jianfei Sun et al. [18] proffered a lightweight fine-grained
access control method to preserve the data privacy in IoMT
enabled SHS. For the successful transformation of access
policy and user attributes to the corresponding shorter length
vectors, the system employed the optimized vector transfor-
mation process, whilst the other processes delivered longer
and redundant vectors. This system was very significant in
reducing the cost overhead incurred during decryption, key
generation and encryption phases. Later, the system employed
CP-ABE to gain the benefits of fine-grained access control

and lightweight policy hiding to support SHS and handle the
offline/online transformation process. Nonetheless, the system
did not support traceability and attribute revocation.

Xiuqing Lu and Xiangguo Cheng [19] launched a
lightweight data sharing approach with an aim to secure
IoMT devices. First, the system ensured to provide autho-
rized access and privacy over the shared data. Second, the
system employed effective integrity verification when the user
attempts to download the shared data. Doing so, the system
enables to avoid false computational outcome or query. At
last, the approach achieves lightweight in accomplishing the
patients’ and users’ operation. The security analysis results
confirmed that the system can enable to share data securely
and effectively in IoMT enabled SHS as well its efficient
in terms of computational cost. The system was not flexible
towards possible attacks like tag forgery, reader impersonation
and message eavesdropping.

Mahdi Fotouhi et al. [20] presented a lightweight 2-
factor authentication approach to secure IoMT. The system
was secured against different attacks. Furthermore, the system
executes the formal and informal security evaluation. The
system’s security verification had been authenticated via the
ProVerif. Moreover, the system had been simulated via the
OPNET network simulator and compared with various other
methods with regard to performance and security needs. The
simulation comparisons and outcomes determined that the
system had been appropriate and supported with added security
attributes when compared to the relevant approaches. However,
the system couldn’t exhibit the precise security level.

Ran Ding et al. [21] introduced a lightweight PP identity-
based authentication system for IoMT. The system performed
data authenticators computation, data integrity verification on
edge server. Also, edge server was used to system’s compu-
tation overload and manage the third-party verification. The
system achieved data privacy by enabling the patient to encrypt
and transmit healthcare data to edge server. Also, the system
uses cloud server to enhance the availability of the patient’s
data. At last, the performance and security evaluation are
conducted to show the system potential. However, the system
encompassed a storage overhead issue.

IV. REVIEW ON BLOCKCHAIN APPROACHES FOR
SECURITY IOMT

Seyed Morteza et al. [22] presented an effective and secure
method called “MedSBA” for storing medical data in SHS.
The method is based on blockchain technology to ensure user
privacy. Also, the system attempts to achieve fine-grained
access control over patient data employing attribute based
encryption (ABE) in compliance to the general data protections
regulation. The system employed private blockchain to revoke
the instant access which is very challenging in ABE. The
security is proven via the formal design, whilst, the system’s
functionality had been proven using BAN logic. The effi-
ciency of the system with regard to computational complexity
and storage is demonstrated by simulating MedSBA’s using
OPNET software. Nonetheless, the system did not support
the exchange of cryptocurrency between the data consumer
organizations and the individuals for data sharing.
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Ashutosh Sharma et al. [23] proffered a blockchain ap-
proach integrating the benefits of smart contracts for IoMT.
The system examined the dimensions which the smart con-
tract and decentralization could provide in IoMT. The IoMT
devices are deployed in appropriate place to capture the data
concerning the application needs. Also, these IoMT devices are
pre-programmed to process and transmit the captured data. The
efficiency of the system is demonstrated in comparison to other
related techniques in terms of performance parameters such as
average latency, average energy efficiency and average packet
delivery ratio. However, the system encompassed less service
quality; it did not function efficiently.

Neha Garg et al.[24] launched an authentication key agree-
ments scheme based on blockchain for IoMT environment,
termed as BAKMP-IoMT. It offered secured key management
among the cloud servers, personal servers and the implantable
medical gadgets. Further, the system provides secure access
to sensitive healthcare data and ensures that it is accessed
only by authorized users. This achieved by storing all the
sensitive healthcare data into blockchain which is stored
in cloud. Comprehensive formal security analysis has been
conducted utilizing the extensively acknowledged automated
tool, AVISPA to show the potential of the system against
various types of possible attack. The comparative analysis
results indicated the efficacy of the proposed method, BAKMP-
IoMT over other existing approaches in terms of security
requirements, communication and computation costs.

Jie Xu et al. [25] presented a PP scheme based on
blockchain for large scale health data. The scheme encrypts the
health data utilizing fine-grained access control. In specific, the
user transaction are utilized for key management that can allow
the users to add or revoke authorized doctors. Moreover, it
avoid medical disputes as doctor diagnosis and IoT data cannot
be tampered or deleted once stored to blockchain. Experiential
and security evaluation outcomes confirmed that the system
can well be applicable for SHS. However, the insider attacks
are overlooked by the system.

V. REVIEW ON AUTHENTICATION AND AUTHORIZATION
TECHNIQUES FOR IOMT

Venkata P. Yanambaka et al. [26] suggested a lightweight
and robust authentication based on physical unclonable func-
tion (PUF) for IoMT. This scheme does not stores any IoMT
device related data on server memory. The system validation
is performed utilizing a hybridized oscillator arbiter PUF. The
amount of keys utilized for authentication was approximately
240 based on the PUF used during system validation. The
authentication scheme being lightweight can be utilized in
several designs for supporting the design’s scalability and
increasing its robustness. However, the system failed to ensure
that the messages from server could be authenticated by the
client.

Xu Cheng et al. [9] studied a secure identity authentication
for community medical IoT. Here, the authors have utilized
node security for system initialization. Next, the identity
authentication was developed utilizing the benefits of mech-
anisms such as signature, session key symmetric encryption,
elliptic curve encryption algorithm, secure two-way method.
An effective community medical IoT node and an update

mechanism that are secure and reliable to update the session
and authentication keys is investigated. On the community
medical IoT, the nodes’ legality, along with the communication
security had been ensured by these measures. The scheme
was further appropriated for the community medical IoT’s
scene via the analysis, along with the analogy of experiential
performance. However, the system had high computational
costs and more power consumption.

Deebak et al. [27] suggested a mutual authentication
scheme to secure SHS which centered on the IoMT. The
system leveraged cloud to support emergency treatment for
patients over internet communication from medical experts.
The system ensured to secure the sensitive medical records
and also maintained the patient anonymity. Further, it delivered
an authentic signature for executing the secured transmission
between the communication nodes. But, the system did not
ensure to validate the access for services with regard to
unforgability, undeniability and verifiability. Also, the system
was insecure against confidentiality, forgery of health-report,
non-repudiation and patient anonymity.

In [28], Sanaz Rahimi Moosavi et al. recommended a
secure and effective architecture based on smart gateways
for authentication and authorization architecture in IoMT-
enabled SHS. Here, the smart gateways deployed in each
healthcare sensors performed authentication and authorization
and reduced the sensor overload while maintaining the all
security requirements. Notably, the system relied on DTLS
handshake protocol which is regarded as key solution for
IoT security. The analysis results confirmed that the proposed
architecture rendered better security compared to centralized
delegation architecture. However, for the possible attacks, the
system was not resilient.

Lone et al. [29] introduced a secure communication for
medical applications utilizing ABE for authentication in Het-
Net. Here, health related data are secured utilizing ABE. This
has not only helped to reduce the communication overhead
but also has secures health data from intruders [30]. The
entire security technique is implemented using high-level pro-
tocol specification language (HLPSL). The system codes are
validated using automated tool, AVISPA. However, system
provided less security and failed to work effectively.

Muhammad Tahir et al. [31] examined a framework for au-
thentication and authorization mechanism which is lightweight
to support blockchain-enabled IoT networks existing in health-
informatics. Random numbers are utilized in the authentication
process that was linked by conditional joint probability. This
enabled the system to establish secure connection for the
data acquisition amongst IoT devices. The authors utilized
automated tools and simulator such as AVISPA and Cooja
for system validation and evaluation, respectively. The system
had provided strong mutual authenticity along with improved
access control. It also decreases both the communication
along with computational overhead cost when weighted against
others as shown by the experiential outcomes. However, the
system provided less efficient.

Yang Xin et al. [32] suggested a multimodal biometric
identification scheme in the IoMT. An effective matching
algorithm utilized by the system was based on secondary
computation of the Fishers vector (FV). Further, the system
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utilized three different biometric techniques like finger vein,
fingerprint and face. These techniques are fused at feature
level. Also, the system employed fake feature in the process of
feature fusion which arises most frequently in practical scene.
For decrementing the cause of the system’s accuracy rate, and
for increasing its robustness, the fake picture was removed. The
designed framework had achieved an improved recognition rate
as showcased by the experiential outcomes. It offered higher
security whist analogized with unimodal biometric system that
are extremely significant for an IoMT platform. But, the system
had provided low accuracy values.

VI. REVIEW ON PRIVACY PRESERVING APPROACHES FOR
IOMT

Maria et al. [33] proffered a PP approach for IoMT based
on elliptic curve digital signature. By edge computing servers,
privacy preservation in data transmitted as of IoMT to the
cloud is done by this system. Especially, the captured health
data was concealed from edge device and the identity of
IoMT devices, namely, wearable or smart devices remained
anonymous to cloud. As this solution is based on elliptic curves
cryptography approach, its implementation on IoMT devices
was feasible and affordable. Nevertheless, the computation and
communication cost of the system found to be high.

Dong Zheng et al. [34] recommended an effective PP
scheme for sharing medical data in IoT environment. The
system supported data sharing leveraging the benefits of ABE.
Further, the system utilized the attribute bloom filter removing
the attribute matching function to maintain the confidentiality
of attributes involved in the access control policy definition.
The system utilized offline or online encryption technology in
the phase of encryption to enhance the encryption’s efficacy.
A huge quantity of work ought to be done at the encryption
stage before knowing the message. The cipher text could be
produced quickly when the message was known. The analysis
results demonstrated the potential of the scheme for sharing
data in IoT environment. However, the scheme failed to verify
and validate the cipher text that was stored over cloud.

Deebak et al. [35] proposed a PP protocol for securing SHS
where attacker cannot imitate legal user to gain illegal access to
the handheld smart card. The authors have used random-oracle
model to perform formal and resource analysis to demonstrate
the effectiveness of system security. Moreover, they have built
a IoMT enabled SHS with top security feature which was re-
vealed by its performance analysis. For analyzing, the network
parameters based on the NS3 simulator, the experimentation
analysis was executed. Regarding the throughput rates, packet
delivery ratio, routing overhead along with end-to-end delay
for the system, the collected results had shown superiority
when analogized to other prevailing protocols.

Raylin Tso et al. [36] proffered a PP scheme for data
communication through protected multi-party calculation in
the HC cloud that are equipped with sensors. The system was
based on the FairplayMP framework that enabled programmers
to execute such protocols who were not specialist secure com-
putation theory. Additionally, it was appropriate for distributed
environments and it supported any numeral of participants.
For example, to communicate with n-disparate data servers,
each sensor node requires one single secret key to be stored in

advance. But, the system was stored with three secret keys in
advance in each sensor to communicate with three data servers
despite the system offers low-level security.

S. Sheeba Rani et al. [37] presented an optimum users-
based secure transmission of data within IoMT. The system
employed Chinese Remainders Theorem to produce the cipher
text copy according to the chosen number of users. Further the
system utilized metaheuristic algorithm to choose the user in
IoMT. Through simulation, the secure data performance was
proved in terms of computation time, the energy price, etc.,
The outcomes confirmed that secure data could be effective
whilst applied for ensuring security chances in IoT-based SHS
but, low security was offered.

Alia Alabdulkarim et al.[38] put forward a privacy preserv-
ing single decision tree techniques aimed at clinical decisions-
support systems to diagnosis the symptoms without disclosing
the patients’ data to disparate network attacks on IoT devices.
For protecting users’ data, homomorphic encryption cipher was
utilized. Moreover, for avoiding one party as of decrypting the
data of other parties, nonces were utilized as they would utilize
the identical key pair. In addition, the system performed better
than the Naı̈ve Bayes algorithm by 46.46% which was revealed
by the simulation outcomes. Additionally, for showing that
it satisfies the attribute value’s frequency, hospitals’ dataset’s
privacy requirements, and effectively diagnoses the symptoms,
the system was evaluated. However low-security services were
possessed by the system.

Rihab Boussada et al. [39] examined a privacy preserv-
ing aware data transmission fort IoMT enabled SHS. User
pseudonyms as public keys were defined by lightweight
Identity-based encryption which was constructed on the elliptic
curves discrete logarithm (ECDL) method. The contextual
along with content privacy necessities are satisfied by the
system. Regarding smart things limited resource nature, it was
based on an identity-centered encryption scheme and specific
communication scenario. A wide security examination was
offered for validating the system and the performance analysis
demonstrates its efficacy. However, for the e-HC emergency,
the system was inappropriate.

Solihah Gull et al. [40] recommended a reversible data
hiding approach based on dual image with large capacity
for IoMT based networks. Initially, the Huffman encoding
scheme was used to preprocess the captured secret data. A
codebook of ‘d’ bits are generated after Huffman encoding
to encode indices which are decimal values. For acquiring
dual stenos-images, the indices’ value are partition into two
parts and embedded into two images that are similar to each
other. Though very large payload was shown by the scheme,
it proved to maintain the perceptual quality at high level. A
noteworthy improvement was offered by the system and also
computationally effective that made it to be utilized in the
network of IoMT. However, for controlling the underflow and
overflow issues, there wasn’t an effective strategy.

Pei Huang et al. [41] presented a practical technique that
could validate patients with the noisy signal of electrocar-
diogram (ECG) as well as offered disparate private protec-
tion concurrently. Regarding the present moving status, the
scheme could identify the motions and adapted the algorithm.
By offering indistinguishability, The ECG templates’ privacy
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was protected. The system’s effectiveness was analyzed and
validated over online datasets. For validating the system, pilot
analysis on human subjects was conducted. However, for
attacking, the system was not flexible.

Zhiwei Wang et al. [42] inspected an effective blind batch
encryption scheme based on Computational Diffie-Hellmans
assumption, which could be demonstrated as secure. For secure
and privacy preserving medical services in SHC, the system
utilized protocol. In the frame of six classic attacks, the system
analyzed the protocol and executed prototype in the platform
of Intel Edison. The experiments revealed that the system
was effective for ‘cheap’ communication protocols along with
resource-limited devices. For limited-storage devices, the sys-
tem might require a heavy cost.

VII. CONCLUSION

When the networks are employed at large scales, the major
concern is security. The major area focused in IoMT enables
SHS is the patients’ security and privacy. In this direction,
authentication and authorization scheme play a very crucial
role in ensuring eavesdropping the sensitive healthcare data
and are considered as critical security requirements. Thus,
there is great need for effective new solution that can render
end-to-end data protection. From the review, it can be observed
that several schemes are published for securing IoMT devices.
Nonetheless, owing to the several constraints such as power,
size, implantable and wearable, these smart devices do not
have required resources for implementing the existing machine
learning based security schemes. Therefore, to ensure the
security, privacy and trust of these smart devices, require an
efficient new solution that can meet all the security require-
ment and span across the design space of cyber. Also, the
survey analysis reveals that ECC algorithm, lightweight au-
thentication, and blockchain method are offering best security
compared to conventional algorithms. Thus, to build power-
efficient and sustainable IoMT enabled SHS, the upcoming
research must focus on developing effectual lightweight intru-
sion detection systems to secure and safeguard IoMT enabled
SHS.
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Abstract—At present face detectors use a large Convolutional
Neural Network (CNN) to achieve high detection performance,
which is a widely used sub-area of artificial intelligence. These
face detectors have a large number of parameters which reduces
their detection speed dreadfully on a system with low computa-
tional resources. This is a challenging problem to achieve good
performance and high detection speed with finite computational
power. In this paper, we propose a single-stage end-to-end
trained face detector to address this challenging problem. The
computational cost is reduced by using depthwise convolution
and swiftly reducing the size of an input image. The early
layers of the model use CReLU (Concatenated Rectified Linear
Unit) activations to preserve the information and generate better
representative features of the input. Respective Field (RF) blocks
used in the model improve the detection performance. The
proposed model is of 1.7 Megabytes size, able to achieve 42
FPS (Frame Per Second) on CPU (i5-8330H) and 179 FPS on
GPU (GTX1060). The model is evaluated on various benchmark
datasets like WIDER FACE, PASCAL faces and AFW and archive
good performance compared to other state of art methods.

Keywords—Artificial intelligence; computer-vision; Convolu-
tional Neural Network (CNN); face detector

I. INTRODUCTION

Face detection is defined as the problem of detecting
and localizing faces in a given image. It is a basic and
long-standing problem of active research in computer vision.
Applications such as face recognition, face tracking and face
hallucination, use face detection as a primary and essential pre-
processing step. Many practical systems for facial analysis,
surveillance and bio-metric, requires fast and accurate face
detection.

There are two challenging problems encountered in face
detection. The first problem is of classifying faces with a large
variety of facial appearances from a complex background. Sec-
ond of detecting faces of different sizes at different positions in
given images. The two problems are related to computational
cost and speed of face detection. It is a challenging task to
develop a face detector that creates a balance between two
problems. Another problem is that is the boundary of an object
is blurred by imaging systems also [1], [2].

Face detection methods can be broadly divided into two
categories, traditional methods and CNN based methods. The
traditional methods, are very fast but does not have good
accuracy. These methods use hand-crafted features to train
the classifiers. Viola-Jones [3] and Deformable Part Models

(DPM) [4] are good examples of traditional methods which
have good speed with decent accuracy. The performance of
these detectors decreases in an unconstrained environment.
This is mainly due to non-robust handcrafted features.

The CNN based methods can achieve high performances
at cost of speed. This significant improvement in the accu-
racy of face detection diverted researchers attention towards
CNN based face detectors. CNN models can achieve high
performance by using a large number of convolutional layers,
which are also responsible for the slow speed of the detector.
For example, some recent high performing face detectors like
DSFD [5], Pyramidbox [6] and Retinaface [7], use large CNN
models like VGG-16 [8] and Resnet-152 [9]. These CNN
models consist of a large number of parameters, for example,
VGG-16 has 100 million parameters and Resnet-152 has 65
million parameters. CNN methods [5], [6], [7] are slow, hence
not suited for many practical systems. Cascade CNN [10], [11]
can be used to improve the detection speed. But these detectors
suffer two limitations. First, each stage of the cascade is trained
and optimized separately which make training difficult and
also affect its performance. Second, the speed of the detector
directly proportional to the number of faces in an image.

In this paper, a lightweight single-stage end-to-end trained
face detector with fast speed and good accuracy is proposed.
The proposed method can be divided into two networks,
backbone network which extracts feature from input images
and detection network which localize the faces. The back-
bone network uses depthwise separable convolution with large
strides to swiftly reduces the dimension of input. Instead
of using the max-pooling layer model as given in [12], the
proposed model use depthwise separable convolution to reduce
the size because it adds extra feature layers and hence provides
better feature representation. CReLU [13] activation are used
to preserve the information while reducing the size of the input
using large strides in the proposed network. The detection
network consists a Receptive Field (RF) blocks followed by
depthwise convolution layers. A feature map from RF blocks
is used for detection.

The main contribution of this paper can be summarized
as follows: (1) Propose a new lightweight backbone design to
overcome the drawbacks of previous methods. (2) The new
lightweight face detection method is proposed by integrating
the backbone network with an RF-based detection network
for fast and accurate face detection. (3) The experiments
performed on multiple benchmark datasets show proposed
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Fig. 1. General Frame Work of the Proposed Model. The Proposed Network can be divided into two parts i.e. Backbone Network and Detection Network.

method performs better than other methods. (4) Experiments
performed on CPU and GPU hardware shows that the proposed
method is suitable for practical systems. Hereafter the paper
is organized as follows, Section 2 contain a brief review of
available CNN based face detectors and techniques used in
proposed methods. Section 3 is about the proposed method, it
explains the framework of the method and its implementation
details. Results obtained from experiments are discussed in
Section 4, followed by the conclusion in Section 5.

II. RELATED WORKS

A. CNN based Face Detectors

Almost all modern days face detectors uses CNN archi-
tectures. The CNN based face detectors can be classified into
three categories, i.e., cascade face detectors, region-based face
detectors and single-stage face detectors.

The cascade face detectors divide the detection task into
more than one CNN networks. CNN cascade structure in-
troduced in [10], it consists of six CNN networks, three
networks for each classification and calibration respectively.
Architecture consisted classification network followed by a
calibration network. MTCNN [11] reduced the number of
networks to three by integrating classification and calibration
task into one network. The first network is called P-Net, which
proposes a facial region. Later two networks, O-Net and R-
net, refines the proposals. The author in [14] divided P-Net
into six sub-networks to detect faces at multiple scales. This
improves detection performance for tiny faces. The detection
performance of cascade face detectors are is improved by
adding extra information about facial parts [15], [14]. In cas-
cade framework, the first Network proposes the facial regions
and subsequent networks process these regions. This makes
the speed of detectors dependent on the number of faces in
the images and it is a major limitation of these detectors.

The region-based and single-stage detectors are also known
as two-stage and single-stage detectors, respectively. Both the

detectors were developed for generic object detection. Later
these detectors were modified to be used for face detection.
The region-based detectors have two stages, first stage gen-
erates object proposal regions from proposal generators. The
precise location and class of the object are estimated in the
second stages. R-CNN based face detectors [16], [17] use
RPN (Region Proposal Networks [18]). The performance of
the method is further improved by CMS-RCNN [19] by adding
contextual in formations. The region-based detectors use large
CNN networks for the second stage. This lead to high detection
accuracy but framework processing speed becomes slow.

Single-stage eliminates the region proposal stage and use a
single stage to make predictions. These detectors are computa-
tionally efficient compared to region-based detectors but suffer
detection accuracy. Single-stage face detectors are inspired
by generic object detectors like YOLO [20] and SSD [21].
These detectors have attracted more researchers because of
there high-speed detection. Different architectures [5], [6], [7]
have been proposed recently. Lightweight CNN architecture
[12], [22] uses inception module, CReLU activation and also
propose densification strategy for anchors to improve recall.
LFFD [23] paper proposes an anchor-free lightweight model
by using Receptive Fields (RF) as natural anchors for detec-
tion. The model parameters were significantly reduced to 0.1
million in [24] by integrating the image pyramid with the CNN
network and using weight sharing. But still, there is a large
room for improving the processing speed without sacrificing
detection accuracy.

B. Receptive Field (RF) and Dilation

Receptive Fields (RF) in CNN are inspired by the human
visual system. RF in the visual system is neurons respond to a
particular area of the retina. Similarly, in CNN each neuron has
an RF field that responds to a particular area of an input [25]. In
other words, RF defines the local region of an image to which
the neuron will respond. The area RF is determined by the
kernel size used in the convolution layer. RF has two important
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Fig. 2. Detailed Architectural Description of Blocks used in Proposed Methods. (a) Showing the Conv-Blocks with CReLU activation, (b) show Depthwise
Separable Convolution used DW Conv block in Backbone Network and RF-Block, (c) Standard Convolution Layer for Conv-blocks used in Backbone Network

and RF-Block and (d) detailed Architectural view of RF-Blocks used in Detection Network of Proposed Method.

properties, first, each neuron in CNN has unique activation for
a given image region and second, pixels surrounding RF have a
large impact on activation. The impact of neighbouring pixels
can be represented as Gaussian-Distribution [23], and known
as ERF (Effective RF), This RF also helps in detection by
adding contextual information to the network.

The RF of CNN can be increased by adding convolution
layers, depthwise convolution or by using dilated convolutions
[26]. Adding convolution layers (increasing depth of networks)
increases computational cost. So using dilation convolution
and depthwise more effective way to increase RF. The dilation
convolution introduced in [27] as astrous convolution. Dilation
convolution is very similar to conventional convolution layer
except there is a gap in kernel values which is decided by
dilation rate. The author in [12], [23] used RF and dilation
convolution for face detection.

C. Depthwise Separable CNN

Many states of art CNN architectures [28], [29] uses
depthwise separable convolution layer. The depthwise convo-

lution layer is computationally more efficient than a standard
convolutional layer. The standard convolution layer performs
convolution operation on input volume and combines generated
features in one step. The computational cost of standard convo-
lution is Dk.Dk.M.N.DF .DF [28]. Where DFandDk is the
spatial dimension of input feature and kernel size respectively.
While M, N are the number of channels in input features
and number of convolution filters respectively. To reduce the
computational cost, the one-step process is divided into two
steps by using factorized convolution also known as depthwise
separable convolution.

The first step is depthwise convolution operation performed
on each channel of the input feature map separately. two
assumptions are made in this step, (1) that the number con-
volution filter is equal to the number channels of the input
feature map and (2) the spatial size of input and output feature
maps are the same. If depthwise convolution is performed on
input feature map of spatial size Dk × Dk ×M using filter
of DF × DF spatial size. Then Dk × Dk ×M × DF × DF

multiplication operations are performed in this stage.
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Second step is point wise convolution, 1 × 1 convolution
is performed across M channels output of depthwise con-
volution. This help to gain cross channel information and
linearly combine the output. If N filters of 1× 1 dimension is
used on Dk ×Dk ×M depth wise convolution output. Then
Dk ×Dk ×M ×N multiplication operations are performed.
Therefore the computational cost of depthwise convolution is
Dk×Dk×M × (DF ×DF +N). For qualitative comparison
consider an image of 100×100×3 is passed through depthwise
convolution layer and standard convolution layer. If N = 10,
then standard convolution performs 2.7×107 operations while
dethwise convolution perform 5.7 × 106 operations which is
approximately 4.7 times less than of standard convolution
operations.

III. PROPOSED METHOD

In this section, the overall framework of the proposed
model is introduced. Followed by a detailed description of
model training.

A. Overall Framework of Proposed Model

Proposed face detectors can be divided into two networks,
i.e. backbone network and detection network as shown in
Fig. 1. The backbone network designed to swiftly reduce the
dimensions of the input images without losing information
during the process. The backbone network consists of a total of
five convolution blocks, the first and third blocks are standard
convolution layers with CReLU activation and having large
strides. The remaining second, fourth and fifth blocks are
depthwise separable convolution block. CReLU is used for
its reconstruction property which is of information preserving
nature, which leads to features reconstruction power of CNN
[13]. CReLU activation is applied by concatenating the linear
response of the CNN layer and its negation and passing it
through ReLU activation as shown in Fig. 2(a). Mathematically
it is defined as:

∀x ∈ IR, ρc
∆
= ([x]+, [−x]+) (1)

Where ρc : IR → IR2, CeRLU activation and x is
linear response of CNN network. From the above equation
1, it can be easily deduced that CReLU activation perverse
both negative and positive response. Hence CReLU scheme
produces representative features of input data [13]. To reduce
the computational complexity depthwise separable convolution
block are used. These blocks consist of depthwise convolution
followed by batch normalization and ReLU activation as shown
in Fig. 2(b). The feature obtained from a backbone network
is feed into the detection network for further processing.
The detection network is based on the cascade structure of
SSD [21]. The model uses features from RF Blocks, which
are spatially decreasing but have increasing respective field.
Feature maps from different layer form multi-scale feature map
to handle faces of variable sizes. RF-block-1, RF-block-2 and
RF-block-3 are associated with anchor boxes to detect faces of
small, medium and large sizes respectively. Multi-layer, multi-
branch RF-blocks uses different kernels and dilation rates.
This design has the advantage of classifying faces (with facial
variation) from a complex background.

RF-blocks consist a bottleneck structure and residual con-
nection as [30], [31]. The first layer of multi-branch design
is 1 × 1 convolution, used to reduces the channel in feature
maps. Then to reduce the computational cost 3× 1 and 1× 3
convolution is used. To increase the non-linearity and effective
receptive field, depth-wise separable convolution with different
dilation rate are used. Increased non-linearity, generates a more
robust feature representation of the input. The increased effec-
tive receptive field helps to capture more contextual informa-
tion for accurate classification. The branches are concatenated
and a shortcut path is added to it. Fig. 2(d) shows the detailed
architecture of the RF-block. Figure 2b and 2c show the
architectural view of convolutional and depth wise separable
convolution used in RF-blocks. In the model, each convolution
layer is followed by batch normalization and ReLU activation
respectively. This is done to reduce overfitting, induce sparsity
and to handle the vanishing gradient problem.

B. Implementation Details

The model uses the anchor of 1:1 aspect ratio and densifi-
cation strategy of [12]. The scale of anchors for RF block-1 are
32,64 and 128, for RF block-2 is 256 and RF block-3 is 512
pixels. The model is trained on WIDER FACE [32] training
data set. This dataset consists of 12880 training images with
different sizes, occlusion and blurriness levels. The training
data is prepared by removing extremely small faces (height or
width less than 15 pixels), heavily blur and occlude faces. For
data augmentation, different strategies like random cropping,
horizontal flipping, scale transformation and colour distortion
are used during training. During training, the ground truth
anchor boxes are matched to the predicted bounding box if the
jaccrad index is more than 0.40. The multi-box loss objective
function [21] is used in a training. It is a weighted sum of
cross-entropy loss for bounding box confidence and smooth
L-1 loss for bounding box coordinate regression. It is defined
as:

L(ci, di) =
1

Ncls

∑
i

Lcls(ci, c
∗
i )+

λ

Nreg

∑
i

Lreg(di, d
∗
i ) (2)

where, L(ci, di) is multi-box loss for given ci confidence
score of ith bounding box with di coordinates. Lcls(ci, c

∗
i )

is cross entropy loss between predicted confidence score
c∗i bounding box and ground truth confidence score ci.
Lreg(di, d

∗
i is smooth L1 loss for predicted and ground bound-

ing box coordinates. λ is hyper parameter used to balance the
sum of losses (λ = 2 is used for training the network). Model
is trained using batch size 32 for 280 thousand iterations. SGD
optimizer used in training have 0.9 momentum, 5 × 10−4

weight decay. Model is trained using variable learning rates
of 10−3, 10−4 and 10−5 for 160K iterations 10−3, 80K and
40K iterations respectively. The model is implemented using
PyTorch framework1.

IV. RESULTS AND DISCUSSION

In this section proposed face detection algorithm is evalu-
ated on the benchmark datasets, followed by speed comparison
with available lightweight models.

1https://pytorch.org/
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Fig. 3. PR Curve Comparing results of Proposed Methods and other
Methods on (a) easy (b) medium and (c) hard validation subsets.

A. Experimental Setup

The proposed method is implemented using Pytorch ver-
sion 1.6.0 on i5-8330H@2.30GHz processor system with 16
Gigabytes RAM and NVIDIA GTX 1060 GPU (Graphical
Processing Unit).

B. Evalution on Benchmark Dataset

The proposed algorithm is evaluated on three benchmark
face detection dataset, WIDER FACE [32], Pascal Face [33]
and AFW [34] [33]. The proposed method is compared with
other state of art lightweight detector using Average Precision
(AP) percentage metric and PR (Precision-Recall) curves.

1) WIDER FACE Dataset: The dataset contains total 32203
images of faces different pose, scale, facial expressions and
illumination. The dataset contain training and validation set.
Validation set have three subsets validation data based on

difficulties level of face detection, these are easy, medium
and hard. The proposed method is trained on training set
and validated results on all three validation subsets. Proposed
method is validated against baseline methods [3], [4], [35],
[36] and other methods [11], [12], [22], [37], [38], [39], [24].
Table I shows the results of performance comparison proposed
methods with other methods. The proposed method shows the
better result on easy and medium validation set, comparable
result on hard dataset. This could be due to the fact that
the network was trained on face which have height or width
greater than 15 pixels and heavily occlude and blur faces were
removed from the training set. Fig. 3 shows the PR curve of
the proposed method compared against base line methods.

2) AFW and PASCAL Face Dataset: AFW dataset is Flickr
images collection of 205 images with 473 face annotation.
Table 2 shows the performance comparison of proposed
method with standard methods using mAP% metrics. The

Fig. 4. PR Curve Comparing results of Proposed Methods and other
Methods on (a) AFW and (b) Pascal dataset.
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TABLE I. PERFORMANCE RESULT OF PROPOSED METHOD ON THE
VALIDATION UBSETS OF WIDER FACE. THE REPORTED VALUES ARE

MAP%

Methods Easy Medium Hard
VJ∗[3] 41.2 33.3 13.7
DPM∗ [4] 69.0 44.8 20.1
ACF∗ [35] 64.2 52.6 25.2
Faceness∗ [36] 70.4 57.3 27.3
MTCNN [11] 85.1 82.0 60.7
Faceboxes [12] 79.1 79.4 71.5
Faceboxes-2 [22] 87.9 85.7 77.1
ICC-CNN [37] 85.1 82.9 77.2
FDCNN [38] 73.3 67.8 51.0
Fastfaces [38] 83.3 79.6 60.3
Luo et. al. [40] 87.1 87.3 78.0
Proposed method 88.30 87.2 77.7

proposed method shows the better performance then other
methods. [4], [12], [33], [41], [42]. Fig. 4(a) shows PR curve
for proposed method,standard methods and commercial face
detectors(Face.com, Face++ and Picasa).

Pascal Face dataset is formed from pascal person layout
dataset. It contain 851 images with 1335 face annotations.
The comparison of proposed method with standard dataset
[3], [4], [12], [33], [42], [34] is given in Table II. Fig. 4(b)
shows the PR curve of proposed method, standard method and
commercial methods. Proposed method showed better results
on dataset.

TABLE II. PERFORMANCE COMPARISON PROPOSED METHOD WITH
OTHER METHODS ON AFW AND PASCAL DATASET. THE REPORTED

VALUES ARE MAP%

Methods AFW PASCAL face
VJ [3] - 61.29
DPM [4] 97.42 90.30
Headhunter [4] 97.35 90.0
SquareChnFtrs [4] 95.44 -
StrusctredModel [33] 95.39 83.71
TSM [42] 88.18 76.08
Shen et al. [41] 89.22 -
WSBoosting [34] - 58.30
Faceboxes[12] 97.29 98.82
Proposed method 99.30 98.33

C. Running Efficiency

To check the practicality of a proposed method, it is
tested on CPU and GPU hardware. Results obtained are then
compared against the state of art methods reported running
efficiencies in original paper.

TABLE III. RUNNING EFFICIENCY COMPARISON OF THE PROPOSED
METHOD WITH STATE OF ART METHODS. THE SPEED OF THE METHOD ON

CPU AND GPU ARE REPORTED IN FPS (FRAME PER SECOND)

Method CPU GPU
Faceness [36] – 20 (Titan Black)
MTCNN [11] 16 (i7-4770K) 99(TitanX)
Faceboxes [12] 20 (E5-2660v3) 120(TitanX)
Faceboxes-2 [22] 28 (E5-2660v3) 245(TitanX)
ICC-CNN [37] 12 (i7-4770K) 40 (Titan)
FDCNN [38] – 31 (GTX 1080)
ACF [35] 20 (i7-3770) –
Luo et. al. [40] 50 (i7-6850 K) 180 (RTX 2080Ti)
Proposed method 42 (i5-8330H) 179 (GTX 1060)

The qualitative results are summarized in Table III. The

results compared on image size 640X480. The detailed de-
scription of system on which test was performed is mentioned
in section above. The proposed methods performance is very
satisfactory, but it has comparatively slow then [40] because
hardware (both CPU and GPU) on which the experiments
performed are computationally inferior to other hardware on
which the state of arts methods are tested.

V. CONCLUSION

This paper introduces a fast and high performing face
detector. The high processing speed is achieved by using a
lightweight backbone network. The feature extractor rapidly
reduces the size of input without losing information during this
process. The information is retained by the CReLU activation
function. The performance of the face detector is achieved by
efficiently utilizing the feature maps obtained from the feature
extractor. The detector having RF blocks imitating the human
visual system. As the results suggest the proposed method
works well on the images with images having faces of the
height of more than 15 pixels. The model limitation to detect
tiny faces and heavily occluded faces. The proposed model
can further be compressed using CNN optimization techniques
such as pruning. The experiments performed using proposed
face detectors on benchmark datasets has shown good results
and have high processing speeds on both CPU and GPU
devices.
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Abstract—Innovations in research labs are driven to global
markets by applied, established standard engineering practices,
using state-of-the-art research that most likely results in manu-
facturing highly effective and efficient engineered products. As
a technology, that enables assistance to physically challenged
people, wheelchairs have attracted researchers across the globe
whilst showcasing an increased demand for higher production.
However, wheelchairs in relation with the environments im-
plementing Internet-of-things (IoT) devices, have been mostly
overlooked to include the assessment of global market trends.
Therefore, this paper proposes Acceptability Engineering (AE)
framework to enhance the growth and expansion of markets
relying on the environments, wherein wheelchairs can coordinate
with IoT to enable smart technologies. AE as a standard engi-
neering approach would help in – evaluating the characteristics
of IoT-wheelchair environments, analysing their market trends,
and highlighting the deficiencies between early and prevailing
markets. This will significantly impact the manufacturers, who
market wheelchairs specific to the IoT environments, and in
addition manufacturers would be able to identify the potential
users of their manufactured products.

Keywords—Wheelchairs IoT; acceptability engineering; human-
centered engineering; innovative technologies; early adopters

I. INTRODUCTION

In recent years, research has focused on analyzing various
existing models of wheelchairs, so as to transform them into
highly advanced innovative products to enable human assis-
tance. Wheelchairs embed intelligent systems which enable
functional control of sophisticated drive control mechanisms,
and recent studies are observed to focus on improving the
overall control system, drive configuration mechanism and
human-machine interaction [1], [2], [3]. Besides enabling
assistance to the people with locomotion needs, wheelchairs
also offer support in several other application areas, wherein
they operate autonomously to accomplish certain time bound
critical tasks. For instance, in On-Demand Transportation
in Hospital Environment [4], Open Area Path Finding [5],
wheelchair users in smart city planning [6].

In today’s techno-savvy world, a number of things connect
to the internet to transfer or update current status informa-
tion, send or receive files, and reflect changes in databases.
Objects around us when connected to each other through the
internet are termed as Internet of Things (IoT) [7], in which
every object holds a unique identity and can be accessed
from anywhere anytime, through its exposed interfaces for
monitoring and control, and acquire current status information.
The number of objects connecting to the internet and the

object-to-object communication rate, both are growing at an
extraordinary rate. Billions and trillions of context aware, self-
motivating remotely connected devices, integrate platforms
for social integration and commercial business processes, for
instance, social internet-of-things [8], Object with self-healing
properties in IoT [7], Edge System for Smart Healthcare [9],
ubiquitous computing [10], and ambient Intelligence [11], are
predicted to widely expand the horizon of IoT. Presently,
many IoT devices support home and business work flows,
thereby ameliorate life experiences of people, as well as elevate
the global market business trends. While IoT continues to
dominate global markets, research in exploratory technology
innovation processes specific to wheelchairs faces several
challenges [12], [13], [14], and to overcome those challenges,
whilst proposing concoct solutions to such problems, technol-
ogy innovations in wheelchairs essentially require appropriate
engineering methods.

Acceptability Engineering (AE) [15], a standard engi-
neering approach, aims to build, estimate, and measure the
effectiveness of innovative technology and users’ acceptance
relationships. As a systematic approach to assessment, AE
reveals and overcomes the differences between early and late
adopters, and between early and conventional markets. In order
to determine the characteristics of technology innovation and
user acceptance, AE provides a logical path for systematically
analyzing such characteristics, and also helps in estimating
market trends. AE primarily helps to access innovation tech-
nologies and their acceptance based on the characteristics
defined by a user-centric engineering design, perception of
the state-of-the-art technologies, users’ realization, users’ per-
ception of information technology, and first-time user of an
innovation technology.

In this paper, we aim to address the challenges that emerge
as a result the two overlapping technological domains –
the wheelchair technology domain and IoT domain, and we
attempt to provide a feasible solution covering both domains
and associated challenges. The main contributions of this paper
are highlighted as under:

• Our proposed framework provides a common system-
atic design and assessment framework specific to the
engineering that incorporates wheelchairs and IoT.

• The proposed framework defines key assessment
strategies that can be applied in the design engineer-
ing process of manufacturing wheelchairs, specifically
meant to operate in IoT networks.
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• The proposed framework can help in accessing the role
of assistive technology in relation with the IoT, as well
evaluating users’ perception of wheelchair under IoT
domain.

• Our proposed framework can explain market trends
to unleash the potential growth of wheelchair markets
that operate under IoT networked environments, and
would enable assessment of user markets, in particular
users’ adoption of assistive technology.

This study is organized into four different sections. The
following Section II, provides a detailed background to the
study. Section III describes the current trends in the context
of wheelchairs. Section IV comprises a discussion on the Ac-
ceptability Engineering and IoT-Wheelchairs. Finally, Section
V provides an overall conclusion of the study.

II. BACKGROUND

Currently different types of wheelchair models are found
in market and are typically used in a variety of social order
fields. Patients with movement disabilities, in essence, have
to perform real life tasks. Most of the tasks may require
a person to move on from one location to the other, and
wheelchairs act as a primary motion assistance tool for the pa-
tients with locomotive disabilities. Wheelchairs fundamentally
vary in hardware and software, but the major difference that
categorizes them is the propelling mechanism. Wheelchairs are
basically operated either by a rider whirling the wheels directly,
or may inevitably require someone to push the wheelchairs
from behind, however, there also exist electronic wheelchairs
that are propelled by powerful electric motors for naviga-
tion and other tasks, and these are typically controlled by a
microcomputer-based circuitry [16]. Patients, who are weak
enough to drive wheelchairs with their muscular arm force,
make use of electronic wheelchairs. These type of wheelchair
designs particularly target groups of people with walking
disabilities, and allow digital control of the wheelchair, which
may constitute an embedded processor for directional navi-
gation system. The navigation system is typically controlled
with a joystick that acts as a main controlling device. Electric
wheelchairs mounted with sensors, actuators, and embedded
processing elements, are categorized as Smart wheelchairs
[17]. Most of them provide some additional controls for
speed, navigation, breaks, alarms, etc. and due to the rigid
and metallic construction, and digitally controlled electronic
subsystems, they serve as an efficient hardware resource for
building autonomous/semi-autonomous navigation robots [18],
step climbing wheelchairs [19], brain- controlled wheelchairs
[20], gesture-controlled wheelchairs [3] and other types.

The birth of IoT has led to its application in almost every
aspect of human life. Recent studies reveal rapid updates in
IoT technology, which implies massive scaling and outsourcing
of the IoT products in the upcoming years [21]. However,
looking at wheelchairs from the perspective of IoT environ-
ments, wheelchairs can be thought of as unilateral entities,
disassociated and disconnected from IoT networks, and are
unexpected to work in collaborative environments. Eventually,
wheelchairs do require a space in IoT environments, wherein
they can share, coordinate, communicate system/user status,
and location information. This motivates us to employ and
merge wheelchairs, as disconnected entities, within the IoT
environments, thereby leading researchers to towards the newly
emerging challenges. So far, several research studies have
attempted look into the scenario of wheelchair operating in

association with IoT networks, and this implies more innova-
tions are yet to come. Therefore, analyzing the development
process, market growth and user acceptance of wheelchairs in
the IoT based environments needs focus, and is subject to a
new approach of engineering.

As IoT is an emerging field, and is still in its early phase,
exploration of wheelchairs networked within IoT environ-
ments, will present imminent challenging tasks with varying
complex levels. Therefore, researchers will be able to explore
existing gaps in knowledge, underlying within the composite
domain formed by IoT layer and the wheelchair. From our lit-
erature survey, we observe that till date there is no engineering
approach that specifically defines an evaluation methodology
for the wheelchairs that would operate in IoT environments.
Therefore, in this study, we propose Acceptability Engineering
(AE) as an engineering method to model the framework that
amalgamates the domains of assistive technologies and the
IoT. The AE framework can support in developing, perceiving,
and evaluating the role of innovative technology as well as
highlighting the users’ perception of assistive technology, in
particular wheelchairs. AE can uncover the gap that prevails
between the novice and later users of assistive technology,
abreast to enabling a systematic track of assessment of emerg-
ing trends between initial and later markets. To explain the
technology innovation, and its acceptance by the end users,
AE can help in the design engineering process of assistive
technology, that operates under the umbrella of IoT, that bases
on human centered approach of engineering, users’ perception
of innovative technology and its acceptance, users’ experience
of applied information technology, and the evaluation of early
adopters needs of engineered assistive technology.

Therefore, the paper guides through a logical perspective
of how the application of AE can assist in the evaluation
of innovation processes that drive wheelchair technology in
the IoT based environments, how the application of AE in
the innovation process will enable researchers to evaluate the
system characteristics, which include, engineering the system,
identifying interdisciplinary domains, determining user skill
levels, technology innovation under consideration and potential
adopters of technology in the markets.

III. CURRENT TRENDS

The role of technology is increasing rapidly in improving
mobility of physically challenged people. In order to un-
derstand the different types of human assisting technologies,
specifically meant for people with disabilities, we need to setup
benchmarks to compare and analyze the current technologies
aimed at delivering human mobility. Using international stan-
dard assessments of World Technology Evaluation Center, the
National Science Foundation began a study, which was con-
ducted by a team of experts, in charge of collecting information
related to current trends in technology, to perform mobility
conversion for the people with motion disabilities [22]. Despite
the limited scope of their study, the team highlighted seven
mobility tasks, necessary for the development of mobility
assistance. These seven tasks relate to – positioning, stability
and relocation, operation, mobility, stir uphill, other motion
tasks, and the transportation. While considering technology
innovation for disabilities, those seven mobility tasks could
serve as starting initial checklist, to assess and thoroughly
define wheelchair devices. While considering technology inno-
vation for disabilities, those seven mobility tasks could serve
as starting initial checklist to assess and thoroughly define
wheelchair devices. Prior research studies have attempted to
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address and unpin only some of the above-mentioned tasks,
for example, intelligent wheelchair for tennis [23], develop-
ment of simulator and analysis tool for navigating in indoor
locations [24], adaptive motion control for semi-autonomous
wheelchairs [25], hands free control for wheelchair [26] and
Voice Controllable Wheelchair [27]. In the last five years,
there is an elevated trend to integrate intelligence systems into
wheelchair control boards [28] to enable automatic or semi-
automatic wheelchairs design. The recent innovative solution
proposed and developed by AT&T for the wheelchair employ
IoT, enable access to data that influence everyday lives of
wheelchair users [29]. Through the remote access to this global
data, stored on highly secured cloud platforms, allows data
sharing among various stake holders of the system, to improve
system usage and benefit the users’ as well as designers.

With the Smart Technology dominating all the areas of
technology nowadays, the checklist of these seven parameters
is inadequate and needs extension, and this extension is further
subject to the wheelchair application domains; those domains
where the assistive technology is deployed for serving humans
in a variety of areas other than the area of typical human
mobility assistance. Some areas may necessitate inclusion and
careful estimation and evaluation of all seven parameters,
whereas others may need only a few. For example, if a
wheelchair is employed for an individual with minor motion
disability, it does not require critical monitoring, evaluation
and inclusion of smart technologies in the wheelchair design.
On the other hand, some wheelchair designs may require crit-
ical evaluation of above-mentioned parameters. For example,
people with serious locomotive problems need time bound,
frequent systematic and careful monitoring, and there is no
room for failures as it may result in loss of human lives.
Consequently, regular monitoring and safety measurements
remain the top priorities in such systems. Most applications
require mounting sensors on wheelchairs, to record each and
every critical activity, happening in either real or non-real
times. Real time activity monitoring in wheelchairs requires
addition of the other dimensions, like network connectivity,
data and information security, data storage, measurement and
estimation of various hardware and software parameters, to
the previous checklist of seven parameters. Monitoring and
tracking wheelchair status round the clock is a difficult task as
it requires someone to be always available with the wheelchair.
Also, remote assistance is often preferred to control devices
that are out of reach. These issues introduce us to the concept
of internet of things, in which each object is viewed as a
networked entity to provide activity data and information from
anywhere and anytime. By analyzing these recent trends, we
can briefly state the current needs, that form the core basics and
are prerequisite to the design and development of wheelchairs.
Following are specified trends, which serve as a guide for
research scholars working towards the future research agendas
in the current context.

• Modelling and development of efficient wheelchairs
designs through state-of-the-art innovative technolo-
gies.

• Technology transformation and quality production, in-
volving multi-disciplinary approach to develop highly
structured innovative products.

• Understanding the recent realm of current innovative
technologies and their applications.

• Devising frameworks to measure behavioral satisfac-
tion levels of various wheelchair systems users.

• Identifying potential adopters of newly innovative
technologies.

IV. ACCEPTABILITY ENGINEERING AND IOT

To underline IoT-Wheelchair design characteristics, this
study is based on frameworks primarily focusing on users’
innovative technology acceptance. As discussed in the previ-
ous sections, Acceptability Engineering (AE) incarcerates the
prevailing mutual relationship between innovative technology
and user acceptance. It can be used to evaluate current trends
and characterize wheelchair technology in relation with IoT.
Fig. 1 shows the proposed framework for Wheelchair and IoT
co-domain, and the following sub-sections next, describe the
framework in more details.

A. Perception of Human-Centered Design Engineering

AE mainly concerns research on human-centered innova-
tive technologies, the association between innovative technolo-
gies and user acceptance. It systematically examines users’
technology acceptance behavior through cognitive, emotional
and social factors. IoT-Wheelchair design more importantly
concerns users’ acceptance. Therefore, it is quite satisfactory
to apply AE’s human centric approach in the design process.
The Human-centered engineering approach also called as user
centered design (USD), directly places a user at the core of
the design and decision-making engineering process. Human
centered design approach engaged in AE defines how users
accept innovative technologies, in contrast to building advance
technology systems. Therefore, development of well-organized
and robust products, is a natural outcome of this approach, and
this will help us in – estimating factors responsible for higher
user acceptance rates, designing acceptable alternatives to
failing innovative technologies, evaluation of user acceptance
and prediction of technology innovation success rates.

The cognitive and organizational factors are an essential
construct in the product design and safety assessment pro-
cesses. Accuracy level of procedure designs and interfaces
can be highly improved via the human machine interaction
analysis. This places responsibilities on cognitive science
engineers to precisely assess the psychological behavior of
IoT-wheelchair users. The primary and transient conditions
observed IoT-wheelchairs, can be compared and examined
through various methods and interfaces. The theories of cog-
nition form the basis to the Human Factor Analysis Methods
and are applicable to several engineering disciplines. These can
be applied within four different areas of engineering: system
designing, measuring safety levels, training, and accidental
analysis.

Safety, is the next and important step in design process for
wheelchair users, as well as the wheelchair itself. Studying
IoT-wheelchair relationship, poses certain questions to the
engineers. The first question to be answered is how to ensure
the real time data communication. Next is to assess the system
behavior based on some prior Safety Instructions Model. To
support a driving wheelchair, safety driving assistance system
can be setup through the IoT. As IoT offers opportunities to a
number of users to synchronize and share their experiences
through interconnection, it guides engineers to develop a
framework for automatically adjusting the safety parameters,
including context awareness. These safety parameters could be
specified in the IoT model or could be employed directly in
the software models of wheelchair systems. Therefore, AE can
support in developing safety models based on user acceptance
levels, in the context of IoT and wheelchairs.
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Fig. 1. Acceptability Engineering for Wheelchairs and IoT Domain.

IoT-wheelchair design and development requires it to be
user-centric, with all of its components being highly natural.
During our literature search, we realized that only a small
number of studies have followed up with this kind of approach.
Therefore, it needs to be mentioned that designing wheelchairs
using human-centered design would prove to be a highly
significant methodology, as its main objective is to assist and
satisfy user requirements.

B. Technology Perception using Interdisciplinary Research

Wheelchair design engineers rigorously research for devel-
oping efficient hardware and software, and activities demand
engineering from multiple disciplines to work collaboratively.
Often, engineering teams work so closely in association, that
logical domain boundaries seem overridden. This transdisci-
plinary approach in the design engineering process looks a
singular domain with blurred boundaries between the unlike
domains. To solve complex problems, the trans-disciplinary
approach proves to be the best choice. Consequently, the IoT-
wheelchair relation requires extensive artwork of engineers to
transmute wheelchair model into an IoT model. The interdis-
ciplinary nature of AE includes systematic research methods
applicable to various engineering disciplines, e.g., computer,
electrical, electronics, mechanical, and industrial engineering,
to devise a common framework in order to achieve a common
objective. It also involves knowledge of human and social
sciences, including disciplines like sociology, psychology, mar-
keting, cognitive, and art. These disciplines are critical to
AE, and are essential for the research and analysis of people
who make use of innovative technologies. Thus, applying AE
in IoT-wheelchair design engineering process would result in
products involving interdisciplinary domains.

C. Perception of Innovative Technologies

Technologies come and stay for a period of time in
markets. One of the fundamental objectives of AE, is to
understand user acceptance of innovative technologies, by
applying the systematic and scientific exploration methods,
that provide approximation and estimation of success rates of

such innovations in markets. The interesting aspect here is
to understand the different phases that constitute the process
cycle of innovative technologies. This helps technical teams
and financiers to formulate strategies to expand innovations
effectively. Thus, for an innovation to be efficacious, the major
concern for developers is to estimate the strength, weakness,
and future perspective of such pioneering technologies. How-
ever, the theories, models, and systematic research methods
to accomplish and implement such innovations, have not been
entirely developed and explored yet.

The life cycle of innovative technology is the most im-
portant aspect for its assessment. Its thorough comprehension
enables developers and investors to efficiently extend the
scope of innovative technologies. Therefore, the processes and
systematic methods for assessment of innovative technology
should be taken into consideration. Developing IoT-wheelchair
requires study of individual life cycles of both IoT and
wheelchairs. after analyzing the underling architectures of both
domains, we can then identify the different levels of both
the system in order obtain to common interface levels for
integration.

D. Early Adopter’s Perception of IT

AE mainly targets information technology (IT) users, but
also shifts its focus on other types of users as well. Computer
technologies exist almost in every device to solve our daily
tasks effectively and efficiently. For example, smart home is an
intelligent/autonomous home environment setup, enables users
to remotely control and manage their devices [25]. The IoT
advancement has led to a wider acceptance of the concept of
smart devices, and the engagement of development commu-
nities in development process is increasing rapidly, since the
tools and solutions available from information communication
technologies (ICTs) are scaling up every minute. Wheelchair
users must have prior knowledge of sub system functions
like, GPS, GSM, and other components. People with a little
IT knowledge may find it difficult to operate a complex
wheelchair equipped with IoT operative systems. This limits
the system usage due to the lack of operating procedures. Ad-
ditionally, having little knowledge may prove to be dangerous
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for both the users and to the wheelchair hardware. Nonetheless,
expert users of IT can operate the device with ease, and can
take full advantages of the newer system functions enabled
by IoT. For example, users can be guided for safe driving,
informed about status of wheelchair, GPS to show the shortest
routes, GSM to send any emergency requests, Wi-Fi to provide
connectivity, latest updates about traffic on routes, updates
about bus services, wheelchair systems information and no-
tifications to user and remote caregiver. With the application
of AE to the IoT-wheelchairs, user acceptance perception can
be evaluated by recognizing and categorizing users on the basis
of their IT skill levels. The IT level of wheelchair user, plays
an important role while establishing an agreement between
user and the wheelchair. People, who make effective use of IT
to solve simple or complex problems, have been evaluated in
several studies in various disciplines like ergonomics, Human
Computer Interaction, and computer-based tasks with mutual
interaction among participants.

Implementation of ICT in wheelchair design urges engi-
neers again to apply acceptability engineering, to target people
who actively participate to make ICT as an important part of
their lives i.e., users with unique needs would require specific
ICT tools and solutions. For example, some users may expect
systems to offer locomotion features based on eye movement,
whereas other may require gesture recognition. Additionally,
others may require some form of mapping system [26] or
voice controlling [27], wire or wireless monitoring that help in
navigation [23]. The IoT encompasses people who are familiar
with ICTs and their usage. Therefore, the steps would be prior
estimation and benchmarking the IT skill levels for users,
as these skills are likely to the effective utilization of IoT-
wheelchairs.

E. Perception of Early Adopters’ Motivations

Generally, people adopt only those technologies, which
they consider as effective in improving solutions to their
problems. However, different people exhibit different behavior,
and pose different characteristics, so not everyone ends up in
implementing the same technology for the same problem. AE
aims to identify technology innovators or enthusiasts, as the
key entities responsible in the innovative technology adoption
process. These innovative technology enthusiasts, also called
as early adopters, serve as catalysts in the technology adoption
and its dissemination. The potential state-of-the-art technology
adopters, whose technology acceptance decisions critically
effect the adoption process, are the key sources responsible for
the technology dispersion. These potential technology adopters
are exclusively dependent on the technology acceptance behav-
ior of early adopters, who direct them to either fully accept or
reject newer technologies. It is difficult to predict the adoption
rates of newer technologies initially, without considering the
technology adoption behaviors of the early adopters. In order
to fully understand and predict the recognition levels of state-
of-the-art technologies, it is crucial to identify early target
users, who serve as primary dispersion sources for the existing
competent technologies.

In the current scenario, almost all the technological de-
velopment projects, often entail in formulating some new
scientific strategies and methods in the product advancement
processes. This results in stimulating effects that can be
directly realized in manufactured products or in the services
delivered. The vital issues encountered during the planning
phase, as a part of a technological implementation process,
concern to users’ adoption characteristics. The characteristics

of Users’ and technology-to-be-adopted, collectively impact
the adoption behavior. Various studies have attempted to iden-
tify certain important factors responsible for assessing users’
adoption behavior. Some of these factors are normative peer
effect [28], self-innovativeness [29], personal characteristics,
perceived technology characteristics, behavioral intentions, and
managerial influence, human-related issues like time manage-
ment, organizational readiness, resource limitations such as
organizational users and technology key, age, full-time users
vs part-time [30]. These studies contribute to measures for
accessing the behavior of users towards newer technology
adoption.

Typically, several studies have tried to evaluate users’
technology adoption behavior by estimating three dependent
variables. These are actual use, intention of use, and behavior.
Engagement of user in any activity, as a result of social
pressure, is termed as subjective norm. The subjective norm or
social influence, which is the user’s understanding of its peers’
appreciation or non-recognition of the particular or universal
target behavior, often succeed the above-mentioned behavioral
estimation steps. Behavioral estimations, have been made in
particular models only. User beliefs and social factors, are
the two key elements that influence users’ perception about
technology acceptance and its usage. As people usually have
faith in their peers or elderly people in their social network,
their beliefs grow correspondingly according to the level of
their peers or network connections they have. Hierarchical
group dynamics and peer instigated decisions or the decisions
taken by the other parties prominently impact a person’s or
establishments decisions in many societal and commercial
situations. For example, effects could be seen in business
investments, innovative technology implementations, organiza-
tions’ premeditated decisions, public or private administrative
voting, and custom trends.

Further, studies have proved that the social pressure by
peers and elders do impact user beliefs in the technological
domain. So, the users’ technology acceptance rate at this
juncture is dependent on the users’ association with its peer
or elderly network. Therefore, higher user social connections
or links is directly proportionate to higher adoption rates.
Observing technology adoption process through the lens of
IoT-wheelchair technology, the characteristics of both the users
of wheelchair and IoT-wheelchairs must be studied in relation
to each other. This leads us to take up the Task-Technology Fit
(TTF) model [31] as the basis for modelling the characteristics
of both the users and the technology employed, which in our
case are wheelchair users and IoT-wheelchairs respectively.
TTF model identifies the characteristics of users and the
technology, as the two important elements which ultimately
lead to technology utilization. This model provides theoretical
basis to know how users assess the information systems.
It also tests propositions validating the background of user
assessments about technologies. Theories in past studies have
tried to examine the role of individuals’ characteristics by using
different constructs. For example, effective technology usage,
experiencing herd behavior of technology stakeholders, Self-
innovativeness, Mindfulness in the face of trends.

Mirmahdi [32] has identified three highly responsible fac-
tors influencing the behavior of potential adopters. These
three factors are self-efficacy, personal innovativeness, and
mindfulness. The ability of a person to trust himself/herself
to achieve or complete a specific task is called as self-efficacy.
Users with higher level self-efficacy are passionate to explore
newer technologies, as they understand it as effortless service.
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Self-efficacy helps in explaining users’ attitude towards prod-
uct purchase, online learning systems, decisioning systems,
and smart devices. These sources indicate that self-efficacy
acts as an analyst to forecast users’ behavioral and usage
intentions. Wheelchair users are the most visible groups seen
in the community of disabled people. Due to varied physical
impairments, their motivation levels are lower as compared
to the motivation levels of common people. This indicates,
that the wheelchair users exhibit lower self-efficacy, and hence
are unable to achieve their objectives of using assistive tech-
nology, like wheelchair, with higher motivation. Accordingly,
the IoT-wheelchair development needs designs that focus on
delivering effortless services, targeted on incrementing users’
self-efficacy levels, instead of engaging in the development
of large complex systems. The users with higher self-efficacy
levels, find technology usage easier and exhibit readiness in
adopting newer technologies.

The second factor, personal innovativeness, is defined as
readiness to try any information technology [33]. In Innova-
tion Diffusion Theory, personal innovativeness of individuals
determines the information sources they recognize in making
decisions about technology adoption. Individuals in social
systems, with higher innovative inspiration are less affected by
the believes of other members, in relation to any technology
adoption. Thus, potential adopters’ personal innovativeness,
or in other words cognitive characteristics, have a significant
and positive impact on adoption of newer technologies. Per-
sonal innovativeness of wheelchair users, depend upon their
literacy and intrinsic motivation levels. Wheelchair users, who
show interest in exploiting newer technologies, depict higher
technology acceptance in their lives. While novice users with
lower literacy, would be unable to utilize and understand
the complete features of the IoT-wheelchair. Therefore, the
IoT-wheelchair design criteria must involve the evaluation of
factors responsible for users’ personal innovativeness, which
could also lead to higher acceptance of risk by users’ employ-
ing latest technologies.

Lastly, the third factor, Mindfulness, is a state of cog-
nizance that consist of lively information processing, and for-
mulation and improvement of dissimilarities, while identifying
various varying perceptions. Individuals with mindful abilities
are able to adapt to open environments due to their tendency
towards consciousness about potential technological shifts.
This encourages them to manage and handle uncertainties with
lower anxiety and stress levels [33]. The stress and anxiety
levels of disabled people could vary from one individual
to the other. Individuals with minor disability reflect least
distress patterns, whereas others with major disability problems
are prone to higher cognitive load. Therefore, IoT-wheelchair
users may show different behavior depending upon their cog-
nitive load. Users with mindfulness capabilities may adopt
technologies quickly, whereas other users may take longer
times to adopt, due to their herd behavioral characteristics,
as mentioned previously.

Observations on technology characteristics, made by the
decision makers, reveal that technology characteristics signif-
icantly impact the adoption behavior of potential adopters.
Technologies are accepted by users only, if it satisfies users’
requirements. IoT-wheelchair designing presently requires ex-
tensive research and development to enhance current disability
assistance features. Technology characteristics adequately ef-
fect on TAM relationships. In order to understand and analyze
technology characteristics, this requires theoretical support to
clearly explain the characteristics of technology under con-

sideration in relation to the technology adoption. Innovation
Diffusion Theory (IDT) analyzes technology characteristics in
association with technology adoption process. Rogers’s, IDT
explains how user’s observation of technology specific infor-
mation stimulates its technology adoption/rejection decision.
To define technology characteristics, Rogers [33] proposes five
key attributes (see Table I):

TABLE I. ATTRIBUTES OF TECHNOLOGY CHARACTERIZATION [33]

Technology Improvement level Degree of perception of a new technol-
ogy, as being better than its antecedent.

Compatibility level Degree of perception of a new tech-
nology, as being reliable with adopters’
requirements.

Complexity level Degree of perception of a new technol-
ogy, as being challenging to use.

User recognition level Degree of results of a technology, recog-
nizable to others.

Experimentation and flexibility level Degree of experimentation in a technol-
ogy, before its adoption.

However, some researchers [34], [35] argue that only few
characteristics are essential in the process of explaining and
understanding the innovation technology adoption. Out of the
five key attributes, the most effective ones are – relative
advantage, complexity, and compatibility frequently impact
adoption. Relative advantage is one of the most commonly
verified characteristics and consistent analyzer of adoption
behavior. A study by Moore and Benbasat [36] reveals that
technological devices’ relative advantage is completely related
with the adoption rate. IoT and wheelchair technology rela-
tionship can thus be studied using relative advantage, which
would depict the adoption behavior. Compatibility of IoT with
wheelchair technology is a factor that will be a strong driver
for wheelchair technology adoption, as compatibility intensely
drives technology acceptance. Similarly, users’ compatibility
with wheelchair technology will be the other factor account-
able for the increased adoption rates. Incompatibility in the
dimensions of IoT-wheelchairs may lead potential technology
acceptors to recognize higher insecurity in adoption and heav-
ily shift their focus on the impacts of identity and count of
potential adopters. The complexity factor in IoT-wheelchair
is critical determinant of its adoption. Complex innovations
demand higher learning costs for their adoption. Thus, the IoT-
wheelchair complexity must be reduced to minimum levels
in order to satisfy user requirements to a maximum extent.
If an IoT-wheelchair system is perceived as complex by its
users, then it will result in reduced attitude and motivation
levels toward adoption of such newer technologies. Therefore,
potential adopters’ perception of technology will depend upon
perceived complexity factors as is evident from the studies.

V. CONCLUSION

In this study, we proposed Acceptability Engineering
framework as a standard approach to access the design
perspective of engineering assistive technology, in particular
wheelchair under the realm of IoT. The study highlights certain
essential aspects, necessary for the design and development
of wheelchairs in relation to the IoT. Using AE to extend
wheelchairs with IoT, seems to be the most appropriate method
for solving the issues emerging in the intercorrelation of
IoT and wheelchair technology domain. The proposed model
can be evaluated experimentally. Factors responsible for the
increased production and market growth can be estimated.
We presume industries manufacturing wheelchairs can receive
potential benefits, whilst their production basis can be guided
through the proposed framework. Moreover, further research is
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prerequisite to enable integration of wheelchairs in the domain
of IoT. Therefore, we anticipate that our proposed framework
will enable research scholars, who are actively engaged in the
design of assistive technologies, to widen the scope of this
study from each of the highlighted perspectives.
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Abstract—The current global pandemic situation has forced
universities to opt for distance education, relying on digital
tools that are currently available, such as course management
platforms like Moodle, videoconferencing applications like Google
Meet or Zoom, or instant messaging apps like WhatsApp. In this
study it is detailed that these tools have made virtual education
an effective alternative to provide education without having a
physical space where teachers and students can concentrate. In
addition, this document shows that in this form of teaching
learning it is not necessary to have a computer, it is enough to have
a cell phone to access this type of education in Peru, since most
of the country’s homes have a smartphone . Both students and
teachers affirm that, although a little more time is invested than
usual, this teaching method is satisfactory. The result obtained is
that the use of mobile applications plays a very important role
in virtual classes since the vast majority of students use the cell
phone. In conclusion, teaching and learning in higher university
education with the use of mobile applications, both teachers and
students said that it was of great help due to the interaction
through communication with WhatsApp, zoom, Google meet,
among others. In addition, being in constant communication with
the students through the applications strengthened the teaching.

Keywords—Higher education; internet connection; mobile ap-
plications; pandemic; university

I. INTRODUCTION

At the European level, m-learning is becoming increasingly
common in higher education. According to the report La
Sociedad de la Información en España 2016 (study prepared
by Fundación Telefónica), smartphone sales in Spain reached
334.9 million in the first quarter of 2016. These figures
represent 87% (data taken from the Ditrendia 2016 Report:
Mobile in Spain and in the World) of the country’s total
number of mobile phones. In terms of connectivity, 92% of
Internet users access the Internet from their smartphones [1].
In a study Wai, Ng, Chiu showed that 84.7% of university
students used these applications for training purposes. They
also stated that they would like to use mobile applications to
search for learning materials and share information [2]. Some
Latin American countries, such as Mexico and Colombia, are
among the top ten countries that use these platforms [3].

With the complementary of the Information Technologies
and with the easy access to Internet, it has been possible to be
viable many of the things that needed a presential treatment,
now it is enough to have an application in the mobile or to
enter a page in Internet, to make different transactions in real
time. Banks, stores, even in the area of medical care, have
implemented applications for their attention from anywhere in
the world.

Currently, the use of mobile devices in Peru, the majority of
people who have them, which in turn presents great advantages
in terms of portability. This type of e-learning is known as m-
learning (mobile learning) [4]. According to a study by Futuro
Labs in 2014, young people between the ages of 20 and 29
(18% of the Peruvian population), an age range in which most
are university students, have mobile devices and use them on
social networks [5].

In a 2017 study on m-learning student performance using
the Google Classroom application, 86% of students found
that it helped them improve their academic performance [6].
Another study in 2019 shows that m-learning helps university
students to perform and speak in English [7].

In these times, conventional education is having gaps when
it comes to teaching, since, due to factors beyond their control,
the immobilization of people decreed by many governments
worldwide has left them only at home, unable to go out, much
less to places where many people are concentrated. Education
at any level has been affected in the delivery of classes.

With the above, a virtual learning system makes e-learning
the only option for providing the educational service[8]. It
would also turn remote interaction into local interaction, de-
crease network bottlenecks and accelerate response speed [9].

E-learning and the new vision of the use of technology,
provides the necessary tools of technological communications,
to make the process of teaching - learning effective and viable
[10].

The objective of this article is to demonstrate the impact
that mobile applications had on the teaching process at a
university in northern Lima in times of pandemic.

The structure of the article is formed as follows: in Section
II review of the literature, explaining the background, in
Section III we focus on the methodology, where we place the
steps to follow, in Section IV results and discussions where
the results are discussed obtained and finally Section V which
is the conclusions and future work.

II. LITERATURE REVIEW

Currently, in times of pandemic, teaching is remotely where
the use of mobile applications is relevant in education [11].
In rural areas, compared to urban areas, internet connectivity
is a problem [12],In other words, what is favored in edu-
cation are generally those who can access a payment plan
for the use of the internet.On the other hand, the use of
digital tools by students and teachers must be able to teach
remote learning [13]. Students nowadays use WhatsApp more
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frequently, where it is a means of communication between
teachers and students, to coordinate tasks, consultations among
others [14]. In addition, the use of zoom as a videoconference
by both the teacher and the students, their training is important
for both to know all the benefits of zoom, such as screen
sharing, uploading files among others [15]. Also, the moodle
platform is widely used in university education where it has its
benefits for use by students and teachers. This platform allows
asynchronous and synchronous interaction [16]. The Google
meet is a videoconference like the zoom but each one of it
has its own advantages and disadvantages, such as computer
security and its elements that make it up to interact with
students [17].There are other videoconferences such as Jitsi
but it is not as secure as Zoom. It is also observed in students
who mostly use cell phones, where they have downloaded the
zoom, Google meet among others. However, there are students
who use the computer that is different to the use of the cell
phone. Therefore, the teacher must adapt to teach the students
remotely with a mobile phone and a computer. This requires
training in the use of mobile applications and digital tools
[18].The LMS (learning management system) allows to have
an adequate management in the teaching-learning process since
you can upload files to the platform and download them in your
mobile application and this is also approved by a Web Master
that the administrator comes to do. of the educational entity
[19] .Mobile applications in times of pandemic have allowed
the use of the internet to grow exponentially due to the use
of students, however those who do not benefit from the use
of the mobile are the neediest students who are in poverty or
extreme poverty.

III. METHODOLOGY

Next, the relevant aspects that directly influence the de-
velopment of virtual education will be analyzed, such as the
connectivity in the country and how many people have a
smartphone- In addition, the important points of technological
tools that flow in virtual education will be described. Such as
Zoom, WhatsApp, Meet or Moodle Mobile applications.

A. Survey

This research will apply a survey to 15 students and 6
teachers of the University of Sciences and Humanities in
the seventh semester of the career of Systems and Computer
Engineering, will be conducted through a survey using Google
Form tools.

The survey that will be applied to teachers and students,
will use a structure in two blocks: questions on the mastery
of technologies and computer resources; and questions on
mobile devices in learning. The link to the forms will then
be presented:

Teacher survey: https://forms.gle/hPzRAR2HgASZSUPa7

Student survey: https://forms.gle/8PYtamsVZ4U6y87H8

B. Connectivity in Peru

Internet connection is a key part of effective distance
education. According to the National Institute of Statistics and
Informatics (INEI), mentioned in Fig. 1, the total percentage

Fig. 1. Heat Map of Provinces in Peru with Internet Access.

of the population 6 years of age and older that has access to
the Internet in Peru in 2016 [20].

Another important tool in the present investigation is the
use of the cellular phone as the means to host the application
by which the development of the courses or videoconferences
would take place. As we can see in Fig. 2, the INEI gives us
the following data about households in Peru that will have at
least one smartphone at home by 2016 [20].

C. WhatsApp

A fast messaging experience used as an educational support
tool in various aspects of connectivity. With an easy structure,
basic platform for the use of this tool is practical and easy to
use.

The main tools of WhatsApp and its functionality for
learning are shown in Table I.

D. Moodle Mobile

Moodle Mobile is an official application of the Moodle
platform, available on digital platforms, such as Windows App
Store, Google Play, Market and Apple; allowing you to access
it from various devices, such as a cell phone, Tablet, IPad, etc.
[21].
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Fig. 2. Heat Map of Provinces in Peru that have at Least one Smartphone.

TABLE I. WHATSAPP’S MAIN TOOLS

TOOL FUNCTIONALITY
New group Function created to join contacts in order to share useful

information.%
New diffusion You can send messages to several contacts at once about

something important or event.%
WhatsApp Web Function that allows you to use it in the browser.%
Featured Messages Message valued with a star as it has a conversation value.%
Adjustments Account privacy settings, chats, notifications and storage

data.%

As you can see in Fig. 3, Moodle Mobile can offer the
same functions as if it were a desktop, where you can all your
content, courses, notes, etc.

Moodle allows us to build systems as complex as an ERP.
Moreover, several activities can be carried out that will allow
a very close interaction with students and teachers, such as:
student and teacher collaborations, peer review and mobile
learning, since it will allow them to download and configure
the application [22].

Among the outstanding features that Moodle Mobile has,
are:

• Contact with your course participants.

• Access their courses and download their contents; as

Fig. 3. Moodle Mobile Interface.

well as monitor their own processes.

• Access links to view your course grades.

• Keeps up to date with events with the calendar.

• Feedback to teachers through surveys.

• Exams on the same cell phone.

• Learning plans for the student to check their progress.

• Teachers can grade assignments in real time.

E. Zoom

Tools that allow you to work efficiently and at any time
wherever you are and in an organized way to deal with
the problems that arise are various collective connectivity
platforms to make a virtual meeting so if you want to manage
this environment is necessary to know the aspects of them and
their updates that allow us to develop various expectations [23].

As shown in Table II, there are Zoom tools that are useful
when conducting a class by video conference and thus be able
to make the class dynamic.

TABLE II. ZOOM TOOLS

TOOL FUNCTIONALITY
Scheduling a meeting Allows for teleworking, videoconferencing.%
Recording a meeting Collect data from meetings held.%
Sharing a screen Allows several participants to do so simultane-

ously.%
Streaming Broadcast live.%
Virtual blackboard Enable a blank slate for writing or drawing.%
Live Chat Participations through a chat.%
Management of participants Enable and disable audio and video for partici-

pants.%
Virtual backgrounds Allows the use of a virtual background.%

The added value of these tools is the maximum use of
the experiences that allow to solve the problems of academic
connectivity among others since they facilitate the generation
of new knowledge creating a programmed environment with
generations of new connections [22].
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As shown in Fig. 4, the representation of the basic zoom
tools and their easy interaction.

Fig. 4. Zoom Platform Tools

Besides being a free application (the basic functions), its
architecture is designed to be as simple as possible, so it is
not necessary to have a user’s manual.

F. Google Meet

Meet is more focused on schools and businesses, is paid for
and accessed from a corporate Google Suite Center account,
and generates more options such as: Encrypted account, the
participants can reach 100 or more depending on the plan that
has been activated, helps you record meetings so you can share
them and send connection links to announce the video call
[24].

Google Meet is fully integrated with Google Suite and this
makes it possible to join meetings directly from a Calendar
event. The following Fig. 5 shows the features of the Meet
interface.

Fig. 5. Graph of Google Meet Features.

A very new feature of Google Meet is that, since
May 4th 2020, Meet is available for free on the website
meet.google.com and through its mobile applications [25].

Some features of Meet are that it allows screen sharing with
more control and integrates screen layouts that suit users. A
security feature is that the meeting host can admit or deny entry
to a meeting, as well as mute or delete participants. Another is
that only Google Account users join meetings, not other users.

IV. RESULTS AND DISCUSSIONS

As for the teachers surveyed, the following results were
obtained:

• 100% ensures that they are capable of working with
mobile applications.

• Its objectives for the 2020-I semester were 100%
fulfilled.

• 68% spend more than 4 extra hours than usual to
prepare their classes, while 16% spend between 2 and
4 hours, and the other 16% less than 2 hours.

• 80% consider that they highly need to strengthen their
digital skills, while 20% do not.

• Most teachers have mastered the Zoom, Google Meet,
and WhatsApp tools, as shown in Fig. 6.

• Teachers say they always use digital tools with their
students, as shown in Fig. 7.

• 66.7% of the respondents stated that the greatest
difficulty during the online classes was pedagogical,
while the rest had other inconveniences, as shown in
Fig. 8.

Fig. 6. Question about the use of Mobile Applications.

Fig. 7. Question about the use of Digital Tools.

As for the students surveyed, the following results were
obtained:

• 67% consider that their teachers are trained to deal
with virtual classes.
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Fig. 8. Question about Difficulties in Online Classes.

• 57% say that their teachers have a high level of mas-
tery of Moodle, Zoom, WhatsApp or Google Meet,
while 47% consider it low.

• 53% are sure that mobile applications help them
highly in their virtual teaching, while 40% consider
it low, and only 7% interpret it as very high.

• 67% dedicate more than 4 hours of extra time than
usual to their university work, while 27% dedicate
between 2 and 4 hours, and the other 6% less than
2 hours.

• 93% consider that they do need to strengthen their
digital skills in virtual environments, while only 7%
do not.

• Most students report medium to high proficiency in the
Zoom, Google Meet, and WhatsApp tools, as shown
in Fig. 9.

• 87% of respondents say that mobile do motivate them
for virtual learning.

Fig. 9. Graph on the Question of use of Mobile Applications.

On the other hand, the percentages provided by INAI tell
us that, although there are differences in purchasing power
between one department and another, most households in Peru
will have a cell phone at home by 2018, since they exceed
70%; this means being viable to transmit education in the
country.

As we can see in Fig. 1, the difference in internet access
is great between some departments and others. For example,
while departments like Lima, Ica or the province of Callao,
have a great advantage in terms of people who have access
with more than 50%; others like Amazonas, Apurimac or
Cajamarca, can barely reach 25% of their inhabitants. Making
it clear that distance education can be given better in some
regions of the country than in others.

As for the use of Moodle Mobile, it has been successful
in implementation and use for the academic environment. For
example, a study carried out on its use indicates that most
students who used the tool did so more frequently in looking
at the courses or checking the grades obtained, while the
discussion forum was the least busy [16]. As can be seen in
Fig. 10.

Fig. 10. Using the Moodle Mobile Tool.

In addition, the same study with a sample of 100 students,
states that more than half saw it as a very easy tool to use for
their courses [26], as shown in Fig. 11.

Fig. 11. Difficulty level of the Moodle Mobile Tool.

In a 2018 study, the use of WhatsApp as a means of
information exchange for the academic environment was very
satisfactory among university students, as they used it for
academic purposes as shown in Fig. 12.

One of the most shocking questions was about the use
to which it was put. As shown in Fig. 13, it mentions
most frequently for records management, followed by group
management.

In the XI International Congress of a University the use of
the Zoom tool in the courses is very useful and beneficial for
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Fig. 12. . What use is Given to the WhatsApp Messaging Application?

Fig. 13. Academic uses you Give WhatsApp?

the students since they are done through the videoconferences
and there is enough contact with the teacher.

Another study mentions the e-learning [27] strategy of
many institutions regarding the use of the Zoom and Google
Meet application in education. Showing as a result as shown in
Fig. 14. That the two are compatible with respect to usability,
clarity and user interface.

Another 2019 study from a Latin American journal of
social communication [28], mentions the good use of the
WhatsApp tool in university students for academic purposes
as shown in Fig. 15.

As you can relate, every year more students are using this
technology tool, WhatsApp, for academic purposes and are
using it for more university subjects.

In addition, Google Meet ranks among the most user
friendly applications, as shown in Fig. 16.

Fig. 14. Zoom and Google Meet Academic Support Strategy.

Fig. 15. Do you use WhatsApp for Academic Purposes?.

Fig. 16. Graph Representing the Ease of use of Google Meet.
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V. CONCLUSION AND FUTURE WORK

In conclusion, regarding the results of the survey applied
to both teachers and students of the University of Sciences
and Humanities, m-learning is already in university and many
of the teachers handle very well the mobile applications
mentioned in the survey for virtual teaching. In addition,
they are in constant communication with students through
the applications, strengthening the teaching provided to them.
Also, the expectations that were set for the semester taught
were met, using the mobile applications in university teaching.
On the other hand, teachers have encountered pedagogical
difficulties during the development of their classes, so their
improvement is a short term proposal. As for the students,
they mentioned that their teachers were trained for m-learning
through mobile applications, they also mentioned that using
these tools help them in their learning, they are more time in
constant communication with their teachers and that motivates
them to continue learning even more.

The use of mobile applications in higher education has
a great impact on university students, since as mentioned
above in a study of the Peruvian population, there is a large
percentage of the population that has a mobile device, has
access to the Internet and makes use of it. In addition, many
universities have conducted studies testing the use of these
technological tools such as WhatsApp, Moodle Mobile, Zoom,
and Google Meet in their virtual teachings and have obtained
great results, academically. It is suggested as future work that
a comparison is made of the impact of the use of mobile
applications in university teaching in the classroom in physical,
blended and remote form.
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Abstract—For many years in the society, farmers rely on
experts to diagnose and detect chicken diseases. As a result,
farmers lose many domesticated birds due to late diagnoses or
lack of reliable experts. With the available tools from artificial
intelligence and machine learning based on computer vision and
image analysis, the most common diseases affecting chicken can
be identified easily from the images of chicken droppings. In this
study, we propose a deep learning solution based on Convolution
Neural Networks (CNN) to predict whether the faeces of chicken
belong to either of the three classes. We also leverage the use of
pre-trained models and develop a solution for the same problem.
Based on the comparison, we show that the model developed
from the XceptionNet outperforms other models for all metrics
used. The experimental results show the apparent gain of transfer
learning (validation accuracy of 94% using pretraining over its
contender 93.67% developed CNN from fully training on the
same dataset). In general, the developed fully trained CNN comes
second when compared with the other model. The results show
that pre-trained XceptionNet method has overall performance
and highest prediction accuracy, and can be suitable for chicken
disease detection application.

Keywords—Image classification; Convolutional Neural Net-
works (CNNs); disease detection; transfer learning

I. INTRODUCTION

The poultry sector in Tanzania is economically significant,
supporting up to 37 million households. The farmers in the
country keep different birds, whereby chicken account for
96% of all livestock in the country [1], [2]. However, the
growth rate of the poultry population is low, with an average
of 2.6% annual growth in Tanzania mainland [1]. Production is
greatly affected by different challenges like unreliable markets,
scarce inputs [3], [4], shortage of timely extension informa-
tion [5] and devastating diseases like Newcastle, Coccidiosis
and Salmonella [6].

Coccidiosis is caused by parasites of the genus Eimeria that
affects the intestinal tracts of poultry. Chicken are host to seven
species of Eimeria. Coccidiosis is ranked as a leading cause
of death in poultry with Eimeria tenella (E.tenella) among the
most pathogenic parasite [7]. The typical diagnostic procedure
involves counting the number of oocysts (expressed as oocysts
per gram [opg]) in the droppings or examining the intestinal
tract to determine the lesion scores [8].

Salmonella are bacterial pathogens of genus Salmonella
that causes the disease to poultry and humans. Salmonella
pullorum (SP) and Salmonella gallinarum (SG) pathogens

cause pullorum disease and fowl typhoid in poultry, respec-
tively. Salmonella enteritidis (SE) and Salmonella typhimurium
(ST) strains are associated with human infections transmitted
through the food-chain of poultry and poultry products [6].
Polymerase Chain Reaction (PCR) procedure is used for the
detection and identification of the various Salmonella strains.
The diseases have a significant negative economic impact on
poultry farmers resulting to high economic losses.

Disease diagnostics in chicken involves different methods
including counting the number of oocytes in the stool or
intestinal scrapings [7], [8], isolation and identification and
PCR procedures which takes several diseases to diagnose.
The main way of transmission of the diseases is through
contaminated feed, excretions from infected chicken or oral
via the navel. The clinical signs in the infected chicken may
be either digestive or respiratory. This work focuses on the
digestive signs of the diseases because occurrence of the
disease in the chicken influences the colour of the droppings.
The digestive clinical sign of chicken infected with coccidiosis
is severe blood/ brown diarrhea; salmonella is white diarrhea.

Images are artefacts that depict visual perception. They
have been used for diagnosis and detection in various fields
including medical, agricultural and other fields [9], [10]. There
are different existing image datasets that are on the cloud
accessed when training different models. These datasets in-
clude Fashion-MNIST, CIFAR-10, ImageNet to mention a few.
Various computer vision studies have used image datasets in
either classification, detection, recognition and segmentation of
different research problems. Recently, the character portrayal is
commonly used in disease diagnostics using images. Different
levels of features are captured and analyzed based on vari-
ous aspects, including colour. Normally, classification quality
depends on feature presentations in the images. Images are
preprocessed (labelled and tuned) in order to maintain the re-
alization of the former facts. Therefore, a data-driven approach
for image classification is more robust towards the variety
of image attributes and diseases. Albarqouni et al. [9] used
breast cancer histology images for detection of breast cancer
disease; also Zhang et al. [11] applied ultrasound images in
the detection of ovarian tumours. Ashraf et al. [12] worked to
improve disease diagnostics using different body parts image
dataset. Similarly, In the agricultural field, researchers in [10],
[13]–[15] have created and used leaf image datasets in the
diagnosis of diseases in different plants like tomato, cassava,
bananas and wheat.
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Classical machine learning techniques have been used in
earlier studies for disease detection and classification. Sadeghi
et al. [16] used Support Vector Machine (SVM) and Decision
Tree to detect sick chickens infected with clostridium perfrin-
gens using the sound they make. In their study, vocals from
both health and unhealthy chickens were taped. Facets were
extracted and used to train the classifiers, whereby the accuracy
of the neural network increased gradually up to 100%. Zhuang
et al. [17] also used SVM approach to detect sick broilers
infected with bird flu. Their work proposed an algorithm to
classify the isolated inoculated broilers based on the analyzed
structures and features, and the algorithm attained an accuracy
rate of 99% when evaluated on the test data. Hepworth et
al. [18] predicted the regularity occurrence of hock burn,
swelling skin around the hock in broiler chicken. Data from
farms were collected in a period of over 36 months and, learned
variables of dependency were extracted, and a classifier was
trained to attain an accuracy of 78%. In work by Hemalatha
et al. [19] SVM was used to diagnose avian pox in chicken,
images of chicken from the farm were collected then split into
training and test sets. The classifier was trained on the data
and obtained an accuracy of 92.7%.

Despite good prediction performance of the classical ma-
chine learning approaches, Ferentinos et al. [20] presented
that traditional machine learning techniques are constrained in
images and features processing. The deep learning techniques
have gained more attention in computer vision and image
classification, particularly in enhancing the performance of
image classification and retrieval as opposed to traditional
machine learning approaches. Therefore, in this research a
Convolution Neural Network (CNN) is used due to the fol-
lowing reasons: (i) It involves multi-layer processing. (ii) It
allows optimization of the extracted features. (iii) It is fast
and requires less computational power. Deep Convolution
Neural Networks (DCNN) enable the computer to interpret
captured data objects (feature extraction and representation) for
classification, localization and recognition to be automatically
learned [21]. It has been used for early disease detection in
both plants (crops) and animals [10].

Transfer learning (TL) refers to the use of a known model
used in a previously known dataset to another application in the
same machine learning domain. For computer vision, transfer
learning is widely used in different applications. The most
known and common pre-trained models include VGG, Resnet,
Inceptionnet and other well-known models [22]. The idea
of using pre-trained models makes a considerable revolution
in the field of Artificial Intelligence enabling models to be
developed from very little data. There are two main advantages
when using TL [23]. First, it performs well on both large and
smaller datasets. Secondly, it is easy to reduce overfitting of
the model with larger dataset when it is applied to pre-trained
model [23]. Since our problem is a computer vision problem,
we use TL, and also we develop our CNN architecture, and
compare the results with the best pre-trained model.

The objective of this research is to build a model for
early detection and classification of diseases in chicken using
our developed dataset of faecal images collected in different
poultry farms and inoculation sites.

The rest of the paper is organized as follows: Section II
describes the materials and methods used for the disease

TABLE I. DATASET SPLITTING TRAINING, VALIDATION AND TESTING
SETS.

Class Image in each Class Training Validation Test

Health 508 305 102 102
Coccidiosis 516 310 103 103
Salmonella 566 340 112 113
Total Images 1590 955 317 318

detection, Section III gives the results and discussion lastly,
Section IV concludes the study and presents future work.

II. MATERIALS AND METHODS

A. Experimental Setup

The model is generated from the Kaggle Environment,
and we run the training set under TPU-v3.8 environment
using python v3.7 in a 16 GB RAM computer. We avoid to
alter the images since we have collected data using mobile
phone cameras and assumption made is the end-user will use
unaltered images for prediction. However, we stated earlier
that the images need to be converted to either 224 × 224 or
512× 512 pixels as shown in the Table II.

B. Dataset

In this work, we collected faecal images from small scale
farmers and inoculation sites in Kilimanjaro and Arusha re-
gions from February to June 2020. We used different mobile
phone cameras with different resolutions and images were in
a Joint Photographic Group (JPG) format. A total of 1590
images were collected and distributed to 3 class labels. Health
508 images, Coccidiosis 516 images and Salmonella 566
images. We managed to have a dataset that meets our exact
specifications of different images, as shown in Fig. 1. The
images were then split into training 60%, validation 20% and
testing 204% that is 955 images for training, 317 images for
validation and 318 images for testing as illustrated in Table I.

C. Pre-Processsing

Deep Learning is a class of machine learning algorithms
inspired by the structure of the human brain. Deep Learning
algorithms use complex, multilayered neural networks, where
the level of abstraction increases gradually by non-linear
transformations of input data. DL demonstrates a high ability
to solve image classification problems since it learns from the
image features. Image classification techniques are naturally
based on two stages: one is the mining of features, and the
other is the classification component.

Images in the dataset are labelled as per respective classes
then converted into tensor records [24] in different resolutions
224 × 224 and 512 × 512 pixels and compressed in order to
minimize training time. The advantage of resizing the images
is to achieve reasonable resolution since a constant input
dimensionality of the data is needed by CNN to train the
optimized model [25].
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(a) (b) (c)

Fig. 1. Sample Images from the Fecal Image Dataset. (a) Coccidiois. (b) Health. (c) Salmonella.

D. Proposed Model

This study uses architectures designed for image classifica-
tion including VGG [26], Resnet [27], XceptionNet [28] and
Mobile net [29]. The VGG 16 and 19 refer to the number
of weighted layers in each network, consisting of blocks with
incremental convolution layers with a 3× 3 size filters, a high
number of parameters and requires a considerable amount of
time to train [26]. A study by [30] proposed a TL strategy
for image recognition using the VGG 16 architecture, where
it was trained on a small dataset and achieved an accuracy of
about 87%. They compared the results with training the same
dataset on a fully untrained VGG 16 architecture and attained
an accuracy of 46%. This supports the proposed argument
on using a pre-trained CNN in our work. In addition, [31]
used a pre-trained VGG 16 and 19 architectures on palm
vein recognition problem with an accuracy of 90% and 92%
respectively. Resnet architecture is built up with residual con-
nections that are networks within networks. Different Resnets
are available varying in numbers of layers, commonly used is
the Resnet 50 that consists of 50 layers. Despite the fact that
it has more layers than the VGG, it consumes less memory
when training [27]. XceptionNet architecture optimizes the
convolutions in inception so that they consume less memory
during training [28]. MobileNet is an efficient architecture
for models deployed in mobile devices. It consists of trivial
separable layers of neural networks created from depth-wise
distinguishable convolution filters. The mechanism behind
each input network is from one convolution filter that is 1× 1
convolutions [32]. A study conducted by [33] compared pre-
trained models including Resnet 50, Mobilenet and VGG 19
for diagnosis of Pneumonia disease. The architectures had
an accuracy of 87%, 92% and 90% respectively. From the
previous studies, it is evident that no architecture performs
well on every problem; this motivates us to apply TL on pre-
trained models to solve our problem as well as develop model
based on CNN architecture from scratch.

In this study, we propose two solutions which are based on
convolutional neural network. In the first method we design
the CNN from scratch and then we train the proposed CNN
to obtain the model for chicken disease detection. Secondly,
we leverage the use of transfer learning by optimizing through
pre-training and fine-tuning the pre-trained models.

1) CNN architecture: Our proposed CNN architecture in-
volves stacking of multi convolution layers, and the whole
architecture is given in Fig. 2. In the first layer, the image with

size either 224× 224 RGB or 512× 512 is fed to the stack of
convolution layer as input. The convolutional layers have filters
with the small receptive fields of 3 × 3 and are followed by
max-pooling layer, which performs over a 2×2 pixel window.
These layers form a single block, and we repeatedly apply
the block by increasing the depth of filters in the network
in such as 32, 64, 64, 128, 128, 256, 256, 512 for the full con-
volution blocks. In each block, the same padding is applied
to maintain the height and the width shape of the output
features maps matching the inputs features. ReLU activation
is used for all layers; meanwhile,he uniform is considered for
weight initialization for all blocks. During training, normal
stochastic gradient descent is used to minimize the error, and
in evaluation, we leverage log loss and accuracy as the metrics.
We have noticed that some of the images from the dataset
may contain more than one disease; hence categorical cross-
entropy loss function seems to fit our problem with the log
loss as an evaluation metric. An output layer with three nodes
and softmax activation is used since the problem is multi-class
classification. Softmax is the right choice because the output
from the node is the likelihood for the output to be either of the
three classes. Schedule learning rate is used in the experiment
with some callback features.
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Fig. 2. Configuration of Fully Connected CNN Proposed Model.

2) XceptionNet: For this study, we use XceptionNet, an
interpretation of Inception modules in convolution neural
networks, introduced in [28]. Our proposed method is the
use of pre-trained models that were originally trained on
very large datasets including, ImageNet. Using pre-trained
models is an added advantage to researchers as it uses the
minimum time during training as compared to fully trained
models that are built from scratch. We select the XceptionNet
architecture based on our problem because it gives the best
results as compared to others, we also consider the weights,
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TABLE II. THE SIZES OF IMAGES IN THE DATASET CHANGED TO 224× 224 AND 512× 512

Resolution Coccidiosis Health Salmonella

224 × 224

512 × 512

time consumed during training and accuracy it achieves [34].

The XceptionNet architecture performs depth-wise sep-
arable convolutional operations, whereby each channel has
only one kernel to perform convolution; hence computational
complexity is minimized. Each kernel is a 2-dimensional and
is convoluted over a single channel. From the architecture, as
a lightweight network, XceptionNet not only involves lesser
number of residual blocks than other CNN models but also
has a stronger classification impact over other CNN models
because the number of parameters and weights is less. Most
image recognition models have broad parameters and a large
number of calculations that are not ideal for embedding in
mobile devices. For the identification of chicken diseases, we
must also consider how to quickly and accurately identify
coccidiosis and salmonella in areas where there is limited
access to robust tools for disease diagnosis. This is why we
suggest XceptionNet architecture in our study.

III. RESULTS AND DISCUSSION

A. Experimental Data

The digestive signs of the diseases are significant for
our study based on the data (chicken droppings images). We
gathered the data in the field with the help of a veterinary
officer to correctly identify the features in the data we need.
We collected a dataset of 1590 images for both healthy and
infected images, as shown in Table III. To make data more
inclusive, we randomly generated the training and test sets as
presented in Table I.

TABLE III. COLLECTED DATASET

Class Image in each Class

Health 508
Coccidiosis 516
Salmonella 566
Total Images 1590

TABLE IV. HYPERPARAMETERS USED FOR TRAINING FULLY CNN
MODEL

Parameter Value

Learning rate maximum 0.000012
Learning rate minimum 0.00001
Maximum learning rate attain at epoch 200
Learning rate exponential decay rate after 10 epochs 0.6

B. Classification Results and Analysis

When training the model, we augment the images by using
different techniques in order to increase the size of the dataset.
The significant number of dataset has two potential benefits:
first, to avoid over-fitting and secondly to make the model
learn from unseen datasets. The augmentation techniques used
in our model are image flipping, image cropping and padding,
and add random image saturation.

For the proposed model based on CNN architecture without
using pre-trained model, we develop the model using the
parameter specified in Table IV.

The result shows the CNN perform better compared to
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TABLE V. PERFORMANCE COMPARISON FOR DIFFERENT ALGORITHMS

Method & Algorithm Log loss Validation
Accuracy Validation Loss

VGG 16 0.35 0.8933 0.3522
Resnet 50 4.8 0.3133 1.1131
MobileNet 0.89 0.6833 0.9005
XceptionNet 0.15 0.94 0.161
CNN 0.20 0.9367 0.2282

TABLE VI. HYPERPARAMETERS USED FOR TRAINING XCEPTIONNET
MODEL

Parameter Value

Learning rate maximum 0.000012
Learning rate minimum 0.00001
Maximum learning rate attain at epoch 10
Learning rate exponential decay rate after 10 epochs 0.8

other the pre-trained models used, as shown in the Table V
except it under-performs when compared to XceptionNet that
will be discussed in the next paragraph. From the Table V it
can be clearly seen that for all performance metrics considered,
the proposed model based on CNN perform outperform other
models, however lower than XceptionNet. For the case of
XceptionNet, the results are presented in the Table V as well
as other results.

Basically, we use the XceptionNet with modification which
is presented as follows; First, during training and class pre-
diction, the first layer of XceptionNet is removed, and we
set the input layer based on the image size pixel from our
dataset. Also, the last layer is flattened, and Pool 2D is applied,
followed by a dense layer with the softmax activation with 3
output nodes. The summary of parameters and hyperparame-
ters used when training the pre-trained model is given in the
Table VI.

This section presents the results obtained after evaluating
the performance of the pre-trained models. Table I briefly
shows the summary of the dataset and how the data is split
into the training set, validation set and the test set. We start
by showing the performance of other pre-trained models used
in our work, and then our proposed CNN architecture model,
as shown in Table V. Since we use TPU-based framework, it
only takes 3.95min for training our dataset. We run 50 epochs,
and each epoch has 8 steps per epoch, which results in 50× 8
iterations to complete the training process. In the Fig. 3(a)
and Fig. 4(a), it can be seen that the accuracy of validation
keeps increasing and converges in the 50th epoch. The results
show that the XceptionNet with the hyperparameters shown in
the Table VI outperform other models using 0.04seconds for
a single prediction .

IV. CONCLUSION

In this study, we present the novel chicken disease detection
method using Transfer Learning approach on a pre-trained
CNN. The key elements that can improve the performance of
the extension officers and poultry farmers in the early detection
of chicken diseases are the use of computer-aided instruments
and accurate data. The creation of such image processing
techniques that can assist farmers is a necessity of the present
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Fig. 3. The Training and Validation set (a) Accuracy and (b) Loss of the
XceptionNet Evaluated on Dataset with 512× 512 Resolution.

era. These methods are valuable to reduce the losses incurred
and increase productivity, and it is clear that the diseases can
be detected at an early stage before they lead to deaths of the
chicken. Computer vision work has been trying to reduce the
gap for the past few decades by designing automated systems
that can process images for decision making using computers.
Specifically, we generate the CNN model, which learns the
hidden pattern among the different faecal images in our dataset.
The supervised learning algorithm predicts the three categories
which we named them as coccidiosis, health and salmonella.
The results obtained show the proposed model achieved up to
94% accuracy. In comparison to the VGG, Resnet and Mobile
net architectures, our proposed solution outperforms them by
far. The experimental findings indicate that our method works
well on diseases detection in the chicken and can be used for
robust diagnostics.

In the future, we aim to collect more faecal images to
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Fig. 4. The Training and Validation Set (a) Accuracy and (b) Loss of the
XceptionNet Evaluated on Dataset with 224× 224 Resolution.

expand the dataset hence room for future studies on other
chicken diseases using the dataset. The developed model will
be deployed in mobile devices for easy interaction by the end-
users.
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Abstract—In today’s medicine, Computer-Aided Diagnosis
Systems (CAD) are very used to improve the screening test
accuracy of pulmonary nodules. Processing, classification, and
detection techniques form the basis of CAD architecture. In
this work, we focus on the classification step in a CAD system
where we use Discrete Cosine Transform (DCT) along with
Convolutional Neural Network (CNN) to perform an efficient
classification method for pulmonary nodules. Combining both
DCT and CNN, the proposed method provides high-level accuracy
that outperforms the conventional CNN model.

Keywords—Convolutional neural network; discrete cosine trans-
form; pulmonary nodule classification; computer aided diagnosis
systems

I. INTRODUCTION

Cancer incidence and mortality are increasing rapidly
around the world [1]. It represents the second leading cause
of death globally, and it was responsible for an estimated 9.6
million deaths in 2018. Lung cancer is the most frequently
diagnosed cancer in both genders, and it is the leading cause of
cancer-related death worldwide, with over 2.09 million cases.
Even worse, Lung cancer is killing over 1.76 million people
yearly (according to the World Health Organization), which
represents 20% of the overall cancer-related deaths [2].

According to the American Cancer Society, most cases
of lung cancer are diagnosed at a late stage when it is
already metastasized as symptoms usually appear until a late
stage. Early detection of suspected pulmonary nodules is very
important and it could potentially increase survival rates. There
are several types of medical imaging modalities for lung cancer
screening, but the most frequently used for nodule detection
and analysis is Computed Tomography (CT) [1].

In many cases, it is difficult to obtain an accurate diagnosis
due to the complicated morphological structure of nodules. A
pulmonary nodule is simply an oval-shaped spot growth in the
lung. Its form can be confused with other shapes in a CT-
scan like end-on vessels. A Nodule is called pulmonary mass
when its diameter is larger than 3 centimeters, otherwise it’s
called pulmonary nodule. It is also called micronodules when
the diameter is smaller than 4 millimeters. Countless amount
of nodules can be discovered during a screening test, and each
one of them can be either malignant (cancerous) or benign
(noncancerous). The figure 1 shows an example of nodules on
two different CT-scans from LIDC database.

To deal with this problem related to the diagnosis accuracy,
Computer-Aided Diagnosis systems are often used as a second

assistant reader to improve the accuracy of diagnosis made by
radiologists during screening practicality.

Computer-aided diagnosis systems are efficient tools that
are widely used for Medical Image Analysis to improve
diagnosis accuracy [2] [3] [4]. Medical image analysis lies
at the basis of these systems. CAD systems, used for medical
image analysis, consist of a stepwise process, which is usually
designed according to the problem given at hand. Generally,
it involves preprocessing, segmentation, detection and classi-
fication techniques.

Automated analysis of medical images is an important field
in today’s world of research. Researchers started working on
medical image analysis as soon as they had access to medical
image acquisitions on computers. Early in the late 1990s, most
of automated analysis systems were based on conventional
image processing methods, such as morphological processing
[5], edge detection [6], region growing [7] and many more.

The goal of these works was to achieve a rule-based system
that solves a particular problem. GOFAI (Good Old Fashioned
Artificial Intelligence) or symbolic IA is the name attributed
to these systems. The concept of a GOFAI system relies on
the idea that cognition can be represented as a sequence of
computational terms. So to solve a particular problem related
to medical image analysis, all we have to do is to find the right
stepwise computational system [8].

Since the late 1990’s, Supervised techniques have gained
popularity in medical image analysis field [9], and most
of today’s systems that are built on supervised techniques,
particularly those used for commercial purposes, are now very
successful. In supervised techniques, such as Active Shape
Model (ASM) and Active Appearance Model (AAM) [10],
we use data to build the system, and up to now this approach
is still widely investigated in actual researches for mainly two
reasons: the abundance of public data sets and the availability
of computational machines and services with good CPU/GPU
performance that is needed to build, train and test the model.
Owing to all these improvements, it can be noted that there is a
big transition from systems that are based on crafted features to
systems that are trained automatically using available datasets.

In the beginning, systems used hand-crafted methods that
are designed by humans to extract features from the data to
learn. The next level of this approach is to let the system
itself extract automatically the features that best represent the
data for the problem given at hand. This can be done by
transforming the given inputs to labeled outputs while learning
increasingly the extraction of high-level features.
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Substantial amount of works has been proposed in the
literature related to Medical Image Analysis with deep learning
approaches [11]. One of the most successful deep learning
models that have been widely used in Medical Image Analysis
is Convolutional Neural Networks (CNNs) [11]. They saw
their first real-world successful application in LeNet [12],
which was a model designed by LeCun in 1998 for hand-
written digit recognition. CNN became popular in 2012 when
a model called AlexNet [13] has been proposed in ImageNet
competition. The model won the challenge with a great margin
outperforming all competitors. And in the next years that
followed, substantial amount of work has been proposed with
more enhancement using related architecture.

In medical image analysis, CNNs are one of the best
choices made by researchers to design and build efficient CAD
systems. Many methods have been used for feature extraction
and were very popular before the breakthrough of CNNs in
2012. Examples include Principal Component Analysis (PCA),
Sparse Coding approaches, and other techniques that have been
well detailed in [14].

With regards to lung nodule classification, CNNs outper-
form most of classical feature learning methods [15]. The
proposed work is inspired by these pivotal developments in
Medical image analysis researches that are related to CNNs.

In this paper, we introduce an efficient approach for lung
nodule classification based on both CNNs and DCT for rep-
resentation learning. Only relevant information acquired with
Discrete Cosine Transform is fed to our Convolutional Neural
Network instead of raw patches that are extracted from CT-
images from which features are usually extracted. CNN is
then used for feature extraction from the DCT output with
Convolution, Max Pooling and Dropout layers as presented on
Fig. 2.

The rest of this paper is organized as follows: In material
and methods, we give a brief overview of Machine learning
concepts, Convolutional Neural Networks, and Discrete Cosine
Transform. Then, we describe our contribution related to lung
nodule classification combining both Convolutional Neural
Network and Discrete Cosine Transform. Finally, we provide
all the details of the experimentation performed to evaluate
the proposed method, then we discuss obtained results and
also open challenges and future works.

II. MATERIAL AND METHODS

A. Machine Learning

Machine learning approaches are divided into two major
categories: supervised and unsupervised learning algorithms.
In supervised methods, the model is described using a dataset
of n entry xi∈{1,...,n} that is defined as:

D = (xi, yj) | xi ∈ I, yj ∈ O, i ∈ {1, . . . , n}, j ∈ {1, . . . ,m}

xi is the input, yj is the output or the label of the input
associated to yj and n is the total number of the dataset entries.
The output yj can take several forms according to the problem
given at hand. For example in our classification problem, the
output can be defined as a scalar of type Boolean: true for ”it
is” or false for ”it is not” a nodule, while in other problems
y can be a multi-dimensional vector.

Fig. 1. Example of Big and Small Nodules on Two Different CT Images.

In supervised learning, the model analyzes the data pairs
(x, y) that are fed to it, and produces an inferred function
f(x, θ) where x is the input, and θ is the model parameters.
This function can be used to map new unseen entries other
than the pairs (x, y) used to train the model. The parameters
θ are computed based on a loss function loss(y, y′) where y′
is the label obtained by f(x, θ).

Differently from supervised learning, an unsupervised
model process the input data without any pre-defined labels
which help find or discover previously unknown patterns. Ex-
amples include Principal Component Analysis and clustering
methods. The last one is often used to group the dataset
elements into one or multiple groups in such a way that the
elements of a given group share similar properties more than
other elements in a different group.

Because of these nuances, unsupervised models cannot be
applied directly to a classification or regression problem since
there is no pre-defined outcome that gives us an idea of what
the output should be. Supervised learning approaches are often
used in pulmonary nodule classification problem since we want
to get a better understanding of the nodule structure so the
model can tell if a given patch is a lung nodule or not.

B. Convolutional Neural Networks

Artificial Neural Network (ANN ) is an information pro-
cessing model that lies at the basis of most deep learning meth-
ods. A neural network consists of many interconnected neurons
just like the biological nervous system but less complicated.
A neuron is a node that has many inputs and one output. It
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Fig. 2. The Proposed Model Architecture. The Scheme Shows Different
Steps from Data Acquisition from LIDC Database to Classification. Also it

Shows Different Layers used for Feature Extraction (Convolution, Max
Pooling and Dropout) and it Shows also the Classifier Structure.

can be defined as a function that receives an input data x and
provides an output y.

The output is the result of an activation function that takes
as argument a linear combination of the input x fed to the
neuron plus the bias of the neuron. It is defined as:

activation = f(bias+

n∑
i=1

wi × xi)

Generally, the activation functions can be divided into
two types: linear and nonlinear functions. The last one is
often used because it makes it more efficient and easy for
the model to adapt to a variety of data. Examples include
Sigmoid, Hyperbolic Tangent, Rectified Linear Unit (ReLU ),
and Exponential Linear Unit (ELU ).

Convolutional Neural network (CNN) is a conventional
Deep Learning model, an improvement in Artificial Neural
networks, that is widely used in the field of computer vision.
Differently from the MLP (one of the most well-known
conventional model of ANN ), the CNN involves convolution
operation. It contains multiple convolution layers that lie at
the basis of its model architecture. With this property at hand,
the model performs one training process for the same object
occurring at different positions in the different images. In fact,
we repeat the following process for each layer: a convolution
operation is performed on the input image using a set of kernels
and biases W ,B, which gives us a feature map X as a result of
this process. Next, a nonlinear transformation is performed on
the obtained feature. This transformation is defined as follows:

Xn = transform(W ×Xn−1 + bias)

Another advantage of CNN is the parameter-dimensionality
reduction. Pooling operation is applied to each feature Map
to progressively reduce the number of parameters and thus
computation complexity of the model. At the end of these
two processes, fully connected layers are usually added to the
network to complete the model.

C. Discrete Cosine Transform

Discrete Cosine Transform is process that has been in-
troduced by Ahmed et al. [16] in 1974. It is often used in
image processing to deal with dimensionality reduction and
image compression[17] [18]. It is also used to extract the most
relevant information in the image and it is very efficient in a
stepwise image processing system, particularly when the DCT
coefficients are only used for image representation instead of
the whole image.

When the DCT is performed on a raw image, it transforms
the image representation from the spatial domain to the fre-
quency domain. Additionally, DCT is data independent due to
its fixed basis and it can be used as a simple matrix operation.
The DCT formula is defined as:

DCT (x, y) =

{
2

M×N
∑N−1

y=0 p(x, y)× c(x, y)
c(x, y) = cos( (2x+1)∗un

2N × cos( (2y+1)∗vn
2M ))

where DCT (x, y) represents the DCT’s coefficients and
p(x, y) represents the image patch or pixels that will be
performed by DCT.
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TABLE I. THE PROPOSED MODEL ARCHITECTURE- IT SHOWS ALL THE
DIFFERENT TYPES OF LAYERS THAT FORM THE BASIS OF OUR NETWORK.

IT SHOWS ALSO THE SHAPE SIZE OF EACH OUTPUT ALONG WITH THE
TOTAL NUMBER OF ITS ASSOCIATED PARAMETERS

LAYERS OUTPUT TOTAL PR.

2D CONVOLUTION 32× 32× 3 896
2D CONVOLUTION 30× 30× 32 9248
2D MAX POOLING 15× 15× 32 0
DROPOUT 15× 15× 32 0
2D CONVOLUTION 15× 15× 32 18496
2D CONVOLUTION 13× 13× 64 36928
DROPOUT 6× 6× 64 0
2D CONVOLUTION 6× 6× 64 0
2D CONVOLUTION 6× 6× 64 36928
2D MAX POOLING 4× 4× 64 0
DROPOUT 2× 2× 64 0
2D CONVOLUTION 2× 2× 64 36928
2D MAX POOLING 2× 2× 64 0
DROPOUT 1× 1× 64 0
FLATTEN 64 0
DENSE 512 33280
DROPOUT 512 0
DENSE 512 262656
DROPOUT 512 0
DENSE 512 262656
DROPOUT 512 0
DENSE 2 1026

Most of the relevant data that represents the image is
concentrated in a few coefficients of the DCT which makes
it very efficient in data-dimensionality reduction.

Thus it can used as a first step in the feature extraction
process, and instead of using directly the patches extracted
from CT-images, we integrate the DCT transformation as a
first step to boost the performance of our classification Model.

III. PROPOSED METHOD

In this work, we perform a stepwise classification system
for the pulmonary nodule. First, CT-images are transformed
from the spatial domain to the frequency domain using DCT .
Then, these DCT coefficients (which represent the most
relevant information in the images) are fed to the CNN whose
architecture is defined as follows:

First of all, we start with the input which has a shape of
32× 32. The input is a grayscale 2D patch extracted from the
full CT-image contained in our dataset. It is extracted based
on the pairs (x, y); the nodule location coordinates in 2D CT-
slices. All the pairs are provided in one file included in the
LIDC database.

Before feeding the input to the CNN , there are two pre-
steps: data augmentation and Discrete Cosine Transform. We
use data augmentation to improve the diversity of our available
dataset.

In this work, the data augmentation technique we are
using include translation, rotation and cropping. The output
associated with the new input obtained after data augmentation

is manually validated by the practitioner. In total, we have 8000
patches that we divided into three subsets: training, testing, and
validation. The DCT transform is applied on each patch pi
of the data set input = DCT (pi) which gives us a new input
that will be fed to our network.

As we mentioned before, the DCT transform is used
to improve the effectiveness of the classification process by
feeding only the most relevant information of the input to the
network. The feature extraction comes after the two pre-steps.
The model architecture is described in figures on Table 1.

First, a 2D convolution is applied to the input using 32
different filters of size 3×3. The convolution is applied twice:
the first one involves padding while the next one doesn’t. For
each convolution, we use ReLU as an activation function to
increase the output non-linearity.

In the next step of the process, we use Max-Pooling
after convolution to down-sample the convolution output-
representation. In this layer we use a shape of 2 × 2 which
reduces the dimensionality of the convolution output from
30× 30× 32 to 15× 15× 32.

After the max-pooling comes Dropout. The goal of this
layer is to prevent the model from overfitting. It consists of
selecting randomly neurons and turns them off during each
iteration of the training process. In fact, the dropout layer turns
off P of neurons in each iteration, where P is the percentage
of neurons to turn off randomly during the training process.

Since convolution layers have few parameters, they require
less regularization as a starting point; hence we set the P value
to 25% (P = 25%) for each Dropout layer.

In this work, we perform the process: convolution →
maxPooling → dropout 4 times. We use for the convolution
layers different shapes of size: 32× 32, 64× 64, 64× 64 and
64×64 respectively. Also, we use the same activation function
ReLU for all convolution layers to improve the non-linearity
of their output.

We use Flattening at the end of the convolution process
to convert the last output data into a one-dimensional array
which will be used as the feature vector. The next part of our
model is the Fully Connected Neural Network which consists
of 4 Dense layers: the input (512 Nodes), 2 hidden layers
(512 Nodes each) and the output (2 Nodes). Again, after each
dense layer, we add a dropout layer to prevent the model from
overfitting. We use ReLU as the activation function for all
layers except the output, for which we use SoftMax as an
activation function.

In the next section, we will describe the experimentation
we built to evaluate the proposed model. We will describe
in detail the database we used and the behavior of our model.
Finally, we will report our experimentation results and we give
a brief overview of the work perspectives.

IV. EXPERIMENT AND RESULTS

Computer-Aided Diagnosis systems are based generally on
the following stepwise processing system: 1) data acquisition,
2) medical image preprocessing, 3) medical image segmen-
tation, 4) detection, and 5) classification or false positive
reduction.
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Fig. 3. The Evolution of the Training Accuracy of Both the Proposed
Method (DCT + CNN) and the Conventional CNN.

Fig. 4. The Evolution of the Training Loss of Both the Proposed Method
(DCT + CNN) and the Conventional CNN.

In this work, we are focusing on the Classification which
is the main subject of our research. Other efficient approaches
that focus mainly on medical image preprocessing and seg-
mentation are well structured and detailed in these works [19],
[20], [21], [22]

The main goal of this work is to evaluate the impact
of combining Discrete Cosine Transform and Convolutional
Neural Network on the classification accuracy for pulmonary
nodules, to determine whether or not the proposed method
outperforms the standard CNN classifier. It is also our goal
to improve the classification accuracy of the standard CNN
model. We do not include in this experiment, comparison
between CNN and other Methods since the proposed work
aims at improving the Classification accuracy of the standard
CNN. Detailed comparison of CNN with the state of the art
of Deep learning approaches for medical image analysis are
presented in [15].

In this experiment, we use lung CT-images from the well-
known LIDC database (Lung Image Database Consortium)
[23]. The LIDC is an efficient international web-accessible
database that is widely used for development, training, and
evaluation of Computer-Assisted Diagnosis systems (CAD)
that target lung cancer detection and classification.

Each Lesion is marked-up by multiple experts. The coor-
dinates of the lesion center (x, y) on the CT-image as well as
its radius, all are provided on the database to help Medical
Image Analysis researchers evaluate easily their built systems.

TABLE II. THIS TABLE SHOWS THE TEST ACCURACY FOR BOTH
METHODS LABELED CNN DCT-CNN(OUR PROPOSED METHOD). IT

SHOWS ALSO BOTH THE AVERAGE OF ACCURACY DURING ALL TRAINING
PROCESS AND THE AVERAGE OF ACCURACY AFTER HITTING THE MAX
ACCURACY UNTIL THE END OF THE TRAINING PROCESS (EOT). THE
AVERAGE LOSS IS ALSO DEPICTED ALONG WITH THE AVERAGE LOSS

AFTER HITTING THE MIN LOSS VALUE UNTIL THE END OF THE TRAINING
PROCESS.

Methods CNN DCT-CNN

Test Accuracy 91,78% 96,51%

Accuracy (average) 91.19% 95.10%
Accuracy [max→ EOT] 93.38% 97.80%
Loss (average) 22.37% 13.02%
Loss [min→ EOT] 18.51% 06.14%

In this work, we use the center coordinates to extract patches
from CT images. The figure 5 shows an example of different
patches used to train and test the model.

In total, we have 8000 patches with a shape size of 32 ×
32. We divide the obtained patches into 3 subsets: training,
testing, and validation. The first subset entries are used by our
model as labeled examples to learn from. The second subset is
used to check the model performance while tuning its hyper-
parameters during the training process. Finally, the third subset
is used to evaluate the final model fit.

In machine learning, an epoch is a measure that represents
the number of times all the training vectors are used once to
tune the model hyper-parameters.

In this experiment we are setting its value to epoch = 15.
The batch is the number of samples passed simultaneously
during the training process before the weights getting updated,
and this per one epoch. In this experiment, we set the value
of batch = 32.

For all the layers, we use ReLU as activation function
except the output where we use SoftMax as activation
function. The number of filters per each convolution layer is
32, 64, 64 respectively, of the same size: 3× 3.

In Max-Pooling, we use a 2×2 box and during all Dropout
operations we turn off 25% of the neurons which all are chosen
at random.

Fig. 3 and 4, we show a graph that consists of two different
curves: the blue one which represents the evolution of the
classification accuracy/loss after each epoch of our proposed
model while the orange curve represents the evolution of the
classification accuracy/loss of the conventional CNN.

Fig. 3 represents the evolution of the classification accuracy
of the two models: the conventional CNN and our proposed
Model. After each epoch we evaluate the classification accu-
racy of both models using entries from the third subset of LIDC
database - Entries that we use only for testing and which we
don’t use in the training process, to ensure the effectiveness
of the testing process.

From Fig. 3 and 4 we can see that the proposed method
outperforms the conventional CNN in terms of Accuracy with
over 4.73%. In Table II we provided more details about the
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Fig. 5. Example of Big and Small Nodules on Two Different CT Images.

experimental results. It shows the Test Accuracy of both CNN
and the proposed Method. It also shows the average accuracy
starting from the moment the model reached its maximum
accuracy until the end of Training.

We included also values of the classification accuracy from
the 61st epoch to the 85th epoch of the experimentation.
From both the graphs and the results table we can see good
improvement in terms of the classification accuracy when
using Discrete Cosine Transform along with Convolutional
Neural Network as it refines the information of entries used
for training to improve the model accuracy. The final result
show that the proposed method outperforms the conventional
CNN with a good margin.

V. CONCLUSION

The main goal of this work was to evaluate the impact
of Discrete Cosine Transform (DCT) on the classification
accuracy when it’s applied along with Convolutional Neural
Network (CNN) for Lung Nodules classification.

The proposed method aims at using DCT to extract only
most relevant information in the patches before feeding them
to the model as a training data. The model architecture, which
is also considered a keystone of the model accuracy, is also
described in details along with all its parameters.

The proposed Model is tested on LIDC database which
is one of the most efficient datasets used for lung nodules
classification and detection. The proposed Method outperform
the standard CNN in terms of accuracy with a good margin.

In this work, we demonstrated that Discrete Cosine Trans-
form can improve the accuracy of the conventional CNN with
a good margin (in our experiment: between 4.73%), when it is
applied for Lung nodules classification in CT-images. In future
works, this proposed method can be used as the last step that
completes a CAD system; a Real-World Application that aims
at analyzing each lesion in an input CT-image and could tell
if it is a lung nodule or not.
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Abstract—The Big Data phenomenon has driven a revolution
in data and has provided competitive advantages in business and
science domains through data analysis. By Big Data, we mean
the large volumes of information generated at high speeds from
various information sources, including social networks, sensors
for multiple devices, and satellites. One of the main problems in
real applications is the extraction of accurate information from
large volumes of unstructured data in the streaming process.
Here, we extract information from data obtained from the
GLONASS satellite navigation system. The knowledge acquired
in the discovery of geolocation of an object has been essential
to the satellite systems. However, many of these findings have
suffered changes as error vocalizations and many data. The
Global Navigation Satellite System (GNSS) combines several
existing navigation and geospatial positioning systems, including
the Global Positioning System, GLONASS, and Galileo. We focus
on GLONASS because it has a constellation with 31 satellites. Our
research’s difficulties are: (a) to handle the amount of data that
GLONASS produces efficiently and (b) to accelerate data pipeline
with parallelization and dynamic access to data because these
have only structured one part. This work’s main contribution
is the Streaming of GNSS Data from the GLONASS Satellite
Navigation System for GNSS data processing and dynamic
management of meta-data. We achieve a three-fold improvement
in performance when the program is running with 8 and 10
threads.

Keywords—GLONASS; streaming; extraction; satellites data;
observation files; metadata

I. INTRODUCTION

The data collection does not present a problem. However,
handling these volumes of information poses a challenge to the
industry. The fundamental challenge regarding large volumes
of data from different sources is identifying new uses that have
not been found. Companies’ challenge is to develop methods
of realizing the real value of this mine of terabytes of data.
Big Data is the medium through which these large volumes of
information acquire significant value [1] [2].

Many types of problems can occur during the different

stages or processes involving Big Data. For example, in the
transformation step, the storage process and the extraction
process in streaming from other sources, there are significant
challenges related to linking variables such as the speed,
volume, and variety of data extracted and processed. Similar
effects arise in the preprocessing of the data. The hardware
capability plays a vital role in a system’s ability to clean data
in the shortest possible time. When analyzing and visualizing
information, it should be presented in the easiest and simplest
possible way so that anyone can understand it. One challenge
in this vein is the use of techniques and methodologies that
summarize and display information clearly and accurately [2]
[3] [4].

The Global Navigation Satellite System (GNSS) com-
bines several existing systems for navigation and geospatial
positioning, including the Global Positioning System (GPS),
GLONASS (Global System of Navigation), and Galileo (a
European radio-navigation program) [5] [6].

GPS was the first system GNSS. It was released at the
end of 1970 by the Department of Defense of the United
States; it uses a constellation between 24 and 32 satellites
and provides global coverage. The Ministry of Defense of
the Russian Federation operates GLONASS; this consists of
31 satellites. Twenty-four are active; three are in backup, two
in maintenance, and two more in testing. GALILEO is the
European radio navigation and satellite-positioning program
developed by the European Union in conjunction with the
European Space Agency and expected to be officially available
for civil use by 2020. In November 2016, four new satellites
launched, giving 18 satellites already in orbit. These systems
are composed of Space-Based Augmentation Systems (SBAS)
or Ground-Based Augmentation Systems (GBAS). Examples
of SBASs are the US-based Wide-Area Augmentation System
(WAAS), the European Geostationary Navigation Overlay Ser-
vice (EGNOS), and the Japanese Multi-functional Transport
Satellite (MTSAT) based on SBAS. The GNSS signal radio
is involved with frequencies close to 1.5 GHz (1.5 billion
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cycles per second). GNSS signals operate at higher frequencies
than FM radio signals but lower than those of a microwave
oven; when GNSS signals reach land, they are fragile. An
electromagnetic wave arriving from space must traverse three
distinct zones before going a receiver on the Earth’s surface:
the vacuum, the ionosphere, and the troposphere. The signal
delay increases with the propagation of time.

It arises from two factors: the propagation speed and the
increase in the trajectory’s length due to bending by refraction.
In the vacuum, this delay is negligible, and is the programming
time proportional to the distance depending on the light,
whatever the frequency of the wave is. In the ionosphere (at
altitudes of 100 to 1000 Km ), ultraviolet, solar, and other
radiation types, ionize gaseous molecules and release electrons.
The number of free electrons per cubic meter varies between
10-16 and 10-19. The delay is proportional to the number of
free electrons encountered by the signal along its path and
is dependent on the inverse of the square of wave frequency.
It varies for each particular point, according to its latitude,
direction, and observation moment. The delay may change in
the zenith by between 2 ns. and 50 ns. For frequencies in
the L-band, the delay can reach up to 2.5 the factor due to
the trajectory’s inclination. Its effect at midday is up to five
times between midnight and dawn. The last area that the wave
traverses is the troposphere and the other regions of the upper
atmosphere. Although this area extends to heights of up to
80 km, significant delays are incurred only in the lower 40
km. This delay corresponds to increments in the distance of
the order between 1 m at the zenith and up to 30 m and five
elevation grades (advanced GPS). GNSS systems continuously
transmit signals at two or more frequencies within the L band.
These signals contain range codes and navigation data. The
main components of the signal are:

• A carrier, a sinusoidal radio signal, is a specific
frequency.

• A ranging code consists of sequences of zeros and
ones that allow the receiver to determine the Satellite
radio signal’s travel time to the receiver. These are
called PRN sequences or PRN codes.

• Navigation data consists of a message that provides
information on the satellite’s ephemeris (pseudo- Kep-
lerian Elements or the satellite’s position and velocity),
clock parameters, and error margins (a set of low-
precision ephemeris data), the satellite status, and
additional information.

Frequency-band mapping is a complex process since mul-
tiple users and services can access the same range. In other
words, the same frequencies are for different purposes in dif-
ferent countries. The International Telecommunication Union
(ITU) is a United Nations agency that coordinates the radio
spectrum’s shared global use. ITU divides the electromagnetic
spectrum into frequency bands, with different radio services
assigned to particular bands. Two band segments are given
to the Aeronautical Radio Navigation Service (ARNS) at the
primary level world- wide. These bands are for the safety of
life (SoL) applications, and no other use of these bands can
interfere with GNSS signals. These segments are the upper L
band (containing the GPS bands L1, Galileo E1, GLONASS
B1, and Beidou L), and the lower L band (including the

L5 band of GPs, G3 of GLONASS, E5 of Galileo, and B2
of Beidou). Receiver Independent Exchange Format (RINEX)
was developed by the Institute of Astronomy at the University
of Bern to enable the exchange of the GPS data collected
during the Europe Reference Frame (EUREF), which included
more than 60 GPS receivers from four different manufacturers.
In the development of this format, it was taken into account
that most software for geodesic processes for GPS data use a
well-defined set of observables, including:

• Measurement of the carrier signal phase is a measure
of the receiver’s satellite carrier signal frequency, as
shown in Equation 1.

Phase(tight) = Phase(r)

−RealT ime(r)× frequency
(1)

where: r = clock

• Measurement of the pseudo-range is the difference in the
reception time (expressed in the receiver’s time frame) and
the transmission time (described in the satellite’s temporary
framework) of a different satellite signal.

PR = distance+ c× Shiftingreceiverclock

+Satelliteclockshifts+Otherbiases
(2)

where: PR = PseudoRange and c = cycles

• The observation time is reading the receiver’s clock at the
moment of the phase carrier’s validity and code measure-
ments.

Version 3 of the RINEX format consists of three types of
ASCII files: an observation data file, a navigation message file,
and a meteorological data file [7].

Each file type contains a header section and a data section.
The header section contains global information for the file
at the beginning of it. This header section contains labels
in columns 61-80 for each line in the area; these tags are
mandatory and must appear as required by the format. RINEX
requires a minimum amount of space, regardless of the number
of different observables, the specific receiver used, or the satel-
lite system. It indicates in the heading the types of observations
recorded by each receiver and satellite system observed. There
is not a maximum length for each record to limit these
observations. Each meteorological data and observation file
contains data from a site and a session. In RINEX version
3, navigation message files can contain messages from more
than one satellite system (e.g., GPS, GLONASS, Galileo, or
SBAS). GNSS observables require two fundamental quantities
to be defined: The time and phase.

The timeof measurement is the time recorded by the
receiver of the signals. It is similar for phase
and range measurements and is identical for all
satellites observed. For single system data files,
expressed by default in the respective satellite’s
time system: otherwise, the actual time (for mixed
files) is in the start time header log.

Phase involves the carrier wave and its complete cycle
measures. The semi-cycles measured by quadrant-
type receivers must be converted into full cy-
cles and marked with the respective observation
code—the phase changes in the same direction as
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the range (a negative Doppler effect). Observable
ones are incorrect for external influences such as
atmospheric refraction and satellite offsets. Phase
changes between phases of the same frequency
but tracked in a different carrier channel are not
corrected.

The knowledge acquired in the discovery of geolocation of
an object has been essential to the satellite systems. However,
many of these findings have suffered changes in error localiza-
tion and many data. The Global Navigation Satellite System
(GNSS) combines several existing navigation and geospatial
positioning systems, including the Global Positioning System,
GLONASS, and Galileo [8]. We focus on GLONASS because
it has a constellation with 31 satellites.

The motivation of the proposed work is to extract infor-
mation in real-time based on the Glonass positioning system.
Research gaps consist of the GLONASS navigation file defines
the orbits of the satellites by their coordinates inserted from
the central bases at certain times and indicating the age of said
information.

The definition of GLONASS time has also given its prob-
lems, being necessary to indicate the origin of the observations’
reference time. On average, the navigation files consist of 150
lines and the observation files of 33,500 lines. The RINEX
observation files could contain a receiver-derived clock offset.

The data (epoch, pseudo interval, phase) have been previ-
ously corrected or not for the reported clock shift. RINEX
Versions 2.10 onwards requests a clarifying header record:
RCV CLOCK OFFS APPL. Then it would be possible to
reconstruct the original observations, if necessary.

Our research’s difficulties are (a) To handle the amount
of data that GLONASS produces efficiently and (b) to ac-
celerate data pipeline with parallelization and dynamic access
to data because these have only structured one part. This
work’s main contribution is the Streaming of GNSS Data
from the GLONASS Satellite Navigation System for GNSS
data streaming processing and dynamic management of meta-
data implemented within the database. We achieve a three-fold
improvement in performance when running the program with
8 and 10 threads. Our research questions are as follows:

P1 Is it possible to automatically identify and down-
load RINEX data sources from GLONASS?

P2 How can RINEX files be identified on semantics?

Our research hypothesis is as follows:

H1 It is possible to discover RINEX files in
GLONASS based on semantics.

The paper is structured as follows: Section 1 a brief
theoretical framework. Section 2 describes related work. Sec-
tion 3 discusses stream extraction of GNSS data based on
the GLONASS satellite navigation system. Sections 4 and 5
present the details of our data sets, evaluation metrics, and our
results. Finally, Section 6 presents the conclusions.

II. RELATED WORK

Several works related to this research are:

• GLONASS data stream processing,

• a parallelization mechanism for the ETL module, and

• Managing dynamic structures in a database for Big
Data tasks in GLONASS for data mining and satellite
data processing.

From the perspective of stream processing in GLONASS,
prior works have focused on positioning and kinematic pro-
cessing through GPS. Some examples of these are studied
by Li et al. [9], Wang et al. [10], and Rieke Matthes et al.
[11]. Some of these works have been applied to atmospheric
measurements [12], [13], in which the main idea is to provide
accurate positioning in real-time with minimum error. These
systems have evolved to establish services at the cloud comput-
ing level, as reported by Karimi et al. [14] and Liu et al. [15].
Several approaches are to optimize the ETL module. These
works include an optimization involving the environment (a
distributed system), a dynamic design, and the ETL module’s
parallelization. The ETL module’s optimization process allows
processing times and efficiently designing the data warehouse
structure. In [16] the authors combine GPS, GLONASS and
Galileo in order to obtain precise points positioning in real-
time. In [17], Koyptov et al. present a system based on
data stream collection and processing to determine the geo-
graphic coordinates of Earth’s ionospheric regions. Kakooei
and Tabatabaei [18] develop a hybrid-heterogeneous parallel
GPS acquisition algorithm working with a GPU and a multi-
core CPU.

Distributed parallel architectures proposed in which the
ETL module works in the stream with large data volumes. An
example of this is the works of Agrawal et al. [19], Boja et al.
[20], Ding et al. [21], who focus on the distributed file systems
and the ETL module operating in the distributed environment.
Bala et al. [22] present a distribution model in order to get
fine-grained data for the ETL process.

There are several works on the parallelization of the ETL
module. Xiufeng et al. [23], and Radonić et al. [24] present
a programming framework that uses Map-Reduce to achieve
scalability. This framework is called ETLMR, and it is on
a data warehouse; it constructs star schemes and snowflakes
and works in dimensions that change over time. This work
is evolving to include cloud computing support through the
CloudETL framework [25]. In Bala et al. In [26], develop P-
ETL, an ETL module that operates on a data warehouse. It
runs in parallel in a cluster under the MapReduce paradigm.
Masouleh et al. [27] develop an optimization for the execution
time of the ETL module using parallelization methods in the
shared memory cache of the distributed system. Thomsen et
al. [28] propose a framework that allows the parallelization
of the ETL module in terms of the three phases that it
involves (extraction, transformation, and load). The framework
parallelize s the task level as the data level, depending on the
stage worked on. This framework works on a node with a
multicore processor. Diouf et al. [29] give a review of several
speedup ETL process methods.

The use of dynamic structures in the database is imple-
mented in the last few years; the main idea is to handle various
types of data transparently. In Big Data, this can help by
adapting the stream’s structure to incorporate the data sent
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for analysis. Han et al. [30] survey the different database
technologies for handling large volumes of data and high-
performance techniques for cloud computing tasks in real-
time. Wu et al. [31] examine the fundamentals of the dynamic
characteristics required of a data model for Big-Data tasks. Ji
et al., [32] and Fan et al. [33] present a review of the Big
Data schemes of the different phases, emphasizing the use of
dynamic schema in the database.

Currently, the vast amount of information stored in orga-
nizations in all market sectors represents a potential source
of knowledge that can be explored and extracted. Positioning
satellites is a significant source of information for various
companies, especially those working on research geospatial
data [34].

Satellites accumulate records in the form of telemetry data
points. The telemetry frames format records several hundreds
of thousands of data points at each time step, stored in
knowledge bases for analysis. These points formed the basis
of accumulated historical data and were extracted to give
relevant information. Evidence of this includes the study of
telemetry satellite data [35] using data mining processes,
identifying and categorizing the parameters carried out within
the data warehouse, where the data are prepared (standardized
and reformatted). After processing, these data are metadata
tags, through which experts and users can find categorized
information of interest.

In satellite data applications, we know that telemetry
data are the only source from which to identify and predict
anomalies in artificial satellites. Although there are people who
specialize in analyzing these data in real-time, these datasets’
large size makes this analysis extremely difficult. Therefore,
clustering algorithms are applied to help traders and analysts
perform the task of analyzing the telemetry data [36].

Two real cases of anomalies in satellites on space missions
are in Brazil. It was possible to evaluate and compare the
effectiveness of the two clustering algorithms of K-means and
Expectation-Maximization (EM). Their effectiveness was in
several telemetry channels, which tended to include outliers; in
these cases, they could support satellite operators, allowing for
the anticipation of anomalies. However, for silent problems, in
which there was only a small variation in a single channel, the
algorithms were less efficient. Current cyclone detection tech-
niques and monitoring through models and field measurements
do not provide truly global coverage, unlike remote satellite
observations. However, it is impractical to use a single satellite
orbit to continuously detect and monitor these events due to
the limited spatial and temporal coverage.

One solution to alleviate this problem is to use data sensors
on multiple orbiting satellites. This approach addresses the
unique challenges associated with knowledge discovery and
mining of heterogeneous data stream satellites. It consists
of two main components [37]: feature extraction from each
sensor measurement to discover a set of cyclones, and knowl-
edge sharing between the different remote sensor measure-
ments, based on a linear Kalman filter, to track the predicted
storms. Experimental results using historical hurricane data
have demonstrated this approach’s superior performance com-
pared to other works. Other satellite television broadcasting
applications have also been shown [38] (TV broadcasting). An

improved algorithm has to identify the most frequent episodes
over the broadcasting-satellite service. Frequent episodes at a
specific scale of the alarm data extract to summarize the mod-
els obtained. Spatial data mining involves extracting implicit
knowledge, spatial relations, or other patterns not stored in
explicit form in the spatial databases. Based on this approach,
the focus of spatial data mining is on deriving information
from spatial datasets.

The geographic coordinates of the “hot spots” in the forest
fire regions, extracted from satellite images, are studied and
used to detect possible points or locations of fires [39]. It
found that these applications may give false alarms. Thus,
by comparing the brightness detected in several bands, this
false information can be identified, and clustering and Hough
transform are used to identify regular patterns in access points
and applications classified as false alarms. This implementation
demonstrates a spatial data mining application to reduce false
alarms based on the set of points obtained from the images.
Finally, it considers a data analysis based on data from posi-
tioning satellites. This work [40] develops an analytical real-
time distributed environment in which analysis and simulation
are closely coupled, integrating high-performance implementa-
tions of image mining run on dedicated servers. It was possible
to simulate earthquakes at both the micro and macro levels
based on images (Imageodesy) and historical data.

The header registers report the orientation of the antenna’s
zero direction and the direction of its vertical axis (hole view)
if it is mounted and tilted at a fixed station. Header records can
also be used for vehicle antennas. The comparison with other
systems is closed since the manufacturers have commercial
interests. However, the RINEX file is proven to arrive complete
with INEX Viewer and RTKLIB and selected these tools
because they are freely accessible.

III. STREAM EXTRACTION OF GNSS DATA BASED ON
THE GLONASS SATELLITE NAVIGATION SYSTEM

In this section, the proposed framework for carrying out
the stream analysis of data and its respective architecture are
detailed.

The system’s overall architecture for transfer and extrac-
tion of GNSS knowledge is into four main layers: external
components, communication, software, and storage, as shown
in Fig. 1.

• External components: These are all the elements of
the physical system, such as GLONASS satellites,
receiving antennas, control stations, and data broad-
casters.

• Communication: This layer allows the transmission
of data streams through the network.

• Software: consists of all software elements used and
developed to extract, process, and store data.

• Storage: This layer consists of a logical meta-model
and database, in which relevant information saves
from downloaded data.
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Fig. 1. Stream Extraction of GNSS Data based on the GLONASS Satellite Navigation Architecture.

1) External components: The elements of this layer of the
architecture are below.

• GLONASS: This is a GNSS constellation with 31
satellites (24 active, three spares, two in maintenance,
one in service, and one is undergoing testing) located
in three orbital planes with eight satellites each. They
produced the primary source from which the data in
the RINEX files.

• Receiving antennas: These are antennas that receive
signals from GLONASS data. They act as an interme-
diary between GLONASS communication and control
stations.

• Data control stations: These are the stations in charge
of the operation, control, and monitoring of GNSS,
and data transmitted by GLONASS are stored here.
Information is exchanged with GNSS if a synchro-
nization or reconfiguration event then it is performed
for any satellite.

• Agencies/data broadcasters: These are agencies, or-
ganizations, or institutions that collect, store, process,
and investigate the data sent by any GNSS, and in turn
relay this data over the Internet to anyone interested
in the scientific investigation and processing of this
information. The transmission of data takes place over
civil frequencies that are open to the public.

2) Communication: This component involves the NTRIP
protocol, which allows the transmission of the data streams

generated by GNSS over the Internet to client software that
receives the information.

3) Software components:

• BKG Ntrip Client (BNC): is one of the essen-
tial elements, and is a program that simultaneously
retrieves, decodes, converts, and processes the data
stream from any GNSS system in real-time. It also has
some post-processing functions for the RINEX or SP3
files generated by the application. This client software
is composed of three main elements, which are:
◦ RTCM Streams: These are the main inputs

and consist of data streams downloaded from
the agencies or organizations that belong to
different networks such as the International
GNSS Service (IGS). These data streams arrive
in RTCM format.

◦ Decoder: This element’s function is to decode
the data streams arriving in the RTCM format
and transform it to RINEX version 2.11.

◦ RINEX File Generator: Once the decoder has
completed the transformation, it is responsible
for storing the RINEX files in the specified
directory.

• File Directory: This is the backbone of the storage
process for the client software. A well-defined struc-
ture is necessary to distinguish between the different
types of files generated.

• Extraction, Transformation, Load (ETL) Tool:
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TABLE I. GENERAL SPECIFICATIONS FOR TESTING

Item Specifications
Number of files to process 40775
Size of data 80.9 Gigabytes
Maximum error percentage 2
Number of executions 3

TABLE II. GENERAL METRICS FOR TESTING

Metric Specification
Number of files processed successfully natural number
Number of processed files flawed natural number
Execution time seconds, minutes and hours

A developed specific software application to fulfill
the purpose of extracting and transforming data. The
data loaded into the database. This application is
called RINEX ETL. This application’s primary goal
is to read the Observation Files and carry out the
database’s objective data’s removal and insertion.
The application can run in either serial or parallel
mode using the processors in each core of the
multiprocessor.

◦ The Parser: is the primary layer of the appli-
cation and is responsible for reading, extract-
ing, and transforming data from the Observa-
tion files. This layer implements the Runnable
Containers interface, which enables parallel
processing through the use of threads.

◦ Data Access Object (DAO): This layer pro-
vides the standard interface between the appli-
cation and the database (storage component),
allowing communication between the storage
and application components.

4) Storage: This section describes the database with a
meta-model that is defined to store and retrieve relevant
information.

IV. EXPERIMENTS

The objective of the experiments is to analyze and describe
the meaning of RINEX files obtained from GLONASS. First,
the specifications that apply to all the tests performed on the
downloaded files’ data are conducted. These specifications are
listed in Table I.

The metrics used in the development of the experiments
are in Table II.

The tests performed on the data were in four stages: sequential,
parallel with multiprocessors, clustering, and queries.

1) Sequential: The RINEX ETL application was run in
serial mode or with a single thread of execution.

2) Parallel with multiprocessors: The RINEX ETL
application runs in parallel mode by using threads,
making use of the multiprocessor cores. This test was
performed with: 8 Threads, 10 Threads, 16 Threads,
32 threads, and 50 Threads.

3) Clustering: The application is linked to the database
defined with the meta-model. After the database
query process, the data loaded into the data mining
tool. The clustering process to identify abnormalities
in the LLI or find any patterns in the downloaded
data from which we could infer and interpret possible
improvements. The K-Means algorithm was applied
because it is highly parallelizable. K-means was with
four clusters.

4) Queries: Through the semantics, the following aims
will be achieved:
• Identification of the number of failures in the

Epoch Dates.
• Identification of the number of possible cycles

slips for observation type L1.
• Identification of the number of possible cycles

slips for observation type L2.
• Determination of the frequency of possible

cycle slips for observation type L1.
• Determination of the frequency of possible

cycle slips for observation type L2.

The Rinex file observations are displayed, and it is possible
to select one by one the observed satellite constellation in the
measurements view, as shown in Fig. 2. If at any point an N
appears, it means that the satellite is not observed.

V. RESULTS

This section presents the above experiments’ results; we
first describe the downloaded files in our sample and then
report on the experimental results.
The distribution of the different files downloaded through the
BNC-NTRIP client software is in Table III. The total size of
the downloaded files was 95.5 GB.

Table IV shows the distribution of Observation Files be-
tween correct or readable files and corrupt or unreadable ones
due to network or communication problems between the client
and the broadcasters or electrical failures on the client-side.

Less than 1% of the files obtained were unreadable and
excluded from the experiments. It was notable that at the end
of the download time for the data, a longer run time was when
implementing the application to process more data to reach a
sizeable sample of data in less time.

TABLE III. DISTRIBUTION OF DOWNLOADED FILES

File types Size (MB)
Observation Files 80,900
Ephemerids Files 105
Raw Data 14,500
Log Files 4,25

TABLE IV. DISTRIBUTION OF THE Observation Files

Item Quantity Percentage
Total files 40,792 100
Total correct files 40,775 99.96
Total corrupted files 17 0.04
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Fig. 2. Measurements view the Observations of the Rinex File.

The maximum number of observations with possible cycle
slippage was 5,107,444 for L1 and 1,105,203 for L2, while
the minimum values were 199,511 and 46,604 for L1 and L2,
respectively.

Based on this information, we can infer that one of the
more common abnormalities in the L1 and L2 types of
observations is cycle sliding. It is not a failure of the observed
value and merely tells us that we must perform a correction
process to find the correct value observed. These corrections
made using various methods that do not form part of this
research.

The results are obtained in the various tests carried out
here. The execution time results are described and graphically
illustrated for different performance metrics such as CPU
usage and memory. The container application, a tool that
provides detailed information on containers running on the
Virtual Machine (VM), was used to determine and monitor
the different metrics.

Table V shows the number of rows saved into the METADATA
database, OBSERVATION DATA, and LLI tables of the meta-
model.

TABLE V. DISTRIBUTION OF RECORDS IN THE TABLES OF THE
META-MODEL

Table Quantity of records
METADATA 40,775
OBSERVATION DATA 34,200,319
LLI 12,089,001

TABLE VI. POSSIBLE NUMBERS OF RECORDS WITH CYCLE SLIP, L1 AND
L2

Observation type Quantity of records
L1 2,517,286
L2 1,431,922

Table VI shows the number of records relating to LLI
with a possible cycle slip in the L1 and L2 observation types
stored in the LLI table. Within these records, no faults occurred
between the epoch dates. It means that no event would alter
the observed value when taking the time stamp from GNSS.

The test results for the clustering of values in the observation
files for days in which a cycle slip occurred in the L1 and
L2 observations types were as follows: 3,874,181 instances;
28 iterations; and 227.85 seconds to build the model.

Table VII details the epoch date at each of the available
satellites according to the cycle’s number on L1 and L2,
respectively.

The values reported here correspond to the average of the
observed values, as the percentage of instances. For example,
there are 36 clustered instances in Cluster 2, as shown in
Table VIII.

Table IX shows the clustering test results, in which the
data grouped by days. The results were as follows: number of
instances: 134, number of iterations: 5, and time is taken to
build the model: 0.02 seconds.

Table X shows the percentage of clustered instances. For
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TABLE VII. RESULTS, CLUSTER CENTROIDS

Attribute Cluster 1 Cluster 2 Cluster 3 Cluster 4
Epoch date 2017-04-30 2017-04-30 2017-04-30 2017-04-30

22:35:13 23:32:31 22:16:12 22:16:07
Available satellites 19.0311 15.6724 18.1718 15.7596
GLONASS satellites 8.1365 6.8342 8.3962 6.1779
GPS satellites 10.8946 8.8382 9.7746 9.5816
SBAS satellites 0 0 0.0005 0
Number of cycle 55.6182 59.5535 18.9372 21.3757
slips on L1 and L2

TABLE VIII. RESULTS, CLUSTERED INSTANCES

Cluster Clustered Instances Percentage
1 821,240 21
2 1,394,169 36
3 758,616 20
4 900,156 23

instance, Cluster two has 39 %.

Table XI shows a summary of all the results obtained from the
different tests.

Fig. 3 shows that the heap size required to download data
in serial mode is between 0 and 200 MB.

We observe from Fig. 4 for one thread, the size of the
available is used almost in its entirety,

Especially for the period, 11:30 to 11:40 required 120
MGB of data.

Fig. 5 to 9 show the performance of Heap Memory for
each one of the tests.

The execution with eight threads in parallel between 10%
and 60% of the CPU used.

The heap size reached a maximum of 1500 MB, as shown
in Fig. 5.

In the configuration of 10 threads at the beginning was
85% to achieve stability of 50%. The heap size is large at the

TABLE IX. RESULTS, CLUSTER CENTROIDS GROUPED BY DAYS

Attribute Cluster 1 Cluster 2 Cluster 3 Cluster 4
Epoch date 2017-05-08 2017-05-01 2017-05-21 2017-04-30
Available
satellites 9,83 17.731 18 16.35
GLONASS
satellites 8.33 8.37 8.56 6.27
GPS
satellites 1.5 9.37 9.44 10.08
SBAS
satellites 0 0 0 0
Number of
slips on 801,016.67 496,652.85 2,431,711.03 1,396,281.27
L1 and L2

TABLE X. RESULTS, INSTANCES GROUPED BY DAYS

Cluster Clustered Instances Percentage
1 6 4
2 52 39
3 27 20
4 49 37

TABLE XI. TEST RESULTS

Test Number of threads Average execution Speedup
time
(minutes)

Sequential 1 101,15 1X
Parallel 8 48,34 2,09X
Parallel 10 46,27 2,19X
Parallel 16 67,06 1,51X
Parallel 32 474,58 0,21X
Parallel 50 522,86 0,19X

Fig. 3. CPU Performance for One Thread.

Fig. 4. Heap Memory Performance for One Thread.

Fig. 5. a)CPU Performance- b) Heap Memory Performance, Eight Threads.

www.ijacsa.thesai.org 780 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 2, 2021

Fig. 6. a) CPU Performance; b) Heap Memory Performance , 10 Threads.

Fig. 7. a) CPU Performance, b) Heap Memory Performance, 16 Threads.

outset and stabilizes at around 2 pm when the heap used is
lower by a difference less than 100 MB, as shown in Fig. 6.

The use of the CPU with 16 threads was 53% on average.
It remained low until after 5 pm when it reached 1500 MB,
giving a ratio of close to one for the heap used, as shown in
Fig. 7.

Less than 20% of the CPU was for 32 threads.

A very close to 20 MB download between the heap size
and the heap used, as shown in Fig. 8.

For 50 threads, the CPU usage was between 1% and 15%,

Fig. 8. a) CPU Performance; - b) Heap Memory Performance, 32 Threads.

Fig. 9. a) CPU Performance; b) Heap Memory Performance, 50 Threads.

and the heap size and memory used were correlated, as shown
in Fig. 9.

Based on the results, the application’s performance did
not improve even for a large number of threads. However,
an improvement was the program with eight or ten threads
increased the yield by a factor of almost three. It is because
parallel programs depend on finding the best balance between
the available hardware and the compiler.

It was evident that when more cores used and the worksta-
tion’s capacity exceeded, more time was required to execute
the processes to create dynamic resource allocation queues.
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The permanent space memory remained mostly unchanged
throughout these tests, with peaks at 25 MB when the hardware
was optimized. That is when the effective use of the multi-
processors was optimized. In contrast, the heap space showed
various changes in the tests. In serial mode, it showed an
almost regular size of around 128 MB. In parallel mode with
eight to 10 threads, it reached a peak at the beginning of the
execution of a little over 1000 MB.

It was due to the operating system’s initial allocation of
resources as threads distributed among the cores.

An average load of about 450 MB was then required for
balance, with several peaks of up to almost 700 MB due to
the files’ different sizes.

For 16 threads, there was a considerable amount of memory
usage, including high consumption of space for three-quarters
of the running time and an average of approximately 1000 MB.
The process queue achieved rapid allocation of resources by
the operating system. It handled many objects in the memory
since memory recovery was slower than the instantiation of
objects in the application. When testing more than 16 threads,
constant values obtained of around 90 MB in heap space,
which we interpreted as indicating that the process queue
was massive. The operating system, therefore, distributed the
workloads between several cores without allocating higher
priorities. The outcome was that these values did not change
throughout the implementation and showed lower performance
than the sequential mode.

VI. CONCLUSIONS

This article proposes a method for extracting observations
from several global positioning systems in real-time; these data
are valuable for various science areas. Our method features a
four-layer architecture. Experiments comprising a sequential
test, a parallel test with multiprocessors, a clustering test, and
a semantics queries test were designed and conducted. The
results show a performance improvement of three-fold when
running the program with eight or ten threads. Our dataset was
about 100 GB in size, and retrieval was achieved in less than
60 minutes.

The speed and size of the downloaded files depend on
the communications network and the availability of different
broadcasters, and data extraction, therefore, has an external
dependency. The development of applications using program-
ming language optimizations gives more excellent reliability
and efficiency.

It is mostly useful for applications with a high burden and
a high communication level with a database.

The efficient administration of drivers and meta-data makes
a difference in terms of performance.

The size of the dataset used in this study was approximately
100 GB; Big Data generally deals with much larger datasets
and may also include structured or unstructured datasets.
However, finding and correcting observations from several
global positioning systems in real-time is a Big Data problem
since it contains the four aspects of Velocity, Variety, Volume,
and Veracity. where (i) velocity is the speed with which the
satellites publish their results in seconds (ii) variety within

existing systems for navigation and geospatial positioning, and
their results are heterogeneous; (iii) volume: every second has
new data, so we are talking about terabyte level; iv) veracity,
in theory, is real because we are analyzing the results of
satellites. RINEX files to be identified with their semantics
is a challenging task.

The scalability of the method depends on the storage
infrastructure for the RINEX files. The percentage of errors in
the downloaded files was not more significant than 2%. Given
that RINEX is an information exchange file, it complies with
the conditions imposed on an exchange file. Interoperability
between the various operating systems, non-redundancy of
data, possibility of adding new observations excepts with a
fundamental one: the great length of its files.

Initially, The method may have opted for reducing its size
by choosing a binary format but at the cost of losing access
to its content and availability for the user.

Nowadays, file compression programs reduce the RINEX
file by a factor of three or more. For example, a file of half a
day of observation, with times of 30 seconds, can occupy 1.5-
2 Mb and compacted to 500-600 kb. The recording of these
files has a maximum of 80 characters per line, but they contain
thousands of lines.
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Abstract—The Millimeter Wave (mm-wave) band has a broad-
spectrum capable of transmitting multi-gigabit per-second date-
rate. However, the band suffers seriously from obstruction and
high path loss, resulting in line-of-sight (LOS) and non-line-of-
sight (NLOS) transmissions. All these lead to significant fluctu-
ation in the signal received at the user end. Signal fluctuations
present an unprecedented challenge in implementing the fifth gen-
eration (5G) use-cases of the mm-wave spectrum. It also increases
the user’s chances of changing the serving Base Station (BS) in
the process, commonly known as Handover (HO). HO events
become frequent for an ultra-dense dense network scenario, and
HO management becomes increasingly challenging as the number
of BS increases. HOs reduce network throughput, and hence
the significance of mm-wave to 5G wireless system is diminished
without adequate HO control. In this study, we propose a model
for HO control based on the offline reinforcement learning (RL)
algorithm that autonomously and smartly optimizes HO decisions
taking into account prolonged user connectivity and throughput.
We conclude by presenting the proposed model’s performance
and comparing it with the state-of-art model, rate based HO
scheme. The results reveal that the proposed model decreases
excess HO by 70%, thus achieving a higher throughput relative
to the rates based HO scheme.

Keywords—Handover management; 5G; machine learning; re-
inforcement learning; mm-wave communication

I. INTRODUCTION

Unlike its predecessors, the fifth-generation (5G) of mobile
communication networks has been considered a paradigm
shift due to its attractive service in terms of latency, data
rates, device inter-connectivity, and network flexibility. These
enhancements in Key Performance Indicators (KPIs) make 5G
a game-changer by allowing new applications such as remote
surgery, smart cities, device-to-device communication (D2D),
industrial Internet, smart agriculture, etc. [1].

To meet these service requirements and demands, 3GPP has
launched the New Radio (NR) standardization with the follow-
ing use cases: enhanced mobile broadband (eMBB), massive
Machine Type Communication (mMTC), and Ultra-Reliable
Low-Latency Communication (URLLC) [2], [3]. eMBB aims
at enhancing the system capacity and supporting the ever-
increasing end-user data rate. eMBB introduces two significant
technological enhancements: mm-wave use to achieve higher
data rate and antenna array that supports massive multiple-
input and multiple-output (MIMO) beamforming. URLLC
introduces entirely new use-cases requirements to support
vertical industries such as self-driving cars, remotely surgery
for eHealth and other mission-critical use cases. The unique
features introduced by URLLC include improved latency,
reliability while guaranteeing high service availability and
security. mMTC intends to provide cost-efficient and robust

connection of billions of devices that transmit small packets
of data (with 10s latency) but without overloading the network.
Some factor to consider in mMTC are low power consumption,
longtime availability of service, and coverage. mMTC can also
be seen as a particular case of URLLC with more emphasis
placed on reliability while less emphasis is placed on the
latency [3]. The new use cases pave the way for increasing
interconnected devices to the Internet, resulting in the Intenet
of Things (IoT) development. IoT is a technology that targets
to connect everyday devices (e.g., home appliances, wearable
devices) to the Internet, making the scenario even severer. The
considerable projection increase in the number of cellular IoT
devices in the near future [4] entails 5G networks dealing with
stringent requirements and an increasing number of connected
devices.

Heterogeneous network (HetNet), Ultra-Dense
Network (UDN) and the use of mm-wave are candidate
solutions to overcome the possible challenges of 5G
networks [5]. Together, they can significantly increase
network throughput, available bandwidth and spectral
efficiency [6]. HetNet is the deployment of various base
station (BS) topology based on coverage footprint and type
of Radio Access technology used [7]. Moreover, densification
of the network is a phenomenon of deploying more small
cells (SCs) in the network to increase cell density, coverage,
and network throughput. The main challenge of deploying
UDN is increased interference sources and signal fluctuation.
For example, there are many access points (AP) and cells in
crowded substations or stadiums; thus, signals can have more
reflecting and scattering paths, contributing to high signal
interference and fluctuation. On the other hand, the concept
of utilizing a broader bandwidth refers to opening up a new
frequency spectrum for mobile communication to increase
the available bandwidth. mm-Wave frequencies offer great
potentials in terms of data rate due to their larger bandwidth,
and mm-wave bands have been designated as Frequency
Range-2 (FR2) in 5G New Radio (NR) [8]. Nevertheless,
the mm-wave spectrum comes with its limitation as it is
more likely to suffer from extreme penetration losses due to
higher frequencies. Thus, mm-wave use as carrier frequency
decreases the BS footprint area, thereby resulting in multiple
SCs in the network.

Network densification is an inevitable destination for net-
work operators to provide a more sustainable and enhanced
Quality of Service (QoS) for mobile users. However, network
densification with SCs is not a solution without any side
effects; it increases the number of HOs, which is characterized
by changing from one BS to another BS for the user equip-
ment (UE) when there is an ongoing communication (voice or
data). Given the limited coverage area of SCs, the UE would
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need more HOs since there will be more BSs within an area of
interest after the densification. Moreover, the different types of
BSs from HetNet deployment will result in complicated HO
signalling processes [6]. Furthermore, considering that the HO
interval is inversely proportional to the UE speed [9], the case
becomes even more severe in the case of high mobility user.

HO process involves exchanging information between serv-
ing BS, target BS and Core Network (CN). Exchanged mes-
sages, commonly known as signalling overheads, is necessary
during the three (3) steps involved in HO, which are HO prepa-
ration, execution and completion. If excessive and undesirable
HO increases, then both signalling overhead and average HO
interruption time increases [10], [11]. The high signalling
overhead and HO interruption time result in a significant
increase in latency, thereby undermining the attempt to meet
with 5G network specifications, particularly the URLLC use
cases. Besides, the average throughput also decays with the
increasing number of HOs, resulting in degraded quality of
experience (QoE) for the users [12]. Therefore, it is apparent
that special consideration should be given to HO management
to ultimately achieve and unleash the potential of the 5G
networks by meeting all its requirements.

To meet the 5G expectation, novel and advanced HO
control that minimizes the effects of HO are required. The
focus is on reducing unnecessary, and unwanted HO events
such as ping-pong and frequent HOs, and the main parameters
to be considered are the total number of HOs per UE trajectory
and the time spent during HO. These parameters together
define HO cost, which is the multiplication of both parameters
[12]. In other words, the total number of HOs and the time
spent during a single HO should be reduced to get away with
one of the negative implications of using mm-wave spectrum in
the UDNs. The former can be achieved through an intelligent
method by avoiding ’unnecessary’ HOs, whereas the latter is
a characteristic of the RAT [13]. Therefore, in this paper, we
present an intelligent method based on DRL for HO reduction
in mm-wave BSs in a UDN environment.

The rest of this article is organized as follows. First, in
Section II, we describe HO management in 5G networks, and
a review of the state-of-the-art HO management approaches,
then in Section III, the Deep Reinforcement Learning (DRL)
framework was introduced as well as how it is linked to HO
problem. Next, in Section IV, the use case is presented as well
as a description of the simulation environment. In Section V,
we evaluate the performance of the proposed model and
compare it with the rate based HO scheme. Finally, Section VI
concludes the paper.

II. HO MANAGEMENT IN 5G NETWORKS

HO is described as the process of transferring an ongoing
UE’s resource from one channel to another in wireless mobile
communication. The process mainly involves a change of
connection from either serving BS, carrier frequency chan-
nel or prioritizing a new technology found within the UEs’
vicinity. One of the key design strategies for the successful
implementation of 5G networks is the efficient handling of
HO to make UEs seamlessly change BS association, thereby
limiting unnecessary HO. HO process in mobile communica-
tion involves three states. The first stage is the measurement or

information gathering phase, where the UE measures the signal
strength (other parameter measurements are also possible) of
every potential neighbour BS and the current serving BS. The
second phase is about the HO decision, where the current
serving BS decides to initialize the HO based on the measured
data from the first stage. The third phase is the cell exchange
phase, when the UE releases the serving BS and connects to
the new BS [14].

Traditionally, HO is of two types, hard and soft HOs.
In the case of hard HO, the connection must be released
from the serving BS before the connection with the target BS
can be established. In soft HO, the serving BS connection is
maintained and used for a while in parallel with the target
BS connection [14]. 5G mm-wave communication supports
the hard HO method in most cases [8]. Besides, it supports
dual connectivity, which means that the UE can be connected
to more than one BS. However, when it comes to HO in
dual connectivity, the individual connections perform hard
HO, and new HO scenarios emerge, which lead to more HO
complications in mm-wave communication [15].

Mm-wave communication is already severely affected by
blockages and high path loss; thus, deploying multiple mm-
wave BSs would result in additional challenges, particularly
from HO management’s perspective. Hence, by adopting hard
HO in mm-wave communication, the UE will often experience
intermittent connections, leading to poor QoE regardless of
QoS. One of the causes of UE dissatisfaction from mm-wave
BS might be either blockage or interference, leading to a
reduction in the SNR of the serving BS; these situations present
a ping-pong problem. Another cause of UE dissatisfaction from
mm-wave BS is when UE moves out of signal range since it
is known that the UE experiences excellent coverage of mm-
wave communication when it is within 200m from the serving
BS [16]. The challenge is selecting BS intelligently during
HO in such a way that leads to a few ping pong, reducing
unnecessary HO, and maintaining UE-BS connectivity for a
long duration. Generally, optimal BS selection to re-associate
with UE is needed to reduce the problem mentioned above. In
legacy technology, fourth generation and all technology which
use sub 6 GHz, the issue of HO is less severe considering the
sparse nature of BS deployment compared to 5G, which uses
mm-wave frequencies. Furthermore, sub 6 GHz has a broad
coverage compared to mm-wave, making unnecessary HO less
frequent. It is worth noting that the HO process involves
several procedures, but we present the general conditions
required for HO to occur for the sake of simplicity.

A. HO Process in 5G

In 5G, 3GPP [8] defines six HO events for entering and
leaving. These events are A1, A2, A3, A4, A5, and A6 and are
used to trigger HO. They are described as follows [17]: Event
A2 and A1 are activated when the UE’s channel condition
drops below and exceeds the configured threshold, respectively.
They are also used to start and stop inter-frequency neighbour
search. Intra-frequency HO is initiated by event A3 when the
neighbouring channel’s condition is higher than the service
channel’s condition based on the configured threshold. Event
A4 and A5 are typically used for inter-frequency HO, where
the target cell’s signal strength has to be higher than the abso-
lute threshold for the A4 event to be triggered. In addition to
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Event A4, however, event A5 requires that the serving BS radio
frequency (RF) condition be below a certain threshold. Event
A6 is similar to event A3 but is used for intra-frequency HO to
the secondary frequency on which the UE is encamped. Event
A4 and A5 can also be used for conditional HO management,
e.g. load balancing. Event B1 and B2 specifies the entering and
leaving condition for inter-RAT HO [8]. The threshold values
are all configured value, and if they are correctly configured,
they can significantly reduce the number of unnecessary HOs.
In this paper, we assume for UE to HO, one of the trigger
conditions for HO must be met.

However, these HO events only show the minimum require-
ments for the UE to undergo HO. The HO trigger events do not
include any intelligence in deciding which BS to associate UEs
with, especially when choosing among multiple BSs. Hence,
it always chooses the BS that provides the highest empirical
rewards, for instance, BS with the highest signal to interference
plus noise ratio (SINR) or highest reference signal received
power (RSRP). Furthermore, the selection of the optimal BS
to HO does not only depend on the BS which provides the
maximum instantaneous reward SINR but other factors such
as throughput, which depends on bandwidth and number of
UEs, also need to be considered, especially for mm-wave BS,
thus, making the matter of optimal BS selection an open issue.

The conventional event-based HO trigger depends only on
the UE’s measurement report (MR) rather than the general
network perception, which often results in sub-optimal HO
decisions. Moreover, in 5G, HO decisions would be taken
at the network level, where both the distribution and load of
users alongside BSs status would be considered. Intelligence
is therefore required to make optimum decisions regarding
selecting the target BS by incorporating or considering other
appropriate features during the BS selection process.

B. State-of-the-Art HO Management Approaches

In [18], the authors addressed the HO prediction method
in 5G and used RL to find the optimal beam that the UE
should select to maximize throughput. Their method assumes
that the state fed to RL is the combination of all RSRP
values seen from all surrounding BSs. However, considering
the states as discrete values in such a complex environment,
the proposed solution does not generalize the HO solution.
The states created by combining RSRP are continuous intrinsic
values and not discrete values as assumed. The actual network
generates continuous RSRP values.

More recently, there have been several studies that solve
HO using multi-armed bandit. The armed bandit is the classic
probability-based RL problem. In [19] the authors assume the
UE as an agent and set the BS as an arm which the UE
chooses to maximize its return, which is the average through-
put for their case. The dynamics of the environment was well-
considered and captured in the learning process. However,
they only considered UE dynamics in their work without
considering the dynamics of the environment, such as moving
and stationary obstacles, which can make the solution more
complex. They also did not consider user trajectory. Despite
the success of [20] in optimizing HO from an energy point
of view, the proposed model is still insufficient as it ignores
some vital factors such as UEs trajectory and distribution as
well as the available bandwidth in the target BS.

In addition, different heuristic approaches have also been
proposed as an alternative solution to the HO problem. Several
researchers have focused their attention on different HO man-
agement techniques using these approaches. For example, [14]
demonstrates how inter-cell interference coordination (ICIC)
can be used to enhance HO decision performance. There is also
a more advanced version of ICIC known as enhanced Inter-Cell
Interference Coordination (eICIC), which can reduce the HO
failure ratio (HoF) and the radio link failure (RLF) compared
to the case without eICIC. However, despite the advantages of
this method, it involves extensive overhead signalling during
coordination between the BS and finding the global solution
regarding when and which BS to HO, thereby increasing delay
and degrading UE’s QoE. A BS skipping technique for mobile
UEs that demonstrates a significant increase in the overall UE
throughput was proposed in [12]. The authors take advantage
of a coordinating BS in deciding which BS to select to reduce
the number of HOs. They also added a HO cost function,
which penalizes the action of HO and maintains the minimum
SINR as much as possible to avoid taking HO. Their method
has been proven to work based on stochastic analysis, but the
fundamental question remains how to skip BSs smartly. Hence,
there is a need to develop intelligent BS skipping techniques
which incorporates all the necessary factors during decision
making.

In order to overcome the stated challenges while achiev-
ing high throughput in mm-wave communication, we pro-
pose a DRL algorithm that intelligently selects the BS that
will prolong UE-BS association while guaranteeing maximum
throughput. We develop an efficient method that alleviates the
effect of HO and help realize the potential of mm-wave fre-
quency in 5G systems. We leverage the availability of extensive
data that the network generates during the training phase. The
advantage of the proposed method is that it learns offline before
its deployment to the BS controller to assist in HO decision.
The model aims to maximize the system’s average throughput
by considering the signal to noise ratio (SNR), UE velocity,
number of HOs per UE trajectory, and network load balancing.

III. REINFORCEMENT LEARNING ASSISTED HO
MANAGEMENT

Our objective is to achieve the maximum throughput, which
is achieved if the whole network environment is considered.
The network environment includes, but is not limited to,
UE trajectories, velocity and distribution, blockages, and BS
distribution and UE velocity. Some of these factors vary with
time, while others do not. Therefore, it is difficult for the
heuristic approaches to solve the HO problem while includ-
ing changing factors over time. Hence, the solution is to
explore the environment and exploit the actions that achieve
the intended objective. Artificial Intelligence (AI) has a class
of algorithms known as RL that solves this problem; these
algorithms learn through trial-and-error. When combined with
Deep Neural Network (DNN), RL forms DRL, which performs
exhaustive search and learns by themselves through experience
from interacting with the environment to achieve the objective
of maximizing or minimizing the objective function.
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Fig. 1. General Framework of RL.

A. Reinforcement Learning

This section gives a brief overview of the RL and DRL
framework and further discusses how the HO optimization
problem is formulated and solved using the DRL algorithm.

1) RL Framework: RL is a subfield of AI that enables
machines to create artificially intelligent agents that learn to
optimize their accumulated reward by interacting with the
environment. In RL, the agent receives feedback after each
action. The feedback includes the reward and the next state of
the environment. The relationship between agent, action and
environment is shown in Fig. 1 [21]. The agent learns the best
policy through multiple interactions with the environment, and
the learning procedure is detailed in the following paragraphs.

Here, we first define the main elements of RL. At time t,
the agent observes the state of the environment, st ∈ S , where
S is the set of possible states. After observing state st agent
takes an action, at ∈ A(st) where A(st) is the set of possible
actions at state st. After selecting and taking the action at
from state st, agent receives the immediate reward rt+1 from
state-action pair (st, at). The selected action in state st moves
the agent to state st+1 at time t + 1. It is essential for the
environment to have state dynamics such that P(st+1|st, at)
exists. There are two approaches to solving RL problems:
The first approach is based on policy search, and the second
approach is based on the value function approximation. Their
names reflect their behaviour. The former searches directly for
the optimal policy based on a parameterizing policy such as
NN. The later keeps improving the value function estimate by
selecting actions greedily according to the previously updated
value function and indirectly learning optimal policy.

RL methods have a dilemma, which is the trade-off be-
tween exploitation and exploration. This has to do with how
the agent learns the environment through trial and error. Should
the agent be encouraged to perform exploitation or exploration
during learning? Exploitation implies that the agent acts more
greedily by taking the best actions that maximize the reward.
Exploration means the agent act less greedy, so it can learn
about the environment more to find optimal actions. The
most common solution to this dilemma is the e-greedy policy
where the agent explores with probability less than ε ∈ [0, 1]
and exploits the best action otherwise is applicable to value
function. For policy search methods, the problem is less severe.

2) DRL Framework: All RL methods based on tabular
solution suffer from the so-called ”the curse of dimension-
ality”, which means that computational requirements increase

exponentially with an increase in the number of states. More-
over, for the task involving continuous states, the problem
becomes severe. To overcome this problem, DRL is introduced
by exploiting the advantage of neural networks (NN) in the tra-
ditional RL. The idea behind DRL is to train neural networks
to approximate optimal policy [21].

In [22], the authors combine deep convolutional neural
networks (CNN) with RL to develop a novel artificial agent
capable of learning successful policies directly from high-
dimensional sensory input data. The CNN is used to represent
the action-value function, denoted as Q(s, a; θ), where Q(s, a)
represents the action-value function and the parameter θ is
the weight of the neural networks. θ is updated every time Q
- network performs an iteration with the mean square error
as the loss function. The loss function is the mean square
error between the action-value Q(s, a; θ) and target values
r + γ ·maxa′ Q

∗(s′, a′; θ−).

It is imperative to train the neural network using training
samples from both the previous and current episodes. This
is necessary because approximating the optimal policy direct
using only current samples results in slower learning and
undesirable temporal correlations. To solve this problem, the
concept of experience replay, in which previous experiences
by the agent at each time-step (st, at, rt, st+1) as well as
recent experience are stored for subsequent use in the training
phase. The experience replay buffers previous experiences and
randomly selects the training set over the data. This results in
the gradual smoothing of the data distribution to avoid the bias
of the sample data.

Fig. 2. Overview of Heterogeneous Network (HetNets) with Dense
mm-wave BS, UE’s and sub 6 GHz BS in the Urban Area.

IV. DRL-AIDED INTELLIGENT BS SELECTION

In this section, we explain our considered system model.
Then, we describe the proposed DRL optimal BS selection
framework. It is worth noting that the DRL framework is based
on Deep Q Network (DQN) and that both terms would be used
interchangeably for the rest of this paper.
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A. System Model

We consider Fig. 2 as our use-case system model, which
demonstrate a simplified 5G HetNet where the mm-wave SCs
are placed close to each other as part of the HetNet. For
simplicity, we assume that every BS and UE has a single
antenna and 28 GHz, 2.1 GHz are used for mm-wave BS
and sub-6 GHz BSs respectively. The environment consists
of a sub-6 GHz macro BS, UE’s, and the mm-wave BSs in
Fig. 2. Wireless Insite (WI) software is used to develop the
environment, and it uses ray tracing, which provides accurate
results that mimic the actual network environment. SINR is a
popular metric for measuring channel quality. In the system
model, however, we consider SNR, and the reason is that
mm-wave antennas are capable of forming directional beams;
therefore, Inter-cell interference contribution is assumed to be
negligible.

B. Proposed Optimal Base Station Selection based on DRL

In this section, we present our design and the proposed
DRL-based architecture. Fig. 3 shows the main components
of the proposed DRL framework, and the description of each
component is presented in the following session.

Fig. 3. DRL-based Framework Comprising Environment, States, Actions,
and Rewards.

a) Agent: An agent is an entity that can interact with
the environment. It observes the state of the environment, takes
action and receives the consequence of the action taken. For
this problem, we model the agent as a BS controller, and
the reason for doing this is because the DRL model requires
training resources. The BS controller is chosen because it
possesses resource in terms of time, computation power, data
set, and, more crucially, the entire network’s global information
consisting of mm-wave BSs. It should also be noted that
the UE collects the input state features in the measurement
report (MR) and shares them with the agent.

b) Action: In the HetNet, the association strategy be-
tween UE and BS mainly depend on the HO events A1-A6
[23]. However, always choosing the target BS with the highest
SNR or RSRP lead to the sub-optimal decision. The wireless
environment’s dynamic nature is correlated with mobile and

stationary obstacles, the presence of several nearby mm-wave
BS, and signal fluctuation due to path loss. These factors in-
crease the number of HOs for mobile UE unless appropriately
handled. Fig. 3 shows M mm-wave BS, and arbitrary UEs,
moving from point P1 to PN , and in each point, Px(X, Y,
Z) is in cartesian coordinates. Intuitively, there are more than
one BSs that if the UE connects to it, it can prolong UE
connectivity with fewer HOs and guarantee maximum user
throughput. Hence, we define the action a ∈ A(s) as the scalar
representation of the serving BS at state s. The action space
A(s) includes all BSs along the UE route.

c) State space: The state explains the current condition
of the network environment and determines what happens next.
For our problem, the state is the UE Cartesian coordinate point
Px. However, due to the difficulties involved in localizing
mobility location, SNR is chosen instead to represent Point
Px(X,Y, Z). We consider SNR received from all BSs at Point
Px to represent location Px instead of actual Px in Cartesian
coordinates. Logically, the combination of SNRs from BSs is
unique continuous values that are the same as point Px in the
Cartesian coordinates throughout the UE route. Therefore, we
can relate UE’s current position to a combination of BSs SNR
values. The advantage of SNR is that UE always receives MR
containing accurate SNR from the serving and neighbouring
BSs, and we can use this potential information.

Hence, at point Px, the state space for an arbitrary UE is
given as, s = {γ1, γ2, γ3......γm, BSi∈m} where γi is the SNR
of BS i, i is the index variable in m BS, and BSi∈m is a serving
BS index in one-hot encoded vector. One-hot encoding [24] is
the vector transformation of an integer variable into the binary
value of zeros except for the index of the integer. For instance,
if the serving Bs index at point Px is BSi=3 and there are a total
of five BSs m = 5, hence, it’s equivalent one-hot encoding
vector become BS(i=3) = [0, 0, 1, 0, 0].

d) Reward Design: The reward is an abstract term
reflecting environmental feedback. The importance of reward is
to motivate the agent to learn to reach the target through reward
maximization, and our goal is to maximize UE throughput
while minimizing HOs. It is also essential to design the reward
in such a way that it avoids giving delayed rewards since it
may cause the so-called credit assignment problem [20], [21].
We introduce an immediate reward function estimating the
immediate impact of the action taken to achieve the agent’s
target. We design the immediate reward so that the number
of HOs and instantaneous received SNR value are combined.
We derive the reward from the throughput equation as follows:
The instantaneous throughput can be expressed as:

T =
B

N
× log2(1 + SNRi) (1)

where B is the maximum bandwidth allocation per serving BS,
N is the total number of UEs connected to the BS, and SNRi
is received SNR from serving BSi. The reward is obtained
by incorporating the impact of HO cost to eqn. 1. Hence, the
reward can be expressed as:

r (st+1, a, st) =

{
T (1−Hc) , if HO occurs
T, otherwise (2)
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where Hc is the HO cost [25] which is a unit-less quantity
that is used to measure the fraction of time without useful
transmission of data along the user’s trajectory due to the
transfer of HO signalling and the switching of radio links
between serving and target BSs.

For model to work, we assume that the average SNR
represents the long term experienced SNR at a particular point
and that the agent uses these accurately collected SNR values
to calculate the reward. We also assume the time delay values
of 2 sec per HO for UE’s HO from mm-wave BSs to mm-
Wave BSs and 0.7 sec per HO for UE’s HO mm-wave BSs to
sub-6GHz BSs and vice versa [12].

1) Learning algorithm: Fig. 3 shows the proposed model
framework built DQN algorithm, summarized in Algorithms 1.
In this Algorithm 1, the first thing the agent does is to observe
the type of service and if the SNR received from the serving
BS is greater than the threshold then it maintains the serving
BS else agent decides by taking action a following the ε-greedy
policy. For a moving UE in particular , at position p, the UE
takes action a according to the stated policy πθ(s, a). Then,
after one step of UE p+1, the environment generates the next
state sP+1. The experienced transition (s,a,r) is stored in the
replay memory D, after which the UE receives the next state
(sp+1) and perform action ap+1 determine by πθ, and process
continue until it reaches terminal state.

V. PERFORMANCE EVALUATION

This section evaluates the proposed DRL-based algorithm’s
performance, but first, we describe the simulation set-up and
parameters and then presenting the simulation results and
discussions. We also compare the performance of the proposed
DRL model and with the benchmark HO policy [23], which
is rate based HO (RBH) strategy.

A. Simulation Setups

The environment, agent and reward are constructed as
follows: The environment is constructed using ray tracing sim-
ulator WI, and states that are obtained from the environment
consist of different number of BSs ranging from 10 - 70 BSs,
random obstacle, the random walking model for UE with speed
1 - 10 ms−1 and UE’s trajectories is of length 500 m length.
Python with Keras library and TensorFlow framework was
used to implement the agent, and reward is generated based
on throughput as expressed in Eqn 2. The summary of the
simulation parameters is presented in Table I. In addition, the
hyper-parameters used in the implementation of the DQN are
shown in the Table. II.

B. Results

The user’s velocity was set to 8 ms−1, and 10 mm-wave
BSs were considered in the first experiment. Also, the SNR
threshold values considered is within the range of 1 dB and
7 dB. We analyse the relationship between the number of HOs
and the threshold SNR, which is the UE triggering condition
to HO. Fig. 4 shows the different values of the minimum SNR
against the number of HO. From the figure, it can be clearly
observed that the proposed model outperforms the RBH. The
minimum HO reduction gain is seen when the threshold SNR is
7. The trend shows that for any SNR, the proposed DQN based

Algorithm 1: Deep Q-Learning
1 Initialize replay memory D to capacity N;
2 Initialize action-value function Q with random weight

θ;
3 Initialize the target action-value function Q̂ with

weight θ− = θ
4 Initialize the target Q-network replacement frequency

fu;
5 Repeat:
6 Get Initial state
7 Assign terminal state ← False
8 Repeat The agent observes the state:
9 if SNR of Serving BSs ≥ minimum SNR for service Ci

then
10 Action: ← Index of serving BSs;
11 else
12 Action: ← agent takes an action following

ε-greedy policy;
13 end
14 The agent observe new state sp+1 after UE move

from point p to another point p+ 1
15 From action a(p) taken above, calculates the

immediate reward r(s(p), action(p)) in position p
16 The agent stores all new experiences

(s(p), a(p), r(p), s(p+ 1), terminalstate) into the
replay memory D

17 Agent run experience replay once every fu steps;
18 Sample random mini-batch of Z experience

(s(p), a(p), r(p), s(p+ 1), terminal state) from the
reply memory D;

19

set ys =
{
rs(p), for terminal s(p+ 1)

rs(p) + γ maxa′ Q(s, a′; θ), otherwise

Agent performs a gradient descent step on
(yj −Q(s(p), a(p); θ))2

20 The agent updates the DQN wight θ once every C ;
Every C step reset Q̂ = Q, i.e θ− = θ;

model outperforms RBH. Overall, the proposed DQN model
resulted in a 70% HO reduction compared to the benchmark
RBH method.

For the second experiment, we evaluate the running time
for the two methods, as shown in Fig. 5. The parameters in this
experiment are as follows: UE velocity = 8 ms−1, and γth = 20
dB. Fig. 5 shows that all the policies follow a similar trend. It
can be observed that our proposed model takes a longer time
than RBH to decide the BS to HO the UE. This is because
the proposed model considers more parameters when making a
HO decision than the RBH method. Moreover, there is a linear
relationship between increasing the number of mm-wave BS
and running time for both policies.

Finally, we evaluate the proposed model’s performance in
terms of the number of HOs and throughput at different UE
velocities in the last experiment. The experimental parameters
are set as follows: γth = 20 dB, λ = 50 BSkm−2, and UE
velocity = 8 ms−1. The average system throughput and the
number of HOs for both HO management policies against the
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TABLE I. SIMULATION PARAMETERS

Parameter Value

BS intensity 10 - 70 (BS/km2)

mm-wave frequency 28 GHz

mm-wave bandwidth 1 GHz

BS transmit power 30 dBm

Thermal noise density −174 dBm/Hz

Delay without data transmission 0.75, 2 sec

TABLE II. DESIGN PARAMETERS FOR THE DEVELOPED DQN MODEL

Parameter Value

Hidden layers, Neuron size
6, {32, 64, 128,

256, 64}

Activation function hidden layers relu

Activation function output layer linear

Initial exploration training 1

Final exploration training 0.2

Learning rate, α and Discount Factor, γ 0.01 , 0.9

Mini-batch size C, Optimizer 32, Adam

Replay memory size, D 10000

UE velocity are shown in Fig. 6. Fig. 6(a) shows a slight
and gradual increase in the number of HOs for both models;
however, the proposed DQN model outperforms the RBH
policy. Compared to low-speed UE, the effect of HO on the
average throughput is more significant for high-speed UE, as
seen in Fig. 6(b). Nevertheless, in comparison to RBH, our
model proposed performs better.

VI. CONCLUSION

Mm-wave BS deployment will become ever denser with
the emergence of new 5G use cases that demand high data
rate. Using mm-wave for communication between UE and BS
leads to more HOs for arbitrary UE, and deploying dense
mm-wave BSs increases the problem. This paper presents a
DQN based model that smartly learn how to maximum UE
throughput while minimizing HO’s effect. The proposed DQN
model and the benchmark rate based HO mechanisms are
simulated, and their comparative performance analysis has
been performed based on throughput and the number of HOs.
According to the simulation results, it can be clearly seen that
the proposed approach gives more successful results than the
traditional approach in terms of throughput and number of
HO occurrences. A new HO strategy that can learn by feeding
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various state features such as images will be presented in the
future. Moreover, the idea of sharing the learnt strategy with
the UEs in the learning phase in order to fasten the training
process will be considered in the ultra-dense 5G network
environment.
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Abstract—Digital forensics field faces new challenges with
emerging technologies. Virtualization is one of the significant
challenges in the field of digital forensics. Virtual Machines (VM)
have many advantages either it be an optimum utilization of
hardware resources or cost saving for organizations. Traditional
forensics’ tools are not competent enough to analyze the virtual
machines as they only support for physical machines, to overcome
this challenge Virtual Machine Introspection technologies were
developed to perform forensic investigation of virtual machines.
Until now, we were dealing with persistent virtual machines;
these are created once and used many times. We have extreme
version of virtual machine and that is disposable virtual machine.
However, the disposable virtual machine once created and are
used one time, it vanish from the system without leaving behind
any significant traces or artifacts for digital investigator. The
purpose of this paper is to discuss various disposable virtualiza-
tion technologies available and challenges posed by them on the
digital forensics investigation process and provided some future
directions to overcome these challenges.

Keywords—Digital forensics; digital investigation; disposable
virtual machines; light weight virtual machine; Microsoft sandbox;
QEMU; qubes

I. INTRODUCTION

Digital forensics is the process with four basic phases:
collection, examination, analysis and reporting. During col-
lection phase, data related to a specific event is identified,
collected, and its integrity is maintained. Examination phase
uses forensic tools and techniques as well as manual processes
to identify and extract the relevant evidences from the collected
data. Analysis phase deal with analyzing the results of the
examination phase to generate useful information related to
the case. Final phase generates reports of evidence from the
results of the analysis [1]. A virtual machine (VM) is a tightly
isolated software container with an operating system and appli-
cations inside. VM is self-contained and independent. Multiple
VMs on a single physical machine with different operating
systems and applications to run on just one physical server,
or host. Hypervisor is the software layer, which decouples the
virtual machines from the host and dynamically allocates and
manages the computing resources to each virtual machine as
per requirement [2]. Forensic investigation of virtual machines
is challenging task if in a case virtual machine is subject of
crime investigation, obtaining the image of the physical drive
will not result in significant evidence since the virtual hard

* Corresponding Author : Sultan Ahmad

Fig. 1. Type-1 Hypervisor.

drive holds the evidence and more over vulnerabilities and
attacks that affect the physical drive will have same effect
on virtual environment. Analyzing multiple virtual machines
using traditional tools of forensics is not possible. Virtual
Machine introspection is the technique to monitor a virtual
machine through hypervisor or a privileged VM, where the
evidence collected without affecting the target VM [3]. Virtual
machines created using oracle virtual box can be recovered
using autopsy and other tools but VMs which were deleted
using destroy command cannot be recovered [4]. The goal of
this paper is to explore the disposable virtual machines and
challenges posed to the digital forensics practitioners. Next
section will discuss the virtualization technologies. Section
3 explores the disposable virtual machine technologies. Sec-
tion 4 explores the challenges and roadblocks introduced by
disposable virtualization to digital forensics. Section 5 will
discuss current solutions to the issues related to disposable
virtualization. We conclude with possible research directions
to overcome these challenges.

II. VIRTUAL MACHINES

Virtualization technology enables utilization of resources in
an effective way, reduces maintenance and security cost for the
end-users. Virtual machine runs up on hypervisor. Hypervisors
are of two types, one, which directly operates on physical
hardware and does not require operating system, is called
type-1 hypervisor, often called as “bare metal” hypervisors,
examples include Citrix, Xen Server, ESXi from VMware, and
Microsoft’s Hyper-V. Layerd architecure of type-1 hypervisor
illustrated in Fig. 1.

Second type of hypervisor rests upon operating system
known as type-2 hypervisor. Most popular type-2 hypervisors
are VMware, Virtual Box, and Parallel Desktop for MAC OS.

www.ijacsa.thesai.org 792 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 2, 2021

Fig. 2. Type-2 Hypervisor.

Type1 hypervisors provide greater performance and security
and there is no overhead task for hypervisor to interact
with host operating system. Type-2 hypervisor runs as an
application on top of the host operating system (OS), it gives
convenience to the individual users who intend to emulate
a different operating system other than their OS, example:
windows users can install Linux on virtual machine [5]. Fig.
2 shows the type-2 hypervisor’s architecture. VMware files
like vmdk file is virtual hard disk and vmem file is paging
file act as primary memory RAM[6]. Oracle Virtual Box
hypervisor also maintains such files, for each virtual machine
there is a machine folder, inside machine folder vmname.vbox
file and vmname.vdi , vdi format file for disk image, and
Log files folder and a snapshot folder. These specific files of
virtual machine collected from the host machine, to conducted
investigation on virtual machine [7].

A. Virtual Machine Forensics

VM Forensics is similar to traditional digital forensics in
many ways but at the same time, it introduces new pitfalls.
Forensic approaches for virtual machines are many. Simplest
form of forensics investigation of virtual machine starts with
acquiring disk image of host computer on which virtual
machines are running, after acquiring disk image files are
extracted for the respective Virtual machine manger. Along
with VM’s files network logs and host operating system’s
registry also extracted. Disk image acquisition has to be done
with utmost care, to preserve the integrity to ensure the legal
admissibility of the evidence. There are standard procedures
and guidelines for digital evidence acquisition approved by
the Association of Chief Police Officers of the UK (ACPO),
ISO Standard 27037, U. S. Department of Justice Office, and
the EU publication Guidelines on Digital Forensic. First, the
machine is powered off by disconnecting power supply. Then
the hard disk drives or solid-state drives disassembled from
the suspect machine. Extracted disk drive is write protected
with write blocker kit. Disk drive then connected to forensic
machine to create a duplicate image of disk drive using
specialized tools such as dd, FTK imager and “encase”, etc.
Disk image acquired from previous step is used for analysis.
In case of VM disk image there are two approaches, first is re-
suming the suspended virtual machine on corresponding virtual
machine manager. Second approach is to create the snapshots
of virtual machine.In case of resuming the suspended virtual
machine VM disk files vmdk, or vdk or vhd files and other
files related to virtual machine are restored, down side of this
approach is during resuming process VM files may change
and integrity of the evidence is compromised. While snapshot
of VM used for forensic analysis, there will be no changes

TABLE I. DISPOSABLE VIRTUAL MACHINES.

Disposable VM Hypervisor Type
Microsoft Sadbox Microsoft Hypervisor Type 2

Qubes Disposable VM KVM, Xen Type 1

Virtual box Nested VM Virtual Box Type 2

Shade SandBox Microsoft Hypervisor Type 2

QEMU Xen, KVM, Hax Type 2

Bitbox Virtual Box Type 2

on state of the HDD. Forensic analysis tools; Encase, FTK
supports the conversion of virtual disk image files (.vmdk,
.vdi) to raw dd format files [8]. Virtual machine introspection
technique uses virtual machine manager to view inside virtual
machine, to track and view virtual machine state. VMI can
inspect and view VM-memory, processor, installed Operating
systems, applications and services. Evidence Search through
injected code. This strategy is inspired by code injection
attacks. Which uses vulnerabilities to inject malicious code
in to applications and kernel to control and corrupt the system
[9].

III. DISPOSABLE VIRTUAL MACHINES

Disposable virtual machine is the lightweight virtual ma-
chine, created instantly and it will be disposed when it is
closed. Disposable VMs commonly used to host single ap-
plication, such as web browser, viewer, editor and suspicious
applications. This concept of single use virtual machines also
adopted by various operating systems. In Table I, the few
popular disposable Virtual machine managers are listed.

A. Microsoft Windows Sandbox (WSB)

Microsoft Windows sandbox runs applications in isolation.
Secure execution of application in sandbox environment does
not affect the host operating system. New instance of sandbox
created each time and disposed as soon as it is closed.
Preinstalled applications in host operating system are not ac-
cessible in sandbox environment instead explicit installation of
application is required. Sandbox uses hardware virtualization
for kernel isolation. Windows Sandbox is a new lightweight
disposable desktop environment. Which runs application in
isolation. Windows 10 pro and enterprise editions include sand-
box environment. As soon as sandbox is closed, applications
and residual files, and data related to that particular sandbox
deleted permanently. Every time you start a Windows Sandbox,
it is as clean as a brand-new installation of Windows. Windows
10 operating systems has all required files pre-loaded to run
the sandbox. It is disposable nothing persists on the host
device as soon as you close the sandbox.Windows Sandbox
(WSB) gets the dynamically generated base image with its own
directory structure as host operating system, except the mutable
files are copied in to WBS directory structure. Immutable
files of host operating system can be accessed through links.
Efficiency of the windows sandbox achieved by following:
process scheduling integrated with kernel scheduler. Smart
memory management where memory pages are allocated to
WSB and Host operating system on demand, there is no fixed
chunk of memory for WSB, it gives more flexibility and
improves efficiency overall. virtual GPU enables dynamic uti-
lization of graphics processing. Windows sandbox architecture
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Fig. 3. Windows SandBox Architecture.

is illustrated in Fig. 3. To use windows sandbox you must
start the sandbox first and copy the executable file you wish
to run from the host file system and paste the executable
file in sandbox. Once the file copied, you can run it as a
normal application. Windows Sandbox gives two options; one
is to run a full desktop in sandbox. Second option is just
the application in sandbox and as known as rails. Sandbox
has many advantages over tradition virtual machines creates
a virtual machine and installs complete operating systems
where resources are shared among host operating system and
virtual machines. In case of windows, only few files used for
sandbox from host file system it is dynamically generated
image. Memory management is dynamic based on payload
system allocates memory to the sandbox. Process scheduling
is integrated where sandbox and host systems are managed
together . Windows sandbox is secure as it runs on a separate
kernel that provided by Microsoft’s hypervisor keeping it
isolated from the host kernel. Virtualization in case of sandbox
is hardware-based illustrated in Fig. 1. Thus to implement type-
1 hypervisor host system must support virtualization, which
can be enabled or disabled from BIOS of the host system.
Any malicious code will not affect the host kernel and will
not persist as soon as sandbox is closed. WSB can be accessed
remotely from server where Sandbox is created in two modes
1.WSB with full desktop 2.WSB Rails in Rails a specific
application is launched on sandbox it is similar as Application
VM. Remote clients can access and launch the WSB from
server, once it is closed no files or changes are saved in host
server[10].

B. Qubes Disposable VM

Qubes OS developed with focus on Security through iso-
lation approach. Virtualization is based on Xen hypervisor.
Domains created with different security levels, which runs on
virtual machine. Work domain is more secure than Shopping
domain. Dom0 is the administrative domain it can access all
the hardware directly, such as graphics devices, input output
devices like keyboard and mouse. This administrative domain
manages the virtual disks of the other VMs, it stores these
virtual disk images on its file system. Disk space saved by
storing virtual disk on same file systems and accessed in
read only mode. Qubes allows users to launch disposable VM
directly from dom0’s start menu or from an AppVM you have
to choose open with disposable VM. In disposable VM you

can work with untrusted files without compromising other
Virtual machines. Disposable VMs created using Disposable
VM Template. Disposable VMs created with these templates
has its own user file system, one for each disposable VM.
Qubes R4.0 has multiple Templates and default template for
disposable VM is fedro-xx—dvm(xx here refers to version
number[11].

C. VirtualBox

Oracle VirtualBox is an open source type 2 hypervisor for
virtualization of window and Linux operating systems from
Oracle Corporation. Creation and management of guest virtual
machines is very much user friendly. Intel VT-x and AMD-
V hardware-assisted virtualization is supported on VirtualBox.
It supports nested virtualization that is one of the challenges
for digital forensics experts [7]. Nested virtual machines runs
on hypervisor which is on top of other virtual machine, this
stacking of hypervisor recursively increases overhead but at the
same time provides extra layer of security and decouples the
VM from physical host [12]. Eventually it comes with extra
overhead for digital forensic investigation.

D. Shade Sandboxie

Shade Sandboxie is an application based sandboxing. It
creates isolated environment to execute suspicious code. Such
an environment is used to track and notice code behavior and
output activity, it creates functional layer of network security
against ATPs and other cyber threats. Applications run inside
simulated virtual environment without hardware virtualization
support. Running malicious code and browsing websites with
potential threats will not affect the host Operating System [13].

E. QEMU (Quick Emulator)

QEMU is the hosted virtual machine monitor it operates
in different modes. System emulation mode where it em-
ulates hardware including processor, peripheral devices. In
user mode, it runs programs using different instruction set
rather than its instruction set by cross-compilation and cross
debugging. KVM hosting mode, QEMU emulates hardware
but guest operating system runs on KVM. XEN hosting mode,
here also QEMU emulates hardware and XEN run the guest
operating systems [14].

F. BitBox

BitBox is secure firefox encased in virtual machine with
linux OS on oracle virual box. Only drawback of this is
the setup, which takes 2GB of disk space. Developed by
German cyber Security Company Rohde and Schwarz to
prevent cyber-attacks such as APTs, Zero-day exploits and
Ransomwares[15].

IV. CHALLENGES POSED BY DISPOSABLE VIRTUAL
MACHINES IN DIGITAL FORENSICS

That, in essence, attackers can start a disposable VM to
carry out their act and close the disposable VM, which leaves
no traces for forensics expert. Existing Virtual machine foren-
sic techniques are not going to yield significant results. The
disposable virtual machines not designed with digital forensics
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and evidence integrity in mind, instead the objective was to
completely isolate applications from host operating system
and leave a pristine system without leaving any traces behind.
However, not any significant work has been done in disposable
virtual machine forensic. We could not find any substantial
information about disposable virtual machine or lightweight
VM forensics. Forensic investigation begins with identifying
the system, which contains potential evidence or involved in
suspicious activity. First step is to identify the incident and
next is to acquire evidence to prove the incident. When it
comes to disposable virtual machines, no traces are left. The
very nature of disposable virtual machines architecture is the
main challenge in data identification and subsequent collection
of evidence. Mostly no artifacts left after closing disposable
virtual machines. Possible solution could be capturing the
sandbox or the disposable virtual machine instances while they
are active other possible solution is to perform data carving
from memory dumps log files of hypervisor. In presence
of hypervisor, it is difficult to take, the memory dump of
the physical memory it is difficult to extract the data from
memory reserved fur virtual machine monitors. One possible
way to use memory acquisition tools like volatility, Rekall and
Layout Expert [16].It might be able to analyze virtual machine
processes running on the machine even after capturing memory
dumps it is difficult to analyze the memory dump for virtual
machine data. Here we use the standard forensic investigation
steps to discuss the challenges posed by disposable VMs at
each stage. Stage of forensic investigation are as follows:
1. Forensic Image creation 2. Identification and Recovery 3.
Analysis 4. Presentation and Documentation[17].

A. Forensic Image Creation

Disk image of suspected system is created from physical
machine. At this stage, integrity of the image created must be
preserved. This is performed using tools like DD, DDRescue,
Encase and Photorec etc.[18][19]. Investigator never uses the
original disk to conduct investigation; instead, image of the
disk used to conduct analysis and further investigation. This
image used to collect the information about virtual machine
and hypervisor used. Information included execution time
logs, temporary files, snapshots and Internet activity log files
etc. Therefore, investigator must collect the image carefully
without tampering its integrity to extract vital information.
Write blockers are used to prevent accidental writes on to the
original disk. MD5 hashing is one of the method to ensure
the integrity. Forensic tools allow us to complete this task
by mounting disk image for further analysis of the Virtual
machines and Hypervisor. Graphical user interface such as
Dymanage and AIR are developed for DD find DD rescue.
In case of disposable virtual machines, data is not persistent
so it is not possible to create disk image of disposable virtual
machines.

B. Identifcation and Recovery

At first, host machine is analyzed to find the traces of
virtual machine in hypervisor. Host operating system maintains
log files, which lead to extract traces of virtual machine. Win-
dows operating system maintains registry entries, prefetched
files, shared DLL, log files, thumbnails, icons, temporary files,
and system event logs etc. that can prove the virtual machine

TABLE II. DISPOSABLE VM CHALLENGES.

Investigation Stage Challenge
Image creation No persistent files of disposable VM exist on disk

drive
Information identification Host OS or the Hypervisor do not maintain activity

logs of disposable VM
Analysis Snapshots or .vdi files are not available
Presentation No specific format of reporting is available

existence in host computer. Even after files are deleted most
of the time operating system do not completely delete the
files instead removes the file reference from master file table.
Specifically for large size, files such as virtual machine files
still exist in the disk. Each of these files can be extracted from
the unallocated space of the secondary disk. Data recovery
tools like best disc, handy recovery and R-studio etc. com-
monly used to recover data from the disk image.

C. Analysis

Virtual machine analysis: regular virtual machines can be
Analyzed by mounting it as disk drive or by accessing it
through a hypervisor. In case of disposable virtual machines,
it is not possible; files related to disposable VM are deleted.
Virtual machine files could be recovered by identifying its
format based on hypervisor. Files with extensions like .VDI,
.VMDK is used by popular hypervisors [20]. Other options to
investigate the virtual machine is by picking a snapshot of VM
and further analyzing snapshot to extract the vital information
that can be presented as evidence. This provision of snapshot
is not available for disposable virtual machines. Only option
left for disposable VM is to analyze host operating system log
files, registry entries, etc.

D. Presentation and Documentation

Documenting and presenting the evidence found during in-
vestigation is the final stage of forensic investigation. Evidence
includes time stamps, who accessed and when accessed data
or performed an activity. Forensics tools have their proprietary
format of reports. There are no specific forensic tools for
disposable VM forensics, so there exists no specific reporting
formats for disposable VM. It is preferable to use the same
reports as virtual machine. In Table II we have presented the
challenges posed by disposable VM at every stage of forensic
investigation.

V. CONCLUSION

In this paper, the investigators have explored challenges
posed by lightweight VM to the digital forensics experts at
every stage of digital forensics investigation. We discovered
that there is not much research done in disposable VM foren-
sics. These challenges needs to be addressed by conducting
experiments on disposable VM. One of the possible thing is to
compare the complete system image before and after running
disposable virtual machine on various platforms and in this
way we find possible traces or changes in the system.
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Abstract—Wireless sensor network with mobility is rapidly
evolving and increasing in the recent decade. The cluster and
hierarchical routing strategy demonstrates major changes in the
lifespan of the network and the scalability. The latency, average
energy consumption, packet distribution ratio is highly impacted
due to a lack of coordination between cluster head and extreme
mobile network nodes. Overall efficiency of highly mobile wireless
sensor network is reduced by current techniques such as mobility-
conscious media access control, sleep/wakeup scheduling and
transmission of real-time services in wireless sensor network.
This paper proposes a novel Priority-Mobility Aware Clustering
Routing algorithm (p-MACRON) for high delivery of packets by
assigning fair weightage to each and every packet of node. To
automatically decide the scheduling policy, reinforcement learning
approach is integrated. The mixed approach of priority and self-
learning results into better utilization of energy. The experimental
result shows comparisons of slotted sense multiple access protocol,
AODV, MEMAC and P-MACRON, in which proposed algorithm
delivered better results in terms of interval, packet size and
simulation time.

Keywords—Cluster; routing; sleep scheduling; priority; rein-
forcement

I. INTRODUCTION

Recently wireless sensor networks are rapidly growing and
shifting their paradigm from static to dynamic. Such dynamic
changing environment are highly impacted by traditional MAC
protocol and sleep scheduling algorithm. Newly developed
mobile sensors are advance and much more constrained related
to mobility [1] [2], routing protocol, scheduling and clustering
[3], [4], [5]. One of the most important features to consider
in fast-growing WSN is node mobility and data transmission
in real time. A Preemptive Priority-Based Data Fragmentation
Scheme proposed [6] where high priority packets and low
priority packets are handled. FROG-MAC focuses on frag-
mentation of packets so that higher priority packets need not to
wait for longer time while low priority packets are transferred.
The limitation of this scheme is interference of high priority
packets while low priority packets are in transmission. Fasee
Ullah et. all [7] proposed TRIP-ECC protocol which mainly
classify priority of data into four different categories like
usual data, on demand data, emergency data of low threshold
reading and high threshold reading. This classification works
well with Wireless body network but did not work well
in heterogeneous network where real time delivery and fair

weightage for all nodes. To handle the mobility and scalability
of network Mahdi Zareei et al. [5] [8] has done an extensive
survey of mobility aware MAC protocol. Based on their survey
the paper categorized MAC protocol Scheme in four major
categories: General active/sleep time, Slotted TDMA based
MAC protocol, preamble sampling MAC protocol and hybrid
MAC protocol. Mobility aware protocol is well described
with their pros and cons in this paper. MEMAC algorithm
is proposed by Bashir Yahya et al. [9] is a hybrid MAC
protocol to handle the mobility of nodes with cluster creation,
shift, leave, join operation very well. The main constrain
of this protocol is handling mobility in large and scalable
network. Dayong ye and Minjie Zhang implemented self-
adaptive sleep/wakeup scheduling algorithm. This algorithm
avoids use of duty cycling to overcome the problem of packet
deliver and energy saving. This algorithm uses the concept of
Reinforcement learning to achieve better results and algorithm
indeed gives best results. The authors didn’t test the algorithm
on any of cluster routing protocol. This work we have extended
in our P-MACRON.The primary role of proposed algorithm
in further section is to handle the traffic in mobile network
by allocating fair and equal weightage all node. During the
data transmission, the node priority is validated by extracting
the details from the Packet Header. The remaining paper is
organized as follows the background knowledge is described in
Section 2, Section 3 specifies proposed work, implementation
of work is mentioned in Section 4, results are discussed in
Section 5 followed by conclusion in Section 6.

II. BACKGROUND KNOWLEDGE

The proposed work is extension of mobility aware cluster-
ing routing MACRON algorithm proposed in [10] [11]. This
algorithm wisely chooses the cluster head and its members
based on probability distribution functions and iterative cal-
culation. Unlike conventional algorithms, MACRON manages
node mobility effectively by performing leave join operations
iteratively. The MACRON algorithm operates in three phases:
1) Network creation MACRON Algorithm, 2) Self-healing
Scheduling MACRON Algorithm, 3) Self-healing scheduling
approach using Reinforcement Learning. In this section, these
three phases are described in detailed.
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A. Network Creation

The system consists of base station and sensor nodes.
The base station initiated clustering process based on node
deployment and coverage area. Clustering is executed by an
iterative process with probability distribution function. The
initial probability of each node is determined based on the
one-hop connectivity distance to reach all the covered sensor
nodes. By applying LEACH method with energy parameter the
updated probability for each node is calculated. Normalize the
estimated probability by computing the ratio of the current
probability value to the cumulative probability value of all
sensors [1] [10]. The node with max probability is selected
as Cluster head. The node with one hop distance are selected
as members for cluster head. The same process will continue
until all nodes in the network are reached to the end [12], [13]
.

Algorithm 1: Network and Cluster Head Creation
1 Create location table by observing location x,y and

energy of node.;
2 for i = 1, . . . , n do
3 nodex(i)← xi ;
4 nodey(i)← yi ;
5 nodee(i)← energy ;
6 end
7 To form the cluster table unit area, average cluster

node and number of clusters are calculated

Carea = N
Max x∗Max y

AvgClust node = Carea ∗ Pi ∗ node2

Clustnum = number of nodes
AvgClust node

8 using one hop distance the cluster are formed ;
9 The node having max probability will be selected as

cluster head CHj ;
10 Cluster are refined using probability distribution and

LEACH technique and cluster list is created list
CHj ← nd(i);

B. Algorithm: Join, Shift and Leave Operation

Cluster member chooses tentative cluster head based on
shortest reachability and sends leave message to old cluster
head and join message to newly elected cluster head. If one
cluster head receives CH announcement from other overlap-
ping cluster head, then need to find cluster probability. The
node with the greater probability retains the head position so
the lower probability CH performs the cluster shifting process
by sending the shifting message to both CM and overlapping
CH, then cluster head assigns slot to members [14] [15]

C. Self Healing Scheduling Approach using Reinforcement
Learning

Self-healing scheduling approach using Q-learning algo-
rithm decides when to transmit the packets in sub time-
slot. This algorithm works with rewards and penalty so that

Algorithm 2: Join, Shift and Leave Operation
1 Cluster member CM choose cluster head Curr CH

based on shortest reachability;
2 if CM 6∈ Curr CH then
3 send leave message to Old CH and join message

to Curr CH .
4 end
5 if CMnot 6∈ Curr CH and receives message from

Curr CH then
6 perform cluster shifting by sending leave and join

message.
7 end
8 CH received announcement from overlapping

Curr CH then Curr CH checks cluster
probability.

all nodes will select transmission of packets with proper
prediction in future. This algorithm works with sleep and active
states by adjusting the idle state of node as it consumes lot
of energy[3][16]. Initially the learning rate ζ, and δ are deter-
mined by observing the how much amount of prior information
will be override by the recent set of actions. The set of actions
considered here is a ∈ {transmit, listen, sleep}

Generally it takes the value between [0, 1], Here, 0 means
that the prior information will be retained as it is and 1
indicates that it will positively identify the prior information.
The discount factor γ also takes the value between [0, 1], the
value nearer to 0 indicates the node is naive and it deals
with the recent actions only and, the discount factor value
approaching to 1 indicates that the node is promising with
high reward value.

For reinforcement learning approach, the policy defined in
[17] [18] is adopted. By considering this policies the payoff,
average payoff will be decided and the transmission slot will
be normalized.

Algorithm 3: Self-healing scheduling approach using
Reinforcement Learning
1 Initialize the learning rate ζ, and δ, discount factor γ

by observing the current action a current ;
2 According to rule, select set of available actions ;
3 Decide Payoff, Next State and time slot of when to

transmit packet;
4 calculate the average payoff;
5 Decide the probability of selection of subslot of

transmitting packet;
6 Normalize the slot;

III. PROPOSED WORK

The proposed work is demonstrated in three sections. The
detail architecture is shown in Section 1, Section 2 focuses on
how reinforcement learning is integrated in proposed work.The
P-MACRON algorithm is described in Section 3.

A. Architecture of Proposed Algorithm

The Architecture of sensor network shown in Fig. 1 is
created by consideration of Node 0 as Base node and base
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station initiate the clustering process on nodes deployment and
coverage area of sensors. The network will perform operations
such as joining another network, switching from one network
to another and finding nodes in the network about to die. The
node with the greater probability retains the head position so
the lower probability CH performs the cluster shifting process
by sending the shifting message to both CM and overlapping
CH [19].

Fig. 1: System Architecture with Join, Leave, Shift Operation.

B. Reinforcement Learning Integration with Proposed Algo-
rithm

Reinforcement learning enables the nodes to learn best
possible actions in order to take best decision with previous
experiences as shown in figure 2.

Fig. 2: Self-healing Sleep/wakeup Structure using Reinforce-
ment Learning Algorithm.

C. P-MACRON Algorithm

The proposed work contributes in maximization of network
lifetime for dynamic wireless sensor network and giving fair
chance to all nodes in the network to transmit the data. The
three objectives of algorithm are:

• MACRON algorithm for minimum energy consump-
tion that works effectively and proficiently in dynamic
mobile wireless area network.

• Self-healing scheduling using reinforcement learning
approach for long life of wireless sensor network.

• A new priority based hybrid approach for improving
lifetime of Wireless Sensor Network to deliver real-
time data by assigning fair weightage to every node.

Fig. 3: Flow of Priority-MACRON Algorithm.

The third objective of the algorithm is proposed here
to elongate the lifetime of wireless sensor network. A
main research theme in dynamic wireless sensor networks
is the nature of real-time data transmission and equal
chance for every node. P-MACRON maintains priority queue
[PQ1, PQ2, PQ3. . . PQn] and tuning factor ω to assign fair
weightage to all nodes. Proposed P-MACRON extract packet
header parameters and consider scheduling value like sleep and
active. Self-healing scheduling algorithm adjust their idle state
with sleep and active state this will help in fast transmission of
packets. Each node maintaining its sleep and active state and
communicate its schedule with cluster head locally. All cluster
heads will dynamically maintain their cluster table with sched-
ules communicated by nodes.During the data transmission, the
node priority is validated by extracting the details from the
Packet Header. The packet header contains the information
about the parameters such as the average number of nodes dis-
tributed in the clusters, number of packets in the buffer, sleep
time for each sensor, sensors connectivity with its neighbors
and the mobility of the sensors [20] [21]. The weighted fair
queuing model is applied to decide the priority based on the
uniformly distributed weight values. The cumulative value of
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the weight is maintained to the unit value and the weighted
value is computed for all parameters related to the priority
value. The weighted priority value of the data packet is used
to decide the packet queue which is used to buffer the packet.
If the priority is not available in the queue then it is included
in the queue pool to complete the data transmission. If the
priority is available in the queue then the same pool is used to
complete the data transmission. Based on the selected queue
pool the transmission priority is assigned to each packet. In
the Mac layer, the packet transmission is performed based on
the assigned priority. Fig. 3 is explaining the overall flow of
P-MACRON Algorithm.

1

Algorithm: P-MACRON
Input: list(CHj) with nodes nd(i)
Output: Priority Queue Portions [PQ1, PQ2 . . . PQn],
{nd(1), nd(2) . . . nd(i)} ∈ PQi

2 Method:
3 Generate the set of Priority Parameter ω;

repeat
4 for each packet of nd(i);
5 extract packet header (PHi);
6 observe the transmit time Tst(i);
7 check the status [nd(i)];
8 if status [nd(i) == ”Sleep”] then
9 ∆(i) = Sleep T ime(i)

10 else
11 ∆(i) = 0

ω(i) = PH(i) + Tst(i) +4(i)
ω = ω ∪ ω(i)

12 end
13
14 until List CH(i) 6= ∅;
15 k = 1

foreach nd(i) ∈ list(CHj) do
16 Extract ωi for nd(i)
17 end
18 if PQk is available with Index ωi then
19 insert nd(i)→ PQk

20 else
21 k = k + 1;

create PQk with Index ωi;
insert nd(i)→ PQk;
foreach i := 1 to k do

22 arrange the Priority Queue Partition PQi ≤
PQi+1

23 end
24 end
25 return a

IV. ENVIRONMENT SETUP AND RESULTS

This section proposed more stable and consistent result
over slotted sense multiple access algorithm. The framework
uses NS2.34 to conduct performance study to analyses P-
MACRON and SSMA efficiency [22], and to evaluate P-
MACRON’s feasibility. The network size of 500 by 500 square
meter is considered and 101 nodes are randomly deployed
where node 0 is working as Base station. The simulation results

TABLE I: Simulation Parameters

Particular AODV MEMAC SSMA P-MACRON
Node 101 101 101 101

Network Size 500 ∗ 500 sq mtr
MAC AODV MEMAC SSMA 802.11

Radio Range 3.652e − 8
Simulation Time 200s

Traffic Source Sense Traffic
Packet Size 50 bytes

Mobility Model Random Mobility

of P-MACRON in comparison with SSMA are based on three
main parameters like interval, packet size and simulation time.
The simulation parameters are mentioned in table I.
Fig. 4 and Fig. 5 are showing comparison of P-MACRON
with SSMA, MEMAC, AODV. Some of the observation for
the performance of the algorithm are as follows:

• The most significant efficiency metric for wireless
sensor networks is energy consumption. The aver-
age energy consumption for AODV, MEMAC, SSMA
under variable interval and packet size for mobile
network is shown figure. P-MACRON outperforms
AODV, MEMAC and SSMA as mobility increases.

• The percentage of packet delivery of P-MACRON to
base station is significantly promising over AODV,
MEMAC and SSMA.

• The interval and packet size changes from 0.1000 to
0.2000 and 20 to 40 respectively. Under the mobile
network scenario, the AODV, MEMAC have high
delay but still SSMA and P-MACRON shows better
performance. If we compare SSMA, MEMAC and
AODV [23] as PMACRON adopts a clustering

• approach with one hop distance, the hop count needed
to reach the destination is significantly fine.

• The Overall lifetime of network is main focus of pro-
posed algorithm. Figure shows significant growth in
improving lifetime of network over SSMA, MEMAC
and base case AODV.

• The number of packets per second received at receiver
is defined as throughput. The number of packets
delivered at receiver end is quite good in P-MACRON
and MEMAC over SSMA and AODV.

V. CONCLUSION AND FUTURE WORK

Using the clustering and scheduling algorithm, assigning
priorities has been a primary concern of the industrial sector
and the defense sector. P-MACRON algorithm mainly focuses
on assigning fair weightage to all packets of nodes for reliable
and on time delivery of packets. As observed, P-MACRON
lays the groundwork to group nodes at one hop distance into
clusters with priority leading to energy-efficient routing and
scheduling using machine learning algorithm has proven to be
one of the most effective approaches for exclusive dynamic
wireless sensor networks. P-MACRON algorithm works ef-
ficiently for extensively dynamic algorithm with distinguish
method of cluster creation and self-healing scheduling algo-
rithm using Q Learning Algorithm. Results from simulation
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(a) Interval Vs Average Energy (b) Interval Vs Delay (c) Interval Vs Hop Count

(d) Interval Vs Lifetime (e) Interval Vs PDR (f) Interval Vs Throughput

Fig. 4: Comparative Analysis based on Interval.

(a) Packet Size Vs Average Energy (b) Packet Size Vs Delay (c) Packet Size Vs Hop Count

(d) Packet Size Vs Lifetime (e) Packet Size Vs PDR (f) Packet Size Vs Throughput

Fig. 5: Comparative Analysis based on Packet Size.

reveal that P-MACRON performs much better in terms of
Average Energy, delay, hop count, packet delivery ration and
throughput than the SSMA, MEMAC and AODV algorithms to
achieve high lifetime with high mobility. In future, we are plan-
ning to implement P-MACRON with topology independent
network with more parameter such as multihop transmission,
collision.
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Abstract—In cellular device-to-device (D2D) communication
networks, devices can communicate directly with each other
without passing through base stations. Access control is an
important function of radio resource management which aims
to reduce frequency collision and mitigate interference between
user’s connections. In this paper, we propose a cluster-based
access control (CBAC) mechanism for heterogeneous cellular
D2D communication networks with dense device deployment
where both the macro base station and smallcell base stations
(SBSs) coexist. In the proposed CBAC mechanism, relied on
monitoring interference from its neighboring SBSs, each SBS
firstly selects their operating bandwidth parts. Then, it jointly al-
locates channels and assigns transmission power to smallcell user
equipments (SUEs) for their uplink transmissions and users using
D2D communications to mitigate their interference to uplink
transmissions of macrocell user equipments (MUEs). Through
computer simulations, numerical results show that the proposed
CBAC mechanism can provide higher network throughput as well
as user throughput than those of the network-assisted device-
decided scheme proposed in the literature. Simulation results
also show that SINR of uplink transmissions of MUEs and
D2D communications managed by the MBS can be significantly
improved.

Keywords—D2D communications; access control; channel al-
location; power assignment; interference mitigation

I. INTRODUCTION

Future mobile networks are expected to provide com-
munication services to billions of user equipments (UEs),
i.e., regular mobile users and machine-type communication
devices. In these networks, devices require a huge wireless
traffic demand of device-to-device (D2D) communications
such as vehicle to vehicle communications, communications
between IoT devices. In traditional cellular networks, a base
station (BS) acts as a relay to provide D2D communications
for its users. Recently, cellular networks with D2D communi-
cations allow two arbitrary devices to directly establish a D2D
communications link. With the aid of D2D communications,
these networks can obtain significant improvements in terms
of spectrum reuse, traffic offloading, low latency, and system
throughput [1]-[4]. Nonetheless, cellular networks with D2D
communications also bring lots of technical challenges such
as high signaling load and frequency collisions (which may
cause the degradation of the signal-to-interference-plus-noise
ratio (SINR)).

*Corresponding Author: Ngoc-Tan Nguyen

In cellular networks with D2D communications, there
are two type of communications, i.e., conventional cellular
communications between BSs and their UEs, and D2D com-
munications between two UEs. In the inband-overlay mode,
different frequency bands are allocated for cellular and D2D
communications, thus D2D communications cannot cause in-
terference to cellular communications. Thus, the quality of
service (QoS) of cellular communications is not affected by
D2D communications but the efficiency of spectrum utilization
is typically low [4]. By contrast, in the inband-underlay mode,
a same frequency spectrum is allocated for both cellular and
D2D communications. In this mode, the signals of a D2D
communications might cause D2D-to-cellular interference to
cellular communications when they use same channels [5]-
[8], [9]. It is worth noting that cellular communications are
given higher priority than D2D communications. To mitigate
D2D-to-cellular interference, an efficient access control mech-
anism including channel allocation and transmission power
assignment is needed to handle D2D connection requests.

Channel allocation, transmission power assignment, and
interference mitigation are crucial research issues in cellular
D2D communications networks. Power control can be imple-
mented in different approaches, i.e., centralized manner or
distributed manner [10]-[11]. In [10], the authors show that
power control using the centralized algorithm can obtain higher
performance than that using the distributed algorithm, but it
suffers higher overhead as the number of devices increases. By
contrast, in the distributed algorithm, D2D users exploit local
channel state information to decide the transmission power,
thus the overhead can be reduced. However, they might use
high transmission power which can cause high interference
to cellular users. Similar results for both centralized and
distributed algorithms are also presented in the work [11].
The work in [12] provides a survey of radio resource man-
agement methods to reduce interference between D2D users
and cellular users. Channel reuse technique using orthogonal
frequency-division multiplexing is proposed in [13] where
D2D and cellular users can share same spectrum. In the
work [14], a joint admission control and resource allocation
strategy is proposed to provide QoS support to cellular and
D2D communications. The authors in [15] propose a resource
scheduling method based on user location. However, in dense
device networks, processing information of users’ locations
might cause high computational load. A guard zone based
D2D-activation scheme is proposed in [16] in which the
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Fig. 1. A Dense Heterogeneous Cellular Network with D2D Communications.

exact closed-form expressions for the successful transmission
probability of cellular users are proposed under the assumption
that D2D users are uniform distributed within a geographical
area. The scheme optimizes the guard zone’s inner radius
under the criteria of maximizing both transmission power and
average throughput. Yet, this approach is only efficient for
mobile networks with low user density.

The aforementioned works only study separated problems
of channel allocation and power control which might lower the
system performance. The authors in [9] analyze the impacts
of co-channel interference between D2D links. Co-channel
interference is unavoidable when the device density is ultra
high. By joint optimizing channel allocation and power control,
the interference mitigation efficiency and system performance
can be significantly improved. A two-stage energy efficient
maximization method including the power control and the
channel allocation algorithms to improve D2D pair energy
efficiency is proposed in [17] for D2D networks with low
density. For dense D2D communication networks, the pro-
posed method might cause high computation load. In [18], a
distributed channel allocation and power control method based
on Stackelberg game for D2D underlaid cellular networks is
proposed to improve the sum-rate of D2D communications
while meeting the QoS requirements of cellular users. This
method can reduce the computation load of the base station
effectively in small D2D communication networks. In [19],
the authors propose a centralized resource management mech-
anism including channel allocation and transmission power
control for heterogeneous cellular networks assisted by D2D
communications. This mechanism can significantly improve
the system throughput by mitigating D2D-to-cellular interfer-
ence. However, it requires high computation load of the MBS
and the channel measurement capability of UEs as the numbers
of UEs and channels increase.

To our best knowledge, a practical access control mech-
anism for dense heterogeneous cellular networks with D2D
communication assistance in which both the MBS and small-
cell base stations (SBSs) coexist has not been investigated

in the literature. In this paper, new constraints including
the dense deployment of UEs and SBSs, flexible spectrum
management (i.e., allocating multi bandwidth parts (BWPs)
for UEs), and signaling load requirements are considered for
the proposed heterogeneous cellular network assisted by D2D
communications. Then, we propose a cluster-based access con-
trol mechanism involving the BWP selection for SBSs, channel
allocation, and power assignment to smallcell user equipments
and users using D2D communications to mitigate D2D-to-
cellular interference as well as enhance network throughput.

The remainder of the paper is organized as follows. The
system model of the proposed heterogeneous cellular D2D
communication networks with dense device deployment is
described in Section 2. Section 3 presents the proposed cluster-
based access control mechanism. Simulation results and dis-
cussions are provided in Section 4. Finally, the conclusion is
presented in Section 5.

II. SYSTEM MODEL

A. System Model

As illustrated in Fig. 1, the proposed system model consists
of a macro base station (MBS) and S smallcell base stations
(SBSs) located randomly in the coverage area of the MBS
to increase the network capacity. There are three considered
types of user equipments (UEs): (1) macrocell UEs (MUEs)
served by the MBS, (2) smallcell UEs (SUEs) served by the
according SBS, (3) users using D2D communications (DUEs).
Under this setting, D2D communications allow the DUEs to
exchange their data to each other directly to provide low
latency communications. The coverage area of MBS is divided
to multiple sectors in which the uplink transmissions to the
MBS and SBSs, and D2D communications share a same
frequency spectrum of NC channels. This spectrum is divided
to M bandwidth parts (BWPs). Each uplink transmissions to
the MBS and SBSs utilizes one channel belonging to a BWP. A
D2D communication between a pair of DUEs is also allocated
one channel of a BWP. Each BWP has NBWP

C channels for
data transmissions and one reference signal (RS) channel for
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TABLE I. MATCHING TABLE BETWEEN THE SPECTRUM EFFICIENCY AND SINR [19]

Modulation Code Rate (Default
Repetition=1)

Spectrum Efficiency η
(bps/Hz) Minimum SINR (dB)

QPSK 1/2(4) 0.25 -2.5

QPSK 1/2(2) 0.5 0.5

QPSK 1/2 1 3.5

QPSK 3/4 1.5 6.5

16-QAM 1/2 2 9

16-QAM 3/4 3 12.5

64-QAM 1/2 3 14.5

64-QAM 2/3 4 16.5

64-QAM 3/4 4.5 18.5

broadcasting the RS. When a SBS uses a BWP, the SBS
broadcasts the predefined RS on its RS channel of the BWP
at a fixed transmission power. A SBS forms a D2D cluster
and is allowed to use up to m BWPs of the total M BWPs
of the network. Among of them, mSUE BWPs can be used
for uplink transmissions of SUEs and mD2D BWPs can be
allocated to D2D communications.

B. Pathloss Models and Interference Analysis

In the literature, various channel models are considered
for the D2D communication networks [19]-[22]. In this pa-
per, channel models proposed in [19] are adopted for the
performance comparison. The channel model includes two
transmission modes, i.e., Line-of-Sight (LOS) and non-Light-
of-Sight (NLOS). The pathloss of these transmission modes
are estimated as follows:

• The LOS pathloss model is applied to calculate the
pathloss between the MBS and MUEs, the MBS and
its DUEs, a SBS and its SUEs, and a SBS and its
DUEs. The LOS pathloss is calculated as follows:

PL (d) = 127 + 30log10 (d) + ς. (1)

• The NLOS pathloss model is applied to the D2D
communications and uplink channels between DUEs
and MUEs, DUEs and SUEs, and MUEs and SUEs.
The NLOS pathloss is calculated as follows:

PL (d) = 128.1 + 37.6log10 (d) + ς, (2)

where d is the distance between a sender and a receiver
in kilometers. ς is the shadowing in dB which follows
log-normal distribution with the mean is zero and the
standard deviation is one.

The total throughput obtained by a UE (i.e., a MUE, SUE,
or DUE) is calculated as follows:

C =

Nch∑
i=1

ηiBi, (3)

where Nch is the number of channels used by the UEs. Bi
denotes the bandwidth of the channel i-th among Nch channels.
The spectrum efficiency of the channel i-th which (denoted
as ηi) depends on the SINR measured at the receiver (as
shown in Table I [19]). To increase the spectrum efficiency
of the proposed system, channels are reused in both D2D

communications and uplink transmissions in the MBS and
SBSs. However, this leads to the co-channel interference to
the MUE. Specifically, when a SBS allocate a channel which
is using by the MUE to its SUEs or DUEs, this can cause co-
channel interference to the MUE. The D2D communications
managed by the MBS can also interfere the uplink transmission
of the MUE if they use same channel. Therefore, there is
a need of an access control mechanism to allocate channel
and optimize transmission power to minimize the co-channel
interference.

III. CLUSTER-BASED ACCESS CONTROL MECHANISM

In order to mitigate co-channel interference as well as
improve the system throghput, in this section, a cluster-based
access control (CBAC) mechanism, which consists of channel
allocation and power control, is designed for both the MBS and
SBSs in the proposed D2D mobile network with the dense
deployment of SBSs and DUEs. Firstly, a SBS selects its
BWPs and forms its cluster (involving its SUEs and DUEs).
The SBS can accept or remove a UE (i.e. a SUE or DUE) when
the UE enters or moves out its coverage area, respectively.
Then, the SBS performs the proposed CBAC mechanism to
SUEs and DUEs those are in its cluster. While, the MBS
performs the proposed CBAC mechanism to its MUEs and
DUEs those do not belong to any cluster.

The functions of the MBS and SBSs are listed in detail as
follows:

A. A SBS Selects BWPs

1) When a SBS configures its operating BWPs, it mea-
sures energy levels of RS channels of M BWPs, and
then selects m BWPs having the lowest energy levels
among M BWPs.

2) Then, among m selected BWPs, it assigns mD2D

BWPs for D2D communications which have lower
RS energy levels than those of the remainder (mSUE)
BWPs for cellular communications.

3) Finally, it informs the MBS about its BWP config-
uration. The MBS is then responsible to update the
number of SBSs using the same BWP.

B. A SBS Manages its Cluster and Estimate the Maximum
Acceptable Interference

1) Accept a new UE: The SBS periodically broadcasts
its pilot signal. If a new UE wants to be served by an
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SBS, it detects a SBS with the strongest pilot signal
among all SBSs in its range. Then, it sends a request
to that SBS for cluster registration. If the SBS still has
an available room for the UE, it accepts the UE to join
its cluster. Otherwise, the SBS rejects and informs the
UE to look for another available SBS.

2) Remove an inactive UE: A UE might be inactive
when it is off or moves out the coverage area of its
serving SBS. The serving SBS periodically asks its
UEs to confirm whether they are still active or not.
If the serving SBS does not receive any confirmation
from a UE, the serving SBS can remove the UE out
of its cluster.

3) The SBS estimates the maximum acceptable inter-
ference: It is worth noting that the channel allo-
cated to a D2D communication or an uplink cellular
transmission to the SBS might be also used by a
MUE. In that case, the SUEs or DUEs (served by the
SBS and MBS) can cause interference to the MUE.
Therefore, the SBS must control the transmission
power of its SUE and source DUE subject to their
interference to the MUE that does not exceed the
maximum acceptance interference. It is worth noting
that the worst case of an edge MUE which is most
vulnerable to interference from SUEs and DUEs is
considered. Firstly, the MBS informs the SBS about
the maximum acceptable interference Imaxtotal that the
edge MUE still can guarantee its SINR threshold:

Imax
total =

PMUE
max

γ0PL (R)
, (4)

where PMUE
max is the maximum transmission power

of the MUE. PL(R) is the estimated pathloss of
the channel link from the edge MUE to the MBS
with R is the radius of the MBS’s cell. γ0 denotes
the SINR threshold of the uplink transmission from
the MUE to the MBS. Under the worst setting, all
neighbors of the SBS also allocate the same channel
to their SUEs or DUEs. Assume that the SBS can
detect NSBS neighbors, then the SBS can calculate
the maximum acceptable interference that its DUE or
SUE can cause to the edge MUE:

ImaxSBS =
Imax
total

NSBS + 1
. (5)

C. A SBS Allocates Channel And Assign Transmission Power
To Its SUEs

1) When a SUE wants to establish an uplink connection
with its SBS, the SUE firstly sends a connection
request to its SBS.

2) Then, the serving SBS finds a BWP that has available
channels and the lowest RS energy level among
mSUE BWPs. If a qualified BWP is found, the SBS
allocates a round-robin free channel of the BWP to
the SUE with an uplink transmission power PSUESBS
assigned as follows:

PSUESBS = ImaxSBSPL (dMBS→SBS) , (6)

where PL (dMBS→SBS) is the estimated pathloss
from the MBS to the serving SBS. Assume that

the pathloss information of SUEs is not available at
the serving SBS (since it does not know the exact
locations of SUEs). Thus, the pathloss from SUEs to
the SBS is approximateed as the pathloss from the
MBS to SBS.

D. A SBS Allocate Channel And Assign Transmission Power
To Its DUEs

1) When a DUE wants to establish a D2D communica-
tion with another DUE, the DUE firstly sends a D2D
connection request to its serving SBS.

2) Then, the serving SBS finds a BWP which has
available channels and the lowest RS energy level
among mD2D BWPs. If a qualified BWP is found,
the SBS allocates a round-robin free channel of the
BWP to the DUE with a transmission power PDUESBS
assigned as follows:

PDUESBS = ImaxSBSPL (dMBS→SBS) . (7)

E. The MBS Assigns Channel and Transmission Power to its
MUEs

1) When a MUE wants to establish an uplink transmis-
sion to the MBS, the MUE firstly sends a connection
request to the MBS.

2) Then, the MBS allocates a round-robin free channel
to the MUE and assign an initial transmission power
PMUE
MBS to the allocated channel.

3) After the uplink transmission between the MUE and
the MBS is established, they collaborate to optimize
the uplink transmission power for the MUE. Firstly,
the MBS measures the SINR of the uplink channel
and finds an optimal transmission power (that guar-
antees the SINR target) for the MUE. Then, it sends a
power control message with the optimal transmission
power information to the MUE.

F. The MBS Assigns a Available Channel and Transmission
Power to DUEs that do not Belong to any Clusters

1) When a DUE, which is currently served by the
MBS, wants to establish a D2D communication with
another DUE, it sends a D2D connection request to
the MBS. Then, the MBS allocates a round-robin free
channel of its BWP to the DUE.

2) The worst case is considered in which all SBSs also
allocate the same channel to its UEs that causes
interference to the D2D communications served by
the MBS. Since the MBS knows the number of SBSs
(denoted as N

′

SBS) which are using the same BWP.
Then, the MBS estimates the maximum acceptable
interference (ImaxMBS) that the SBS’s UEs and the DUE
(served by the MBS) can cause to the MUE:

ImaxMBS =
Imax
total

N
′
SBS + 1

(8)

3) Finally, the MBS assigns the transmission power to
the DUE:

PDUEMBS = ImaxMBSPL (dDUE→MBS) , (9)

where PL (dDUE→MBS) is the estimated pathloss
from the DUE to the MBS.
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Fig. 2. (a) Network Throughput, (b) Total Throughput Obtained by MUEs, (c) Total Throughput Obtained by SUEs, (d) Total Throughput Obtained by D2D
Communications vs. D2D Percentage.

IV. SIMULATIONS AND NUMERICAL RESULTS

In the section, we conduct computer simulations and
performance evaluations of the proposed cluster-based access
control (CBAC) mechanism and the dynamic network assisted
device decided (NADD) mechanism proposed in [19]. In our
simulations, we consider a MBS and 50 SBSs under the
coverage of the MBS (having a radius of 1000m). Each SBS
has the coverage radius of 100m. The spectrum has 60 channels
divided into 6 BWPs and each channel has the bandwidth of
180 KHz. Under this setting, each MUE or SUE uses one
channel for their uplink transmissions and the other channel
is used for D2D communications. The maximum transmission
power of MUEs, SUEs, and DUEs is 23 dBm [23]-[25]. Each
SBS is assumed to consume two BWPs, the former is used
for SUEs’ uplink transmissions and the latter is used for D2D

communications. The SUE and D2D percentages of a SBS are
defined as the ratios of the number of simultaneous SUEs’
uplink transmissions and D2D communications to the total
number of available channels of the SBS, respectively. Other
setting parameters are listed in Table II.

A. Throughput Performance

For throughput performance comparison, two scenarios,
i.e., different D2D percentages and SINR thresholds, are
investigated to evaluate the throughput performance.

1) Varying D2D Percentage: Fig. 2(a) - Fig. 2(d) show the
comparisons of the network throughput, total throughput ob-
tained by MUEs, SUEs, and DUEs (via D2D communications),
respectively, when varying the D2D percentage. Two different
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TABLE II. SIMULATION PARAMETERS.

Setting Parameters Value Unit
Macrocell radius (R) 1000 m
Number of channels 60 channel
Number of BWPs 6 BWP
Number of SBSs 50 SBS
Number of BWPs in a SBS 2 BWP
Smallcell radius 100 m
Bandwidth of a subchannel 180 KHz
Number of macrocell UEs 50 MUE
Number of SUEs in a SBS 8 SUE
MUE channel usage 1 channel
SUE channel usage 1 channel
D2D channel usage 1 channel
Maximum transmission power of MUE/device 23 dBm
Mean distance between two devices in D2D pair 20 m
MUE’s SINR target for power control 20 dB
MUE’s SINR threshold 7.5 dB
Carrier frequency 2.0 GHz

settings of the SUE percentage in each SBS (i.e., 50% and
80%) have been considered in all simulations. In Fig. 2(a),
simulation results show that the proposed CBAC mechanism
provides higher network throughput than that of the NADD
mechanism. For example, when the SUE and D2D percentage
are 50% and 70%, respectively, the network throughput of
the proposed CBAC mechanism is 10% higher than that of
the NADD mechanism. As the D2D traffic load increases, the
network throughput also increases since SBSs can accept any
new D2D connection requests until all D2D channels of SBSs
are occupied. However, when the D2D traffic load increases,
the throughput obtained by MUEs and SUEs are decreased
as shown in Fig. 2(b) and Fig. 2(c), respectively. It is due to
the fact that D2D communications can cause interference to
MUEs and SUEs. Thus, the more D2D communications, the
higher interference to MUEs and SUEs. It is recommended
that in the cellular D2D mobile network, it is necessary to
set a limit on the number of D2D communications. As can
be seen in Fig. 2(d), the total throughput obtained by D2D
communications of the proposed CBAC mechanism is higher
than that of the NADD mechanism. The reason is that in the
proposed CBAC mechanism, a SBS can select BWPs with low
interference levels for D2D communications which results in
lower interference from other SBSs and MUEs.

2) Varying SINR threshold: Fig. 3 illustrates the total
throughput obtained by MUEs, SUEs and D2D communi-
cations as varying the SINR threshold of the MUE under
the setting of the SUE and D2D percentages at 80%. When
the SINR threshold of the MUE increases, the maximum
acceptable interference is decreased which results in reducing
the transmission power of SUEs and DUEs. Therefore, as
shown in Fig. 3, the total throughput obtained by MUEs
is increased. Overall, the proposed CBAC mechanism has
higher total throughput obtained by MUEs, SUEs and D2D
communications than those of the NADD mechanism. The
reason is that the proposed CBAC mechanism is able to
avoid the frequency collision between uplink transmissions of
SUEs and D2D communications, thus reduce the co-channel
interference from SUEs and D2D communications to MUEs.

B. Interference Mitigation

To evaluate the interference mitigation of the proposed
CBAC mechanism for co-channel interference from uplink

0 2 4 6 8 10
MUE's SINR Target (dB)

0

50

100

150

200

250

300

350

N
et
w
or
k 

th
ro

ug
hp

ut
 (

M
bp

s)

Proposed mechanism - MUE
NADD mechanism - MUE
Proposed mechanism - D2D
NADD mechanism - D2D
Proposed mechanism - SUE
NADD mechanism - SUE

Fig. 3. Network Throughput vs MUE’s SINR Threshold.

transmissions of SUEs and D2D communications to MUEs,
we plot the statistical cumulative distribution functions (CDFs)
w.r.t. SINRs of received signals of the MUEs’ and SUEs’
uplink transmissions, and D2D communications, respectively,
which are measured at the MBS when the SUE percentage
of each SBS is 80%. As shown in Fig. 4(a), at the SINR
value of 7dB, the NADD mechanism can provide 30% of
SINR samples less than 7dB whereas the proposed CBAC
mechanism provides 40% of SINR samples less than 7dB.
However, at the higher SINR value, e.g., 10dB, the proposed
and NADD mechanisms provide about 45% and 90% of SINR
samples less than 10dB, respectively. That means the proposed
CBAC mechanism is able to mitigate the interference from
SUEs and D2D communications to MUEs in the case of
dense device deployment. Fig. 4(b) and Fig. 4(c) also show
that the proposed CBAC mechanism provides better SINR
than the NADD mechanism. It is due to the fact that in the
proposed CBAC mechanism, each SBS forms a cluster and
allocates different BWPs to SUEs’ uplink transmissions and
D2D communications in its cluster, thus the interference be-
tween SUEs’ uplink transmissions and D2D communications
are locally eliminated which results in the improvement of
SINR of SUEs and D2D communications.

V. CONCLUSION

In this paper, we have studied a heterogeneous cellular D2D
communication networks with new constraints of dense device
deployment, flexible spectrum management and low signaling
load requirements. We have then proposed the cluster-based
access control (CBAC) mechanism to mitigate D2D-to-cellular
interference and enhance network throughput. Specifically, in
the proposed mechanism, each SBS firstly forms a cluster
of SUEs and DUEs, and selects qualified BWPs. Then, it
jointly performs channel allocation and transmission power
assignment to its SUEs or DUEs based on the estimated max-
imum D2D-to-cellular interference. Simulation results have
proved that the proposed CBAC mechanism can provide higher
network throughput as well as total throughput obtained by
MUEs, SUEs, and DUEs (via D2D communications). There
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are still open research issues for future research in resource
management for heterogeneous cellular D2D communication
networks with dense device deployment such as the coopera-
tive access control between the MBS and SBSs, or a distributed
transmission power optimization and interference mitigation
problem.
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Abstract—WiFi based human motion recognition systems
mainly rely on the availability of Channel State Information
(CSI). Embedded within WiFi devices, the present radio sub-
systems can output CSI that describes the response of a wireless
communication channel. Radio subsystems as such, use complex
hardware architectures that consume lots of energy during data
transmission, as well as exhibit phase drift in the sub-carriers.
Although human motion recognition (HMR) based on multi-
carrier transmission systems show better classification accuracy,
transmission of multiple sub-carriers results in an increase in the
overall energy consumption at the transmitter. Apparently CSI
based systems can be perceived as process intensive and power
hungry devices. To alleviate the process intensive computing and
reduce energy consumption in WiFi, this study proposes a human
recognition system that uses only one radio carrier frequency. The
study uses two software defined radios and a machine learning
classifier to identify four humans, and the study results show that
human identification is possible with 99% accuracy using only one
radio carrier. The results of this study will have an impact on the
development process of smart sensing systems, particularly those
that relate to healthcare, authentication, and passive monitoring
and sensing.

Keywords—Motion detection; pattern recognition; received sig-
nal strength indicator; Software Defined Radio (SDR); supervised
learning

I. INTRODUCTION

In recent years, the role of smart environments has attracted
most of the research communities across the globe, and the
research activities undertaken by such communities, are trans-
forming the existing natural, or made-man setups to smart
environments. The areas that are influenced by these transfor-
mations also include indoor sensing, pattern recognition and
classification systems, and smart environments. Smart home
applications, spanning across various domains, enable support
to build smart home environments, and human motion sensing
environments, in particular, enable support to motion sensing,
analysis, and evaluation of ambient environmental settings, or
parameters, as a response to human activities.

At present, various state-of-the-art analytical methods have
been devised to explore the analogous, and discriminative
physiological and behavioral characteristics of humans, so as to
model human motion behavior as well as to recognize different
human motion patterns. A smart home is realized as a subunit
in a smart environment, wherein human motion recognition,
and localization applications may be deployed, both in indoor
and outdoor environments. Indeed device free passive indoor
localization [1] has been of great interest to researchers, and it
plays a key role in the applications that enable assisted living

facilities for elderly, children, physically challenged, and in
smart home, etc. [2], [3], [4].

The combined motion sensing approaches and their reason-
ing deliver context-aware data from human motion, as well as
from the analysis of human activities. The data collected is then
next employed to provide personalized support in many appli-
cations [5]. Human motion sensing, analysis and prediction is
classified into three categories: vision-based systems, wearable
sensor-based systems, and RF based systems [6][7]. Sensing
systems based on the approach of vision sensing are classified
under the category of passive sensing systems. Sensing systems
as such, use cameras as a light sensor for tracking human
motion patterns [8] [9]. Human behavioral patterns captured
in images can be processed using the computer vision and
machine learning techniques. Typically, images captured with
a camera, often needs a camera to have sufficient ambient
light, and insufficient lighting effects visibility, which leads to
significant decrease, or even no sensing capabilities in cameras.
Moreover, any physical barriers such as walls completely
alienate camera based sensing systems.

Wearable sensor-based approach [10] [11] [12], is one
of the alternatives to monitoring human activities. Wearable
sensing needs attaching sensors to the human body, and often
pose challenges of electrical wiring, power supply management
and in particular mainly cause inconvenience. Consequently,
elderly patients abstain to carry electrical wires and monitoring
sensors. Typically, subjects’ data are recorded with inertial
sensors such as gyroscopes, accelerometers, or magnetometers,
enabling human motion data acquisition as electrical signals
varying over time [13]. For consistent observation and mon-
itoring of subjects’ necessitates subjects carrying monitoring
devices, often demanding power supply and other accessories
items to supply. Thus, proposing solutions to eliminate sensor
deployment on the human body is imperative and directs re-
search to incorporate passive sensing and monitoring elements.

The shadowing effects left over by any moving targets
intercepting line of sight (LoS) path between the transmitter
and receiver, enable tracking of objects in motion in indoor
environments [14] [15] [16]. An interception caused by a
human walking across the LOS of the RF signal, results in
variations in the received strength signal (RSS) at the receiver
[17]. To Identify and track the unique human motion patterns
out of RSS, requires analyzing the embedded unique human
motion signatures, using various methods of signal processing.

On the other hand, advancements in wireless technology
are driving researchers to devise solutions exploiting wireless
communication systems in localization and pattern recogni-
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tion based applications. In fact, several attempts addressing
issues concerning motion detection [18][19], gesture detec-
tion [20][21], and facial recognition systems [22] have been
successful. With current wireless devices embedding multiple
radio sub-units, allow sub-carriers for data communications.
However, SDRs can also provide estimated Channel State
Information (CSI), and many commercially available off-the-
shelf (COTS) devices support CSI data directly via in-built
subsystems.

Although CSI based localization and pattern recognition
studies reveal real higher performances, developed systems still
exhibit challenges such as increased processing complexity,
portability, adaptability, unreliability, lower precision, and in-
efficient system designs. Solutions based on existing wireless
communication systems infrastructure, no doubt extend the
scope of research in the current context, however, processing
multiple sub-carriers in CSI based systems is of concern.
Statistical CSI data retrieved either from commercially or
customized firmware modified routers provides human activity
and gesture data [23]. Recent attempts made using CSI of WiFi
devices have shown higher motion recognition accuracies,
nonetheless, it solely relies on available WiFi channels for
monitoring. Therefore, developing efficient system designs
will significantly impact potential applications implementing
elementary and straightforward prototyping methods of local-
ization and pattern recognition. This study aims to address the
problem of human recognition. Our proposed solution bases on
one sub-carrier frequency only, rather than multiple subcarrier
frequencies, to identify and classify human motion patterns
using machine learning.

The study will impact future works that relate to human
recognition systems, employing SISO channel model of com-
munication instead of using CSI based systems. The proposed
testbed in this study can be used for further investigation of
works like, random human motion detection, motion speed
detection, trespasser detection, and many other applications,
wherein human motion detection may be carried out passively
from a remote monitoring station. Moreover, when using cur-
rent system with multiple deployments at different locations,
would eventually lead to a passive sensing system, analogous
to sensor networks that transmits sensed information via nodes
mounted at various location within a network. Thus, human
recognition is possible under the domain of a passive sensing
system.

A. Research Contribution

The main contributions of this paper are listed below:

• The study proposes a testbed for recognizing humans
in indoor environments using two NI-USRPs, and
it highlights the main challenges, experienced while
setting up the testbed for the study.

• The study identifies possible setup for experiment,
parameters that help in tuning of SDRs to the optimum
level, along with setup to conduct further research
in the domain of human recognition systems that
may employ just single-input-single-output model of
communication channel.

• The study provides a comparative analysis of two dif-
ferent machine learning models employed in this study
for human identification. Moreover, the study accesses
the level of accuracy of two different machine learning

models that show an accuracy of 99% in identifying
humans based on their patterns of locomotion.

The study is organized according to the following sections.
Section II, provides a detailed background to the study. Section
III provides a theoretical perspective, system model, and the
method of data collection. Section IV describes the SVM
based machine learning solution for pattern detection and
classification. Section V provides a discussion on the study
results and comparison of SVM performances. Finally, Section
VI concludes the overall study.

II. BACKGROUND

Wireless signal propagation is influenced by various envi-
ronmental factors, wherein wireless signal strength is mainly
attenuated by multipath fading, path loss, and shadowing.
Multipath results in a transmitted signal to arrive at the
receiver, as multiple reflections of the original signal, from
different paths, thereby causing severe distortion in the original
signal component. Whereas the signal strength attenuates due
to increased propagation distance and mainly relies on channel
behavior, shadowing results in power loss due to physical
objects appearing in signal propagation path.

The CSI of subcarrier [23], [24] frequencies show random
variation, with an added distortion as a result of reflections in
multipath propagation of a signal. Typically, random variations
observed under normal conditions describe dynamics of CSI,
whilst without the presence of nearby objects within the range.
The CSI pertaining to various sub-carrier frequencies require
methods of signal processing to de-noise and decompose
the distinguishing features embedded in the signal, should be
extracted for the purpose of motion pattern recognition. On the
other hand, random human motion inevitably influences CSI
elementary behaviour, and extracting meaningful information
even becomes harder. Prior studies conducted explore the
dynamic nature of RSS and extract patterns by applying ma-
chine learning algorithms on acquired data from multiple sub-
carriers. For example, [23], [24], [25] have applied Principal
Component Analysis (PCA), [26] used Discrete Wavelet
Transform (DWT),the CLEAN algorithm by [27], Doppler
spectrum by [28] and even scale and time shift projections by
[26], were used. Nonetheless, proposed signal processing and
patterns recognition methods require high speed processing
elements including scaled hardware resources that, in general,
contribute to inefficient, unreliable and expensive methods of
human recognition.

The random phase drift, as a result of sampling time
offsets, is common in CSI phase measurements [27]. Conse-
quently, for observed motion patterns, contrasting results can
be seen with similar devices enabling CSI data generation.
Processing devices with lower CSI-subcarrier sampling rate
leads to processing delays and hence limits CSI based motion
sensing in real time applications. Indoor environments include
surrounding objects and motion observations may include
background clutters. The Background elimination algorithm,
for example by [27], subtracts static paths from the observed
data, thus enables background clutter removal. While the like-
lihood criterion removes target reflection path from observed
motion path, challenges in defining descriptor variables in
noisy measurements still post serious concerns [28].CSI sub-
carriers in turn reflect random noise intensity levels. Each
CSI sub-carrier component requires processing at an individual
level, thus adding requirements of additional processing.
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MIMO systems [25] [27], on the other hand, employ
multiple antennas in accretion to multiple receivers. Motion
sensing systems based on MIMO, thus add increased device
accessories and deployment costs. In addition, 5GHz CSI
receivers implementing 114 and 132 sub-carriers for human
motion sensing reveal only 94.0% accuracy [25], [24],
meaning recognition accuracy is independent of added CSI
channels. Here True Positive Rate (TPR) of CSI sub-carriers
is independent, hence, added channels do not contribute to
sensed motion recognition accuracy level.

As outlined in the previous sections, motion recognition
based on CSI acquired from WiFi, is process intensive, and
requires a lot of resources for processing than processing only
one radio carrier frequency. Therefore, this study proposes a
single-input-single-output (SISO) communication model based
human motion recognition, and the proposed system is evalu-
ated using testbed setup employing two National Instruments
universal radio peripherals (NI-USRPs) to discover patterns
embedded in the dynamics of a radio signal. The optimal con-
figuration settings of TX / RX subsystem are highlighted, along
with the method of experimentation, and how to apply AI for
classifying different human motion patterns to reveal identities
of people, in particular four participants. The proposed system
aims to show that human recognition is possible with only
one radio carrier, which is far better than CSI based human
recognition system that reveals human motion signatures based
on multiple radio subcarrier frequencies.

III. METHODOLOGY

Our experimental setup was based on two NI-USRP [29]
SDR devices. SDRs alleviate the hardware and software level
tuning, and initial experimental setup was based on NI-USRP
2901 model and LabVIEW Communication Design Software
[30]. For initial systematic trials, randomized control trials
(RCT) based setup was used to search for the optimal align-
ment parameters as well as control configuration of the used
SDRs. For data collection, four participants were employed to
walk through a predefined path, whilst following the directions
given prior to the conduct of trails. Using the developed
software application, enabled collection of RSSI patterns that
embedded human motion signatures, in the spreadsheet files
having CSV format. Our experimental foundation relies on the
following theoretical perspective, provides bases to software
application development to capture human motion data.

A. Transmitter-Receiver Sub-System

Our testbed setup implements a Continuous Wave (CW)
transmitter modulated with 10kHz sine-tone. Both the trans-
mitter and receiver sub-system are equipped with one omni-
directional antenna (VERT2450) for transmission and recep-
tion respectively. For indoor environments, exhibit radio signal
propagation characteristics wherein a transmitted signal con-
verts to alias forms due to multipath propagation. In the current
setup, transmitted CW arrives through multiple paths at re-
ceiver, and each different path adds delay and attenuation. CW
transmission over longer distances, attenuates signal strength
and wavelength considerably. In addition, RSS drastically
varies due to small variations in multipath propagation, and
variations equivalent to 5 dB in 1 minute have been observed
in fixed receiver-transmitter pairs [31]. This study employs
a fixed NI-USRP 2901 transmitter and receiver for effective
results.

Fig. 1. Proposed System Model for Human Motion Patterns Recognition
System.

CW signal strength arriving via mulipath at the receiver is
given by the following relation:

V =

N∑
k=1

‖Vk‖ e−jθk (1)

where Vk, θk are the magnitude and phase of the kth
multipath component respectively. Symbol N denotes total
multipath components arriving at the receiver.

The NI USRP-2901 SDR model amplifies, down-converts,
filters, digitizes, and decimates the received signal before the
signal is transferred to the host computer. Similarly, the device
up-samples, reconstructs, filters, up-converts, and amplifies
the CW signal before its transmission into space. Testbed
setup used two NI-USRP 2901 devices connected to two host
computers. Fast Fourier Transform (FFT) is applied to extract
frequency pilot signal in frequency domain. The demodulation
process on the receiver recovers pilot signal strength, and the
FFT provides the pilot RSS, which is expressed in decibel
milliwatt (dBm) and given by relation:

RSS(dBm) = 10log10

(
‖V ‖2

)
(2)

B. System Model

Our proposed system model is based on two NI-USRP
devices and required a software application for data collection
and processing. Two NI-USRP devices were set up with
a LOS separation distance of 5 meters. Both devices were
placed on computer tables with a height 1 meter above the
ground. NI-USRPs devices are connected to host computers via
USB 3.0 cabling, and custom developed LabVIEW application
software enabled data collection. As depicted in Fig. 1, our
proposed system model implements single input single output
(SISO) channel. Clutters in the background are removed in
this experiment, and the lab environment is completely an
open space holding two tables placed opposite to each other,
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Fig. 2. Human Motion Recognition and Processing Application (HMRPA).

though a projector device is available in the room displaying
the signal waveform on the side wall. Testbed setup using NI
a single transmitter (TX) and receiver (RX) operate at 5 GHz
band. The proposed system model allows monitoring motion
(walking) patterns in four different directions. Testbed setup
was complete in the two phases – Software Application setup
and Software application development,and both phases were
sequentially carried out:

1) Phase I – Application Development: A human motion
recognition and processing application (HMRPA) (see Fig.
2) was developed. Nex the developed software module was
added to the NI-USRP RX application. Initially, the prelim-
inary study testbed supported measurements and recordings
of motion patterns for a single participant only. The HMPRA
software module was integrated with the modified NI receiver
application available in LabVIEW communication design soft-
ware. HMPRA allowed parameter setting like experiment
time, sampling, walking interval spacing and also the signal
processing logic at baseband level. The HMRPA generated raw
text files containing RSS samples of executed motion in one
direction only. Subsequently, the Randomized Control Trial
(RCT) experiment allowed collecting multiple motion patterns
of a single person in four different directions (see Fig.1).

2) Phase II – Hardware Setup: Two NI-USRP 2901 SDRs
were employed to set up the testbed. Both TX and RX appli-
cations were custom developed in LabVIEW IDE (Communi-
cations Design Software CDS)). NI-USRP set in transmitter
mode, transmit a pilot tone of 10KHz at a carrier frequency of
5GHz using an omni-directional antenna. At the receiver, the
RX application implemented a Fast Fourier Transform (FFT),
with the Power Spectral Density (PSD) enabled estimations
of recovered side-tone. The baseband Power Spectral Density
(PSD) of RSS provided best possible TX – RX orientation,
whilst having no obstacles in the line of sight (LoS).

With no motion LoS path, RSS stayed showed small devi-
ations, even when a person staying 10 meters away from LoS.
However, any participant walking through the LoS pilot tone

drastically changed the pilot side-tone magnitude. Variations as
such contained motion patterns samples, which were output in
text files by the software application. Prior to testing, TX and
RX were properly aligned to show maximum and stable pilot
side-tone signal strength, and optimum results were observed
with individual gains of both set to 50. RSS power levels
observations at different gain settings for TX and RX (see
Table II), and RCTs for control group RCT were carried out at
room with zero human movements. RSS values here indicated
nominal variations (see Fig. 3) at normal room temperature of
20oc. Table I lists the recorded observations during orientation
and alignment experiments.
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The NI-USRP based TX and RX orientation results re-
vealed that TX and RX pair, with individual gains set to 50,
show an optimal transmission characteristics at 0o, with both
the devices placed one meter (1m) above the ground level.
The RSS drastically reduced to the minimum level at alternate
orientations, and only maximized at 0 degrees. Therefore, LOS
orientation of TX and RX established a direct communication
link for our system model.
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TABLE I. OBSERVED VALUES FOR PROPER ORIENTATION OF TX AND RX

TX-RX
distance

TX
Gain

RX
Gain

Orientation
(degrees)

RSS (dBm)

5 m 50 50 0 -15 dBm
90 -29 dBm
180 -36 dBm
270 -34 dBm

5 m 50 40 0 -25 dBm
90 -33 dBm
180 -44 dBm
270 -42 dBm

5 m 50 30 0 -31 dBm
90 -42 dBm
180 -52 dBm
270 -51 dBm

5 m 50 20 0 -43 dBm
90 -54 dBm
180 -66 dBm
270 -63 dBm

5 m 50 10 0 -53 dBm
90 -65 dBm
180 -75 dBm
270 -73 dBm

TABLE II. OPTIMAL GAIN SETTING FOR TX AND RX

TX and RX distance TX Gain RX Gain RSS (dB) (Noise)
5 m 0 0 -115 dB
5 m 0 50 -78 dB
5 m 50 0 -68 dB
5 m 50 50 -15 dB

3) Dataset distribution: Two individual datasets collected
for each participant enabled creation of Training and Test
datasets. Both the datasets contained 10872 data samples
acquired during 90 seconds. Thus, for four participants, the
train CSV file contained 43488 samples. However, sequentially
placed moves in the test set were used for estimating the
classification accuracy of the selected ML model. The raw
datasets were transformed into Comma-separated values (CSV)
files since the ML model in LabVIEW required CSV type
input. All the data sets were class labelled manually, and each
dataset contained six numbers corresponding to six different
classes of moves. Next, human motion data in CSV files –
train and test, were input to the SVM classifier of LabVIEW
for evaluating the training and test accuracies respectively.

4) Data cleansing and anomaly correction: During the
experiment, high frequency random noise was observed in all
the four collected datasets. To filter out unwanted noise and
glitches, a low pass filter and two consecutive moving average
filters with a window size of 50 were applied on datasets.
Effects of removing high frequency components and random
noise can be seen in Fig. 4 and Fig. 5, with Fig. 4 showing
a move set with added random noise, whereas a cleansed
dataset can be observed in Fig. 5 after applied filtering. Abreast
removing noise content, unusual movements such as hand
gestures, or leaning backwards on a wall, or turning around for
the next move, were observed, however, these inconsistencies
were manually removed by overwriting the unwanted samples
with mean variations.

For each move of each subject, RSS motion patterns em-
bedded distortion and severe noise components. Each motion
signature also showed anomalies resulting in trends in the
data patterns. RSS strength drastically reduced with taller
participants, leading to a change in scale of measurement.
Thus, before RSS data was input to the SVM algorithm,
processing was carried out at an earlier stage. Data processing

0 200 400 600 800 1000 1200 1400 1600 1800 2000

Number of Samples

-60

-58

-56

-54

-52

-50

-48

-46

-44

-42

-40

-38

R
S

S
 P

o
w

e
r
 L

e
v

e
l 

(d
B

)

Right to Left Near RX

Left to Right 

Near TX

TX to RX at 45
o

RX to TX at 45
o

Left to Right Near RX

Right to Left 

Near TX

Fig. 4. Raw Movement Patterns before Filtering.

involved computing mean, standard deviations, detrending,
normalization, and windowing to extract the required motion
pattern only. Fig. 9 to 12, depict the extracted motion patterns.
Notice some motion signatures contain unusual variations
ranging over the last 300 samples. Variations as such represent
participants movements such as turning around, raising arm,
and leaning. These undesired data variations were manually
removed, and finally cleaned motion signatures were acquired
for human motion predictive analysis.

IV. HUMAN CLASSIFICATION USING MOTION
SIGNATURES

The study classifies humans based on identified unique
motion patterns observed in variations revealed by pilot signal.
Recognizing and classifying human motion requires designat-
ing a class to each unique move dataset of each participant.
Therefore, machine learning based motion recognition and
classification algorithms are realized. Motion patterns observed
from pilot signal variations exhibit nonlinear behavior, and
Support Vector Machine (SVM) algorithms are mostly ap-
plicable to such applications, enabling exploration of hidden
patterns in linear as well as non-linear data [33]. SVMs
employ support vectors set out of training data to classify any
unknown data sample q by comparing given input samples
against the support vectors:

sign
(∑

yiαiK(pi, q) + b
)

(3)

where yi represents class association (-1 or +1); αi is the
weight coefficient or Lagrange multiplier; K is the kernel
function; pi is the support vector data; i is the index from
i = 1, 2, 3, . . . l; and b represents the hyperplane distance from
the origin. Next, subsections outline the variations of SVM
algorithms.

A. SVM - Multiple Class input Categorization

Classification using the SVM algorithm typically requires
defining a minimum of two classes or categories. Classes
exceeding more than two, directs SVM algorithms to im-
plement a one-versus-one approach for generating a binary
classification model that corresponds to every possible class
combination. Abreast, SVM algorithm implements polling
method to derive most suitable class for a known input.
For multiple classes resulting out of a polling method, the
algorithm determines the class nearest to the sampled input.
Thus, for the s number of classes generates s × (s − 1)/2
classification models, enabling a contrast in each category of
input data.
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B. Optimum Model Selection

SVM model determines classification of data samples, and
classification problems involving single and multiple classes in
the input data, employ either one-class model or multi-class
models, known as C-SVC or nu-SVC.

1) SVM – Type C-SVC: To minimize the estimated error
function, C-SVC model targets segregation of data samples
separated by close or narrow margins using trained C-SVC
model:

min
z,b,ξ

1

2
zT z + α

l∑
i=1

ξi (4)

Subject to

yi
(
zTK (pi) + b

)
≥ −ξi; ξi ≥ 0, i = 1, 2, . . . l (5)

where z, α and ξ represent normal vector of the hyperplane
to origin, cost parameter, and the slack variable respectively.
α – the Cost parameter uses partial training errors to define
new soft margins subject to SVM algorithm failing to set out a
an optimized margin. Selecting high values of cost parameter
enables partial error removal, thereby resulting in a narrower
margin and perfect classifications.

2) SVM – Type Nu-SVC: SVM class comparisons using
Nu-SVC model enable precise controlling of training errors
and support vectors set, using a parametric control called nu.
Nu-SVC model requires training with input data to minimize
the error function:

min
z,b,ξ

1

2
wTw − vλ+

1

l

l∑
i=1

ξi (6)

Subject to

Yi
(
zTK (xi) + b

)
≥ ρ− ξi; ξi ≥ 0, i = 1, 2, . . . l;λ ≥ 0

(7)
where v and ξ represent nu parameter and the slack variable,
respectively. nu (0 ≤ nu ≤ 1) parameter specifies maximum
training errors ratio and minimum support vector count cor-
responding to sample count. Abreast increasing acceptance
of texture defects, high value to nu increases probability of
acceptance of texture dissimilarities.

The C-SVC classification model is used and a multi-
featured vector data sets of four participants with associated
label sets is prepared. During training, training data is manually
labelled, however, testing determines the classes from the
model itself.

C. Kernels

The SVM classifier comes with different kernel types. One
of the kernels is categorized as a linear classifier, generally
implements a linear kernel as a product of the input sample
feature vector times the sample support vector, however, SVMs
also support non-linear type of classifiers. Table III shows the
most commonly used nonlinear kernels in SVM classifiers.

TABLE III. KERNEL TYPES [34]
Kernel type Model Equation
Linear Kernel (xi, x)
Polynomial (γ×Kernel (xi, x) + Coefficient)

RBF e−γ ‖xi − x‖2

Sigmoid e
−
‖xi− x‖2

2×σ2

D. Feature Extraction

Feature extraction required preparing feature vectors out
of the collected pilot signal variation datasets of all the
four participants. The extracted feature vector space con-
sisted of RSS variations for each participant observed in four
directions, including features such as mean, variance, stan-
dard deviation, and skewness. For four participants, datasets(
p1
i , q

1
j

)
,
(
p2
i , q

2
j

)
,
(
p3
i , q

3
j

)
and

(
p4
i , q

4
j

)
were collected, pro-

cessed and then manually assigned class labels 1,2,3 and 4,
corresponding the to four different participant, respectively
(superscripts and superscripts denote index of participant and
collected data points, respectively). The extracted feature vec-
tors can be expressed in matrix as:

(p1
1,1) (p1

1,2) (p1
1,3) · · · (p1

1,n) → (q1
1)

...
...

...
...

...
...

(p1
i,1) (p1

i,2) (p1
i,3) · · · (p1

i,n) → (q1
1)

(p2
1,1) (p2

1,2) (p2
1,3) · · · (p2

1,n) → (q2
2)

...
...

...
...

...
...

(p2
i,1) (p2

i,2) (p2
i,3) · · · (p2

i,n) → (q2
2)

(p3
1,1) (p3

1,2) (p3
1,3) · · · (p3

1,n) → (q3
3)

...
...

...
...

...
...

(p3
i,1) (p3

i,2) (p3
i,3) · · · (p3

i,n) → (q3
3)

(p4
1,1) (p4

1,2) (p4
1,3) · · · (p4

1,n) → (q4
4)

...
...

...
...

...
...

(p4
i,1) (p4

i,2) (p4
i,3) · · · (p4

i,n) → (q4
4)



(8)

Where i represents a sample index taking value i = 1→ 1812
for each subset matrix. j = 1 → 4. p1

1,1 to p1
i,n represent a

subset matrix representing a dataset comprising pilot samples
p1 including assigned label vector q1 for each participant.
Similarly, three participants’ feature vectors p2

1,1 to p2
i,n, p3

1,1

to p3
i,n and p4

1,1 to p4
i,n are designated labels q2

2 , q3
3 and q4

4 ,
respectively.

E. Training – SVM Model

The SVM model was generated using the randomized
optimization algorithm (ROA) available in LabVIEW. ROA
running on the laptop equipped with Intel Core I3 processor
and 8 GB of RAM, enabled fine tuning and optimization of
SVM model parameters. After 250 iterations, the generated
SVM model depicted approximately 99% training accuracy.
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Observed training results on selected kernel types are given in
Table IV. Both C-SVC and Nu-SVM models showed compara-
tive results, however, SVM model of type C-SVC using Radial
Bias Function (RBF) kernel resulted in nominal parameter
settings with highest efficiency among all (see Table IV entry
at row 3). With lowest prediction error against, the competitors
(linear, polynomial, and sigmoid) guided us to select the C-
SVC model with RBF kernel type, for this study. Results
in Table IV explain that the RBF kernel function shows the
lowest classification error. Fig. 6 to 9 depict each participants’
raw motion pattern datasets, embedded with unwanted noise
components, emerging as a result of pilot signal variations.
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Fig. 6. Raw Motion Patterns of Participant – 1.
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Fig. 7. Raw Movement Patterns of Participant – 2.
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Fig. 8. Raw Movement Patterns of Participant – 3.

F. Prediction – Testing the SVM Model

Test datasets prepared initially, were used to test the
prediction accuracy of trained SVM models. Test set con-
tained sequentially arranged moves, however, without class
labels this time, and using an overall test dataset containing
1812× 4 = 7248 (in each feature vector) samples in total
allowed performance measurements. The overall test data set
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Fig. 9. Raw Movement Patterns of Participant – 4.

was used to measure the performance of the SVM model,
which resulted in predicting each participant’s identity with an
accuracy of approximately 98%. Fig. 11 shows the screenshot
of a human prediction application developed in LabVIEW, and
the upper plot here shows four individual motion patterns input
to the SVM algorithm, whereas lower plot shows the prediction
results. The prediction result indicates some deviations in
estimating accuracy of some samples. Abreast using the overall
test dataset, each participant’s motion dataset were isolated,
and then tested using the trained SVM model individually
on each participant’s motion dataset. Here, the SVM model
predicted each participant’s identity with an accuracy of nearly
99%. Fig. 10 illustrates the True Positive Rate (TPR) and False
Positive Rate (FPR) accuracies observed on the overall dataset
containing moves of all the participants.
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Fig. 10. Confusion Matrix of Overall Prediction Results.

V. RESULTS AND DISCUSSION

Our testbed setup revealed numerous challenges, particu-
larly with the lower strength of the pilot signal. The NI-USRP
2901 RX, showed that the pilot signal is highly sensitive to
ambient variations, and hence considerable variations can be
observed in the pilot RSS, having fine human movements, such
as turning of head, raising arm or speaking. Our experimental
setup ensured zero human motion, during the installation and
initial testing. Fig. 3 shows the pilot signal strength variations,
recorded under 27o room temperature, with Tx and RX gains
both set to 70 . The six of the pilot signal variations, show
how pilot RSS varies at the nominal room temperature, with
zero human presence.

The pilot signal variations range between -15.4 dB to -
17.5 dB approximately. When the testbed was exposed to
detect the human movements, the pilot RSS showed drastic
variations, mostly with a power level below -45 dBm, thereby
presenting unique motion patterns via pilot signal. Thus, the
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TABLE IV. A RANDOMIZED SEARCH OPTIMIZATION CRITERIA EVALUATED IN LABVIEW

Sno. kernel svm type c nu deg gamma coeff accu

1 RBF CSV-C 0.7 0 3 0.7 0 0.999
2 RBF CSV-C 0.9 0 3 0.4 0 0.999
3 RBF CSV-C 0.8 0 3 0.7 0 0.999
4 RBF CSV-C 1 0 3 0.6 0 0.999
5 RBF CSV-C 1 0 3 0.7 0 0.999
6 Polynomial CSV-C 0.4 0 3 0.4 1 0.998
7 Polynomial CSV-C 0.9 0 8 0.1 1 0.998
8 Polynomial CSV-C 0.8 0 4 0.1 1 0.998
9 Polynomial CSV-C 1 0 3 0.7 1 0.998
10 Polynomial CSV-C 0.7 0 2 0.7 1 0.998
11 Polynomial CSV-C 0.5 0 4 0.5 1 0.998
12 Polynomial CSV-C 1 0 2 0.6 1 0.998
13 Polynomial CSV-C 0.7 0 9 0.1 1 0.998
14 Polynomial CSV-C 0.2 0 3 0.8 1 0.998
15 Polynomial CSV-C 0.9 0 2 0.6 1 0.998
16 RBF CSV-C 0.4 0 3 0.7 0 0.998
17 Polynomial CSV-C 0.2 0 4 0.7 1 0.998
18 Polynomial CSV-C 0.7 0 2 0.5 1 0.998
19 Polynomial CSV-C 0.6 0 6 0.2 1 0.998
20 Polynomial CSV-C 0.1 0 5 0.4 1 0.998
21 Polynomial CSV-C 0.7 0 3 0.8 0 0.998
22 Polynomial CSV-C 0.1 0 3 0.7 1 0.998
23 Polynomial CSV-C 0.4 0 4 0.6 1 0.998
24 Polynomial CSV-C 0.1 0 2 0.4 1 0.998
25 Polynomial CSV-C 0.4 0 7 0.1 1 0.998
26 Polynomial CSV-C 1 0 3 0.8 0 0.998
27 Polynomial CSV-C 0.8 0 4 0.6 1 0.998
28 Polynomial CSV-C 0.1 0 2 0.6 1 0.998
29 Polynomial CSV-C 0.6 0 6 0.1 1 0.998
30 Polynomial CSV-C 0.8 0 3 0.6 1 0.997
31 Polynomial CSV-C 0.6 0 3 0.7 0 0.997
32 Polynomial CSV-C 0.6 0 2 0.8 1 0.997
33 Polynomial CSV-C 0.4 0 3 0.4 0 0.997
34 Polynomial CSV-C 0.9 0 2 0.8 1 0.997
35 Polynomial CSV-C 0.1 0 3 0.6 0 0.997
36 Polynomial CSV-C 0.8 0 5 0.2 1 0.997
37 RBF CSV-C 0.2 0 3 0.4 0 0.997
38 Polynomial CSV-C 0.2 0 3 0.7 0 0.997
39 Polynomial CSV-C 0.9 0 4 0.5 1 0.997
40 Polynomial CSV-C 0.9 0 4 0.7 1 0.997
41 Polynomial CSV-C 1 0 4 0.7 1 0.996
42 Polynomial CSV-C 0.5 0 2 0.1 1 0.996
43 Polynomial CSV-C 1 0 4 0.5 1 0.996
44 Polynomial CSV-C 0.6 0 2 0.1 1 0.996
45 Polynomial CSV-C 0.1 0 3 0.3 0 0.996
46 Polynomial CSV-C 1 0 6 0.3 1 0.996
47 Polynomial CSV-C 0.5 0 5 0.8 1 0.996
48 Polynomial CSV-C 0.5 0 4 0.7 0 0.996
49 Polynomial CSV-C 0.5 0 5 0.7 1 0.996
50 Polynomial CSV-C 0.9 0 3 0.2 0 0.996

proposed human motion recognition and identification method
is highly sensitive, and our analysis of collected results (see
Fig. 12 to 17) suggests that fluctuations in pilot RSS due to
human motion can be extracted and analyzed to uncover unique
human motion patterns for recognizing a person’s identity.
Therefore, our study results are applicable to environments
such as smart authentication systems, or patient monitoring
systems, and healthcare monitoring systems, wherein passive
sensing is mostly preferred over traditional methods, typically
based on active sensing devices.

1) Comparative Analysis: SVM algorithm prediction accu-
racy was estimated on four different kernel functions – linear,
radial basis function (RBF), sigmoid and polynomial. Using
grid-search optimization, setting different input parameters,
as required by the kernel functions, enabled the prediction
model to achieve maximum classification accuracy level [35].
Table IV defines the first 50 configuration parameters used
for tuning the SVM prediction model. As shown in the
Table IV, the SVM type C-SVC models using a polynomial
kernel reveals the most efficient hyperplane model. The CSV-
C kernel with RBF kernel implemented in labVIEW showed

99.9% training accuracy, whereas classification accuracy of
human identification (participant identity prediction) on the
train dataset was observed to be approximately 98% with
polynomial kernel. CSV-C with sigmoid type kernel is strongly
competitive with the other CSV-C types, however, resulting
in a prediction accuracy of just below 95%. Fig. 18 and 19
show the probability distribution of training accuracy levels
realized against the different kernels and SVM model types
respectively. The CSV-C type RBF kernel is observed to
deliver higher prediction accuracy than other kernel types.
CSV-C with linear kernel was realized to be least efficient
as compared to the sigmoid kernel, which showed a mean
accuracy level at 91%.

Estimation accuracy of linear kernel shows the least prob-
ability distribution, while the sigmoid shows 83%, 87%, 91%,
94% and 97%, for minimum, lower quartile, median, upper
quartile and maximum distributions respectively. Among all
the four, the polynomial kernel spans lower distribution, and
shows lower and upper quartiles at 95% and 98% respectively,
affirming that polynomial has considerable training accuracy
compared to the RBF kernel with overlapped upper and lower
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Fig. 11. LabVIEW: SVM Prediction Results on Test Dataset of all Participant.
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Fig. 12. Processed Move(1) Motion Signatures.

quartiles. On the other hand, sigmoid kernel has a more wider
distribution, spanning approximately from 88% to 95%.

Observing the boxplot of SVM model types, describes
higher efficiency of CSV-C on non-linear human motion
dataset with lower and upper quartiles, both above the 95%
accuracy level. Although Nu-SVC showed wider accuracy
distribution than its counterpart CSV-C, the observed accuracy
range on the non-linear human motion dataset is still lower
than CSV-C, with both lower and upper quartiles below the
mean of CSV-C type kernel. This clearly shows the CSV-C is
suitable for applications involving non-linear data distributions,
in particular human motion recognition using highly sensitive
pilot signal RSS.

2) Testbed requirements: NI-USRP devices may use dif-
ferent hardware clock signal generators. Often this raises
critical concerns since mismatch in clock signal frequency can

result in the receiver showing incorrect data. The NI-USRP
devices employed by this study, showed deviating results due
to mismatch in their clock signals. Since the devised system
needed recognizing motion patterns in microsecond time, the
USRPs experienced jitter including pilot signal frequency
drift to ± 4 KHz. Thus, pilot signal appeared 10 KHz ±
4 KHz, and to abase frequency offsets in the pilot signal,
manually changing sampling frequency in NI-USRP devices
enabled tuning the receiver (RX) to show correct pilot signal
frequency response, which in our case was 10 KHz. Thus,
tuning of both the TX/RX parameters, such as transmitted
power, sampling frequency, pilot signal frequency, distance
and receiver orientation, ensured optimal system behaviour.
Although sampling rate is adjusted manually in this study, use
of an external reference clock generator is recommended for
future studies.

Moreover, this study employed NI-USRP 2901, connected
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Fig. 13. Processed Move(2) Motion Signatures.
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Fig. 14. Processed Move(3) Motion Signatures.
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Fig. 15. Processed Move(4) Motion Signatures.
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Fig. 16. Processed Move(5) Motion Signatures.
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Fig. 17. Processed Move(6) Motion Signatures.
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Fig. 18. Boxplot of Training Accuracy versus Kernel Types.

to a host computer via USB-3.0 port. Despite the high speed
access offered by the USB-3.0 communication protocol and
wideband capabilities (from 70 MHz to 6 GHz) of NI-
USRP 2901, the LabVIEW communication design software
application posed start up delays, and even during the device
initialization phase, often lag to communicate with the host
device, the NI-USRP. Therefore, for future research work,
high speed devices such as NI-USRP 2921 [30], offering 1
Gigabit Ethernet speeds is highly recommended since real time
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Fig. 19. Boxplot of Training Accuracy versus SVM Types.

processing requires instant processing, and communication
devices must ensure higher data throughput. With the manually
tuned testbed, our observed results indicate high precision in
the training and test accuracies compared to the accuracies
observed with multi sub-carrier based human motion detection
systems.
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VI. CONCLUSION

This study proposed a human motion recognition and
identification system, implementing a single sub-carrier CW
and SVM based pattern recognition system. The study em-
ployed a testbed for human motion data acquisition using
state-of-the-art Software Defined Radios – NI-USRP 2901 and
LabVIEW software. Operating at 5GHz frequency, a SISO
channel created by transmitter (TX) and receiver (RX) enabled
human motion patterns analysis using Support Vector Machine
algorithm (SVM)to uncover human identities. Experiment was
carried out in a controlled environment enabling us to set up
environmental parameters as well as to fine tune the custom
designed transmitter receiver. The findings in this study reveal
that highly sensitive pilot RSS and SVM algorithm information
can significantly help in recognizing human motion, which
in turn guides to human identification (4 subjects) with the
prediction accuracy of 98.92%. Our proposed testbed system
can be devised and validated on any of the commercially
available NI-USRP added with LabVIEW Communication
Design Software Suite.

The study anticipates a live motion recognition system in
the future works, prototyping the current setup on an embedded
device. SDRs in association with the high speed FPGA, sup-
port running SVM models directly. Therefore, this will serve as
a guide to researchers interested in developing real time human
motion recognition testbeds, thereby enabling them to test and
evaluate system performances in other available ISM bands.
Envisioned here is the development of more efficient, robust,
and highly accurate human motion recognition systems, while
using pilot signal RSS can also in human motion direction
identification, still remains to be an open research problem.
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Abstract—With the mandate of light-weight working practices,
iterative development, customer collaboration and incremental
delivery of business values, Agile software development methods
have become the de-facto standard for commercial software
development, worldwide. Consequently, this research aims to
empirically investigate the preparedness and the adoption of agile
practices in the prominent software companies in Bangladesh. To
achieve this goal, an extensive survey with 16 established software
companies in Bangladesh is carried out. Results exhibit that the
Scrum agile methodology is the highest practiced one. Alongside,
to a great extent these software companies have the readiness to
effectively adopt the Scrum methodology. However, with regard
to practicing the Scrum principles, they fall short in many key
aspects.

Keywords—Agile manifesto; agile methodology; scrum; soft-
ware development projects; software companies in Bangladesh

I. INTRODUCTION

For the past two decades, agile software development
methods have becoming the de-facto standard worldwide for
developing cutting age software systems [1]. Several variations
of this method, e.g., Scrum, Extreme Programming, Crystal,
FDD and others have attracted a lot of attention to the software
engineering and research communities.

A group of agile practitioners, loosely known as Agile
Alliance formulates the agile principles in 2001 [1]. These
principles, popularly termed as Agile Manifesto, help to opti-
mize the software development process and increase efficiency
with greater customer satisfaction [2]. The Agile Manifesto
provides the four core values for software development projects
[1][2], namely, (a) Individuals and interactions over processes
and tools, (b) Working software over comprehensive documen-
tation, (c) Customer collaboration over contract negotiation,
and (d) Responding to change over following a plan. Therefore,
agile principles shifts the software development paradigm from
plan-driven to value-driven process models [1][3].

Based on the agile manifestation, all agile methodologies
at their very core implements rapid and iterative development
process for continuous and incremental software delivery, have
flexibility to accommodate changing requirements and market
demands, and integrate customer feedback [5][7].

Statistics on the adoption and usage of Agile methods to
run software development projects has shown overwhelming
acceptance worldwide [18] [19]. It has been reported that
around 70% of the companies, practice agile methods for soft-
ware development[18]. According to 1015 developers around
the world, agile practices are the integral part of their everyday

activities [18]. Other studies, reported that agile projects are
28% more successful than traditional projects [19]. Alongside,
in the USA, the average salary of an agile project manager is
more than USD 90K [19].

Bangladesh being an emerging economy is rapidly extend-
ing Her presence in the world software market with a current
market value of USD 130 billion [20]. In recent decade, several
of Her software companies has accomplished a number of
outsourced projects and thereby gaining reputation [20] [21].
With reference to this, the software companies in Bangladesh
must demonstrate the authentic adoption and practice of Agile
principles, norms, and practices to persuade their international
clients and extend their market share even further.

This research aims to find out the extent to which the
prominent software development companies in Bangladesh
follow the Agile principles. Consequently, the primary contri-
butions of this research is as follows: (a) empirically investigate
into the Agile development practices in the context of estab-
lished software companies located in Bangladesh, (b) analyze
and comprehend the fitness of these software companies in
relation to Agile practices, and (c) offer guidelines / scope
of improvements based on the standards defined by Agile
manifesto. Alongside, this reporting also assist the overseas
cooperates to decide on outsourcing projects in Bangladesh.

This paper is organized as follows, in Section II the back-
ground work and focus of this study is presented, Section III
detail the realization of the survey method for conducting this
study. Result and recommendations are presented in Section
IV. Finally, overall assessment, future works and concluding
remarks are drawn in Sections V and VI, respectively.

II. BACKGROUND AND RESEARCH FOCUS

Agile software development principles are initially pro-
posed and promoted by a group of 17 software professionals
popularly known as the Agile Alliance [3]. They stated prin-
ciples, norms, and practices for a set of lightweight software
development methods in the form of Agile Manifesto [4] [3].
Thereafter, several Agile methods have been matured and put
into practice. Among then, Scrum [5], Extreme Programming
(XP) [6], Feature Driven Development (FDD) [12], Crystal [6],
Lean Software Development [7], and Kanban [8], are the most
common methods in the software industries [9].

Agile methods follow light-weight working practices, con-
tinuous development and delivery, integration of changing
requirements and customer collaboration throughout the devel-
opment process, over long-planning, cumbersome documenta-
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tion, and inflexible development phases [10]. Therefore, these
methods ensure high customer satisfaction through the delivery
of business values in short iterations and incrementally with
the option of accommodating changing needs even late within
the development process [11] [4] [3].

Since their emergence, agile methods are used by more than
70% companies in their software development projects [18]
[19]. Therefore, research related to the adoption and practice of
agile methodologies in software companies has been the center
concern in software engineering research. In [16], a survey
based comparative study was conducted to find out the most
popular agile methodologies practiced in the industries. Result
suggests higher popularity of Scrum than that of Extreme
Programming and Kanban. Alongside, the applicability and
implication of agile development methods were investigated
in [17].

In [13], an approach to effectively adopt agile methods,
specially, Scrum is presented. A survey based research was
conducted in [14] to formulate the challenges for enterprises
to adopt agile methods. Reported results highlighted that there
is no single agile method that can be universally applied, and
have to be tailored to integrate into existing processes. On the
track, a framework termed Agile Software Solution Framework
were proposed and empirically verified to assist the companies
in defining and introducing agility in the development process
[15].

However, to the best of our knowledge, no comprehen-
sive investigation has been reported to verify the extent to
which software companies adopt and practice the agile prin-
ciples, specially concerning the developing countries, e.g.,
Bangladesh.

Therefore, the primary focus of this research is three fold:
(a) empirically investigate into the Agile development practices
in the context of established software companies located in
Bangladesh, (b) analyze and comprehend the fitness of these
software companies in relation to Agile practices, and (c) offer
guidelines / scope of improvements for these companies based
on the standards defined by Agile manifesto. Alongside this
reporting also support the overseas cooperates to decide on
outsourcing projects to Bangladesh.

III. RESEARCH APPROACH

To conduct this research, an extensive survey is carried
out with the established software companies based in Dhaka
city, the capital of Bangladesh. The Survey Research Method
is the best suited for a research of this nature, because, it is a
comprehensive method for collecting information to describe,
compare or explain knowledge, attitudes, and behavior on a
given domain [22][23].

The target audience of our survey is the software pro-
fessionals of different ranks who are currently employed in
various prominent software companies in Bangladesh. A total
of 38 professionals participated in the survey from 16 different
companies, a taxonomy of which is discussed in Section IV-A.

1) Survey construction: To construct the survey, four agile
methods that are most practised in software firms in general
are selected [9]. These methods are, Scrum [5], XP [6], FDD
[12] and Crystal [6]. Thereafter, based on the mandate and

practices of each of the methods, specific set of questionnaires
are designed. These questions further grouped into focused
domains to better comprehend on the actual realisation of the
methods within the companies. The questionnaire for Scrum
method is detailed in Section VI (Fig. 14). For the other
methods the questionnaires are omitted as they are not that
popular according to our survey findings (discussed in Section
IV-B). Alongside, to get the company and employee profiling,
a common set of questions are also designed.

The questions have both close ended and open ended
options to respond. The close ended options are developed in
frequency scales, rather than two-point Yes/No scale. The us-
age of frequency scale has enabled to measure how frequently
an event occurs when following a specific agile method.
Furthermore, it helps to conduct statistical analysis from the
data. The answer options for which frequency scale is used
contained four options, they are: none, rarely, sometimes, all
the time. The optional open ended part, allows the interviewee
to complement their answer through the narrative expression.

The questions are kept short, to the point and unambiguous.
Each question focuses on one aspect of the Agile method
only. In formulating the questions, standard terms specific
to each of the methods are used for greater clarity and
understanding. Additionally, each question is associated with
legends to further explain the content of the questions.

2) Survey execution : To execute this survey, an interac-
tive Google form is designed with the questionnaire. This
form is accompanied with the detail guidelines to assist the
interviewees and navigate through the questionnaire session.
The form begins with a common section to record company
profile followed by four specific selections for the four selected
methods. Based on the interviewee selection of the method,
the corresponding method related questionnaire section is
opened. Response is recorded in Google sheet categorically
which is then extracted and analysed. To complete the survey,
approximately 10 to 15 minutes of dedicated time is required.

The design of this survey is cross-sectional and are aimed
at a fixed point of time. All the companies are contacted well
before conducting the survey through official channel, and a
Non Disclosure Agreement (NDA) was signed to maintain the
secrecy and anonymity of the company specific information.
The NDA also guarantee to some extent the accuracy of
responses as the interviewee feels confident of not getting dis-
closed. Then the contact information (official emails and phone
numbers) of the interviewees from each of the companies are
collected. The survey form is sent over the email with clear
guidelines and a follow up phone conversation is carried out
in case of any clarification is required by the participant.

3) Evaluation approach: The survey instrumentation as
prescribed above supports both quantitative and qualitative
analysis on the collected data. The first part of the answer (fre-
quency scale answers) allowed to get a generic perspective on
a given aspect (e.g., Do all the team members work in the same
space?) through quantitative investigation. To achieve this,
related data are aggregated, grouped and charts are generated.
The second part of the answer (i.e., the optional open ended
response) is analyzed, comprehended and mapped with the
corresponding charts to draw critical reasoning on the overall
response. Once done, this assessment is verified against the
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Fig. 1. The brief Portfolio of the Companies.

standard practices of the methods to derive recommendations.

4) Survey reliability: To ensure the reliability of the survey
instrument, the so called test-retest approach is used. That is,
the same respondents are surveyed once again at different point
of time to observe the variation on the response.

IV. ANALYSIS AND SYNTHESIS

This survey is conducted among 16 prominent software
companies located in Dhaka city, the capital of Bangladesh.
A total of 38 techno-professionals currently employed in these
companies at different ranks have participated in this survey. In
the following sections the transcript of evaluation is presented.

A. On the Company Profiling

The first part of the survey questionnaire is designed to
get an overall portfolio of the software companies, espe-
cially focusing on their project focus, achieved standardisation,

technology expertise, employee and project profiling. This
taxonomy of company portfolio is required to assess the overall
preparedness of the companies to carry out agile development
while maintain all the key parameters to meet standard and
quality [3] [9].

The brief portfolio of the 16 software companies is pre-
sented in Fig. 1. These companies have an average operational
experience of 13.5 years with a maximum of 20 years and a
minimum of 3 years (Column 2 and 3 of Fig. 1). There are
6 companies who already achieved ISO certification with two
of them attaining Capability Maturity (CMM) level of 3 and
5 (Column 5 in Fig. 1). The average operational experience of
these 6 companies is 18.2 years, therefore having a long trail of
successful software project accomplishment. Their client base
includes both local and international corporate and enterprises.

During their service life, most of these companies devel-
oped their expertise on both product development as well as
service delivery on diverse categories, a classification of which
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Fig. 2. (a) Employee Ranks and (b) Project Team Size within the Companies.

is presented in Fig. 3(a). According to this figure, E-commerce
and Web services are the core focus followed by Management
and Banking solutions. This observation is in line with the
market demand [24]. Alongside, the mobile application and
game development are cited as a major emerging market
segment for these companies.

Accomplished projects have a development lifetime of
either 3 to 6 months (very short to short duration), or 1/2 to 1
year (medium duration) or more than a year (long duration),
depending on the requirements. A distribution of the projects
along this lifespan reveals that 75% of the projects belong
to medium and long duration with only 25% are from short
duration. Additionally, the data support that the short duration
projects are mostly performed by the new companies in the
list having less than 10 years of experience in the field. Fig.
3(b) summarizes this observation.

All the companies offering a number of ranks to their
employees that are typical for an established software devel-
opment company to carry out their projects. According to the
survey, 6 such ranks are offered, namely, Project Manager,
System Analyst, SQA Engineer, Senior Developer, Developer,
and Junior Developer. Fig. 2(a) narrates these ranks in a
descending order with the proportion of each rank within the
companies (calculated based on the total number of employees
per rank in the 16 companies). As a reference to the reader,
the Project Manager is the administrative lead for project
planning, monitoring and managing the progress and resources.
The Systems Analyst is the IT guru who is responsible to
analyze the problem domain and to come up with the best
approach in solving it. The Senior Developer is the highly
experienced professional who lead a team of developers in
getting the development work done. The Developer is re-
sponsible for messing up their hands with implementing the
code by following best practiced design patterns. Part of their
responsibility includes training and assigning development
tasks to Junior Developers and assist them. Finally, the SQA
Engineer is responsible for designing and executing the test
plan and assist the development team to resolve them [25][26].

According to the statistics, the rank distribution has 18%
as Project Manager, 7% as System Analyst and 18% as Senior
developers. Therefore, a 43% of the total manpower belongs to
expert professionals. The working force consumes 46% share
with Developers and Junior developers having 28% and 18%,

respectively. This distribution matches the ideal manpower
distribution that an established software company should have
[26][27].

Alongside, the formation of the development team with
respect to number of people involved in a project, adheres to
the standard of agile practices [28]. Fig. 2(b) shows the typical
formation of teams in the last 28 projects that are completed
by these companies. As per this statistics, 9 projects had 5-9
people which is the standard for projects of medium duration,
and 13 projects had either 10-15 people or 15+ people which
is the conventional choice for large projects. Therefore, the
companies are often guided by the standards when it comes to
the matter of involving adequate manpower to the deserving
projects. This is one of core concern in project management
to ensure quality product development [30] [29].

Finally, the selection and use of contemporary tools and
techniques play a pivotal role in practicing agile methodolo-
gies and ensuring the quality product development. With the
growing adoption of agile practices over the past couple of
decades, a number of tools become the de-facto integral part of
them. This includes, for instance, the version control systems
(e.g. Git, GitHub), project management tools (e.g., Burn down
charts, Jira) and project specific technologies (e.g., frameworks
and languages), among others. The survey summary on this
concern is shown in Fig. 4. Around 90% of the companies use
Git as a version control system, and 60% of them use UML as
a tool for technical design. Among the frameworks, web, ASP
.net and app specific frameworks are used. This outcome is
also inline with the project focus of the companies. However,
professional project management and tracking tools are not
used that frequently.

B. On the Agile Practice of the Software Companies

This research selected four Agile methods for the survey,
namely, Scrum, XP, FDD and Crystal. These methods are
selected based on their popularity in use. However, according
to the survey response none of the companies ever used
Crystal method for their projects, therefore, discarded from the
discussion. Among the other three methods, Scrum is reported
as the highest practiced method (82% of the companies use
it) with XP and FDD having usage percentage of 4% each.
Again due to very low response for XP and FDD, this research
lacks sufficient empirical data to comprehensively assess the
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Fig. 3. (a) Project Focus and (b) Typical Project Length of the Companies.

Fig. 4. Tools and Technologies used by the Companies.

adoption of these two methods. Therefore, exempted from
further discussion.

In the following section a detail evaluation of the Scrum
method is presented in relation to its’ adoption and practice
within the selected software companies. Additionally, acquired
evidences and statistics are examined against the method to
trace the followings, (a) the extent to which current practices
resembles the standards, and (b) verify the preparedness of
the companies in carrying out the projects by leveraging the
method.

C. Scrum as a Development Method

Scrum as an agile method is the most popular development
method according to this survey. 82% of the surveyed
companies have adopted this method to carryout their
development projects. To gain maximum insight on the topic,
16 questions in four distinct categories concerning the Scrum
method are asked. These categories are, Team (2 Questions),
Artifacts (5 Questions), Role (2 Questions) and Process (6
Questions). Fig. 14 details this question set.

The Scrum Team should be assessed by their physical
location and the team size for individual projects. The
response on these concerns are highlighted in Fig. 5(a) and
(b). As stated in the Scrum principles [5], the scrum team
should be located in the same physical premises to maximize
the effective communication among the team members for
rapid development. However, in unavoidable circumstances,

team members can be geographically distributed and
collaborating over online. The survey reported that majority
of the software firms are well within this recommendation
(Fig. 5(a)). 53% of the companies always have on premises
team with 31% sometimes. Only those companies that have
off-shore sites have distributed teams (11%).

On the team size, Scrum practice suggested the standard
should be seven, plus or minus two [5], having the range be-
tween 5 to 9 members. This number includes the Scrum Master,
Product owner and the Developers. A team smaller than this
recommendation may find it arduous to accomplish enough in
each sprint, whereas for larger teams communication becomes
complex and cumbersome [26][31]. The survey response (Fig.
5(b)) reported that only 48% of the companies maintain the
recommended team size of 5 to 9 members, and the rest
(52%) have either undersized or oversized team. Therefore,
the companies must reassess their team formation with proper
justification of performance and output produced.

Within the Scrum practices, two key responsibilities are to
anchoring the daily meeting (a brief meeting held daily with
the scrum team to synchronize development activities) and the
scrum review meeting (a meeting held at the end of each sprint
to assess the passing sprint and set goals for the next sprint)
[32]. According to Scrum standard, the Scrum Master is the
person who plays the Role of the anchor for these meetings.
However, both the meetings (i.e. daily meeting and scrum
review meeting) must be duly conducted by the Team Members
[32]. Fig. 6(a) and (b) summarizes the survey outcome on this
concern.

It is observed that in case of 70% of the companies, the
Scrum Master is responsible for holding the daily review
meeting whereas in 18% and 3% cases held by the team
members and daily trackers, respectively (Fig. 6(a)). In case
of Sprint review meeting, mostly Scrum master (53%) leads
the meeting with 25% cases held by the team members and
daily trackers (Fig. 6(b)). Therefore, it can be affirmed that
in most part the companies adheres to the scrum mandate in
maintaining the roles of the scrum team. Albeit, there are few
companies who are involving the Product owner to anchor
the designated meetings, which is neither desirable nor rec-
ommended by Scrum. Therefore, requires further explanation
and rectification.

The Scrum method leveraged several means or Artifacts to
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Fig. 5. Response on (a) Sharing Physical Space and (b) Project Team Size.

Fig. 6. The Team Member Responsible for Conducting (a) The Daily Meeting and (b) The Scrum Review Meeting

.

carryout the development activities. This includes for example,
maintaining and following Product Backlog, Sprint Backlog,
Burndown chart, among others. Companies practicing Scrum
method should adopt and utilize these artifacts for efficacious
product development [26] [5]. The survey outcome on this
concern is summarized in Fig. 7(a), (b) and 8(a).

For reference, the Product Backlog describes the work to
be done that will add value to the completed product. It is
dynamic in nature to capture what are the most important
features to be developed next. Therefore, the scrum master
should constantly update and refine the Product Backlog to
keep it aligned with market demand [32]. Whereas, the Sprint
Backlog depicts the product increment to be implemented and
added to the already done product at the end of current Sprint
[31]. It should define two things: the “What to be developed” of
the Sprint and the “How to develop” of the Sprint. It therefore,
contains the blue print for the developers of how they will
deliver the product Increment and realize the Sprint Goal [32].

The survey result on the use of backlog (either, Product
or Sprint backlog) is detailed in Fig. 7(a). According to this
reporting, about half of the companies (44%) use them for
estimating the future requirements, 26% use them to prioritize
the requirements and others, to record the requirements (13%)
or to record the status (13%). However, according to practice,
all these activities should be part of utilization of these
backlogs [31].

The other core Scrum artefact is the Burndown chart, which
is a graphical representation of work left to do over the project
time [32]. This chart plots the outstanding work on the ‘y-axis’

with project time along the ‘x-axis’. This visual representation
helps the team to constantly monitor the project scope creep,
and keep development work on schedule. This chart must be
updated in the daily scrum meeting. However, the survey result
on use of this chart differs largely with the proposals, as shown
in Fig. 7(b). Only, 21% of the companies always use this chart
(17%) or its’ third-party variants (4%). Majority of them either
rarely (70%) or never (9%) use it. Therefore, it is a major
concern form Scrum perspective and the companies must put
serious effort on adopting this tool as an integral part of their
development practices.

In the realm of Scrum practices, using the above listed
artefacts share the same goals. Those are, to maximize trans-
parency through highly visible real-time picture of what is
being done, and a shared understanding of the work in progress
[26]. Therefore, these artifacts must be openly available to
all the team members to see, discuss, follow and update
to synchronize the rapid development activities [31]. The
surveyed companies also adhere to this practice of making
artefacts openly accessible to all the team members, either
always (78%) or sometimes (22%) (Fig. 8(a)).

The Scrum Process defines the agile project management
methodology for rapid development of a quality software prod-
uct. This involves carrying out several activities by employing
the team members in different roles and effective utilization
of the artefacts. The core scrum activities includes, defining
and updating the sprint backlog for a given sprint, holding
the scrum meeting, sprint planning meeting and sprint review
meeting, code integration and testing, and system demonstra-
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Fig. 7. Use of (a) Product Backlog and (b) Burndown Chart.

Fig. 8. (a) Accessibility of the Artifacts and (b) Scrum Meeting Frequency.

tion.

According to the methodology [31], a Scrum meeting is
15-minute time-boxed event that should be held each day of a
sprint with the whole team. Inline with this recommendation,
the survey response (Fig. 8(b)) exhibit that all the companies
hold scrum meeting. However, the meeting is hold according
to their own defined intervals, which varies from the daily
meeting (35%), to holding it in every two days (9%), or in
every 3 days (10%), or in 5 days (26%), 7 days (10%) and even
at the end of sprint (10%). This statistics highly contradicts
with the core value of agile practices and the scrum. Because,
a sprint is usually lasts for 7 days with a sprint backlog to
be implemented. Therefore, holding scrum meeting daily is
an inevitable need for the development to progress smoothly.
However, 65% of the companies are not realizing the fact, and
therefore, suffers from absorbing the core essence of scrum.
Consequently, this reporting calls for further investigation and
rectification in the process.

The Sprint backlog for a given sprint consists of a list of
tasks selected from product backlog to be completed within
the sprint [32]. As the sprint length is short and development
goes rapid, the Sprint backlog should be updated once each
day by the Scrum Master and the burndown chart is updated
to keep every team member in sync [31]. Adoption of these
practices within the surveyed companies are shown in Fig. 9(a)
and (b).

Reporting on the Sprint backlog update frequency (Fig.
9(a)) reveals three distinct trends, namely, daily (only 40%

of the companies adopt this), between 2 to 7 days (36% of
the companies follow this), and only with client requirement
change (22% of the companies). Therefore, companies have
to revise their understanding and practice on this particular
concern. However, in 88% of the companies either the Scrum
Master (40%) or a designated team member (40%) is respon-
sible to update the backlog (Fig. 9(b)), which is well within
the scrum convention.

Among the other core tasks, conducting Sprint Planning
and Sprint review meetings with the involvement of the Prod-
uct owner is highly recommended. Fig. 10 and 11 details the
survey outcome on these practices. According to the Scrum
guide, the Sprint Planning meeting is held at the beginning of
each sprint to set the sprint backlog. The Sprint Review meeting
is held at the end of a Sprint to inspect whether the backlog is
implemented accordingly. Among the other stakeholders, the
Product Owner must be present in the meetings to prioritize
the most important features to be implemented and verified
[26].

Majority of the companies (61%) agrees that they always
hold the sprint planning meeting with 34% respond with either
sometimes or rarely (Fig. 10(a)). In defining the length (or
duration) of a Sprint, 48% companies maintains the highly
recommended 7 days window, whereas, 38% responds with
either 14 or 30 days duration and 14% says its’ depends on
the project. At large, neither of these statistics follows the
recommendation, and is a violation of the core practices of
Scrum methodology.
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Fig. 9. (a) Sprint Backlog update Frequency and (b) Person Responsible to do the Update.

Fig. 10. (a) Holding of Sprint Planning Meeting and (b) Typical Length of a Sprint.

However, 70% of the companies responded positively in
relation to hold the Sprint review meeting always (Fig. 11(a)),
with 30% either sometimes or rarely holding the meeting.
Therefore, companies are better performing in relation to this
core activity of scrum. The Product owner is rarely attending
either of the meetings according to the survey outcome (Fig.
11(b)). With the fact that the attendance of Product owner
is highly recommended in the sprint meetings, only 9% of
companies acknowledge their presence all the time. For the rest
(91%) it is either sometimes, rarely or never. This outcome also
point to the fact that the product owner in Bangladesh might
lag the technical competencies or the client companies are
reluctant to involve their representatives to cut cost. Whatever
may be the reason, this lagging in participation is detrimental
to overall process adoption and to the quality of the software
produced [32].

Scrum methodology like other agile practices relies on
continuous code integration on the daily basis [31]. Integration
testing must go hand-in-hand with the daily integration [31].
However, the survey outcome shows a large deviation with
this standard practice. As can be seen from Fig. 12(a), only
44% companies adheres to daily integration and testing, while
majority have their own defined schedule.

Finally, developed system (either at the end of each sprint
or at the end of the project) is demonstrated practically by
executing it [32], rather using any means of formal presen-
tations (e.g., power points, oral or visualization). According
to the survey response (Fig. 12(b)), majority (57%) follows
the convention of demonstrating the system practically, while
others use undesirable methods.

V. OVERALL ASSESSMENT

The overarching assessment of the survey outcome high-
lights both competencies and weaknesses of the software
companies in relation to Agile fitness. The taxonomy of the
company portfolio reveals strong competencies to adopt and
practice agile development methods (as discussed in detail in
Section IV-A). The overall operational experience, range of
software product development and service delivery expertise,
the formation of the development team, the selection and use
of contemporary tools and techniques, strongly support this
claim. Therefore, it can be affirmed that

To a great extent the software companies in
Bangladesh have the readiness to effectively practice
Scrum methodology.

Among the Agile methodologies, the Scrum method has
overwhelming utilization in the software companies (82%) in
Bangladesh. This selection reflects the most prevalent choice
worldwide, as 70% software companies goes by the Scrum
method [25]. However, the critical assessment of the survey
statistics on the actual adoption of Scrum practices (as detailed
in Section IV-B) reveals that

At large, the software companies in Bangladesh fall
short to comply with the Scrum principles.

Fig. 13 summarises the Scrum fitness of the companies de-
rived from the survey results. In this figure, the approval /
adoption rate (in X-axis) of companies are shown against the
recommended Scrum practices (in Y-axis).
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Fig. 11. (a) Holding Sprint Review Meeting and (b) Attendance of Product Owner in the Sprint Planning and Review Meetings.

Fig. 12. (a) Code Integration and Testing Frequency, (b) Method used for System Demonstration.

Fig. 13. Scrum Fitness overview for the Surveyed Companies.

According to the summary report in Fig. 13, the approval
rate is around 50% or bellow for most of the key practices of
Scrum. For some practices the rate is critically low which is
alarming. For instance, integrating the product owner in the
meetings is only 9% which on the contrary is one of the
highest priority practices to be adopted [32]. Additionally, use
of burndown charts or similar tools for constantly tracking the
project progress and keep all the stakeholders in synchronized
is only 21%. For the other practices along with the above
two, the adoption rate need to be improved. This study
recommences the companies to employ agile experts external

to the company to investigate into the issues, identify core
areas of improvement and a pragmatic course of actions to
meet the Scrum standard [31].

VI. CONCLUSION

This research carried out an empirically investigation on
the agile software development practices within the context of
established software companies in Bangladesh to (a) define
the readiness and fitness of these companies in relation to
Agile practices, and (b) formulate the scope of improvements
based on the agile standard. It is reported that the Scrum agile
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method is the highest practiced one among the four, which
is an assertion of the typical selection worldwide. Alongside,
the overarching outcome reveals that the companies have the
preparedness in practicing the Scrum method in fullest. How-
ever, with regard to practicing Scrum principles, they fall short
severely in many key factors. Therefore, the future research
should dug deep into the cause of these shortcomings and
formulate guidelines accordingly for the process improvement.

SCRUM METHOD QUESTIONNAIRE

Scrum Questionnaire Set (Fig. 14).

REFERENCES

[1] Eva-Maria Schön, Jörg Thomaschewski, Marı́a José Escalona, Agile
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Fig. 14. Scrum Method: Questionnaire with Answer Options
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