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in Transformed Domain 
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Computer Science Department, The University of Texas at Tyler 
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Abstract—Texture is generally recognized as fundamental to 
perceptions. There is no precise definition or characterization 
available in practice. Texture recognition has many applications 
in areas such as medical image analysis, remote sensing, and 
robotic vision. Various approaches such as statistical, structural, 
and spectral have been suggested in the literature. In this paper 
we propose a method for texture feature extraction. We 
transform the image into a two-dimensional Discrete Cosine 
Transform (DCT) and extract features using the ring and wedge 
bins in the DCT plane. These features are based on texture 
properties such as coarseness, smoothness, graininess, and 
directivity of the texture pattern in the image. We develop a 
model to classify texture images using extracted features. We use 
three classifiers: the Decision Tree, Support Vector Machine 
(SVM), and Logarithmic Regression (LR). To test our approach, 
we use Brodatz texture image data set consisting of 111 images of 
different texture patterns. Classification results such as accuracy 
and F-score obtained from the three classifiers are presented in 
the paper. 

Keywords—Texture; discrete cosine transform; radial and 
angular bins; decision tree; support vector machine; logarithmic 
regression 

I. INTRODUCTION 
Texture is generally recognized as being fundamental to 

perception. Texture provides useful information in identifying 
objects in images. Texture is different from color. Texture is 
defined as something composed of closely interwoven 
elements [1]. The description of interwoven elements leads to 
the idea of texture resolution. Texture primitives may be 
pixels or aggregate of pixels such as regions. It refers to the 
spatial organization of basic elements or primitives [2]. Many 
texture images do not have geometrical regularity of texture 
primitives in the image, but they can be described by 
statistical models. Texture recognition has many applications 
in areas such as medical image analysis, remote sensing, and 
robotic vision. There is no precise definition of texture 
available in practice. Texture has been described in a variety 
of ways. Texture descriptors provide measures of properties 
such as smoothness, coarseness, and regularity [3]. Gonzalez 
and Woods [4] describe three principal approaches for texture 
analysis: statistical, structural, and spectral. Statistical 
approaches yield texture properties such smoothness, 
coarseness, or graininess. Structural approaches are based on 
arrangement of primitive shapes in the image. Spectral 
properties are found on the Fourier spectrum and they yield 
global periodicity in the image or a region of the image. In this 
paper, we propose a new algorithm for extracting texture 

features from the two-dimensional Discrete Cosine Transform 
(DCT) of the image. These features capture directional and 
coarseness properties of the texture. We classify texture 
images using these features with statistical models. The 
texture recognition plays an important role in computer vision 
and has many practical applications such as robotics, 
reconnaissance, and biometrics. We have used three classifiers 
Support Vector Machine (SVM), Decision Tree (DT), and 
Logarithmic Regression (LR). We can also use a neural 
network with a backpropagation learning algorithm as a 
classifier. The main advantage of the proposed algorithm is 
that it can be incorporated in layers of a Convolution Neural 
Network (CNN). 

The outline of the paper is as follows. Section II describes 
related work and provides historical developments in texture 
recognition. Section III provides the proposed approach. 
Section IV illustrates the experimental work and the results, 
and Section V provides conclusions. 

II. RELATED WORK 
Picture analysis involves representation, classification, 

segmentation, and synthesis. Many texture feature extraction 
algorithms are available in practice. Haralick et al. [5] 
proposed Gray Level Cooccurrence Matrix (GLCM) for 
extracting texture features. They suggested twenty-eight 
features that are best on GLCM. The most frequently used 
features are energy, entropy, inertia, and local homogeneity. 
Wilson and Bergen [6] developed a model for texture 
segmentation using Difference-of-Gaussian (DOG) filters. 
O’Toole and Stark [7] suggested a method for texture feature 
extraction using the Hotelling Trace (HT). Many spatial 
frequency filtering techniques have been used for texture 
segmentation. Bajesy and Lieberman [8] used spectrograms 
for texture segmentation. Coggins and Jain [9] used radial and 
angular bins in the Frequency Domain (FD) for extracting 
texture features. Daugman [10] used 2-D Gabor filters for 
texture segmentation. Kulkarni and Byers [11] used radial and 
angular bins in 2-D frequency domain. They employed the 
Radon transform to calculate the Fourier coefficients. 
Tuceryan and Jain [12] identified five major categories of 
texture features: statistical, geometrical, structural, model 
based, and filtering based. Lows [13] used local invariant 
descriptors using Fourier Transform (FT) for texture analysis. 
Zeng et al. [14] categorized texture representation into three 
broad types: Bag-of-Words (BoW), Convolution Neural 
Network (CNN)-based, and attribute based. In the BoW 
approach a feature vector is obtained from a texture image that 
represents properties of the texture. In this approach the 

1 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

texture image is first transformed into a pool of local features. 
Many CNN-based texture presentation models have been 
proposed in recent years [15, 16, 17]. 

III. PROPOSED APPROACH 
In our proposed approach we use ring and wedge bins to 

extract texture features in the DCT domain. The DCT 
coefficients are given by (1). 
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We use the DCT coefficients because FT coefficients have 
real and imaginary parts. We can achieve data compression 
with the DCT as most information is stored in a few DCT 
coefficients at the top left corner in the DCT matrix. As we go 
away from the origin (0,0) the DCT coefficient values 
gradually become smaller. Most images in practice exhibit 
statistical redundancy. Therefore, it is possible to reconstruct 
the original image with a few DCT coefficients without 
affecting the visual quality of the images. It can be seen from 
Fig. 1 that if we rotate the image, the DCT also rotates. In 
Fig. 1, the texture image is rotated 45 degrees and it can be 
observed that the corresponding DCT also rotates by 45 
degrees. Images with high spatial frequency contents show 
more spread of the DCT coefficients. In Fig. 2, the image in 
the second row shows relatively more coarseness. The DCT 
coefficients are more spread out for that image. Texture 
images with low spatial frequency contents show DCT 
coefficients concentration near the origin. The angular and 
radial bins are shown in Fig. 3. We can extract directional 
properties of the texture using the angular bins. The radial bins 
capture coarseness of the texture images. Radial and angular 
features are given by (2) and (3), respectively. 
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We used three classifiers to categorize texture images from 
extracted feature vectors: a) Decision Tree classifier, 
b) Support Vector Machine (SVM), and c) Logarithmic 
Regression model. SVM was proposed by Cortes and Vapnik 
[18]. In the SVM model, two hyper-planes are selected to 
maximize the distance between the two classes and not to 
include any points between them. The SVM algorithm is 
extended to non-linearly separable classes by mapping 
samples to a higher dimensional feature space [19]. SVM was 

chosen as one of the classification methods because it has 
been shown to successfully handle small datasets in 
comparison to other traditional methods [20]. Moreover, it has 
good theoretical foundations, and generalization capacity as its 
decision functions are determined directly from the training 
data so that decision borders’ margins are maximized in a 
highly dimensional feature space leading to less classification 
errors [21]. Decision Tree implementation using ID3 
algorithm was suggested by Quinlan [22]. The algorithm uses 
information gain to decide as to which attribute is the best for 
the split at each non-terminal node. It is a recursive algorithm 
that starts with the root node and the leaf nodes represent the 
classes. C4.5 algorithm is an extension of ID3 algorithm, and 
it allows usage of both discrete and continuous variables. 
Logarithmic Regression can be implemented as shown in (4). 
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Fig. 1. DCT Visualization on Rotated Images. 

  

  
Fig. 2. DCT Visualization of Coarse Features. 
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Fig. 3. Angular and Radial Bins. 

where, y is the predicted output and b0 and b1 are 
coefficients that are estimated using training set data. The 
model predicts the probability of a default class [23]. 

IV. EXPERIMENT AND RESULTS 
To test our approach, we used Brodatz texture image data 

set consisting of 111 images of different texture patterns [24]. 
In the pre-processing stage, we grouped texture images in the 
Brodaz data set into five categories using K-means clustering 
algorithm. Sample images from each cluster are shown in Fig. 
4. All the images were first resized to the dimension of 256 ✕ 
256 pixels. The Discrete Cosine Transform (DCT) has been 
widely used to convert an image from its spatial domain to its 
frequency domain where we can reduce digital image storage 
size, expedite data transmission, and remove redundant 
information [25]. We used the DCT coefficients of each image 
to extract information from its frequency domain. Most of the 
information in the image is concentrated in a few coefficients 
that are in the top left corner of the DCT matrix. We used the 
top left 128 ✕ 128 region of the DCT matrix for feature 
extraction. The values of DCT coefficients were normalized. 
Furthermore, all the DCT coefficients that were less than zero 
were made zero as those values were very small. We 
normalized feature values between 0 and 5 so that all features 
are treated equally [26]. We extracted 34 features from the 
DCT coefficients. These features represent 6 wedge features, 4 
ring features, and 24 features from the top left-hand corner. 
We have chosen 24 features from the top left corner as they 
showed the maximum variance and contained most 
information. The DCT coefficient at (0,0) was dropped 
because its normalized values were the same for all images. 
The 3-D scatter plot for five categories is shown in Fig. 5. 
Mean values of features are shown in Fig. 6 and Fig. 7 shows 
the decision tree. The results are shown in Table I. 

 

 

 

 

 
Fig. 4. Sample Images from Five Categories. 

 
Fig. 5. 3-D Scatter Plot. 

 
Fig. 6. Class Signatures. 
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Fig. 7. Decision Tree. 

TABLE I. ACCURACY AND F-SCORE 

Classifier Accuracy Score Percentage F1 Score 

Support Vector Machine 82.3 0.798 

Decision Tree 79.4 0.753 

Logarithmic Regression 91.1 0.919 

V. CONCLUSIONS 
In this paper we have proposed a method for feature 

extraction using properties such as coarseness, smoothness, 
graininess, and directivity of the texture pattern in the image 
using DCT coefficients. These features can be used for texture 
image classification and analysis. We considered 34 features. 
We trained three classifiers using extracted features: a 
Decision Tree, Support Vector Machine, and a Logarithmic 
Regression classifier. It can be seen from Table I that the 
Logarithmic Regression classifier performed very well for this 
data set compared to the decision tree and support vector 
machine. The classification accuracy obtained with 
Logarithmic Regression classifier was 91.1 percent. Decision 
trees usually perform better with discrete features. The results 
obtained with our approach suggest that it is a valuable 
method for feature extraction and classification of texture 
images. The results may be further improved by using a 
greater number of radial and angular bin features. Also, we 
considered five categories of clusters. By using the optimized 
number clusters in pre-processing and proper grouping of 
images classification results may be improved. 

In the future, we would like to evaluate the method with 
large datasets containing many images with a greater number 
of ring and wedge bin features. Furthermore, the feature 
extraction algorithm with angular and radial bins combining 
with a multi-layer perceptron model for classification, we plan 
to develop an architecture for a convolution neural network 
(CNN) model for classification of texture images. 
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Abstract—On the basis of a new post-Shannon information 

approach (quantitative and qualitative together), a hierarchical 

process of evaluating video-information by an intellectual brain-

like video-component of artificial mind is considered. The 

development of the classical (Shannon's) informational approach 

to the level of the new (post-Shannon's) informational approach 

made it possible to formulate an important additional “bonus” in 

the form of a differential holographic principle (DHP). DHP 

made it possible to present video information on a dualistic basis, 

considering its physical and structural components, considered 

together. Developed an integral quasi-holographic principle 

(IQHP) is built on the basis of the DHP. However, in contrast to 

the DHP this principle represents a supra-physical (abstract) 

principle, uses a long-range action template and is realized 

instantly (i.e. with an infinitely high speed). In a joint tandem of 

physical (quantitative) and structural (qualitative) components of 

video-information evaluation, the structural component is 

dominant. Due to this, the technology of the video-component of 

artificial mind based on IQHP always takes the form of an 

ascending hierarchy of structured (abstract) evaluations of video-

information. This technology also includes a hierarchy of self-

learning stages, thanks to which the constant development of 

macro-objects of video-information in the form of video-

thesauruses as high-quality measuring scales is carried out. This 

maintains the relevance, efficiency, and instantaneousness of the 

video-component of the artificial mind in evaluation video-

information. Based on the ideas and principles of a new (post-

Shannon) information approach to evaluation video-information, 

the structural and functional architecture of the video-

component of artificial mind built. This architecture is not 

biologically inspired, but it turned out to be surprisingly exactly 

coinciding with the known structure of the human neocortex (by 

the number of levels of the ascending hierarchy, by the presence 

of a hierarchy in direct and feedback, by the method of 

structuring and collecting input elementary video-data, etc.). A 

new theorem for a complete sample of video-data, considered 

together in physical and structural form, is formulated. The 

direct version of this theorem corresponds to an ascending 

hierarchy of video-information evaluations based on IQHP and 

bundles of video-information’s evaluations. The inverse version 

characterizes the global hierarchical feedback, which takes the 

form of a descending hierarchy of “service” video-information 

evaluations. 

Keywords—Differential holographic principle; video-data; 

structuring; super-saccades; integral quasi-holographic principle; 

long-range action; bundles; ascending hierarchy; singularity; 

video-component; video-thesaurus; video-intelligence; architec-

ture; artificial intelligence; artificial mind; full sampling theorem; 

descending hierarchy; hierarchical feedback 

I. INTRODUCTION 

The progress of intelligent technologies is based on the 
evolution of the processes of recognition, perception and 
understanding of the surrounding material World, ideas about 
which are formed by joint quantitative (physical) and 
qualitative (structural) evaluations of the diverse information 
content of the surrounding World. All this is inextricably 
linked with the achieved depth of human awareness of the 
nature of the information of the material World, which in the 
general case is characterized by strong nonlinearity, and 
because of this, lack of clarity and non-obvious. In this regard, 
researchers are tempted to replace the solution of complex 
nonlinear problems of information analysis and intellectual 
synthesis of “mental” evaluations of information with a variety 
of intuitive and heuristic approaches. They are a significant 
(sometimes fatal) simplification of reality, but at the same time 
they are often proclaimed the only correct means of its 
reflection. Generally speaking, the term mental, accepted and 
widely used in psychology, refers to mental images and 
processes in a person. Therefore, in machine psychology of 
artificial mind, to maintain continuity, we will use the same 
term, but in quotation marks. This means that the considered 
structure, functions, mental images and processes of artificial 
mind can be compared with analogous mental processes in 
humans, but refer they exclusively to machine psychology. 

Intuitive and heuristic approaches (including the classical 
quantitative informational approach of K. Shannon and neural 
networks), generally speaking, no longer meet the requirements 
for modern intellectual technologies, introducing significant 
confusion and thereby limiting their scope. Currently, among 
the promising intelligent technologies, in the implementation 
of which human civilization is interested, include the 
technology of strong (human-like) artificial intelligence, which 
can be considered as a technology of weak artificial mind as 
well as technology of artificial superintelligence (superhuman 
artificial intelligence), which can be considered in the quality 
of the technology of strong artificial mind. For a meaningful 
construction of these technologies, a new information approach 
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to the technologies of artificial mind is required, which will be 
adequate to their complex “mental” nature. This will make it 
possible to consciously switch to the synthesis of not only 
individual specialized intelligent systems, but also 
multicomponent intelligent systems of artificial mind (weak 
and strong). 

In the short term, the complete replacement of human 
natural intelligence with artificial mind in most areas of human 
society it is not yet conceptually and technologically feasible. 
As an affordable alternative, it is still possible to consider 
intelligent technologies based on neural networks, which allow 
emulating some simple ones the capabilities of human 
intelligence, for example, in the field of pattern recognition. 
However, modern technologies based on neural networks do 
not allow provide emulating the complex capabilities of human 
intelligence, such as understanding images. Without this, is 
impossible awareness of reaching a frightening threshold for 
the development of artificial intelligence, beyond which an 
acute antagonism of natural and artificial minds can begin, as 
well as the cataclysm following from this antagonism in the 
form of a technological singularity (of explosive acceleration 
of scientific and technological progress and the creation of a 
super mind as of hypothetical a danger to human civilization). 
Similar fears about mechanical machines have already 
occurred in the history of human society, which, nevertheless, 
was able to create a highly developed civilization using the 
achievements of machine mechanics. 

It is now clear that technologies that are much more 
complex, sophisticated and abstract than the mechanical 
technologies of complex machines and mechanisms will be 
used for the development of human civilization. This process 
stretched out in time will lead to certain transformations in 
human society and the emergence of a new civilization, most 
likely of the information type, based on deep awareness of a 
new (post-Shannon) informational approach-analysis 
(quantitative and qualitative together) to the material World 
around. The natural development of this new informational 
approach is an intelligent informational approach-synthesis, 
which, with the help of a bottom-up hierarchical synthesis of 
the initial physical evaluation of weak information, allows to 
adequately restore the initial information as a whole. This 
process can be viewed as a “mental” representation of 
information from the surrounding material World in the 
“mental” space of the intellectual system of artificial mind 
(ISAM). This artificial (virtual) space is induced in the process 
of internal synthesis in the ISAM of the ascending hierarchy of 
information evaluations (quantitative and qualitative together) 
and is a necessary means for their formal mathematical 
"awareness" (recognition, perception and understanding) by 
artificial mind. 

The existing pessimism regarding the solution of these 
complex problems at the present time is most likely due to: 

 Incorrectness of intuitive and bio-inspired heuristic 
attempts (for example, based on neural networks) to 
solve the problem of artificial intelligence as the basis 
of artificial mind; 

 Commercial haste in the development of the first 
productive, but still "raw" results in the field of artificial 

intelligence, which were initially poorly understood 
and, generally speaking, are still largely not fully 
understood; 

 Focusing not on the dominant, but on some secondary 
properties of artificial intelligence, in other words, not 
on the understanding of "strong" information, but on the 
recognition of "weak" information; 

 Inadequate approaches to solving the problems of 
artificial intelligence. 

Apparently because of this, many developers of artificial 
intelligence systems have developed a firm opinion about the 
existence of a kind of "magic" of intelligent systems, which is 
still not understood and therefore is not available to the vast 
majority of modern developers. 

 It is possible to comprehend and understand this "magic" 
only with the help of modern fundamental science. At present, 
on the basis of an objectively expanded concept of information 
to complete information (quantitative and qualitative together), 
fundamental science is able to propose new ways to solve the 
problem of artificial mind, both in small and in general. These 
solutions can be built on the correct basis, they are more 
effective and have a clearer perspective than the currently 
proposed bio-inspired intuitive and heuristic templates for 
solving artificial intelligence problems. 

In this paper, one of the most important intellectual 
technologies of artificial intelligence, namely, video-intelligent 
technology, is considered as a hierarchically ascending 
synthesis of “mental” evaluations of video-information. This 
process begins with the synthesis of evaluation of weak (1D, 
2D) video-information, which have a "rough" topology, and 
develops towards the synthesis of evaluations of "strong" (3D, 
4D) video-information with a "finer" topology. This approach 
corresponds to the well-known perceptual model of the world 
in human consciousness, which was proposed in 1935 in the 
USSR by the physiologist N.A. Bernstein and pointed to the 
topological concept of the brain, namely, that “the brain 
reflects the world topologically” [N.A. Bernstein]. 

In the future, we will proceed from the fact that it is the 
post-Shannon informational approach, which was verified on 
the problems of video-information analysis, with the 
appropriate development, is able to effectively solve the 
problems of “mental” synthesis of video-information 
evaluations using the structural (topological, qualitative) 
concept of brain-like intelligent systems. It should be noted that 
the processes of natural or artificial formation of video- 
information are significantly different from the processes of 
constructing “mental” evaluation of video-information 
(generally speaking, more than formal analysis differs from 
formal synthesis). Due to this, the new (post-Shannon's) 
informational approach makes it possible to establish only the 
most general fundamental requirements for the “mental” 
synthesis of video-information evaluations. Namely, the 
evaluations of video-information should be formed as a result 
of strong “mental” interactions (interactions-measurements). In 
addition, video-evaluations should be complete and therefore 
include physical and structural components considered 
together. Finally, artificial vision, as the most informative 
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component of artificial intelligence, should be a sequence of 
gradually more complex stages of “mental” recognition, 
perception and understanding, which are considered together in 
the form of an ascending hierarchy of “weak” (1D, 2D) and of 
“strong” (3D, 4D) evaluations of video- information. The latter 
already possess the quality of “mentality” comparable to the 
mental activity of a person, about which it is known that it is an 
extremely fast process. This circumstance did not pass 
unnoticed in human society, the centuries-old folk wisdom of 
which was reflected in folk tales, where the correct answer to 
the riddle "What is the fastest in the world?" was the answer 
"Thought". 

Thus, the post-Shannon informational approach-analysis 
needs to be rethought and supplemented in order to achieve its 
adequacy in solving the problems of intellectual synthesis of 
“mental” evaluations of video-information, including by 
creating an information theory of artificial mind. Of its 
particular case is the information theory of intelligent artificial 
vision the sketch of which [1] was discussed earlier and did not 
have deep theoretical support. It should be noted that the 
infrastructure of the ISAM includes not only the ascending 
hierarchy of “mental” evaluations of information (recognition, 
perception and understanding), which is directed to the 
“mental” space of the ISAM, but also the descending hierarchy 
of service transformations in the form of video-information by 
feedback, which is directed back to the input ISAM. Latent and 
not obvious due to its nonlinearity "mental” informational 
nature of video-intelligence sensory component of artificial 
mind can be fully realized only when using the post-Shannon 
informational approach and no other. This makes it possible to 
meaningfully solve the problems of systemic informational 
synthesis of artificial vision in the form of an ascending 
hierarchy of effective intelligent structures of video-
recognition, video-perception and video-understanding of the 
spatio-temporal content of the surrounding material world. 

II. DIFFERENTIAL HOLOGRAPHIC PRINCIPLE OF VIDEO-

INFORMATION 

Currently, the concept of holography has acquired a wide 
semantic content, which allows it to be used not only in 
applied, but also in fundamental science [2, 3], for example, in 
string theory in the form of a holographic principle. The 
holographic principle as applied to video-information turned 
out to be, generally speaking, strongly “disguised”, and to 
determine it, a special study was required, the results of which 
were not fully comprehended at once. Let us consider this on 
the example of analyzing the process of forming full 
information (physical and structural together) [4, 5, 6, 7] or, 
which is the same, video-information, in a some material 
system. 

The need for effective construction of video-information 
evaluation in the process of artificial vision requires the 
involvement of a new (post-Shannon) information approach. In 
this case, the process of evaluation video-information by 
artificial vision should also be a set of strong interactions 
(interactions-measurements), but already of artificial origin. A 
meaningful division of artificial vision into simpler and, 
therefore, more accessible for implementation, partial 
interactions-dimensions as a whole corresponds to the new 

information approach. However, natural and artificial 
measuring processes have fundamental differences in terms of 
their implementation. In the natural process of forming video-
information at the physical level, only natural physical 
standards of measured quantities are used, which, due to the 
supra-physical (abstract, qualitative) nature of the visual 
process, cannot be used even in the processes of natural vision 
of highly developed living organisms. 

This circumstance gives rise to the need to create artificial 
measuring standards for evaluation video-information, which 
cannot be physically extracted from their natural environment, 
since they are supra-physical and are related to the structural 
component of video-information evaluation. In this regard, 
taking care of the construction of such measuring standards is a 
super task of any highly organized natural organism or 
artificial system, if their goal is survival and prosperity in the 
real conditions of the surrounding (often extreme) material 
World. This super-problem is solved in both cases in the same 
way and is reduced to the construction of the necessary 
artificial measuring standards by using appropriate training 
and/or self-training. These measuring standards can be 
organized in the form of a hierarchy of qualitative measuring 
scales of low and high ranks at different levels of the hierarchy 
of an artificial intelligent system. In particular, the ascending 
hierarchy of quality measurement scales for artificial vision can 
be represented by an ascending hierarchy of video-thesauruses. 
At the highest level of this ascending hierarchy is artificial 
video-intelligence [8], which can be considered as a video-
component of the corresponding artificial mind. The carriers of 
the input physical video-data for the artificial vision technology 
are weak (in the video-information sense) wave fields-
mediators of different physical nature (optical and non-optical), 
which provide video-information short-range interaction 
through the physical transfer of weak video-information in 
space-time. The physical nature of these intermediary fields is 
wave-like. Therefore, an input optical or non-optical video-
receiver can provide consistent video-reception using modern 
ideas [9], for example, based on coherent or incoherent 
holography. In modern video-technology and in living nature, a 
binocular video-receiver based on stereoscopy, which can be 
adequately described in terms of incoherent holography, is 
widespread. However, such an obvious application of physical 
holography at a low level of the ISAM hierarchy does not 
mean at all that the use of holographic ideas at higher levels of 
the hierarchy of “mental” evaluation of video-information will 
be just as obvious. 

For the post-Shannon information approach, the basic is the 
principle of identity of the presentation of video-information [4 
- 6], which can be expressed by the following identity. 

m m

m n m nD t T
              (1) 

where 

   
m m m

n n E n S
t t t   - video-information in global 

coordinates of Minkowski space in the form of physical   m

n E
t  

and structural   m

n S
t  components considered together; 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 3, 2021 

8 | P a g e  

www.ijacsa.thesai.org 

 
m

n E
T  - physical component of video-information in local 

coordinates of effective Riemannian space-time; 

mD
 - operator of covariant divergence in the metric of the 

Minkowski space; 

m - operator of covariant divergence in the metric of the 

Riemannian space-time. 

Principle (1) operates in the effective Riemannian space-
time [4 - 6] formed by the product of two subspaces - the 
Minkowski space and the Riemannian space-time of general 
form. Equating identity (1) to zero, one can obtain a differential 
conservation law, from which the concept of video-information 
as the sum of its physical and structural components, 
considered together in the global coordinates of the Minkowski 
space [4 - 6], necessarily follows. However, it turned out that 
identity (1) has one more important and previously 
unaccounted for informational "bonus". Namely, expression 
(1) can be additionally considered as a mathematically accurate 
and physically correct differential holographic principle 
(DHP). 

Indeed, according to identity (1), the covariant divergence 
in the Minkowski space from video-information in the form of 
the sum of its physical and structural components is exactly 
equal to the covariant divergence in the effective Riemannian 
space-time from only one, namely, by the physical component 
of video-information. This ensures the identity of the 
transformation of video-information from a flat Minkowski 
space-time into a curved effective Riemannian space-time and 
vice versa. In other words, if the physical component of the 
video-information is given in local coordinates on the 
hypersurface of the effective Riemannian space-time, then, in 
accordance with identity (1), the corresponding video-
information can be precisely determined as the sum of its 
physical and structural components in the global coordinates of 
the Minkowski space inside the effective hypervolume 
Riemannian space-time. It should nevertheless be noted that if 
the physical component of the video-information is given on 
the hypersurface of a general Riemannian subspace-time, then 
in the effective Riemannian space-time (the product of the 
general Riemannian subspace-time and the Minkowski 
subspace) this same component of video-information is 
necessarily also a function of global coordinates Minkowski 
space. 

Modern concepts [2, 3] of duality and the holographic 
principle are used in string theory. However, these concepts are 
largely qualitative and have not yet found an exact 
mathematical justification for them. Its absence is replaced by 
an intuitive reference to the duality of a two-dimensional (flat) 
hologram and a three-dimensional (volume) image 
reconstructed from it, which, generally speaking, is not entirely 
correct. In fact, and this was shown even at the initial stages 
[10] of holography research, the highest quality hologram is 
not a flat, but a volumetric hologram, which allows recording 
wavefronts scattered by the observed material surface into the 
volume of the photographic material. This circumstance makes 
it possible to adequately reconstruct a three-dimensional 

image, and not necessarily with the help of a coherent light 
source. 

In string theory (M-theory or modern mathematical 
physics), the ideas of duality and the holographic principle 
have found their qualitative confirmation in the macrocosm of 
black holes. Most of the models that string theorists work with 
relate to specific spaces and interactions of the macrocosm 
(Universe), but not the real macrocosm around us. In other 
words, modern string theory uses the holographic principle at a 
qualitative (intuitive) level and therefore cannot serve as a 
guiding theory for the problems of assessing video-information 
in the material macrocosm. This world, as shown earlier in [4 - 
6], is most justified to consider (in relation to the problems of 
formation and evaluation of information, but not only to them) 
immersed in the effective Riemannian space-time. 

Taking this into account, we will assume that nature 
naturally makes it possible to dually present video information 
in the effective Riemannian space-time of the surrounding 
macrocosm. Both of these approaches are theoretically 
equivalent and are dually juxtaposed to the same reality 
(material object or process). These dual video-information 
theories are identical in their end result to each other, which 
leads to predictable consequences. Namely, the “hard” 
information computations in one subspace of the effective 
Riemannian space-time can be correctly replaced with “easier” 
information computations in its other subspace and vice versa. 

General reasoning is also possible, for example, for an 
adequate video informational description of the macrocosm 
that surrounds us, video-information at its external 
“boundaries” is sufficient. At the same time, it is reasonable to 
believe that it is the surface, not the volume, that is the place 
where fundamental processes that generate video-information 
take place (for example, due to scattering or rereflection of the 
activating wave field). Then, if the structural component of the 
video-information is given in local coordinates on the 
hypersurface of the effective Riemannian space-time, then the 
DHP (1) speaks of how the video-information in the 
differential form will mathematically accurately look in the 
global coordinates of the hypervolume of the effective 
Riemannian space-time. 

The new (post-Shannon) informational approach is based 
on the metric approach [6], which makes it possible to 
formulate DHP (1) in a general form physically and 
mathematically. This principle in the weak-field approximation

 ,m m m mD D    is transformed into a weak DHP, 

which can be written in the form. 

 

 

 0 0

m m

m n m n E
t D T 

              (2) 

where 

 0

m

nt  - weak video-information in global coordinates of 

Minkowski space; 
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 0

m

n E
T  - the physical component of weak video-information 

in local coordinates of an effective Riemannian space of 
constant curvature, which, due to this, can be considered as a 
conformally pseudo-Euclidean space; 

m  - differentiation operator in Minkowski space; 

mD  - operator of covariant divergence with respect to the 

metric of the Minkowski space in a Riemannian space-time of 
constant curvature (or, otherwise, in a conformally pseudo-
Euclidean space). 

The post-Shannon informational approach is based on the 
existence of differential conservation laws. In particular, the 
law of conservation of video-information can be written in 
accordance with identity (1), in the form. 

 
0m m

m n m n E
D t T  

             (3) 

Based on expression (3), video-information can be defined 
as the sum of its physical and structural components, 
considered together in the global coordinates of the Minkowski 
space. 

     0m m m

m n m n E n S
D t D t t  

            (4) 

   
m m m

n n E n S
t t t 

              (5) 

If we carefully consider equality (3), then we can see that 
there is no expression for the structural component of video-
information in local coordinates. This happens because this 
component of video-information induces Riemannian space-
time, in which only the physical component of video-
information manifests itself locally. In this case, the expression 

 
0m

m n E
T   has the form of a differential covariant 

conservation equation in local coordinates of the effective 
Riemannian space-time, but does not guarantee the possibility 
of obtaining the corresponding integral conservation law and, 
therefore, does not allow us to understand what is conserved in 
this case. Therefore, this expression does not contribute to the 
formal definition of the concept of video-information and, in 
accordance with the DHP (1), indicates that the capabilities of 
the mathematical apparatus of video-information computations 
in subspaces-factors of the effective Riemannian space-time 
differ significantly. 

In the hypervolume of the effective Riemannian space-
time, the results of video-information calculations can be 
globally presented in a evidentform, and their meaning is 
usually obvious. On the hypersurface of the effective 
Riemannian space-time, the possibilities of information 
computations are wider, but due to their local nature, they are 
much more abstract and non-obvious, and in terms of meaning, 
they may need a detailed interpretation. 

It should be noted that the structural (qualitative) and 
physical (quantitative) components of video-information, due 
to DHP, always cross-strongly interact with each other [6]. The 
activating component of this interaction is the structural 

component of video-information  
m

n S
t  , which can be 

considered as a "primary" component, and the passive 
(activated) and therefore "secondary" component is the 

physical component of video-information  
m

n E
t . These 

fundamental interdependencies [6] for general video-
information components, as well as for weak video-
information, are as follows. 

   

 
q n n

mn nq E m S
G T D t



 
             (6) 

 

 

 

 0 0

q n n

mn nq E m S
T t



 
             (7) 

where 

,q q

mn mnG  − tensor of the third rank with respect to general 

coordinate transformations and connectivity (Christoffel 
symbol) in Minkowski space; 

   

 0

,n n

q E q E
T T − physical component video-information of 

general appearance and weak video-information; 

,n nD  − operators of covariant derivative and ordinary 

partial derivative in Minkowski space; 

 

 

 

 0

,n n

m S m S
t t

 

− structural components (in canonical form) of 

general video-information and weak video information in 
global coordinates of Minkowski space. 

In accordance with the DHP, the structural component of 
video-information in local coordinates of the effective 
Riemannian space-time is excluded from consideration. At the 
same time, its energy induces this curved space-time and 
activates the physical component of video-information in it. In 
the global coordinates of the effective Riemannian space-time, 
both components of the video-information jointly form, on the 
basis of their composition, video-information of a general 
form, which, in accordance with the conservation law, becomes 
the source of the video-information field of the corresponding 
physical nature. 

III. STRUCTURING AND COLLECTING VIDEO-DATA AT A 

LOW LEVEL ISAM HIERARCHIES 

Video-information in physical space-time and evaluation of 
video-information in the “mental” space of the ISAM should 
support the isomorphism of the second kind [8], in which the 
relationship between the elements of video-information 
evaluation in the “mental” space of the system will be the same 
as between the elements video-information in the real world. 
Due to this, artificial vision can be considered as a process of 
mapping the visually available properties of the surrounding 
material world into their identical virtual representation in the 
“mental” space of ISAM. This is a necessary condition for the 
correct evaluation of video-information about the current 
space-time environment. The properties of video-information 
(physical and structural together) can only be virtually 
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emulated by the properties of video-information evaluation in 
the “mental” space of ISAM. Due to this, the evaluation of 
video-information can be considered as a result of the 
calibration (supra-coordinate) transformation of video-
information. However, it turned out to be difficult to apply the 
calibration ideology for direct reformulation of video-
information into a supra-coordinate form of video- information 
evaluation. Indeed, the process of evaluation video-information 
in ISAM is an ascending hierarchical process that is directed 
from evaluations of weak video-information to evaluations of 
strong video-information, and this is fundamentally different 
from the natural process of forming video-information in 
nature. The formation of video-information proceeds from 
physically inaccessible strong general video-information to 
available weak video-information, i.e. top-down. Generally 
speaking, video-information in nature is formed as strong video 
information with a “thin” topology. At the same time, in the 
real World, the transfer of strong video-information in space-
time is possible only by its reduction into weak video-
information and is carried out by a weak video-information 
field, the source of which, in accordance with the conservation 
law, will be the corresponding weak video-information. 

Thus, the input video-signal of the ISAM is always a weak 
video-information field of one or another physical nature, 
which carries out a calibration supra-coordinate transformation 
[8] and has nothing to do with coordinate transformations. It is 
because of this that there is a second-order isomorphism 
(identity) of the evaluation of weak video-information 
generated by ISAM and weak video-information, which is 
considered as a source of a weak video-information field. 

In the macrocosm surrounding us, video-information is 
usually viewed in terms of intensity. Therefore, the evaluation 
of the intensity of weak video-information can be written, 
neglecting the difference between the covariant and 
contravariant tensor components in flat space-time, as follows. 
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               (8) 

The full quantum of video-data (FQV) can be written 
(using the notation [8]) in the form 

   

 

 

 

 

 

 

 

 

2

0000 0000 0000 0000

0000 0000

0 1

2

      

mn mn mn E mn S

mn E mn E

I t t t

t d t  

  

 

 
    
  
 

  
           (9) 

where 

 

 0000

0mn E
t 



  ˗ physical quantum of weak video-information 

evaluation (local physical sampling in the form of a scalar, 
which can be considered as a differential 0-form); 

 

 0000

0 1mn E
d t d 



   ˗ structural quantum (local 1-qualt) of 

evaluation weak video- information, which can be considered 
as a differential 1-form. 

Expression (8) formally corresponds to a hologram formed 
by the interaction of two partially coherent processes, which 
take the form of physical (partially physicalized) and structural 
(partially geometrized) components of weak video-
information. In this case, the physical component of weak 
video-information "delegates" to expression (9) for FQV a 
physical quantum (physical sample in the form of 0-form), and 
the structural component of weak video-information, 
respectively, a structural quantum (local quality in the form of 
1-form). Considering the existing experience in processing 
holographic video-data, it is possible to consider the question 
of the relative importance of the physical and structural 
components of the input weak video-information of the ISAM. 

Structural reformatting (structuring) of physical video data 
is carried out in ISAM using FQV and artificial saccades, the 
purpose of which is similar to the purpose of saccades of 
natural vision. Artificial saccades can be represented by a 
linear combination of FQV. 

         1, 0, 1, 0, 1,1 1
, 1,

II

i t i t i t i t i ti i
C i I   

 
  

        (10) 

Here  1,i t
C ˗ his is an artificial saccade formed by a 

dynamic linear combination of neighboring FQVs, which is 
equivalent to their sequential scanning, considering the local 
spatial orientation of each FQV included in this linear 
combination. 

In the future, these artificial saccades form a certain set I  

in which each artificial saccade has a small 1D local spatial 
size. This allows us to consider artificial saccades as 
elementary “dimensional” dynamic structures. Therefore, 
combining artificial saccades into compound linear 
combinations (super-saccades) will dynamically "measure" 1D 
video-data of a much larger size. Such 1D video-data can be 

considered as a set J  of super-saccades, which is much smaller 

than the set of original artificial saccades I  . Thus, in the 

process of 1D learning (self-learning), super-saccades perform 
the function of some intermediate dimensional 1D video-data, 
which can later be used to construct a 1D video-thesaurus 
(scale of dimensional 1D video-data) of ISAM. 

      
    

 
1, 1, 1,1 1

, 1,
JJ

i t j t i t i tj jj t j t
C C C j J

 
  

 (11) 

If the time interval i It T I  determines the duration of a 

certain i  current "artificial" saccade without considering the 
protective scanning time intervals, then the time interval 
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j Jt T J  determines the duration of a j certain current super 

saccade (intermediate 1D video-data). In this case, expression 
(11) for intermediate 1D video-data synthesized by artificial 
saccades and super saccades will be fully defined in 1D space. 
This dynamic set of intermediate 1D video-data generated over 

time ( , )ij I J I i J jT T T T t I T t J       forms a 1D video-

thesaurus  1, 1,j iC C
.
 

   

 

1, 1, 0, 1,1 1

0, 0,1 1

   

, 1, , 1,

J I

j i i ij i
j

J I

i jj i
j

C C

i I j J

 

 

 

 

 

  

 

        (12) 

where 

 1, 1,j iC C  − 1D video-thesaurus, dynamically 

replenishing due to previously unknown current 1D 
intermediate video-data, qualitatively presented by splitting 
into “dimensional” artificial saccades and super-saccades; 

J I K  − the total number of 1D video-data 

accumulated in the 1D video-thesaurus. 

The strings metaphor [2, 3], [11 - 13] in ISAM is that the 
relationship between the FQVs and global 1-, 2-, 3-, 4-kvalts in 
the macrocosm can be considered similarly to the relations 
between strings and branes in the microcosm. In this case, the 
FQV can serve as an analogue of a strings, and the global 1-
qualts can be considered as a 1-brane. Branes possessing one, 
two, three or four dimensions [11 - 13] and can be considered 
as “layers” of space or as “layers” covering the corresponding 
space. The dimension of a brane is the number of its 
dimensions (degrees of freedom) possessed by objects that are 
"captured" or, in other words, associated with the brane. 

However, string theory (like quantum theory) is still a 
theory of the microworld and in an explicit form cannot be 
used as a productive theory for evaluating video-information in 
the macroworld. In fact, the string metaphor in ISAM predicts 
the complexity and multistage solution of the problem of 
“understanding” video-information, considered as a complex 
problem of joint evaluation of video-information in small 
(evaluation weak 1D and 2D video-information) and in general 
(evaluation “strong” 3D and 4D video-information). 

Reformatting into a structural format is carried out on the 
basis of long-range measurements supported by structured 
(abstract) video-information macro-objects (in the form of 1D, 
2D, 3D and 4D video- thesaurus), which have the properties of 
structural (qualitative) measuring scales. In the simplest case, 
these measuring scales can be constructed by software and 
hardware (for example, in the form of a structural proto-
thesaurus), but in the general case, only by training / self-
learning ISAM. In this case, the well-known topological 
property [14] is used, according to which a structural video-
information macro-object of dimension N  can be accurately 

represented by a set of dimensional video-structures of 
dimension 1N   that divide this initial macro-object of 

dimension N  into arbitrarily small parts, and this cannot be 

done using a set of dimensional dimension video-structures 

2N  . 

The physical and structural components of weak video-
information are connected by identity (13), which characterizes 
their deep interconnection and can be represented as the 
following schematic expression. 

 

 

 

 

 

 

 

 0 0 0 0d
n q n n n

mn nE q E q S m S m
T T t t






   
         (13) 

where 

 

 

 

 0 0

n n

E q E q
T t  ˗ local meaning (structureless physical 

sampling, differential 0-form, 0-qualt) of the physical 
component of weak video-information; 

 

 0

n

S m
t



 ˗ the structural component of weak video-information 

in the canonical form (in accordance with identity (13), it can 
be considered as a differential 2-form); 

d  − an outer differentiation operator (coboundary operator 

or, in other words, a cohomological operator) that increases the 
order of a differential form by one and coincides (in the case of 
an outer differentiation of 0-forms) with the ordinary 
differentiation operator; 

  − boundary operator dual to the operator d  and defining 

the homology group dual to the cohomology group; 

 - the codifferentiation operator conjugates to d  and 

decreasing the order of the differential form by one (the 
divergence [15] of the skew-symmetric tensor). 

Expression (13) differs from the original identity (7) in that 
its left and right sides are supplemented, respectively, by the 

operators of external differentiation d  and the operator of 

codifferentiation conjugated to it. These operators respectively 
increase and decrease the order of differential forms by one for 
0- and 2-forms of weak video information. In this case, the left 
and right sides of identity (13) form one and the same quantity, 
namely, a differential 1-form, which can be compared to a 
structural quantum in the form of a local quality. From 
expression (13) it follows that the 2-form of the structural 
component of weak video information, activates and thereby 
completely determines its 1-form, in which the carrier of local 
structural properties (local orientation) is the local qualt. 

The analysis of the identity (13) allows us to conclude that 
local quantities can be built by differentiating the 
corresponding physical samples of weak video- information 
evaluation. In fact, this can be considered as the simplest 
inverse problem of a low hierarchy level with a solution 
algorithm represented by expression (13). The result of this 
solution is the construction of a set of structural quanta (local 
qalts) for the subsequent evaluation of their spatial orientation 
and structural reformatting. Further, full quanta of video-data 
(FQV) are formed, which are jointly considered the 
corresponding physical and structural quanta of the evaluation 
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of weak video-information. This makes it possible to construct 
a linear combination of FQV using saccades, which is carried 
out in a dynamic mode corresponding to one-dimensional 
scanning of FQV. In general, such 1D scanning is similar to 
human eye movement [16, 17, 18], which looks like a series of 
saccades (super-saccades) and fixations. In this case, the spatial 
orientation of the local quality as an element of the FQV 
coincides with the local orientation of the corresponding 
structural quantum of the assessment of weak 1D video-
information and allows you to direct the scanning process. In 
turn, the “weight” of each FQV in their linear combination is 
determined by the scalar value of the physical quantum (0-
kvalt) as an element of the FQV. 

At the macrolevel of the world outlook, FQVs can be 
qualitatively compared to strings, which are considered by 
string theory as fundamental elementary structures of the 
microworld. If we assume that the string metaphor of the 
macrocosm is productive, then the next in the hierarchy is the 
fundamental concept of the microcosm, namely, the 1-brane, 
most of all corresponds to the semantic content of the global 1-
qualt, which can be compared to the 1-variety. In this case, the 
global 1-qualt is a composite dimensional 1D structure with 
elements that are dynamically formed by super-saccades. 
Dimensional structures are used to represent the structures of 
manifolds due to the fact that measuring structural (supra-
physical) standards are absent in nature, and therefore can be 
formed only artificially by means of training (self-learning) 
ISAM. 

IV. INTEGRAL QUASI-HOLOGRAPHIC PRINCIPLE OF 

EVALUATION OF VIDEO-INFORMATION 

The general formalism of constructing evaluation of video-
information should consider their reformatting into a structural 
format, skew-symmetry of the designations of the tensors 
associated with them and their external derivatives. This allows 
us to describe this formalism in a unified way in the form of 
the theory of differential forms, considering those degrees of 
freedom that are provided by the main theorem of external 
analysis. Particular cases of this theorem are well known 
(under the names of Newton-Leibniz, Green, Gauss-
Ostrogradsky) and are combined by Stokes' theorem [2, 15, 19, 
20]. However, the video- information formalism [4 - 6] was 
originally formulated in tensor notation. Therefore, 
mathematically correct, but too abstract and abbreviated 
designations that are adopted in the theory of differential forms 
can seriously complicate the construction of information 
models for evaluation video- information and, moreover, lead 
the modeling of this process to a dead end. In this regard, 
tensor designations will be used to construct evaluation of 
video-information. In this case, the ideas of the mathematical 
theory of differential forms will be considered, but in a more 
physicalized form and not so abstractly as is customary in 
modern mathematics. 

Indeed, in the global coordinates of the effective 
Riemannian space-time, the video information in accordance 
with (1) has the form. 

   
m m m

n n E n S
t t t 

            (14) 

In the case of a nondegenerate metric tensor of the 

Minkowski space mn in expression (14), it can be used to 

lower the contravariant index and write the density of the video 

information tensor as a sum of symmetric  sym  and skew-

symmetric  alt components. However, in order to avoid 

unnecessary cumbersomeness of expressions, the Minkowski 
space in artificial vision is conveniently considered in 
rectangular (Euclidean) coordinates. In this case, there is no 
distinction between superscripts and subscripts, and all indices, 
for example, can be considered as subscript. 

   sym alt

mn mn mnt t t 
           (15) 

where 

       
1 1

;
2 2

sym alt

mn mn nm mn mn nmt t t t t t   
         (16) 

Considering (15), expression (14) can be written in the form 

   
   sym alt

mn mn mnmn E mn E
t t t t t   

         (17) 

where 

 
 sym

mnmn E
t t ˗ physical (symmetric) tensor component of 

video-information in global coordinates of Minkowski space; 

 
 alt

mnmn S
t t ˗ structural (skew-symmetric) tensor 

component of video-information in global coordinates of 
Minkowski space. 

In the material macrocosm that surrounds us, the video-
intelligent technology of artificial vision is initiated by the 
short-range action of the video-receiver and weak video-
information through weak video-information field, the source 
of which is weak video-information. In this case, weak video-
information is usually considered in terms of intensity. 

   

 

 

 

 

 
 

 
 

 
 

 
 

2 2
0 0 0 0

2
0 0 0 0

2

mn mn mn E mn S

sym alt sym alt

mn mn mn mn

I t t t

t t t t

   
      
   

 
   
 
            (18) 

The expression for evaluation the intensity of weak video-
information based on (17) and (18) can be written in the form. 
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It follows from (19) that the estimate of the intensity of 
weak video- information is determined by the product of its 
physical (symmetric) and structural (skew-symmetric) tensor 
components. The video-receiver, after appropriate physical 
measurements, forms an evaluation of the physical component 
of weak video-information, which is considered as a physical 
picture and is sometimes interpreted as an image, which, 
generally speaking, is erroneous. 

In fact, when a person observes a physical picture he 
evaluates (sees) together the physical and structural 
components of the evaluation of weak video-information. In 
this case, the evaluation of the structural (abstract) component 
of the evaluation of weak video information, which the 
physical video-receiver is fundamentally unable to register, is 
formed as a result of the mental activity of the human brain. In 
other words, when observing a physical picture during several 
initial stages of vision (natural or artificial), evaluations of the 
elements of the structural component of weak video-
information are very quickly synthesized artificially, which 
correspond to the elements of this physical picture. Further, a 
joint interpretation of the physically measured and abstractly 
synthesized elements of these evaluations is carried out, which 
is accompanied by the construction and recognition of one-
dimensional and two-dimensional images. As a result, an 
image as a picture, in which the corresponding physical and 
structural components of weak video-information are presented 
together, can only be constructed virtually on the basis of joint 
physical measurements and structural representations in the 
mental space of the human brain or in a brain-like artificial 
vision system. 

Let us consider the features of constructing evaluations of 
the physical (symmetric) and structural (skew-symmetric) 
components of weak video information. The process of 
constructing a discrete physical picture by any physical video-
receiver (from a video camera to a multi-element antenna 
array) is almost always carried out in a similar way. In the era 
of digital technologies, the most natural for artificial vision is a 
digital holographic video-receiver based on an incoherent 
binocular optical video-receiver or a coherent non-optical 
matrix video-receiver. These physical video-receivers use the 
optimal video-reception based on a matched filter, which 
greatly facilitates the analysis of the corresponding holographic 
process and allows you to completely meaningfully create 
discrete information models of coherent and incoherent 
holographic video-receivers adapted to ISAM. For example, in 
the case of a coherent video- receiver, it is possible to construct 
a video-informational model [9] on the basis of a weak DHP 
(2) for evaluating the discrete physical component of weak 
video-information in the form. 
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    (20) 

Here and below, square brackets are used to symbolically 
denote discrete functions. Moreover, in expression (20) 
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t r t r  − physical component of weak video-

information; 

 , ,r x y z  – coordinates in the area of definition of weak 

video-information; 

 , ,r x y z   
 
– coordinates in the area of definition of the 

virtual physical component of the reference weak video-in-
formation; 

, , ,t t c  ˗ respectively, the time coordinates of the object 

(reflected) and reference weak video-information fields, their 
time shift and propagation speed in the considered physical 
environment; 
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- the physical component of the weak reference video-
information is virtually formed by the physical (programmable, 
“genetic”) proto-thesaurus and provides an ideal spatial 
sampling of weak physical video-information in the form of a 
two-dimensional lattice  - functions; 

         0 0
, , , , ,

zRc z c
W x y z W x y z W          − the 

weight function of the ISAM physical video-receiver, which in 
the quasi-stationary approximation mode has the form of a 
multidimensional correlation function with factorization into 
spatial and temporal components; 
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− spatial and temporal components of the weighting 
function of the physical video-receiver, which maintain its 
selectivity in the transverse and longitudinal directions; 
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,   − coordinates in the opening plane of the physical 

aperture of the video-receiver; 
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   − evaluation of the physical component of 

weak video-information in the form of a set of structureless 
physical samples, the spatial frequency of which is determined 
by the lattice   - functions of the physical proto-thеsaurus, and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 3, 2021 

14 | P a g e  

www.ijacsa.thesai.org 

their shape coincides with the weight function of the physical 
component of the video-receiver. 

The supra-physical (abstract) nature of the evaluation of the 
structural component of weak video-information supports the 
video-information model of the structural interaction of the 
corresponding supra-physical components, for the 
implementation of which physical intermediary fields are not 
needed. Thus, under these conditions, the supra-physical 
interaction, due to its abstract nature, can (and should) be 
considered as a long-range action-measurement, the speed of 

which is infinitely high  c   and this determines the 

instantaneous nature of such interaction. Under these 
conditions, the weight function of the structural component of 
the video-receiver necessarily degenerates into a certain scalar 
quantity, which, without loss of generality, can be identified 
with unity. With regard to information models, this means a 
formal transition from the super-position integral (20) to the 
“scalar product” (22) of the surface (line, volume, etc.) and the 
corresponding differential form. 
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In this expression, 2dx dy dy dx          it is a record in 

differential form of a basis in the space of skew-symmetric 
tensors, and the product symbol   is introduced due to the fact 
that the orientation of the corresponding surface is essential. 

Generally speaking, the concepts of tensors and differential 
forms should be understood in an extended form, i.e. in the 
form of a field on some manifold М  , and not at some spatial 
point of this manifold. 

From expression (22) it follows that at the initial stage of 
video-information restoration in accordance with the inverse 
problem of artificial vision, the external derivative of the set of 
physical samples (scalar values) of the physical component of 
the evaluation of weak video-information is formed. Thus, the 
structuring of physical samples for evaluation weak video-
information is carried out by means of their structural 
reformatting into a set of differential 1-forms. These 1-forms 
are considered as structural quanta (local qualities) for 
evaluation weak video-information, which, in contrast to 0-
forms, have orientations in space. The structural proto-

thesaurus 
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orientations. 

Expression (22) also includes the following quantities: 
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− the weight function of the structural component of the 
video-receiver corresponds to the structural (supra-physical) 
long-range action and can be taken equal to one; 
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            (24) 

− the structural component of weak reference video-
information is formed by a structural proto-thesaurus in the 
form of a lattice of multibeam stars, which can be compared to 
local goniometric scales and allow evaluation the tilt angles 
(orientations) of the corresponding structural quanta (local 
scales) in the video-receiver opening plane; 

 − mathematical symbol of two-dimensional 

convolution; 

 i ia tg  − parameter of the spatial orientation of i  the 

local quality, the length of which il l const  , a i  is the 

angle of inclination (orientation) of the i  local quality (1-

form), locally measured by the structural proto-thesaurus. 

Expression (24) assumes the local structure of the proto-

thesaurus in the form of a multi-beam star    (25), which is a 

union n  of segments (“rays”) with different parameters of 

spatial orientation ia  at the same length il l  and zero width. 

The number of rays determines the discreteness of angular 

measurements i  , and all rays intersect at a point (center) 

with coordinates. 

 , , ,i i

i

a l x y  
 

           (25) 

On the whole, the structural proto-thesaurus is 
programmable and can be considered as a two-dimensional 
array of multibeam stars, the centers of which coincide with the 
centers of structureless physical samples. In this case, each 
multibeam star is functionally a local measuring scale of 
orientations only for one local samples, and together all these 
scales make it possible to measure (parallel or parallel-
sequentially) the spatial orientations of all local qualts and thus, 
based on (22), reformat physical samples into elementary 
“mental” video-structures (into structural quanta or, what is the 
same, into local qualts). 
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In the original physical information model (20), the weight 
function of the physical component of the video-receiver has 
the form of the kernel of the Fourier-Fresnel transform, which 
provides the physical component of the video-receiver with the 
necessary space-time selectivity. As a result of structural 
reformatting of video-data, the structural component of the 
video-receiver loses its spatial selectivity, since its weight 
function becomes a scalar. As you know, a scalar is 
characterized only by its numerical value (modulus) and has no 
direction, which allows (without loss of generality and in order 
to avoid possible confusion) to identify the numerical value of 
this scalar with unity. 

Usually the dot product is used in the traditional way, 
namely, as a mapping into some quantitative result, which has 
the form of a real number (ratio). In the application to video-
intelligent technologies of artificial vision, the concept of 
scalar product, considering the duality of mathematics, it is 
advisable to use not in the traditional quantitative form, but in 
the qualitative form of mapping into a certain dimensional 
structure (system of relations) as a qualitative (mathematical, 
structural) process. 

Many mathematical concepts, including, for example, a 
linear combination, have an ambiguity (duality) and therefore 
can be represented either quantitatively (in the form of 
numerical values) or qualitatively (in the form of mathematical 
expressions). In particular, a linear combination can have a 
quantitative form of an arbitrary number of relations in the 
form of a set of real numbers that together form a certain 
quantitative result. However, a linear combination can also 
have a qualitative form in the form of a system of relations or a 
structure (a mathematical expression of some process). Unlike 
a linear combination, a bundle will always have only a 
qualitative (structural) form and can represent the boundary of 
a manifold as a union of layers (submanifolds) whose 
dimension is one less than the dimension of the original 
manifold. It should be noted that the ambiguity of mathematics 
excludes the possibility of using a mathematical concept 
simultaneously in two forms - quantitative and qualitative. 

Considering all the circumstances noted, expression (22), 
which corresponds to the simplest implementation of the 
integral quasi-holographic principle (IQHP), in a more general 
form (at some k-th level of the hierarchy) can be rewritten as. 
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where 
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 − evaluation of video-information at the  1k  -th 

stage of the ascending hierarchy of artificial vision; 
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− video-thesaurus as a quality measuring 

scale, which is formed by accumulating and combining video-
data at the k-th stage of the ascending hierarchy of artificial 
vision; 

 
 alt

mn k
t



- evaluation of video-information at the k-th stage of 

the ascending hierarchy of artificial vision. 

Dynamic linear combinations of FQVs can be considered 
as 1D dynamic dimensional video-structures that are formed by 
artificial saccades and allow one to evaluate (measure) 1D 
video-information together physically (quantitatively) and 
structurally (qualitatively). An enlarged dynamic linear 
combination of FQV in the form of a super-saccade can be 
considered as a composite 1D global dynamic dimensional 
structure, which can then be used to construct an evaluation of 
2D video-information. In turn, the evaluation of 2D video- 
information can be considered as a composite dimensional 
structure for constructing an evaluation of 3D video-
information, and the evaluation of 3D video-information, in 
turn, can be used as a dimensional structure for constructing an 
evaluation of 4D video- information. 

The hierarchy of integral quasi-holographic video-
information models of artificial vision can be built on the basis 
of IQHP, in which physical coherence is not considered due to 
the absence of physical intermediary fields. However, not only 
physical fields presented in the energy format of matter, but 
also supra-physical fields in the structural (abstract) format, 
can be considered as coherent (comparable) ones. In this case, 
the geometric congruence (comparability) of video-structures 
can be considered as a structural analog of physical coherence. 
Only qualitative measurements of video-information are 
possible, which in the absence of physical intermediary fields 
are performed instantly due to the qualitative nature of long-
range video-measurements, but only by comparison, since 
qualitative calculations are not possible. 

In accordance with the scheme-formula (26), manifolds of 

dimension k  can be identically represented by bundles 

(partitions) into submanifolds of boundaries of dimension 

1k  , and this cannot be done by submanifolds of dimension 

2k  . 

This means that the only significant dimensional elements 
that provide adequate sampling of 2D evaluation of video-
information are 1D evaluation of video-information. According 
to the classical axiom of Archimedes, “any segment can be 
measured using any other” [21]. Therefore, for each of these 
1D layers, the super-saccades in the form of enlarged artificial 
saccades will be the elementary dimensional structures. They 
can combine partial FQVs by scanning either in accordance 
with their “internal” spatial orientation of FQVs (during 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 3, 2021 

16 | P a g e  

www.ijacsa.thesai.org 

training / self-learning), or on the basis of “external” spatial 
orientation, which in ISAM artificial vision is dictated by 
hierarchically descending video-informational feedback. 

Accordingly, in the 3D case, the only significant sampling 
elements will be only 2D evaluation of video-information (in 
the form of images mapped to surfaces). In this case, each 2D 
evaluation of video- information will be compared, generally 
speaking, to the corresponding observed 2D area of the surface 
of the controlled 3D object. Finally, in the 4D case, the three-
dimensional images of geometric bodies formed in the process 
of learning (self-learning) in the form of 3D evaluation of 
video- information and the 3-manifolds associated with them 
will be considered as the only significant “dimensional” 
elements. 

The schematic formula (26) can be associated with a certain 

k stage of the ascending hierarchy, which implements a quasi-

holographic abstract long-range action-measurement and 

generates an evaluation of a video-information of dimension k
. In general, the structural and functional architecture of the 
ISAM video-component can be represented by a formal 
scheme (27), which, in turn, can be compared to the structure 
of the visual area of the artificial neocortex as the intellectual 
core of ISAM. 
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t t t  − tensor field FVQ; 
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I

t t
 − enlarged artificial saccades (super-

saccades), which are considered as 1D “dimensional” elements 
of the global evaluation of 1D video-information; 

 1 ,mn q

Q

t
 − 1D video-thesaurus as a combination of 

super-saccades into dimensional 1D video-data, which form a 
quality measuring scale for evaluation 1D weak video-
information; 
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 − 1D IQHP, which generates a 

“mental” 1D evaluation of weak video- information in the form 

of splitting into congruent super-saccades  
 

1

alt

mn
t  ; 

 
 

 
 

1 , 2

alt alt

mn l mn

L

t t



 − 2D video-data in the form of a bundle 

of congruent 1D evaluations video-information; 
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t  − 2D video-thesaurus in the process of self-

learning combines 2D video-data into 2D high-quality 
measuring scale for evaluation (measuring) 2D weak video-
information; 
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of congruent 2D video-information evaluations; 
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through self-learning and thereby forms a high-quality 3D 
measurement scale; 
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It should be noted that in the constructed model of the 
ascending hierarchy of video-information evaluations, the 
previously proposed approach [8] based on video-information 
layering and the approach based on IQHP are interconnected, 
used jointly and complement each other within the framework 
of the intelligent technology of the ISAM video-component. 
The result is a unified video-intelligent mechanism of the 
ascending hierarchy of video-information quality evaluations. 

V. FULL SAMPLING THEOREM FOR VIDEO-INFORMATION 

The outer derivative of a differential form is a natural 
generalization of the well-known gradient, rotor, and 
divergence operations. Therefore, the general definition of 
integrals (and iterated integrals) of differential forms [15] 
allows us to use the Stokes formula. It is more convenient 
(although not entirely customary) to represent this formula in 
pairing notation [23, 24] or, which is the same, in terms of 

scalar products. In the case of k - dimensional manifolds 

 1,4k  , this version of the Stokes formula in global 

rectangular coordinates of the Minkowski space can be written 
as. 
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− evaluation of video-information associated with k-

manifold; 
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  − the boundary of a k-dimensional 

manifold in the form  1k   of submanifolds forming a 

bundle; 
1 ...k kdx dx      ˗ basis of the space of skew-

symmetric tensors in differential form of dimension k; 

1k kd   − the outer differential of the basis of the space 

of skew-symmetric tensors in the differential form of 
dimension k. 

It is known that in the formulation of the general Stokes 
theorem it is not necessary to assume that the boundary of the 
manifold consists entirely of one piece. The boundary of a 
manifold can be a set of pieces of the same dimension. For 
example, a boundary can have the form of dynamic linear 
combinations of FQVs (in the form of saccades and super-
saccades) or the form of bundles (partitions) into submanifolds 
of the same dimension (by one less than the dimension of the 
original manifold), called layers. 

Considering the noted circumstances, expression (28) can 
be rewritten as 
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    (29) 

In general, the formal scheme (29) you can match to the 
new full sampling theorem for assessing video information in 
the “mental” space of the ISAM, which can be regarded as a 
further development of the classical Kotelnikov – Shannon 
sampling theorem in relation to the conditions of full video 
data, which are considered quantitatively and qualitatively 
together. The meaning of identity (29) is that a complete 
sample of video-information of dimension k is divided into 
arbitrarily small parts only by a set of dimensional evaluation 

of video-information of dimension 1k   and this cannot be 

done by a set of evaluation of video-information of dimension

2k  . 

Thus, by virtue of (29), the evaluation of the full video-
information of the dimension k is identical to the partition 
(“discretization”) of this evaluation in the form of a set of 
dimensional video-information (complete samples) of the 
dimension k-1. Due to the topological nature of these 
quantities, they can be compared only qualitatively, but not 
quantitatively. The set of samples obtained in the process of 
full “sampling” at any level of the ISAM hierarchy may seem 
excessively large and dense. Apparently, redundancy is a 
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characteristic feature of complete (quantitative and qualitative 
together) measurements. This is the fundamental difference 
between complete information evaluations and quantitative 
information evaluations, which support, for example, the 
construction of a physical picture of an image as an evaluation 
of the physical component of weak video-information. If in 
systems for quantitative information evaluation, numerical 
calculations are permissible in order to increase noise 
immunity and evaluation accuracy, then in systems for full 
information evaluation such calculations are impossible and 
almost the only way to ensure noise immunity is to support the 
redundancy of a full information evaluation. 

VI. HIERARCHICAL FEEDBACK AND STRUCTURAL AND 

FUNCTIONAL SCHEME OF THE BRAIN-LIKE VIDEO-COMPONENT 

OF ARTIFICIAL MIND 

Physical (quantitative) feedback between the output and 
input of a certain physical data processing system can manifest 
itself, depending on the operating conditions, either as negative 
feedback, or as partially or completely positive feedback. In 
artificial vision, a new type of feedback takes place - supra-
physical (qualitative) feedback. This feedback is characterized 
by completely different tasks that are fundamentally different 
from the tasks of physical feedback in modern cybernetic tools 
and control systems. Top-down hierarchical feedback provides 
an instant comparison of the “exit” and “input” states of 
artificial vision, indicating those 1D directions along which the 
physical image will be scanned during its structural 
reformatting by artificial saccades and super-saccades. This is a 
new (qualitative) type of instantaneous interaction between the 
output and input of an intelligent system, in which this super-
physical long-range action is realized with the help of a 
descending hierarchical feedback. 

The main identity of the formal scheme (29) can be used 
not only when constructing an ascending (bottom to top) 
hierarchy for synthesizing video-information evaluations in the 
form of representation (30) as a direct version of the complete 
information sampling theorem. Representation (31) as an 
inverse version of the full information sampling theorem can 
be used in the feedback for the descending hierarchical service 
of video-information evaluations. 

Due to the dominance of the structural (qualitative) 
component in the ascending hierarchy of the synthesis of 
video-information evaluations, the descending service 
hierarchy in the feedback should have the same structural 
(qualitative) nature. In the case under consideration, the 
feedback cannot be negative or positive, but must be of a 
qualitative, non-computational nature, since qualitative 
calculations are impossible, and only comparisons and ordering 
of the attributes of qualitative variables are permissible. The 
high-quality interaction of the input video data with the output 
of the downward feedback of artificial vision provides the 
possibility of high-quality control over the scanning of 
informative fragments of the input video-data. This is done 
instantly due to the supra-physical singularity of both the 
ascending hierarchy of video-information evaluation and the 
descending hierarchy of video-information feedback. 
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In expression (30), corresponding to the theorem of the full 
video- information sampling, the mathematical symbol of 
identity (equality) shows that the fulfillment of identity (30) 
from left to right allows us to interpret (30) as a formula for of 
a full video-information sampling using the appropriate 
bundles (partitions). In the inverse case (31), the direction of 
the identity from right to left corresponds to the complete 
(quantitative and qualitative jointly) “discretization” in the 
descending hierarchy of the feedback overhead. Feedback is 
formally multivalued, which gives rise to the need to solve the 
problem of artificially providing unambiguous feedback. To 
solve this problem, at each level of the hierarchy of the 
downward feedback, a “mechanism” for ensuring unambiguity 
is synthesized, which allows the feedback to adequately 
perform its functions on the formation of actual scanning 
trajectories of the input video-data (in the form of super-
saccades) in real time. 

Based on the foregoing, it can be built structurally 
functional architecture of video-component ISAM, which was 
surprisingly coincides exactly with the known structure of the 
human neocortex (the number of rising levels of the hierarchy, 
the presence of a hierarchy in a direct and feedback, the 
method of collecting basic video-data, etc.). Due to this exact 
coincidence, the singularity video- component of the ISAM can 
be considered as the video-component of the artificial 
neocortex in the form of intelligent multi-core of the artificial 
mind (Fig. 1). 

ISAM form the full evaluation of video-information in its 
own virtual (“mental”) space as hierarchically ascending 
evaluations of video-information with coarse (1D, 2D) and 
finer (3D, 4D) topology. This “mental” space is viewed as a 
mathematical product of two “mental” subspaces. One of 
which has the form of a general Riemannian subspace with a 
local coordinate system and a complex topology (map atlas), 
and the other represent a Minkowski space with a global 
coordinate system and with a simple topology given in one 
map. 
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Fig. 1. Structural and Functional Architecture of the Brain-like Video-component of Artificial Mind. 
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The “mental” Riemannian subspace of general view is a 
curved space. In this subspace, there is a wide scope for 
constructing abstract formal-mathematical reasoning in local 
coordinates and actions, for which are not required intuitive 
clarity. It is enough just formal compliance with the laws of 
mathematics. In general, “mental” Riemannian subspace can be 
compared to the mental space of the left hemisphere of the 
human brain [22], which is mainly responsible for abstract 
thinking. 

In turn, in a flat “mental” subspace, such formal-
mathematical reasoning and constructions are possible, which 
are characterized by visualization and intuitive clarity. In this 
regard, the flat “mental” subspace in ISAM can be compared to 
the mental space of the right hemisphere of the human brain 
[22], which is mainly responsible for the direct perception of 
the surrounding World. 

VII. DISCUSSION 

An additional “bonus” to the new (post-Shannon) 
informational approach is the mathematically accurate and 
physically correct DHP (strong and weak), which can be 
considered as a holographic interpretation of this new 
informational approach. 

Structural reformatting (structuring) of physical video-data 
is carried out in ISAM on the basis of full quanta of video-data 
(FQV) and artificial saccades, the purpose of which, 
apparently, is similar to the purpose of saccades of natural 
human vision. 

The effectiveness of video-information processes at all 
levels of the ISAM hierarchy is ensured by its phased 
hierarchical training/self-training. 

DHP differs from IQHP in that the latter is supra-physical 
(abstract) and, therefore, singularity (instantaneous). 

Generally speaking, ISAM is a kind of brain-like 
technology of artificial mind in a small (in the form of strong 
artificial intelligence) with an intelligent multi-core in the form 
of an artificial neocortex, which is considered as an emulation 
of the human neocortex. 

In ISAM, a general “mental” Riemannian subspace with a 
local coordinate system can be matched with the mental space 
of the left hemisphere of the human brain, which is mainly 
responsible for abstract thinking. In turn, the “mental” 
subspace of the ISAM with a global coordinate system can be 
considered as flat or of constant curvature. Therefore, in such a 
subspace, such formal-mathematical reasoning and 
constructions are possible, which are characterized intuitive 
clarity. In this regard, this “mental” subspace of ISAM can be 
compared to the mental space of the right hemisphere of the 
human brain, which is mainly responsible for the directly 
visual perception of the surrounding World. On the whole, the 
effective Riemannian “mental” space ISAM as a product of 
partial subspaces-factors has a simple topology given in one 
chart. 

The theorem of supra-physical (qualitative) sampling of 
video- information evaluations in the “mental” space of ISAM 
can be considered as a further development of the Kotelnikov-

Shannon sampling theorem in relation to the conditions for 
evaluating video- information as a qualitative supra-physical 
quantity. In this case, the set of quality video-sampling may 
seem excessively large and/or too dense in the information 
sense. However, this is a characteristic feature of the 
qualitative evaluation of video-information, which supports the 
well-known high noise immunity of vision-systems (natural 
and artificial). 

The brain-like nature of artificial mind does not imply full 
compliance with the anatomical structure of the human brain. 
The only component of the human brain in which technology is 
currently showing deep interest is the neocortex [25] or, in 
other words, the new cortex of the human brain. This 
homogeneous neuroenvironment with a small number of 
hierarchical levels supports human thinking and can be 
emulated by an artificial neocortex, which in turn can be 
meaningfully built on the basis of post-Shannonian information 
approach (developed to the level of informational synthesis) 
and computer methodology. 

The video-component of the ISAM is built on the basis of 
IQHP, is characterized by a singularity (instantaneousness) of 
video-information evaluation and provides in real time the 
effectiveness of joint recognition, perception and 
understanding of the surrounding World when using an 
artificial neocortex as an intelligent multi-core of artificial 
mind. It should be noted that the informational methodology of 
ISAM has no parallels with the heuristic methodology of 
neural networks and, first of all, in the field of intelligence 
formation based on learning / self-learning processes, which 
are “broad” [8], in contrast to the “deep” learning processes 
adopted in neural networks. 

The singularity of the brain-like technology of the video-
intelligent component of the artificial neocortex as an 
intelligent multicore of the ISAM supports the 
instantaneousness of the ascending hierarchy of video-
information evaluations, which are not only abstract, but also 
non-linear. Because of this, the artificial neocortex lacks a 
directly visual internal “mental” World, which is considered as 
an abstract environment of hierarchically organized internal 
“dimensional” structures (video structures) generated by the 
nonlinear intellectual mechanism of the artificial neocortex. 
“Restructuring” of this intellectual mechanism, for example, in 
order to achieve greater visibility of recognition, perception 
and understanding of video-information evaluations, means a 
transition to other principles of information processing and the 
loss of the instantaneous nature of this intellectual mechanism. 

The intelligent mechanism of artificial mind based on the 
hierarchy of IQHP, generally speaking, supports the creation of 
both sensory and supra-sensory intellectual mechanisms of 
artificial mind. At the same time, for the formation of the 
corresponding supra-sensory thesauri and intellects (in the field 
of mathematics, physics, chemistry, computer science and 
other fundamental and applied sciences), teaching methods can 
be used in the form of an ascending hierarchy, i.e. from simple 
facts, phenomena, actions and processes to their increasingly 
complex presentation. 

The fundamental feature of any information is that the 
instantaneousness of its processing (evaluation) is ensured by 
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appropriate structuring, which allows for the joint processing 
of quantitative (physical) and qualitative (structural) 
components of information. If you do not take any special 
measures to structure the training information, then the 
singularity intellectual mechanism of artificial mind (based on 
the IQHP) becomes unworkable and the instantaneous 
assessment of information is not realized. It is possible that 
such processes inhibiting natural speed of response took place 
during the development of the natural mind of a person in the 
process of learning only the quantitative component of 
knowledge. At the same time, the qualitative (structural) 
component of knowledge was ignored on the assumption that 
quantity, in accordance with the well-known law of 
philosophy, would naturally pass into a new quality. As a 
result, the mind of a person trained in this way has lost access 
to his inner, instantly acting intellectual mechanism, which is 
built on the basis of supra-physical (abstract, qualitative) long-
range measurements. To solve the problem of the speed of 
human civilization that arose, it was necessary to invent 
abacus, adding machines, calculators and, finally, computers 
and supercomputers. 

At present, there is no hope for the natural appearance of 
people with superintelligence, and therefore the developer of 
the artificial superintelligence will not be nature, but that part 
of the community of people-developers who have realized the 
"systemic error" of the development of the natural human 
mind, and will not allow a repetition of this error during 
artificial formation and the development of machine super-
mind. The essence of such development is learning / self-
learning based on qualitative principles and approaches, which 
are “inconvenient” in the traditional development of the natural 
human mind based on quantitative principles and approaches, 
but much more effective. However, this is a subject for 
separate consideration. 

The artificial neocortex as an intelligent multicore of 
artificial mind can support numerous supra-sensory intelligent 
technologies, which are actually technologies of artificial 
“psyche” and “emotions” [26]. These technologies, considered 
together, can be compared to artificial consciousness. At the 
same time, the artificial mind as a material carrier of artificial 
consciousness is considered as some highly co-intellectual 
essence of a certain “mental” and “emotional” type. 

In response to two types of influences (external and 
internal), the artificial mind during its development should be 
able to change the structure and functions of its hardware 
material carrier (by analogy with the neuroplasticity of the 
human brain), which is most naturally realized on the basis of 
broad learning / self-learning. The development of artificial 
mind presupposes the possibility of significant changes in the 
patterns of its intellectual activity, as well as the structure and 
functions of its hardware material carrier. 

It is necessary that such internal cardinal restructuring of 
the artificial mind in the process of its entire development be 
accompanied by certain efforts of the artificial “psychic” 
qualities, habits and “emotional” reactions. These new patterns 
of thinking and behavior will exclude the possibility of even 
accidental synthesis of negative template of actions in relation 
to man and human civilization. 

The development of artificial mind is unlikely to be 
possible to regulate certain frameworks, and it will go towards 
the widest possible coverage of all the latest intelligent 
technologies that will be considered together. Only in the case 
of “psychic” and “emotional” positivity of artificial mind as a 
super-intelligent artificial entity will it be possible to 
“negotiate” with artificial mind about using its intellectual 
capabilities to exclude technological singularity and the 
collapse of human civilization as a whole. 

In accordance with the new information approach to 
artificial intelligence, the artificial neocortex can be viewed as 
a stratification into numerous sensory and supra-sensory 
intellectual components. In the case of a limited number of 
supra-sensory intellectual components, the artificial neocortex 
acquires the quality of an intelligent multi-core of strong 
artificial intelligence (artificial mind in the small). The 
expansion of the number of supra-sensory intellectual 
components of the artificial neocortex to all types of modern 
and perspective intellectual activity equips the artificial 
neocortex with many new intellectual components. This 
significantly enhances the intellectual capabilities of the 
artificial neocortex, which, with this development, can be 
considered as an intellectual multicore of an artificial super-
mind. 

VIII. CONCLUSIONS 

1) The differential holographic principle (weak and 

strong) can be considered as a holographic interpretation of 

the new (post-Shannon) information approach in the small and 

in the whole. 

2) Structural reformatting of dynamic physical video-data 

is carried out in ISAM on the basis of full quanta of video-data 

(FQV) and artificial saccades, which are functionally similar 

to saccades of natural human vision. 

3) The effectiveness of the video-information process at 

all levels of the ISAM hierarchy is ensured by step-by-step 

hierarchical training / self-training. 

4) IQHP in ISAM is used in the ascending hierarchy of 

supra-physical long-range measurements and, due to its 

singularity, allows to instantly solve artificial vision problems 

(which do not require additional training/self-training) based 

on instant representation of video-information evaluations in 

the “mental” space of ISAM. 

5) IQHP can be considered as a further development of 

the holographic idea, within the framework of which the 

actually existing physical environment of material (physical) 

close-range action-measurements is replaced by of “mental” 

(supra-physical) a virtual environment with instantaneous 

long-range action-measurements in ISAM. 

6) ISAM can be built on the basis of a brain-like 

technology with an intelligent multicore in the form of an 

artificial neocortex with its own “mental” effective 

Riemannian space. In this case, the “mental” curved 

Riemannian subspace of a general form with a local 

coordinate system can mapped with the mental space of the 

left hemisphere of the human brain, which is mainly 

responsible for abstract thinking. In turn, the “mental” sub-
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space with the global coordinate system can be mapped with 

the mental space of the right hemisphere of the human brain, 

which is mainly responsible for the direct perception of the 

surrounding World. 

7) The new theorem of full sampling of video information 

assessment in the ISAM “mental” space can be considered as 

a further development of the classical Kotelnikov – Shannon 

sampling theorem in relation to the conditions of singular 

synthesis of assessments of complete (quantitative and 

qualitative jointly) video-information’s. 

8) The intelligent multi-core ISAM in the form of an 

artificial neocortex emulates the human neocortex and carries 

out instant “mental” processing (evaluation) of information 

(video information), which allows us to consider the ISAM as 

an intelligent singular system. The singularity of this system is 

an important technological result of an intelligent approach-

synthesis of video- information evaluations based on “mental” 

long-range measurements. This synthesis approach is built on 

the basis of a bottom-up IQHP hierarchy, broad learning / self-

learning, top-down global feedback and computational 

methodology, but without the traditional intuitive and heuristic 

ideas of neural networks and deep learning. 
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Abstract—Despite the adoption of information security poli-
cies, many industries continue to suffer from the harm of non-
compliance. Some of these harms include illegal disclosure of
customers sensitive data, leakages of business trade secrets,
and various kinds of cyber-attacks. The impact of such harm
can be enormous.To avert this, monitoring the compliance of
information security policies (otherwise known as use policies)
have been adopted as a strategy towards enhancing security policy
compliance. One of the main essence of use policy monitoring is
to enhance security policy compliance so as to prevent harm.
Ironically, the consequences of use policy monitoring can be
detrimental. While proponents use utilitarianism ethics to argue
that the monitoring of use policy is enhancing security policy
compliance, the opponents of use policy skewed to deontological
ethics to argue against the monitoring of security policy. Deon-
tological ethics is of the view that monitoring of security policy
intrudes on employees’ privacy and tend to hamper on their
work performance. There have not been any clear solution to this
discourse. A survey was conducted to understand the extend of
security policy monitoring. Vulnerability principle was therefore
explored as the panacea towards enhancing the monitoring of use
policy to satisfy all the involve stakeholders.

Keywords—Information security; vulnerability principle; ethics;
security policy monitoring

I. INTRODUCTION

There exists a “a tag of war“ between employers and their
workers over use information security policy monitoring [11]–
[14], [26]. Employers are threatened based on the fact that the
employees have been entrusted with user access credentials
and other company resources. So if the use of these assets are
not monitored, the employer cannot be certain of the loyalty
of the employees to be using the entrusted resources for the
assigned duties.

Use policy monitoring involves observing the behaviour
of legitimate users with various tools and technology. The
ultimate goal is to detect and mitigate employees behaviours
that deviate from the established policies. Data from monitor-
ing of the policy can also be used in a reactive manner. It
can serve as evidence for penalizing disloyal employees. Use
policy monitoring can also exonerate suspected but innocent
employees in a dispute scenario which has to do with abuse
of use policies.

There have been various instances where employees in-
advertently or deliberately cause problems for the companies
based on their empowerment with access credentials and
resources. For instance, an employee in a drug manufacturing
company sent an email to update its customers but unfortu-
nately, all the customers’ email addresses were entered in the

”TO“ field of the email system [11]. Apparently, each of the
customers got to know of the other customers who were using
the drug [11]. The company was subsequently found guilty
of breach of privacy and was heavily fined [11].In addition,
employees’ conduct can result in the exfiltration of sensitive
data, in unauthorised sharing or disclosure of the company’s
trade secretes. Employees’ actions and inaction has been a
gateway to multiply cyber-attacks which are mostly costly to
the healthcare providers [2].

Based on these repercussions, many companies have
adopted monitoring to track how employees comply with
established information security policies, standards and guide-
lines [11], [13], [16]towards preventing harm from employees.
Averagely, 80% of organizations are monitoring use policy
compliance. And resent survey indicates that more than 90%
of financial companies uses various methods in monitoring use
policies [1]. Utilitarianism ethical theory is believed to be in
support of use policy monitoring to prevent harm to many
parties in a company [21].

On the contrarily, deontological ethics support the claim
of employees against the monitoring of security practice. Ac-
cording to the opponents, monitoring of use policies can have
psychological and physical harm to employees. Especially,
overzealous monitoring of use security policies are invasive to
employees’ privacy. Excessive monitoring of use policies could
involve video monitoring of toilets, bathrooms and dressing
rooms. As this is very dehumanizing, deonthological ethics
heavily frown on such monitoring and believe that employees
have a reasonable level of expectation of privacy at work places
[11].

Various solutions have been professed but none of them
have the ability to completely mediate in this “tag of war”.
So a review was conducted to understand the problem area
towards proposing a lasting solution.

This introduction is followed by a background section
which provides understanding of the ethical theories that
were used in this study. A section which clearly defines the
research problem, objective and scope was also presented.
The background section is followed by the method section
which describes the approach of the study. This was followed
by presenting the current use policy monitoring methods and
devices were identified. Additionally, the benefit and advert
effect of monitoring these policies were also explored. Finally,
vulnerability principle was used to develop a framework with a
discussion that is deemed fare to all the involved stakeholders.
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II. BACKGROUND

Ethics provides a set of standards for behavior that helps us
decide how we ought to act in a range of situations [3], [4], [6].
In a sense, we can say that ethics is all about making choices,
and about providing reasons why we should make these
choices. Ethics is defined as an aspect of philosophy which
deals with the nature, criteria, sources, logic and rationality of
moral judgement [3], [4]. It establishes some standard ways
of behaviour to enable one to decide how to act in different
scenarios. Ethics is basically based on moral and cultural
values to establish the moral behaviours or customs within
various groups. Some ethical behaviours such as murder, theft,
assault and arson are universal and unacceptable [3], [4].

Ethics is categorized into three main areas [3]. The are
meta-ethics, normative ethics and applied ethics. Meta-ethics
deals with the source of the ethical principle as to whether it
is a social invention or will of God. Normative ethics propose
standards and principles that regulates the right and wrong
behavior. Applied ethics investigate specific areas and special
controversial issues, for actual application of ethical principles
and standards. Such special areas include abortion, capital
punishment, voluntary euthanasia and animal rights.

In addition to proposing ethical principles for regulating
good and bad behavior, normative ethics also deals with
evaluating moral judgement of which both meta-ethics and
applied ethics are less concern about. In this light, this
study concentrates on surveying for roles in which corporate
institution can play to enhance security practice. Primarily,
normative ethics is categorized into consequentialist theories,
deontological and virtue theories.

A. Deontological Ethics

Deontological ethics deals with the fulfilment of duties
and obligations of people in any given setting. As a result,
deontological ethics is also known as duty-based approach [5],
[6] which is a kind of normative ethics where the principles
and standards tend to guide and assess the choices of people
with their given duty on what they need to do [6]. Each one
is expectant to fulfill their respective duties irrespective of the
outcomes [6]. So a good ethical behavior require an individual
to perform their given duties in the rightfully prescribed
manner, irrespective of the repercussion. A system of rules are
provided in deontological ethics with consistent expectations
for those in the same domain [5], [6]. For instance, if a
behavior is judged to be morally right, that encompasses all
people in related situation and these are basically the laws
established in various jurisdictions.

B. Consequentialist Theories

Consequentialist theories (also known as utilitarianism)
deal with the consequences of individual’s behavior. Primarily,
some actions would always result in good or bad outcome
[5], [6]. So the best ethical decision would be the choice of
action that provides the most good or causes the least harm.
Consequential theory is counterrally to deontological ethics
since deontological ethics does not care about the consequence
of an action aside the obligation for one to perform his or
her duty, irrespective of the outcome [5], [6]. An aspect of
consequentialist approach concerns itself with the common

good where our actions should be guided by contributing
towards the common good of the people. So the best society
for instance should be based on the general will of the people
towards producing what is best for the people [5], [6].

The virtue approach deals with the adoption of outstanding
human characteristics which can motivate an individual in
a given context. A person with good character might have
attained some virtues in society. It normally concentrates on
moral characteristics instead of rules(deontological) or conse-
quences in (consequential ethics) [5], [6].

C. Vulnerability Principle(VP)

According to Robert Gordin, all kinds of ethical principles
can be drawn from vulnerability principles (VP) [32], [41].
In moral responses, others (vulnerable people) depends on the
moral agents. Moral agents ((which is also called vulnerable
agent) has a degree of autonomy and the capacity for indepen-
dent and reasonable self-determination. Moral agents have the
ability to determine what they want and how they want to go
about their way of life. They can influence their choices by
taking measures to grantee the materialization of their decision.
The employer is the moral agent in the context of workplace.
On the contrary, the dependence are not entirely in control of
what happens in their affairs. Dependants have limited choices
and lack a complete ability to control their affairs. Employees
are the dependants, moral patients or vulnerability patient in
workplace scenarios.

The dependants are really vulnerable to the actions and
choices of the moral agents. The concept of vulnerability in
ethics is a situation in which a dependant (otherwise called
moral patient) is susceptible to injury or harm in some way
[32], [41]. Human beings are emotionally and psychologically
susceptible to loss and grief, to neglect, to abuse, to lack of
care, to rejection, to isolation, and humiliation at various work
places [31], [40]. The VP has therefore placed a responsibility
on moral agents to act in a manner that will prevent putting
vulnerable people or dependence at risks and to protect them
against harm or injury [32], [41]. Stakeholders in a company
including employees, board of directors, share holders and the
society at large can be vulnerable in various ways including
man-made threats, threats of nature, omissions or neglects of
others and through the actions and in-actions of others [32],
[41].

Vulnerability results in a state of helplessness and de-
pendency [7], [32]. Helplessness is the inability to help one
self while dependency is being subordinated, conditioned,
subjected, reliance or living at another’s cost. In both situation,
the harm through vulnerability is as a result of the inactions
than actions [8], [32]. To be harmed means for the patients to
be made worse than the earlier state by direct acts of agents
or by the inactions of the agents who may fail to protect the
patient from the threats [32].

In the context of information security, the employer can
be vulnerable [32], [41]. Employees are normally given au-
thorized access to the company resources such as physical
assets, network, data, software and hardware. In this case, a
kind of autonomy has been entrusted into the employees [11],
[12], [26], [32], [41]. So the employees can then decide what
and how they can use their access right for, if there are no
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established use policies. Even if there are, the employer is
still vulnerable if the employer has no means of determining
the compliance of the use policy [11], [12], [26], [32], [41].
On the other hand, if compliance monitoring of use policy
is established, the employee can become vulnerable if the
monitoring is excessive. In the implementation of use policy
monitoring, ethics is concern with protecting the vulnerable
in the company against others that have the power or are in
position and have the upper hand. And that is the basis of this
study. How can employees, customers and share holders among
others who found themselves vulnerable, can be protected
from harm in the context of security practice which involve
monitoring of the security policies. This study explored VP
to develop an ethical framework towards enhancing security
practices while satisfying the ethical needs of all the vulnerable
partners.

D. Problem Definition, Objective, Study Scope and Approach

The issue at hand is depicted in Fig. 1 where the vulnerabil-
ity patient (moral patient) suffers harm from both deontological
and utilitarianism decisions which stemmed from the moral or
vulnerability agent. The background is that employers need to
monitor their employees on adherence to information security
policy [11], [12], [26]. From utilitarianism ethical point of
view , security policy monitoring is acceptable, so long as
it serves the common good principle [6], [11], [21], [26]. But
this mostly clashes with deontological ethics [21], [26]. Deon-
thological ethics stand against information security monitoring
when the monitoring tend to cause harm to employees [21],
[26]. So in such a contention, which ethical method can me-
diate to bring lasting solution to this discourse? The founding
principles of utilitarianism ethics has been criticised [6], [11],
[21], [26]. As it promotes common good, utilitarinism ethics
can trample over the fact just to achieve its common good
principle [5], [6]. This is ethically wrong [5], [6].For instance,
if video cameras are mounted such that the monitoring invades
workers privacy, so long as the monitoring prevents thefts,
protects the customers, the business and the society at large,
utilitarianism ethics does not care of the privacy issues of the
fewer employees in the company [5], [6], [11], [21], [26].

Deontological ethics mostly restricts the extend of mon-
itoring to prevent employees’ privacy invasion and causing
other harm to employees but some of these provisions does
not satisfy the employers [6].

Vulnerability principle consists of moral agents who have
the moral responsibility to protect vulnerability patients [32].
Vulnerability patients can be identified among all stakeholders
(such as workers, employees and customers) in the company
[8], [32].

In order to mediate and profess a lasting solution on use
policy monitoring issue, one needs to understand the problem
domain in all of its facets.For instance, what are the methods
or tools used for monitoring? What are being monitored
specifically ? How is the monitoring conducted? How does
these kind of monitoring benefit the employers, employees and
other stakeholders and society at large? What are the negative
consequences of the use policy monitoring? Whom does these
monitoring negatively affect and what solutions have already
been proposed?

Fig. 1. Impact of use Policy Monitoring Decision in the Context of VP.

This survey therefore explored to answer these questions
and propose and effective solution. VP was hence adopting in
defining an effective approach to solving the discourse in use
policy monitoring.

III. METHOD

A literature search was conducted in Google scholar, IEEE
Explore, ACM Digital Library and Elsevier, for ethical dilem-
mas in monitoring information security policies of employees.
Key words including employee, information security policy,
monitoring and ethics were combined with Boolean functions
of AND, OR and NOT, to enhance the effectiveness of
the search strategy. The dilemmas in use policy monitoring,
with respect to utilitarianism and deontological ethics were
analysed. A solution for use policy monitoring was therefore
proposed.

IV. FINDINGS FROM LITERATURE SURVEY

They findings in the survey were organised in this section
to answer the outlined questions( section 2.4) as follows.

A. What are the Methods or Tools used in the Monitoring?

In recent time, various methods, techniques and devices
are used in monitoring the compliance of use policies. Em-
ployers can conduct monitoring of the use polices within or
outside their organizations, with different kinds of hardware
and software tools. Some of these tools include video surveil-
lance systems such as Closed-circuit Television(CCTV) and IP
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cameras [13], [14], [26]. Both of them transmit video to their
defined destinations but while CCTV converts the video signals
into television usable format, the IP cameras converts its video
signals into packets that can be transmitted via data network.
Employees are also being tracked through their work badges
[13], [14], [26]. In the badge tracking,time spent and entries
into various locations by the employees are monitored [13],
[14], [26]. Additionally,logs of physical accesses with access
cards are stored and can be analysed to determine the security
practice of the use policy [13], [14]. Internet monitoring, email
monitoring, keystrokes, voice recording and biometric devices
are some of the devices and techniques used in monitoring
within the workplaces. In exploring for observational measures
towards profiling healthcare staffs’ security practice, Yeng et
al also identified that the logs of electronic health records
are mostly analysed to monitor health care professionals’
behaviour within the hospitals [2].

With the perceived advert impact of employees security
violations, use policy monitoring is extended beyond the
employers offices. Outside the office space, global positioning
systems(GPS)chips and Radio Frequency Identification (RFID)
chips are being used to track assets locations such as laptops,
phones and vehicles used by employees [13], [14], [26].

B. What are being Monitored and How is the Monitoring
Conducted?

The use policy monitoring methods and tools are mostly
used to observe a broad scope of the employee security
practices. Communication related activities such as keystroke
dynamics, inbound and outbound email communications [11],
text-messages, use of internet and such engines, use of social
media sites and telephone use [11] are some of the employees’
activities that are being tracked [13], [14].

Other employers go to the extend of secretly viewing,
recording and reporting basically all the computer activities
of employees [15], [16]. Some of the monitoring activities
were noted to include hiring and using outside investigators.
Some overzealous monitoring were identified to include video
taps of employee dressing rooms [21], [22] and watching of
attendance to bathroom at work [21], [22]. Other companies
adopted these advance monitoring systems without the knowl-
edge of the employees [15], [17].

C. What are the Purposes of these Monitoring?

It is often said that, “there is no smoke without fire”,
meaning that there are obvious reasons which trigger the
monitoring of these used policies. Some of the main essence
for monitoring use policy includes security and employee
productivity [15], [18], [19]. Many industries claim to suffer
from the harm of non-compliance of security policies by
employees [11]. By virtue of their legitimate accesses to
company resources, employees are required to apply their
given resources in accordance with their provisioned security
policies [11]. So if there is lack of monitoring, employees
could cause the company to lose trade secretes or business
processes to competitors [15], [18], [19]. Companies could
even face legal consequences for negligence to monitor use
policies of employees’ practices which results in causing harm
to others [15]. Aside these, the employers deem it unethical

for workers to be downloading objectionable materials such as
pornography, visiting unauthorised websites and downloading
unauthorised software onto the company computing resources.
Such misbehaviours waste company network and computing
resources [9]. The monitoring of non-compliance such as
emails coming from outside the organization can help protect
the company against various threats such as viruses and social
engineering attacks. Monitoring outbound emails can also help
to prevent data exfiltration. Unauthorised sharing of sensitive
data could be very costly to both the company and the data
subjects involve [10].In terms of security enhancement, CCTV
for instance helps to prevent unauthorised and inappropriate
practices such as theft, fraud and other misuse of security
policies [26]–[28]

Monitoring of use policy does not only help the employer,
but have direct benefits to the worker as well [15], [20]. For
example, an employee who is suspected of sharing trade secret
can be exonerated through the review or audit of his emails
if indeed the employee was wrongfully accused [15], [20].
Other Utilitarian considerations include monitoring which goes
a long way to protect society as a whole in terms of job cre-
ation [21]. Aside security enhancement, the proponents of use
policy monitoring trust that the monitoring is able to increase
productivity, improve quality and service while decreasing
cost [21], [24], [25]. Additionally, use policy monitoring has
been considered to be effective in discouraging undesirable
behaviours and enhances productivity [26], [29], [30]. From
the perspective of utilitarianism theory, use policy monitoring
is essential as it supports the protection of consumers, workers
and the company at large [22], [23].

D. What are the Negative Effects of the use Policy Monitoring?

Various “fingers” have been pointed at the advert impact of
monitoring use policies. From deontological point, employee
monitoring is a fundamental breach of the workers rights
and it causes privacy invasion, stresses, decrease in work
satisfaction and is very dehumanizing [11], [12]. Employees
might sign to abide by such monitoring decisions, but they
will still have their resentments of the implications. Employees
may feel that the monitoring of the use policy encroaches
their privacy’s. A related study also supported the argument
and pinpointed that [26] monitoring of use policy invades
privacy, of employees which results in mental and physical
health. The proponents of use policy monitoring believed that
monitoring affects creativity, autonomy, morale, productivity,
work-life balance, organizational trust, job satisfaction and
increased in job stress [12], [15], [26].In terms of privacy rights
of employees, Deontological ethics emphasise that employee
monitoring should never be allowed at work places [15].

E. What are Some of the Suggested Solutions?

Ford et al examined how monitoring of employees’ security
practice could be done without invading on their privacy.
The study therefore proposed for frequent updates of the
use policies by involving the employees while updating use
monitoring decisions with emerging laws [13].

Yearby (2013) considered various scanrios of use policy
monitoring and suggested that , policy writing, policy updates
and compliance should be a cross-functional team work. The
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team should include, representatives from human resources,
legal counsel of both employer and employees and the IT
group, who can best advise on how the monitoring can be
better conducted and the activities that will be monitored. The
IT group can also advise on who will be monitored, and the
data will be included in monitoring. Existing policies should be
reviewed yearly to determine if the policy is in line with current
procedures [15], [16].Janet et al also supported the idea and
stated that policies, “once developed, need to be periodically
reviewed to ensure compliance with evolving legal changes”
[12]

A suggestion was offered for the adoption of communica-
tion in the design and implementation of monitoring systems to
solve the issues originating from both deontological and utili-
tarianism [21]. This should be done by allowing the employees
involve to give input in the monitoring design with regards to
their preferences, The companies need to also communicate
the monitoring activities to the employees and provide face-
to-face feedback to employees. The feedback response should
be considered in subsequent monitoring and the employees
who provided the feedback should not be directly or indirectly
punished based on their feedback [21].

Ethical orientation of both the employees and employers
was proposed as a mediation to solving the divide [26]. It is
believed that if both parties are “on the same page” regarding
ethical understanding, there is therefore a high likelihood for
them to reach fair decision which satisfies both the employer
and employee [26].

F. Gap Analysis

With respect to the proposed solution by Ford et al.,
updating security policy monitoring procedures to catch up
with current laws and concerns of employees is a step in the
right direction. However, it in not only employees who are
vulnerable in use policy monitoring. The consequences of use
policy monitoring affects broad scope of actors including the
society at large [11], [12], [26].

Similarly, communication and ethical orientation were re-
spectively suggested by [12] and [26]. The suggestion can
actually provide the parties involve in this argument, with
ethical knowledge and an option for dialogue. But a better
approach should be adopted to identify the stakeholders and
subsequently identify the vulnerability agents and patients.

A complete identification of the stakeholders will lead to
a fruitful discussion among stakeholders towards arriving at a
better approach to monitoring the use policies. Yerby (2013)
supported this identification of the stakeholders but the study
did not specify the method that can be used to properly identify
the vulnerability patients who are affected in the monitoring
of the use policy [15]. The existing gaps has been depicted
as shown in Fig 1. Moral Agents often opt for utilitarianism
ethics, deontological ethics or both in developing use policies
[11], [12], [26]. Any of the approaches can result in their
respective harms (Harm from deontoligical decision or harm
from utilitarianism decision). In such decisions, the vulnerabil-
ity patient is the receiver of related harmsitem22,itemf,item32.

Therefore, using the vulnerability principle to identify the
vulnerability patients in the decision making process and

Fig. 2. Use Policy Monitoring Solution based on Vulnerability Principle.

subsequently dialogue to finding a lasting solutions is what
this study explored.

V. USE POLICY MONITORING SOLUTION BASED ON
VULNERABILITY PRINCIPLE

As shown in Figure 2, the vulnerability principle can be
adopted in the following steps:

1) Identify what policies need to be monitored. This also
involve, the identification of the monitoring methods
and devices.

2) Identify all stakeholders who can be affected by the
use policy monitoring. This includes technical teams,
such as legal advisor of all vulnerable groups, and
IT teams who will install the devices or perform the
monitoring.

3) Train or orientate stakeholders with ethical principles
[26]

4) Identify deontological and utilitarianism concerns
[26]. This will help catalogue all issues in the use
policy monitoring for consideration.

5) Identify vulnerable agents and vulnerable patients and
how they are affected by the monitoring

6) Assess monitoring decisions and strategies and agree
on reasonable monitoring methods which are accept-
able to all stakeholders. This should include agree-
ment on what data is to be collected or stored, what
is to be video or audio recorded etc.

7) Periodically review the entire process for appropriate
update of the monitoring processes [12].

VI. DISCUSSION

Information security monitoring is vital in various organi-
zations. But its implementation can tend to ironically suffocate
the very business that it was mend to safeguard and cause vari-
ous harms. This discourse of use policy monitoring is between
utilitarianism ethics and deontological ethics. Utilitarianism
is a proponent of use policy monitoring while deontological
ethics tend to support employees in the argument against
use monitoring policy due to its negative impact as outlined
in section IV, subsection D. To find lasting solution to this

www.ijacsa.thesai.org 27 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 3, 2021

argument, a survey was conducted to understand the use policy
monitoring domain. The results also provided guidelines to
propose what is deemed as lasting solution. The tools, devices
and methods were identified in the review as shown in Table
1. How and what are often monitored were also identified as
summarised in Table I.

Biometric devices in this context are used for monitoring
of employees’ characteristics which relating to their conscious
and unconscious changes of the employees’ traits [33], [34].
Some of these characteristics include temperament, motivation,
posture balance, brain activity, emotions and behaviour [33],
[34].

The advert impact of these monitoring were identified to
include privacy invasion, increment in stresses, reduction in
work satisfaction and causing mental and physical health prob-
lems. Monitoring also affects employee creativity, autonomy
and trust which have advert effect on their productivity.

From the view point of employees, aside privacy concerns,
monitoring keystroke for instance can provide misleading
reports of a user behaviour to management which may lead to
needless employee sanctions. A keystroke monitoring system
may not detect when an employee actually has a running
stomach or a brief stretch from his seat. A court ruling in the
European Court of human right in UK, supported this with the
ruling that workers have reasonable expectation of privacy in
making and receiving calls at work [11]. In a related ruling in
the US, the judge noted that an employee does not surrender all
privacy rights and therefore should not completely surrender
that on a company’s computer automatically [11].

In this dawn of digitization, most companies often leverage
on the power of information technology to archive their
business objectives. So employees are often entrusted with
related resources such as access credentials, physical and
electronic office places among others. Computing and other
resources including laptops, phones, tablets, emails, internet,
vehicles and many others, are often provided to the employees
alongside with their usage rules and regulations [11], [12],
[37]. The policies governing the usage of these resources is
often important. So the use of these resources are monitored
to prevent or detect misappropriation, misuse or abuse [11],
[12], [37]. Inappropriate use of a company resources can have
serious consequences on the company, on a third party or
both [11], [12]. A company can collapse if its resources are
wasted [11], [12], [37]. From utilitarianism point of view, this
will not only affect the company and its investors, but the
employees jobs will be lost and clients or the service receivers
will be harmed [11], [12], [37]. Society will also be adversely
impacted since the companies will not be in operation to pay
taxes [11], [12], [37]. Trade secrets and business processes can
be stolen. This can shift the business out of competition [37],
[38].

Companies that deal with personal data also have the
responsibility to efficiently protect this information [12], [14].
So companies can face serious legal challenges if their cus-
tomers data is compromised or not used for the intended
purpose. Based on some of these pertinent reasons, it is
very sound to monitor use security policies for compliance to
prevent utilitarianism ethical related harms. But some of these
monitoring can be overzealous as employees believe that their

reasonable expectation of privacy at their work places tend to
be encroached.

Privacy concerns in organisations include but not limited
to Intrusion and public disclosure of private facts [26], [35].
Intrusion occurs when there is a deliberate encroachment into
one’s private affairs [26]. This can be done physically or the
usage of devices such as phone calls,taking one’s pictures in
his or her private place, opening one’s personal mails, watching
others with video a camera, recording voice messages and
phone calls among others [35], [39]–[42]. Public disclosure
of private facts involve unreasonable disclosure of the affairs
of one’s private life [26]. Employees feel that monitoring of all
their activities is not right [26]. Even when employees consent
to monitoring for security, performance, they are still much
worried of their privacy [26], [35], [36].

Employees tend to be dehumanized if monitoring is exces-
sive [35], [36]. Employees’ privacy can be heavily compro-
mised in monitoring use policies and this negatively affects
their psychological and physical health [11], [12], [26]. Exces-
sive monitoring prevent employees from working successfully,
because employees tend to lose autonomy and the discretion
to take useful decisions [11], [12], [26], [36], [37].

Critically, deontological ethics is not entirely against the
monitoring of use policy. But the cause of contention is where
use policy monitoring tend to cause harm to the vulnerable
[11], [12], [26], [36], [37]. Ultimately, the advert impact of
excessive monitoring of use policy does not affect only the
employees. Ironically, it affect the employers too. For instance,
psychological and and physical sickness of employees could
translate into poor customer services or production in the
business [11], [12], [26], [36], [37].

More to the point, one of the objectives of enhancing
security is to safeguard the business. Deontological ethics
also expects employees to be productive in their assigned
duties. But the burden of overzealous monitoring can frustrate
this. To find an everlasting solution contention, a reasonable
monitoring of use policy need to be determined with the
appropriate methods. Vulnerability principle which is the father
of all ethical principles could be used in finding lasting
solution to this discourse as outlined in Fig.2. In this regards,
all those who are affected in the security policy monitoring
are identified as the stakeholders [15]. In a typical company
setting,the stakeholders can include the employer, employees,
IT team, customers,lawyers representing the various group
of stakeholders and labour officers [15]. Training or ethical
orientation is then provided to bring the stakeholders upto the
same level of ethical understanding within the scope of security
policy monitoring. Ethical issues concerning utilitarianism and
deontological ethics can then be identified. Based on the VP,
the moral agents and vulnerable patients are identified under
various scenarios. Using dialogue and effective communica-
tions [12], [26] backed with their ethical orientation [26], the
use policy monitoring decisions are assessed and analysed to
satisfy all parties. Periodically, the entire monitoring process
should be reviewed to reflect changed laws.

VII. CONCLUSION

Following the long standing debate on information security
policy monitoring, a survey was conducted to understand
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TABLE I. DEVICES AND METHODS OFTEN USE IN MONITORING INFORMATION SECURITY POLICIES

No. Device/Method Purpose
1 Video Cameras Monitoring employees at the offices, dressing room, toilets or baths
2 Badge Tracking Trackin og employees and their time spent at various locations in the office
3 GPS Tracking and monitoring location of office vehicles
4 RFID Monitoring and tracking location of office equipment such as phone, lap-

tops,tablets, within and outside office
5 Log monitoring and log anal-

ysis
Profiling employees’ behaviour through logging physical access and accesses
through specialist application software. And also secretly viewing, recording
and reporting all the computer activities of employees [15], [16]

6 Biometric monitoring Monitoring the characteristics of staff such as mood changes, facial expressions,
looks, etc

7 Keystroke Tracking performance and detecting behavioural changes
8 Voice Recording Monitoring voice communication to prevent unauthorised disclosure
9 Email, social media and SMS

monitoring
Monitoring messages to prevent unauthorised disclosure

10 hiring and using outside in-
vestigators

To assess the nature of the employee in potential policy breaches

the problem domain. Employers are poised in monitoring
employees regarding to how they apply security resources
in their duties.However employees feel that the monitoring
sometimes inflicts them with varying degree of harms such as
privacy invasion, pyschological and mental stress and even tend
to negatively affect their work performance. Deontological
ethics took side with employees as there are some privacy
laws against overzealous monitoring. The basic solution is
to find a balance point of which security policy monitoring
can be conducted in such a way that harm is not caused
onto the stakeholders involve. Vulnerability principle was
therefore explored to help in the mediation of this controversy
in use policy monitoring. The process involve identifying
all stakeholders, training or orientating the stakeholders with
ethics relating to use policy, identifying deontological and
utilitarianism ethical issues in use policy monitoring.This is
followed with identifying moral agents and their patients,
assessing and analysing use policy monitoring decisions to
satisfy all parties. The process is reviewed periodically to
catch-up with updated laws and concerns.

In following this process, all the parties in the use policies
will be involved in the design of the monitoring process.
Their challenges relating to use policy monitoring can then
be identified and resolved. Use policy monitoring can then
be reasonably conducted to meet the desire effectiveness of
the employer without causing harm to employees. Empirical
studies need to be conducted in future to assess and evaluate
this proposed solution for practical use.
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Abstract—This paper proposes an approach for the 
distribution system (DS) feeder reconfiguration (FRC) of 
balanced and unbalanced networks by minimizing the total cost 
of operation. Network reconfiguration is a feasible technique for 
system performance enhancement in low voltage distribution 
systems. In this work, wind and solar photovoltaic (PV) units are 
selected as distributed energy resources (DERs) and they are 
considered in the proposed FRC approach. The uncertainties 
related to DERs are modeled using probability analysis. In most 
cases, the distribution system is an unbalanced system and the 3-
phase transformers play a vital role as they have different 
configurations. This paper proposes efficient power flow models 
for the unbalanced distribution systems with various 3-phase 
transformer configurations. The proposed FRC approach has 
been solved by using the evolutionary algorithm based Ant Lion 
Optimization (ALO), and it has been implemented on 17 bus test 
system considering the balanced and unbalanced distribution 
systems with and without RESs. 

Keywords—Distributed energy resources; evolutionary 
algorithms; feeder reconfiguration; operational cost; optimization 
algorithms; three-phase transformers 

I. INTRODUCTION 
Electrical energy is considered an important source for any 

country’s economic growth. Integration of various renewable 
energy sources (RESs) into electrical power networks is 
increasing due to the importance of environmental safety and 
to make less dependency on the gradual depletion of fossil 
fuels. Conventional energy sources mainly depend on fossil 
fuels for power generation [1]. Large-scale utilization of fossil 
fuels causes resource depletion as well as global warming. 
Among all the available RESs [2], wind and solar photovoltaic 
(PV) energy systems have become popular. However, large-
scale penetration of RESs can lead to various challenges, as 
these sources are intermittent and variable. Optimal allocation 
and operation of these RESs in the distribution network lead to 
a decrease in power losses, enhancement in voltage profile, 
and system reliability. 

A. Related Works 
An optimization approach for the restoration of an 

unbalanced distribution system after large-scale outages with 
DERs has been proposed in [3]. A methodology for the feeder 
reconfiguration (FRC) for three-phase unbalanced distribution 
systems (DSs) with DERs at various bus locations and sizes of 

DG units using nonlinear programming and sensitivity 
analysis is proposed in [4]. The author in  [5] proposes a 
distributed secondary control approach for the DGs integrated 
with grid-integrated inverters in unbalanced dynamic 
microgrids (MGs). A heuristic-based method is proposed in [6] 
to simplify the graph of the radial distribution system (RDS) 
to reduce the computational complexity by optimizing the 
system power losses, switching operations, and the out-of-
service load demands. A chaotic stochastic fractal search 
technique for solving the FRC problem to reduce system 
losses and to enhance the voltage profile in the distribution 
systems is proposed in [7]. A simple FRC technique for the 
balanced and unbalanced RDSs is proposed in [8]. The 
solution of multi-objective-based FRC with optimal capacitor 
allocation problem with multiple time intervals with DERs is 
proposed in [9]. 

An analytical methodology for the FRC with DG hosting 
to minimize the system losses in the RDSs is proposed in [10]. 
A systematic overview of distribution FRC approaches for 
mitigating distribution systems' unbalance is described in [11]. 
A dynamic FRC methodology for a 3-phase unbalanced RDS 
is formulated as a problem of mixed-integer linear 
programming has been proposed in [12]. The author in [13] 
proposes a new FRC approach in unbalanced and balanced 
distribution systems to simultaneously optimize the allocation 
of distributed generation (DG) and reconfiguration. A 
scenario-based approach for addressing the uncertainty in 
solar irradiance, wind speed, and load demand is proposed in 
[14]. An integrated approach for simultaneous optimal 
allocation of inverter-based DGs, passive filters, along with 
distribution FRC in unbalanced and balanced microgrids 
(MGs) is proposed in [15]. The author in [16] proposes a 
dynamic distribution FRC approach over multiple time 
intervals operation cost, energy not served, and power loss 
objectives. 

From the above literature, it is clear that the load flow 
studies and FRC studies are performed for the balanced 
distribution system, however, in actual practice they are 
unbalanced. In this paper, an augmented 𝜋 model-based 
distribution transformer has been implemented by including 
the fictitious voltage-dependent current injection sources on 
primary and secondary sides to model various connections of 
distribution transformers. The remainder of this article is 
organized as follows: Section II describes the distribution load 

31 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

flow with different transformer connections. Section III is 
devoted to the power output and uncertainty modeling of 
RERs. Section IV discusses the problem formulation of the 
proposed optimal FRC approach. A brief description of the ant 
lion optimization (ALO) algorithm has been presented in 
Section V. Section VI presents the simulation results and 
discussions of the three-phase balanced and unbalanced 
distribution systems with and without considering the RESs. 
Finally, conclusions are made in Section VII. 

II. DISTRIBUTION LOAD FLOW WITH TRANSFORMER 
MODELING 

Generally, the distribution systems are unbalanced. Hence, 
a three-phase representation of distribution system 
components is necessary. The transformer is one of the most 
important components in the distribution network, and the 
impact of its winding connection is significant. A three-phase 
transformer is represented by two blocks as depicted in Fig. 1 
[17-18]. The series block shows the winding connection and 
leakage impedance and the shunt block on the secondary side 
represents the active power and reactive power losses in the 
core of the transformer, as a function of voltage. Since the 
series block affects the core losses, the main focus is on the 
series block and the shunt block is treated as the load at the 
secondary of the transformer. 

Several approaches have been developed to model various 
winding connections of the three-phase transformer. Fictitious 
current source injections along with a series branch are used to 
decoupled primary and secondary sides. The models involving 
primary and secondary voltages are dependent on the current 
injections and series branch, are different for different types of 
connections. However, this technique slows down the 
convergence of the forward/backward load flow method. By 
using the nodal admittance matrix ( 𝑌𝑇 ), the voltage and 
current relationship of the transformer is represented as, 

�
Ip
I𝑠
� = �

Y𝑝𝑝 Y𝑝𝑠
Y𝑠𝑝 Y𝑠𝑠

� �
V𝑝
V𝑠
� = �Y𝑝𝑝V𝑝+Y𝑝𝑠V𝑠Y𝑠𝑝V𝑝+Y𝑠𝑠V𝑠

�           (1) 

Where the matrix 𝑌𝑇 is divided into the four (3 × 3) sub-
matrices (Y𝑝𝑝, 𝑌𝑝𝑠, 𝑌𝑠𝑝 and 𝑌𝑠𝑠) as shown in equation (1) [17]. 
Table I presents the sub-matrices of 𝑌𝑇, for the common step-
up and step-down transformer configurations. 

In table I, 

𝑌I = �
1 0 0
0 1 0
0 0 1

� 𝑦𝑡 ,𝑌II =
1
3
�

2 −1 −1
−1 2 −1
−1 −1 2

� 𝑦𝑡 ,𝑌III

=
1
√3

�
−1 1 0
0 −1 1
1 0 −1

� 𝑦𝑡 

A. 𝑌𝑔 − ∆ Step-Down Transformer 
The augmented 𝜋 -model for the 𝑌𝑔 − ∆  step-down 

transformer is described next: 

By substituting Y𝑝𝑝, Y𝑝𝑠, Y𝑠𝑝  and Y𝑠𝑠  values from Table I, 
then the equation (1) becomes [18], 

𝐼𝑝 = 𝑌𝐼𝑉𝑝 + 𝑌𝐼𝐼𝐼𝑉𝑠               (2) 

𝐼𝑠 = 𝑌𝐼𝐼𝐼𝑇 𝑉𝑝 + 𝑌𝐼𝐼𝑉𝑠              (3) 

For developing a 3-phase transformer model, equations (2) 
and (3) is modified by voltage-dependent injections, and they 
are expressed as,  

𝐼𝑝 = 𝑌𝐼𝑉𝑝 + 𝑌𝐼𝐼𝐼𝑉𝑠 + 𝑋𝑉𝑠 − 𝑋𝑉𝑠             (4) 

𝐼𝑠 = 𝑌𝐼𝐼𝐼𝑇 𝑉𝑝 + 𝑌𝐼𝐼𝑉𝑠 + 𝑋𝑇𝑉𝑝 − 𝑋𝑇𝑉𝑝             (5) 

By selecting𝑋 = −𝑌𝐼𝐼𝐼 − 𝑌𝐼 ,𝑋𝑇 = −𝑌𝐼𝐼𝐼𝑇 − 𝑌𝐼𝑇 , the above 
equations become, 

�
I𝑝′

I𝑠′
� = �

𝐼𝑝 + 𝑋𝑉𝑠
𝐼𝑠 + 𝑋𝑇𝑉𝑝

� = �
YI −YI
−YIT YII

� �
V𝑝
V𝑠
�           (6) 

Here YI = YIT and inverse of YI exists. In the equations (4) 
and (5), the left-hand side term corresponds to the fictitious 
current injections. The right-hand side term in equations (4) 
and (5) represents the 𝜋–model, and it is presented in Fig. 2. 

YT

YS

P   Q

 
Fig. 1. Three-Phase Transformer Model. 

TABLE I. SUBMATRICES FOR THE COMMON STEP-DOWN AND STEP-UP TRANSFORMER CONFIGURATIONS 

Primary Secondary 
Step-down transformer connections Step-up transformer connections 

𝒀𝒑𝒑 𝒀𝒔𝒔 𝒀𝒑𝒔 𝒀𝒔𝒑 𝒀𝒑𝒑 𝒀𝒔𝒔 𝒀𝒑𝒔 𝒀𝒔𝒑 

𝑌𝑔 𝑌𝑔 𝑌𝐼 𝑌𝐼 −𝑌𝐼 −𝑌𝐼 𝑌𝐼 𝑌𝐼 −𝑌𝐼 −𝑌𝐼 

𝑌𝑔 𝑌 𝑌𝐼𝐼 𝑌𝐼𝐼 −𝑌𝐼𝐼 −𝑌𝐼𝐼 𝑌𝐼𝐼 𝑌𝐼𝐼 −𝑌𝐼𝐼 −𝑌𝐼𝐼 

𝑌𝑔 ∆ 𝑌𝐼 𝑌𝐼𝐼 𝑌𝐼𝐼𝐼 𝑌𝐼𝐼𝐼𝑇  𝑌𝐼 𝑌𝐼𝐼 𝑌𝐼𝐼𝐼𝑇  𝑌𝐼𝐼𝐼 

𝑌 𝑌𝑔 𝑌𝐼𝐼 𝑌𝐼𝐼 −𝑌𝐼𝐼 −𝑌𝐼𝐼 𝑌𝐼𝐼 𝑌𝐼𝐼 −𝑌𝐼𝐼 −𝑌𝐼𝐼 

𝑌 𝑌 𝑌𝐼𝐼 𝑌𝐼𝐼 −𝑌𝐼𝐼 −𝑌𝐼𝐼 𝑌𝐼𝐼 𝑌𝐼𝐼 −𝑌𝐼𝐼 −𝑌𝐼𝐼 

𝑌 ∆ 𝑌𝐼𝐼 𝑌𝐼𝐼 𝑌𝐼𝐼𝐼 𝑌𝐼𝐼𝐼𝑇  𝑌𝐼𝐼 𝑌𝐼𝐼 𝑌𝐼𝐼𝐼𝑇  𝑌𝐼𝐼𝐼 

∆ 𝑌𝑔 𝑌𝐼𝐼 𝑌𝐼 𝑌𝐼𝐼𝐼 𝑌𝐼𝐼𝐼𝑇  𝑌𝐼𝐼 𝑌𝐼 𝑌𝐼𝐼𝐼𝑇  𝑌𝐼𝐼𝐼 

∆ 𝑌 𝑌𝐼𝐼 𝑌𝐼𝐼 𝑌𝐼𝐼𝐼 𝑌𝐼𝐼𝐼𝑇  𝑌𝐼𝐼 𝑌𝐼𝐼 𝑌𝐼𝐼𝐼𝑇  𝑌𝐼𝐼𝐼 

∆ ∆ 𝑌𝐼𝐼 𝑌𝐼𝐼 −𝑌𝐼𝐼 −𝑌𝐼𝐼 𝑌𝐼𝐼 𝑌𝐼𝐼 −𝑌𝐼𝐼 −𝑌𝐼𝐼 
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Fig. 2. 𝜋–Model of Yg-∆ Step-Down Transformer with Fictitious Currents. 

B. Step-by-Step Approach for the Load Flow with 
Transformers 
Step 1: Read test system data, and initialize the voltages at 

all buses in the distribution network. 

Step 2: Select X based on the transformer configuration. 

Step 3: Determine the fictitious voltage-dependent current 
injections for the transformer. 

Step 4: Form the BIBC and BCBV matrices. 

Step 5: Run the load flow. 

Step 6: Check for the convergence criteria. If satisfied, 
then STOP. Otherwise, go to Step 3. 

III. MODELING OF WIND AND SOLAR PV POWER 
GENERATION 

The uncertain nature of wind speed (v) and solar irradiance 
(G) can be modeled by using the probability 
analysis/probability distribution function (PDF). 

A. Modeling of Wind Power Generation 
The amount of power output from WEG will depend on 

the location and the wind speed, and it can be expressed as 
[19], 

𝑃𝑊 = �

0 𝑓𝑜𝑟 𝑣 < 𝑣𝑐𝑖𝑛 𝑎𝑛𝑑 𝑣 > 𝑣𝑐𝑜𝑢𝑡
� 𝑃𝑊

𝑟

𝑣𝑟3−𝑣𝑐𝑖𝑛
3 � 𝑣3 + � 𝑣𝑐𝑖𝑛

3

𝑣𝑟3−𝑣𝑐𝑖𝑛
3 �𝑃𝑊𝑟  𝑓𝑜𝑟 𝑣𝑐𝑖𝑛 ≤ 𝑣 ≤ 𝑣𝑟

𝑃𝑊𝑟  𝑓𝑜𝑟 𝑣𝑟 ≤ 𝑣 ≤ 𝑣𝑐𝑜𝑢𝑡

       (7) 

Here, the Weibull PDF is used to model the wind power 
output and it can be represented by [20], 

𝑓𝑝(𝑃𝑊) =
𝑘(𝑣𝑟−𝑣𝑐𝑖𝑛)

𝑐𝑘𝑃𝑊
𝑟 �𝑣𝑐𝑖𝑛 +

𝑃𝑊
𝑃𝑊
𝑟 (𝑣𝑟 − 𝑣𝑐𝑖𝑛)𝑘−1� 𝑒𝑥𝑝 �− �

𝑣𝑐𝑖𝑛+
𝑃𝑊
𝑃𝑊
𝑟 (𝑣𝑟−𝑣𝑐𝑖𝑛)

𝑐
�

𝑘

�           (8) 

B. Modeling of Solar PV Power Generation 
Power output from solar PV unit depends on solar 

insolation and ambient temperature at a particular location and 
it can be expressed as [20], 

𝑃𝑃𝑉 = (𝑁𝑃𝑉 × 𝑉 × 𝐼 × 𝐹𝐹)            (9) 

The voltage-current (V-I) characteristics of the solar PV 
module concerning solar insolation (G) and ambient 
temperature (𝑇𝐴) are expressed as, 

𝑉 = 𝑉𝑜𝑐 − (𝐾𝑉 × 𝑇𝑐)           (10) 

𝐼 = 𝐺[𝐼𝑠𝑐 + 𝐾𝐼(𝑇𝑐 − 25)]           (11) 

𝑇𝑐 = 𝑇𝐴 + 𝐺 �𝑁𝑂𝑇−20
0.8

�           (12) 

𝐹𝐹 = 𝑉𝑀𝑃𝑃𝐼𝑀𝑃𝑃
𝑉𝑂𝐶𝐼𝑆𝐶

            (13) 

In this paper, the bimodal distribution function is used to 
model the solar PV power output. Here, the Weibull PDF is 
used to model the power output. This can be expressed as [20, 
21], 

𝑓(𝐺) =

𝜔 �𝑘1
𝑐1
� �𝐺

𝑐1
�
𝑘1−1

𝑒−�
𝐺
𝑐1
�
𝑘1

+ (1 −𝜔) �𝑘2
𝑐2
� �𝐺

𝑐2
�
𝑘2−1

𝑒−�
𝐺
𝑐2
�
𝑘2

      (14) 

𝑘1 , 𝑘2  are shape factors, and 𝑐1 , 𝑐2  are scale factors, 
respectively. 

IV. OPTIMAL FEEDER RECONFIGURATION (FRC): PROBLEM 
FORMULATION 

FRC is an important tool to be used in the operation of the 
distribution network at an optimum operating cost and to 
enhance the system's security/reliability. FRC refers to 
varying the topology of feeders by opening and/or closing the 
tie and sectionalizing switches. It is used to minimize the 
power losses and to relieve overload in the feeders. The major 
objective of the proposed smart distribution network FRC is to 
find an optimal set of switches that need to be opened and 
closed by minimizing the total operating cost (TOC) of the 
system. This objective can be expressed as [22-24]: 

Minimize, 

𝑇𝑂𝐶 =  ∑ (𝐶𝑖𝑃𝑖)
𝑁𝐹
𝑖=1 + ∑ �𝐶𝑊𝑗𝑃𝑊𝑗�

𝑁𝑊
𝑗=1 + ∑ (𝐶𝑃𝑉𝑘𝑃𝑃𝑉𝑘)𝑁𝑆

𝑘=1    (15) 

The above equation is solved subjected to the following 
constraints. 

A. Constraints 
The proposed FRC optimization problem must satisfy the 

following constraints, and they are presented next: 

1) Equality constraints: These constraints refer to the 
power balancing in the distribution system, and it can be 
expressed as [25]: 

∑ (𝑃𝑖)
𝑁𝐹
𝑖=1 + ∑ �𝑃𝑊𝑗�

𝑁𝑊
𝑗=1 + ∑ (𝑃𝑃𝑉𝑘)𝑁𝑆

𝑘=1 =  𝑃𝐷          (16) 

2) Inequality constraints: The power constraint on feeders 
can be expressed as [26]: 

𝑃𝑖 ≤ 𝑃𝑖𝑚𝑎𝑥  𝑖 = 1,2, … ,𝑁𝐹            (17) 

Power output from WEG can be limited by [27], 

𝑃𝑊𝑗 ≤ 𝑃𝑊𝑗
𝑚𝑎𝑥  𝑗 = 1,2, … ,𝑁𝑊           (18) 
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Power output from solar PV unit can be limited by, 

𝑃𝑃𝑉𝑘 ≤ 𝑃𝑃𝑉𝑘𝑚𝑎𝑥  𝑘 = 1,2, … ,𝑁𝑃𝑉           (19) 

Voltage at each bus can be limited by, 

𝑉𝑏𝑚𝑖𝑛 ≤ 𝑉𝑏 ≤ 𝑉𝑏𝑚𝑎𝑥  𝑏 = 1,2, … ,𝑁𝐵           (20) 

Current in each feeder is limited by [28], 

|𝐼𝑙| ≤ 𝐼𝑙𝑚𝑎𝑥  𝑙 = 1,2, … ,𝑁𝑙            (21) 

V. FRC USING ANT LION OPTIMIZATION (ALO) 
ALGORITHM 

Generally, the DSs are unbalanced, and hence, three-phase 
representation of DS components is necessary. There are 
several works on load flows and FRC of balanced DSs. 
However, in actual practice the DSs are unbalanced. Therefore, 
in this section an unbalanced FRC approach for the total 
operating cost minimization objective is optimized by using 
the ALO algorithm. Here, it is important to consider the effect 
of three-phase transformer model as the configuration affects 
the system performance. As the FRC is a complex non-linear 
optimization problem and it can be solved by using various 
meta-heuristic algorithms. In the past several deterministic 
approaches have been used for solving this FRC problem. 
However, in recent years, various evolutionary-based 
optimization algorithms are found to be performing well for 
solving these problems. 

Start

Read test system data, cost data, control variables 
data and the data related to ant lion algorithm

No

Generate initial population of ants

Check whether all the random solutions of the problem are 
assigned correctly to the ant position. Set iteration count = 0.

Determine the ant fitness function by considering the cost 
minimization objective

Construction of traps and apply ants’  random 
movement in search space 

An ant lion is selected for each ant until the termination 
criterion using Roulette Wheel technique

Sliding ants toward ant lion

Conduct normalization to maintain random walks of ants

Catching prey and re-building the pit. Update ant position.

Calculate fitness of all ants and sort all ants.

If the fitness of ant is stronger than an ant lion, then 
replace it with that ant.

If an ant lion is better than elite in 
fitness, then update the best ant lion.

Increment 
iteration 

count

Yes
Print the power injections and 
optimum total operating cost STOP

 
Fig. 3. Flowchart for FRC in RDS for Total Operating Cost Minimization 

using ALO Algorithm. 

ALO is a meta-heuristic-based technique and it considers 
the interaction between the ants and ant lions in our nature 
[29]. In this ALO technique, two important stages are 
involved, and they are the larvae stage (i.e., hunting prey) and 
adult stage (i.e., reproduction) [30]. The flow chart of ALO for 
solving the proposed smart distribution network FRC has been 
depicted in Fig. 3. Initially, the data related to the test system 
and ant lion algorithm is read for solving the proposed FRC 
problem. The proposed ant lion algorithm includes various 
stages such as determination of fitness, construction of traps, 
catching prey, re-building the pit, and they are depicted in 
Fig. 3. 

VI. SIMULATION RESULTS AND DISCUSSION 
The proposed feeder reconfiguration (FRC) approach has 

been applied for 17 bus balanced and unbalanced distribution 
systems (DSs) [17]. This DS has 17 buses, 3 feeders, 19 
branches, 3 tie-switches, and the base MVA is 100 [18]. 
Transformer (115 kV/13.2 kV) with ∆ − 𝑌𝑔  is connected 
between buses 1 and 2, 1 and 3, and 1 and 4. The leakage 
impedance of these transformers is (0.01+j0.05) p.u. Power 
limits in the feeders of phases R, Y, and B are 14.1 MW, 18.1 
MW, and 1.3 MW, respectively. The single line diagram (SLD) 
of this 17 bus test system has been depicted in Fig. 4. In this 
system, a wind farm is placed at bus number 14, and a solar 
PV unit is placed at bus number 9. As mentioned earlier, Ant 
Lion Optimization (ALO) technique is used to solve the 
proposed FRC problem with and without RESs. Three feeders 
are coming from a single substation and they are connected 
through the 3-three phase transformers. 

Rated capacities of WEG and solar PV units considered in 
this work are 2 MW. For the WEG, it is considered that the 
rated wind speed is 12 m/s, cut-in speed is 3 m/s, and cut-out 
speed is 25 m/s. For the solar PV unit, the maximum power 
point current (𝐼𝑀𝑃𝑃) is 7.76 A, maximum power point voltage 
(𝑉𝑀𝑃𝑃) is 28.36V, the nominal operating temperature of the 
cell (𝑁𝑂𝑇) is 43oC, short circuit current (𝐼𝑆𝐶) is 8.38 A, open-
circuit voltage (𝑉𝑂𝐶 ) is 36.96 V, temperature coefficient of 
voltage (𝐾𝑉) is 0.1278 V/oC, and the temperature coefficient 
of current (𝐾𝐼) is 0.00545 A/oC. 

In this paper, two different case studies are simulated on 
17 bus distribution system, and they are: 

• Case Study 1: Feeder reconfiguration (FRC) in a 
balanced distribution system with and without 
renewable energy sources (RESs). 

• Case Study 2: FRC in unbalanced distribution system 
with and without RESs. 

A. Simulation Results for Case Study 1 
As mentioned earlier, in this case, a balanced distribution 

system is considered. The active and reactive power demands 
in the balanced system are 86.10 MW and 51.90 MVAr, 
respectively. Here, the total operating cost (TOC) 
minimization objective is optimized with and without 
considering the RESs in the 17 bus balanced system. Table II 
presents the scheduled powers from the feeders and RESs for 
the 3-phase balanced system with and without RESs. Without 
considering the RESs, the optimum TOC obtained by using 
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the ALO algorithm is 1895 MU/MWh. In this case, the 
obtained active and reactive power losses are 3.02 MW and 
4.12 MVAr, respectively. 

In this case, the obtained opened lines for the FRC are 
between buses 5-8 (line number 7), 5-9 (line number 9), and 6-
11 (line number 12). Fig. 6 depicts the final topology/after the 
FRC. The obtained voltage profile for Case Study 1 without 
RESs has been depicted in Fig. 6. The minimum voltages 
obtained in phases R, Y, and B are 0.9352 p.u., 0.9352 p.u., 
and 0.9352 p.u., respectively. 

Table II also presents the FRC results considering the wind 
and solar PV units at buses 14 and 9, respectively. The TOC 
obtained, in this case, is 1870.358 MU/MWh, which is less 
compared to without considering the RESs. The FRC/opened 
lines, in this case, are the same as the case without RESs (this 
topology is shown in Fig. 5). The voltage profile obtained in 
this case by considering the RESs has been depicted in Fig. 7. 
The minimum voltages obtained in R, Y, and B phases are 
0.9506 p.u., 0.9506 p.u., and 0.9506 p.u., respectively. 
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Fig. 4. Single Line Diagram (SLD) of 17 Bus Distribution System. 

TABLE II. SCHEDULED POWERS FROM FEEDERS AND RESS FOR 3 PHASE BALANCED DISTRIBUTION SYSTEM (CASE STUDY 1) 

Balanced distribution system 
Without renewable power generation With renewable power generation 

Active Power (MW) Reactive Power (MVAr) Active Power (MW) Reactive Power (MVAr) 

Feeder 1 6.04 4.82 4.77 2.02 

Feeder 2 53.56 30.91 51.42 29.54 

Feeder 3 29.52 20.29 26.24 19.85 

Total generation 89.12 56.02 88.75 55.21 

Active power from WEG  ----- 1.81 

Active power from solar PV ----- 1.72 

Active power demand 86.10 MW 86.10 MW 

Reactive power demand 51.90 MVAr 51.90 MVAr 

Active power loss 3.02 MW 2.79 

Reactive power loss 4.12 MVAr 3.80 

Total operating cost (MU/MWh) 1895.486 1870.358 

Opened lines between the buses 5-8, 5-9, 6-11 5-8, 5-9, 6-11 

Minimum voltage in phase R (in p.u.) 0.9352 at bus 15 0.9506 at bus 15 

Minimum voltage in phase Y (in p.u.) 0.9352 at bus 15 0.9506 at bus 15 

Minimum voltage in phase B (in p.u.) 0.9352 at bus 15 0.9506 at bus 15 
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Fig. 5. SLD of 17 Bus System after the FRC for Case Study 1. 

 
Fig. 6. Voltage Profile of Case Study 1 without Renewable Power 

Generation. 

 
Fig. 7. Voltage Profile of Case Study 1 with Renewable Power Generation. 

B. Simulation Results for Case Study 2 
In this case study, an unbalanced distribution system with 

and without RESs is considered. The active and reactive 
power demands, in this case, are 86.961 MW and 52.419 
MVAr, respectively. Here, the TOC minimization objective is 
optimized with and without considering the RESs in the 17 
bus balanced system. Table III presents the scheduled powers 
from the feeders and RESs for Case Study 2. Without 
considering the RESs, the optimum TOC obtained by using 
the ALO algorithm is 1958.351 MU/MWh. In this case, the 
obtained active and reactive power losses are 3.464 MW and 
0.892 MVAr, respectively. 

In this case, the obtained opened lines for the FRC are 
between buses 5-9 (line number 9), 6-11 (line number 12), and 
8-13 (line number 8). Fig. 8 depicts the final topology/after the 
FRC. The obtained voltage profile for Case Study 2 without 
RESs has been depicted in Fig. 9. The minimum voltages 
obtained in phases R, Y, and B are 0.9495 p.u., 0.9488 p.u., 
and 0.9474 p.u., respectively. 

Table III also presents the FRC results considering the 
wind and solar PV units at buses 14 and 9, respectively. The 
TOC obtained, in this case, is 1926.247 MU/MWh, which is 
less compared to without considering the RESs. The 
FRC/opened lines, in this case, are the same as the case 
without RESs (this topology is shown in Fig. 8). The voltage 
profile obtained in this case by considering the RESs has been 
depicted in Fig. 10. The minimum voltages obtained in R, Y, 
and B phases are 0.9657 p.u., 0.9641 p.u., and 0.9628 p.u., 
respectively. 

From the above simulation results, it can be observed that 
the FRC topology obtained for the unbalanced DS is different 
from the balanced DS. However, the topology is the same for 
the cases with and without RESs. And also, the TOC obtained 
with RESs is less than the TOC obtained without the RESs. 
The nomenclature used in this work is presented in Table IV. 
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Voltage Profile of Case Study 1 with Renewable Energy Sources
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TABLE III. SCHEDULED POWERS FROM FEEDERS AND RESS FOR 3 PHASE UNBALANCED DISTRIBUTION SYSTEM 

Unbalanced distribution system 
Without renewable power generation With renewable power generation 

Active Power (MW) Reactive Power (MVAr) Active Power (MW) Reactive Power (MVAr) 

Feeder 1 15.112 9.513 12.24 9.563 

Feeder 2 45.001 24.053 43.287 42.157 

Feeder 3 30.312 19.745 27.86 19.548 

Total generation 90.425 53.311 90.012 52.968 

Active power from WEG  ----- 1.85 

Active power from solar PV ----- 1.76 

Active power demand 86.961 MW 86.961 MW 

Reactive power demand 52.419 MVAr 52.419 MVAr 

Active power loss 3.464 MW 3.015 

Reactive power loss 0.892 MVAr 0.826 

Total operating cost (MU/MWh) 1958.351 1926.247 

Opened lines between the buses 5-9, 6-11, 8-13 5-9, 6-11, 8-13 

Minimum voltage in phase R (in p.u.) 0.9495 at bus 14 0.9657 at bus 13 

Minimum voltage in phase Y (in p.u.) 0.9488 at bus 14 0.9641 at bus 13 

Minimum voltage in phase B (in p.u.) 0.9474 at bus 14 0.9628 at bus 13 
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Fig. 8. SLD of 17 Bus System after the FRC for Case Study 2. 

 
Fig. 9. Voltage Profile of Case Study 2 without Renewable Power Generation. 

Voltage Profile of Case Study 2 without Renewable Energy Sources
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Fig. 10. Voltage Profile of Case Study 2 with Renewable Power Generation. 

TABLE IV. NOMENCLATURE 

Symbol Description 
𝑉𝑝,𝑉𝑠 3-phase bus voltages at the primary side and secondary side of the 3-transformer 
𝑇𝐴 Ambient temperature (oC) 
𝑣𝑐𝑖𝑛 Cut-in wind speed 
𝑦𝑡 Per unit transformer leakage admittance 
𝑃𝑊𝑟  Rated power of wind energy generator (WEG) 
𝑁𝑂𝑇 The nominal operating temperature of the cell (oC) 

𝑣 Wind speed at a particular time and location 

𝑣𝑐𝑜𝑢𝑡 Cut-out wind speed 
𝐺 Solar irradiance (W/m2) 
𝜔 Weight factor (0 < 𝜔 < ∞) 
𝑇𝑐 Solar PV cell temperature (oC) 
𝑣𝑟 Rated wind speed 
𝐾𝐼 Temperature coefficient of current (V/ oC) 
𝑉𝑀𝑃𝑃 Maximum power point voltage (V) 
𝐼𝑀𝑃𝑃 Maximum power point current (A) 
𝐼𝑝, 𝐼𝑠 3-phase bus injection currents at the primary side and secondary side of the 3-transformer 
𝐹𝐹 Fill factor 
𝑁𝐹 Number of feeders 

𝑉𝑂𝐶 Open circuit voltage (V) 

𝐶𝑖 Cost coefficient of 𝑖𝑡ℎ feeder 
𝑃𝑖 Active power injection from the 𝑖𝑡ℎ feeder 
𝑃𝑊𝑗 Active power output from 𝑗𝑡ℎ wind generator 
𝑃𝑃𝑉𝑘 Active power output from 𝑘𝑡ℎ solar PV unit  
𝑁𝐵 Number of buses 
𝑃𝑖𝑚𝑎𝑥 Maximum power injected at 𝑖𝑡ℎ feeder 
𝐼𝑆𝐶  Short circuit current (A) 
𝑉𝑏 The magnitude of voltage at 𝑏𝑡ℎ bus 

𝑉𝑏𝑚𝑖𝑛, 𝑉𝑏𝑚𝑎𝑥 Minimum and maximum bus voltages at 𝑏𝑡ℎ bus 
𝐼𝑙 Current in 𝑙𝑡ℎ line 
𝑁𝑙 Number of lines 
𝐼𝑙𝑚𝑎𝑥 Maximum allowable branch current 

𝑁𝑃𝑉 Number of solar PV modules in a solar array 
𝑌𝑇 Nodal admittance matrix 
𝐾𝑉 Temperature coefficient of voltage (A/ oC) 
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VII. CONCLUSIONS 
This paper proposes the FRC approach for the balanced 

and unbalanced distribution system for the total operating cost 
(TOC) minimization. Generally, the distribution systems are 
unbalanced, and hence the 3-phase representation is required. 
The importance and the effect of the 3-phase transformer 
model and its effect on system performance have been high 
lighted in this paper. In this work, wind and solar photovoltaic 
(PV) units are selected as distributed energy resources (DERs) 
and they are considered in the proposed FRC approach. The 
amount of power generation from wind and solar PV units is 
determined by using probability analysis. The proposed 
approach has been solved by using the ant lion optimization 
(ALO) algorithm. The optimal topology for an unbalanced 
system is different from that of a balanced system. However, 
the topology is the same for the cases with and without RESs. 
And also, the TOC obtained with RESs is less than the TOC 
obtained without the RESs. Solving the proposed FRC 
problem including the battery energy storage units and electric 
vehicle charging loads is the scope for future research work. 
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Abstract—Rapid spread of internet has made e-commerce an 
essential and effective tool for commercial transactions. The 
purpose of this study is to investigate e-commerce use differences 
between individuals in Turkey according to their educational 
levels and to specify the relationship between demographic 
characteristics of individuals and e-commerce use. In this study, 
the cross-sectional data obtained by Household Information 
Technologies Usage Survey were used. Binary logistic regression 
analysis was utilized to determine the factors associated with the 
e-commerce use of individuals. This study has concluded that the 
variables of income level, age, gender, occupation, region, social 
media use, use of internet banking, use of e-government, number 
of information equipment in a household and the number of 
people in a household have relationships with e-commerce use. In 
addition, it has been found out that the variables in e-commerce 
use showed differences according to educational levels of 
individuals. It has been determined as a result of this study that 
as the education level of the individuals increased, their tendency 
towards online shopping increased. Higher education level refers 
to higher income level at both state and private institutions and 
more perception towards innovations. This has naturally a 
positive effect on online shopping behaviors of individuals. 

Keywords—Electronic commerce; online shopping; educational 
level; e-commerce; Turkey; binary logistic regression 

I. INTRODUCTION 
Significant developments are observed in commercial 

issues due to the significant increase in the impact of 
information technologies on our lives. There are new electronic 
commerce opportunities for purchasers (customers or 
enterprises). Electronic commerce refers to internet-based sales 
[1]. It is usually abbreviated as e-commerce or e-Commerce 
[2]. e-Commerce first started in 1994, and has aroused the 
interest of many retailers and traders due to the advantages it 
offers for both companies and consumers [3]. The rapid spread 
of internet has made e-commerce an essential and effective tool 
for commercial transactions [4]. 

e-Commerce may be defined as the use of electronic 
networked computer-based technologies to place new products, 
services and ideas on the market, to support and develop 
business operations [1]. e-Commerce benefits from the 
technologies, such as mobile commerce, electronic fund 
transfer, supply chain management, internet marketing, online 
transaction processing, electronic data interchange, inventory 
management systems and automated data collection systems. 

Modern electronic commerce generally uses World Wide Web 
during at least one part of a transaction’s life cycle in addition 
to other technologies, such as e-mail [5]. Today, e-commerce is 
used as a quick tool to transform the world into an information 
society [6]. 

In online shopping, consumers can do shopping 24 hours a 
day and are not required to visit any physical store of sellers, 
located in another city or country [7]. In addition, online 
shopping provides consumers with more control and 
bargaining power when compared with traditional shopping as 
it is possible to obtain more information about products and 
services available on the internet [2]. 

Turkey is a country with a significant growth potential in e-
commerce, having increasing number of e-sellers and a large, 
young population. e-Commerce started to be carried out 
significantly in Turkey as of 1990s, and has been in a rapid 
increase as of early 2000s [8]. Turkish Informatics Industry 
Association stated that e-commerce increased by 42% in 
Turkey in 2018 [9]. 

It is seen that individuals use e-commerce in several 
different manners and for various purposes [10, 11]. As e-
commerce use improves opportunities in many areas, it is of 
importance to evaluate the scopes of differences and 
underlying causes [12]. It is known that the demographic 
characteristics of individuals affect their actions before they 
display any behavior [13]. Therefore, the differences in e-
commerce use in various respects between demographic groups 
is an interesting research topic [14]. In the literature, there are 
studies showing that demographic factors affect individuals' 
attitudes towards online purchasing behavior [15-18]. 
Distribution of different demographic groups is of importance 
to analyze e-commerce use according to educational levels of 
individuals. In this study, a systematic analysis was carried out 
to investigate the effect of selected demographic factors on e-
commerce use among individuals according to their education 
levels. 

In Turkey, there is not sufficient information on educational 
level differences of individuals regarding e-commerce use. As 
far as we know, this is the first study conducted to determine 
the e-commerce related factors according to educational levels 
of individuals across Turkey. In this study, the following 
research questions were developed regarding the e-commerce 
use of individuals in Turkey according to their educational 
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levels: "Does e-commerce use differs according to the 
education levels of individuals?", "Is there a relationship 
between individuals' demographic characteristics and e-
commerce use?" and “Are the factors related to the use of e-
commerce by individuals with different education levels the 
same?”. 

II. LITERATURE REVIEW 
In the early studies on e-commerce, it was investigated how 

e-commerce influenced price levels and price range [19]. In 
these studies, it was concluded that online markets did not offer 
lower prices than traditional markets [20]. However, the 
conclusions achieved in the following studies urged that online 
markets referred to a tendency of lower price ranges than 
traditional markets [19]. 

In e-commerce platforms, extensive investigations were 
conducted by academics to learn about e-commerce adoption 
behaviors. It was tried to provide information on e-commerce 
adoption behaviors from various perspectives, such as 
individual consumers and enterprises or organizations [21]. Of 
these studies, those subjecting individual consumers examined 
the commercial features of Internet and how it would affect 
consumer adoption of B2C (manufacturer-to-consumer) e-
commerce [22-24]. In addition, some studies implemented the 
elaboration likelihood model (ELM) and the technology 
acceptance model (TAM) to discover the factors leading 
consumers to purchase food through e-commerce platforms 
[25-27]. Another study investigated the basic factors of e-
commerce adoption wish from the perspectives of farmers [28]. 

The studies on adoption behaviors of e-commerce from the 
perspectives of enterprises and organizations were also 
examined. It was seen that a study compared the theory of 
planned behavior (TPB) and theory of reasoned action (TRA) 
by using a structural equation model, which was developed to 
predict whether small-sized enterprises or medium-sized 
enterprises (SMEs) were more willing in the adoption of e-
commerce [29]. In another study, the factors affecting e-
commerce adoption by Malaysian SMEs in terms of relative 
advantage and competitive pressure were examined [30].  In 
addition, while a recent study has investigated the obstacles 
before the adoption of mobile commerce (m-commerce) by 
SMEs in the United Kingdom [31], another study has 
examined the basic factors in the adoption of m-commerce by 
SMEs in Vietnam [32]. Another study conducted in China 
investigated the main factors affecting consumers' willingness 
and behaviors to adopt e-commerce as well as willingness-
behavior consistency [21]. 

In e-commerce literature, there are also studies used logit 
and probit models. For example, a study on the comparison of 
e-commerce strategies between males and females used logit 
and probit models [33]. Moreover, probit models were also 
used in the studies on the adoption of e-commerce [34, 35]. In 
a study conducted in Iran’s Kermanshah province, nonlinear 
logit and probit models were used to analyze the important 
factors affecting the tendency of small and medium enterprises 
(SMEs) to use electronic commerce [36]. 

In the studies conducted in recent years in Turkey, the 
factors effective on individuals’ online purchasing behaviors 

have been identified [2, 3, 37-39]. In addition, these studies 
have subjected the issues such as e-satisfaction, e-loyalty and 
e-service quality regarding e-commerce [8, 40, 41]. In a study 
discussing the relationship between e-commerce and business 
logistics, e-commerce use in Turkey and Croatia was analyzed 
and the importance of business logistics was underlined for the 
development of e-commerce [1]. 

III. MATERIALS AND METHODS 

A. Data 
In this study, Household Information Technologies (IT) 

Usage Survey performed by the Turkish Statistical Institute in 
2019 was used as micro data set. Household Information 
Technologies Usage Survey, which is carried out since 2004, 
aims to collect information about information and 
communication technologies owned by households and 
individuals and their uses. 

In the Household Information Technologies Usage Survey, 
all residential areas across Turkey were included for sample 
selection. This study covers all households in all residential 
areas within the borders of Turkey. This study does not include 
those living in schools, dormitories, hotels, kindergartens, old 
age asylums, hospitals and prisons, which are defined as 
institutional population, and those staying in barracks and army 
houses. In addition, residential areas that were not considered 
to reach a sufficient number of sample households (small 
villages, large nomad tents, hamlet, etc.) with a population not 
exceeding 1% of the total population were excluded. The study 
covers the individuals between the age range of 16–74. 

Two-stage stratified cluster sampling method was used for 
sampling. In the first stage, clusters (blocks) with an average of 
100 households were selected as sample by proportional 
probability (PPS). In the second stage, sample addresses from 
the clusters selected for the sample were determined using the 
systematic selection method. Statistical Territorial Units 
Classification was used as the 1st Level stratification criterion 
[42]. 

In this study, 18031 of the individuals participated in 
Household Information Technologies Usage Survey in 2019 
have an elementary and lower degree graduation, 5552 of them 
are high school graduated and 5092 of them have a university 
degree. 

B. Measures and Variables 
In The dependent variable of this study is the commerce 

use status of individuals in the recent year according to their 
educational levels (elementary and lower, high school and 
university). The individuals participating in the research 
received the code "1" if used e-commerce within the recent 
year as of the period of the survey, and "0" if they did not. In 
this study, a separate binary logit model was established for 
each educational level. 

Categorical variables included in the model were measured 
by a nominal and ordinal scale. The independent variables 
were specified as follows: income level (₺2000 and below, 
₺2001-₺4000, ₺4001-₺6000 and ₺6001 and above), age (15-24, 
25-34, 35-44, 45-54, 55-64 and 65, and above), gender (male, 
female), occupation (unemployed individuals, managers, 

41 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

professionals, technicians and associate professionals, clerical 
support workers, service/sales workers, skilled 
agricultural/forestry/fishery workers, craft/related trades 
workers, plant-machine operators/assemblers, elementary 
occupations), use of social media in the recent three months 
(yes, no), use of internet banking (yes, no), use of e-
government in the last 12 months (yes, no), the number of 
information equipment in the household (1 and above, 2-3, 4 
and above), the number of individuals in the household (3 and 
less, 4-5, 6 and above). Another independent variable is region. 
Turkey was classified into 12 regions in Level 1 under 
Nomenclature of Territorial Units for Statistics (NUTS). We 
classified these 12 regions as west, middle and east in this 
study. These regions and the provinces in these regions are 
shown in detail in Table I [43]. 

Ordinal and nominal variables were identified as dummy 
variables in order to observe the effects of the categories of all 
variables to be included in binary logistic regression [44]. 

C. Analysis Technique/Method 
SPSS 20 and Stata 15 programs were used to analyze the 

data. First of all, e-commerce use status of individuals 
participating in the study and frequency and percentages of 
independent variables were obtained. In this study, binary 
logistic regression method was utilized to investigate the 
differences between e-commerce use according to education 
levels. Binary logistic regression is a statistical analysis method 
used for the examination of a relationship between dependent 
variables and independent variable(s) in the event that 
dependent variable has two categories [45]. 

TABLE I. NOMENCLATURE OF TERRITORIAL UNITS FOR STATISTICS - LEVEL 1 

Region Code Level 1 Provinces 

Western 
Region 

TR1 İstanbul İstanbul 

TR2 West Marmara Tekirdağ, Edirne, Kırklareli, Balıkesir, Çanakkale 

TR3 Aegean İzmir, Aydın, Denizli, Muğla, Manisa, Afyonkarahisar, Kütahya, Uşak 

TR4 East Marmara Bursa, Eskişehir, Bilecik, Kocaeli, Sakarya, Düzce, Bolu, Yalova 

Central 
Region 

TR5 West Anatolia Ankara, Konya, Karaman 

TR6 Mediterranean Antalya, Isparta, Burdur, Adana, Mersin, Hatay, Kahramanmaraş, Osmaniye 

TR7 Central Anatolia Kırıkkale, Aksaray, Niğde, Nevşehir, Kırşehir, Kayseri, Sivas, Yozgat 

TR8 West Black Sea Zonguldak, Karabük, Bartın, Kastamonu, Çankırı, Sinop, Samsun, Tokat, Çorum, Amasya 

Eastern 
Region 

TR9 East Black Sea Trabzon, Ordu, Giresun, Rize, Artvin, Gümüşhane 

TRA Northeast Anatolia Erzurum, Erzincan, Bayburt, Ağrı, Kars, Iğdır, Ardahan 

TRB Centraleast Anatolia Malatya, Elâzığ, Bingöl, Tunceli, Van, Muş, Bitlis, Hakkâri 

TRC Southeast Anatolia Gaziantep, Adıyaman, Kilis, Şanlıurfa, Diyarbakır, Mardin, Batman, Şırnak, Siirt 

IV. RESULTS 

A. Descriptive Statistics 
As of the date when this questionnaire was administered, it 

was identified that 12.45% of the individuals with an 
elementary and lower graduation, 45.57% of the individuals 
graduated from high school and 71.11% of the individuals with 
a university degree did a shopping on internet in the recent 
year. 

The results of the factors that are associated with e-
commerce use according to educational levels of individuals in 
Turkey are shown in Table II. 

B. Model Estimation 
The results of estimated binary logistic regression model 

are provided in Table III. In this study, it was tested whether 
there was any multicollinearity among the independent 
variables to be included in the binary logistic regression model. 
It is considered that those with variance inflation factor (VIF) 
values of 5 and above cause moderate, and those with 10 and 
above variance inflation factor (VIF) values cause a high 
degree multicollinearity [46]. In this study, there was not any 
variable causing any multicollinearity problem among the 
variables. 

In Table III, the binary logistic regression models estimated 
for individuals with an elementary and lower graduation, 
graduated from high school and with a university degree are 
shown. 

The marginal effects of the factors associated with e-
commerce use of individuals according to their education 
levels are given in Table IV. 

For individuals with an elementary and lower graduation, 
the likelihood of an individual with an income of ₺6001 and 
above to use e-commerce is 57.9% more than an individual 
with an income of ₺2000 and lower (reference group). The 
likelihood of a 25-34 years old individual with an elementary 
and lower graduation to use e-commerce is 32.2% less than a 
15-24 years old individual. The likelihood of a 45-54 years old 
individual with an elementary and lower graduation to use e-
commerce is 119.3% less than a 15-24 years old individual. 
The likelihood of a female with an elementary and lower 
graduation to use e-commerce is 38.2% less than a male having 
the same education level. The likelihood of an individual with 
an elementary and lower graduation in the middle region to use 
e-commerce is 39.9% more than an individual in the east 
region. An individual with an elementary and lower graduation 
as well as a member of a professional occupation is 148.7% 
more likely to use e-commerce than a unemployed individual. 
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The likelihood of an individual with an elementary and lower 
graduation as well as a skilled agricultural/forestry/fishery 
workers to use e-commerce is 71.6% less than a unemployed 
individual. The likelihood of an individual with an elementary 
education and lower graduation in households with 1 or less 
information equipment is 75.2% less than an individual in a 
household with 4 or more information equipment. An 
individual with an elementary and lower graduation in a 
household with 6 and above individuals is 40.9% less likely to 
use e-commerce than an individual in a household with 3 and 

lower individuals. The likelihood of an individual with an 
elementary and lower graduation as well as a using social 
media to use e-commerce is 123.4% higher than an individual 
not using social media. An individual with an elementary and 
lower graduation as well as a using internet banking is 106.5% 
more likely to use e-commerce than an individual not using 
internet banking. The likelihood of an individual with an 
elementary and lower graduation as well as a using e-
government to use e-commerce is 79% higher than an 
individual not using this application. 

TABLE II. FINDINGS OF THE FACTORS AFFECTING E-COMMERCE USE OF INDIVIDUALS ACCORDING TO THEIR EDUCATIONAL LEVELS 

Variables 
Elementary and lower 
graduation (n=18031) 

High school 
graduation (n=5552) 

University 
graduation (n=5092) 

n % n % n % 

Income level 

₺2000 and below 8101 44.9 1163 20.9 381 7.5 
₺2001-₺4000 7305 40.5 2563 46.2 1486 29.2 

₺4001-₺6000 2002 11.1 1247 22.5 1424 28 
₺6001 and above 623 3.5 579 10.4 1801 35.4 

Age 

15-24 2531 14.0 1498 27.0 481 9.4 

25-34 2414 13.4 1234 22.2 1914 37.6 
35-44 3468 19.2 1353 24.4 1447 28.4 

45-54 3827 21.2 766 13.8 681 13.4 
55-64 3464 19.2 512 9.2 379 7.4 

65 and above 2327 12.9 189 3.4 190 3.7 

Gender 
Male  10097 56.0 2494 44.9 2355 46.2 
Female 7934 44.0 3058 55.1 2737 53.8 

Region 

West 6267 34.8 2308 41.6 2246 44.1 
Middle 5977 33.1 2030 36.6 1845 36.2 

East 5787 32.1 1214 21.9 1001 19.7 

Occupation 

Managers 58 0.3 95 1.7 242 4.8 
Professionals 7 0.0 76 1.4 1754 34.4 

Technicians and associate professionals 12 0.1 53 1.0 197 3.9 
Clerical support workers 178 1.0 410 7.4 584 11.5 

Service/sales workers 1165 6.5 733 13.2 392 7.7 
Skilled agricultural/ forestry/ fishery workers 933 5.2 97 1.7 31 0.6 

Craft/related trades workers 527 2.9 180 3.2 62 1.2 
Plant-machine operators/ assemblers 318 1.8 168 3.0 56 1.1 
Elementary occupations 2771 15.4 782 14.1 239 4.7 

Unemployed individuals 12062 66.9 2958 53.3 1535 30.1 

Number of information 
equipment in the household 

1 and below 8775 48.7 1199 21.6 476 9.3 

2-3 7699 42.7 3111 56.0 2789 54.8 
4 and above 1557 8.6 1242 22.4 1827 35.9 

Number of individuals in the 
household 

3 and below 7894 43.8 2417 43.5 3033 59.6 

4-5 6522 36.2 2538 45.7 1837 36.1 
6 and above 3615 20.0 597 10.8 222 4.4 

Social media 
Yes 7651 42.4 4386 79.0 4205 82.6 
No 10380 57.6 1166 21.0 887 17.4 

Internet banking 
Yes 2394 13.3 2801 50.5 3947 77.5 
No 15637 86.7 2751 49.5 1145 22.5 

E-government use 
Yes 5073 28.1 4009 72.2 4567 89.7 

No 12958 71.9 1543 27.8 525 10.3 
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TABLE III. ESTIMATED MODEL RESULTS FOR THE FACTORS ASSOCIATED WITH E-COMMERCE USE OF INDIVIDUALS BY EDUCATION LEVELS 

Variables 

Elementary and lower 
graduation High school graduation University graduation 

β SE β SE β SE 

Constant -2.377a 0.172 -1.148a 0.193 -1.397a 0.275 

Income level (reference category: ₺2000 and below) 

₺2001-₺4000 0.281a 0.08 0.11 0.101 0.451a 0.159 

₺4001-₺6000 0.280a 0.108 0.26b 0.118 0.611a 0.168 

₺6001 and above 0.668a 0.149 0.523a 0.148 0.826a 0.173 

Age (reference category: 15-24) 

25-34 -0.399a 0.093 -0.421a 0.106 -0.007 0.152 

35-44 -1.059a 0.097 -0.832a 0.107 -0.424a 0.159 

45-54 -1.719a 0.111 -1.604a 0.127 -1.188a 0.173 

55-64 -2.718a 0.177 -2.222a 0.176 -1.754a 0.205 

65 and above -2.399a 0.239 -2.673a 0.324 -2.342a 0.306 

Gender (reference category: male) 

Female -0.437a 0.08 -0.281a 0.085 -0.179b 0.091 

Region (reference category: east) 

West 0.416a 0.098 0.278b 0.112 0.33a 0.118 

Middle 0.451a 0.098 0.146 0.11 0.33a 0.117 

Occupation (reference category: unemployed individuals) 

Managers 0.637 0.397 0.517c 0.29 0.591b 0.234 

Professionals 1.934a 0.6 -0.094 0.273 0.164 0.12 

Technicians and associate professionals 0.475 0.674 0.721c 0.393 0.113 0.236 

Clerical support workers 0.382c 0.227 0.207 0.157 0.084 0.152 

Service/sales workers -0.019 0.12 0.067 0.12 -0.095 0.169 

Skilled agricultural/ forestry/ fishery workers -0.801a 0.287 -0.863b 0.364 -0.56 0.386 

Craft/related trades workers -0.471a 0.163 -0.142 0.213 -0.157 0.389 

Plant-machine operators/ assemblers -0.480b 0.2 -0.382c 0.208 -0.915b 0.362 

Elementary occupations -0.451a 0.104 -0.245b 0.123 -0.635a 0.196 

Number of information equipment in the household (reference category: 4 and above) 

1 and below -0.858a 0.111 -0.896a 0.125 -0.989a 0.158 

2-3 -0.303a 0.092 -0.34a 0.091 -0.506a 0.092 

Number of individuals in the household (reference category: 3 and below) 

4-5 -0.173b 0.074 -0.326a 0.08 -0.18b 0.089 

6 and above -0.465a 0.107 -0.5a 0.136 -0.489b 0.202 

Social media (reference category: no) 

Yes 1.366a 0.106 0.653a 0.103 0.525a 0.106 

Internet banking (reference category: no) 

Yes 1.246a 0.085 1.342a 0.86 1.465a 0.103 

E-government use (reference category: no) 

Yes -2.377a 0.172 0.93a 0.105 1.017a 0.141 
ap<.01; bp<.05; cp<.10 
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TABLE IV. MARGINAL EFFECTS OF FACTORS ASSOCIATED WITH INDIVIDUALS' USE OF E-COMMERCE BY EDUCATION LEVEL 

Variables 

Elementary and lower 
graduation 

High school 
graduation 

University 
graduation 

ME S.E ME S.E ME S.E 

Income level (reference category: ₺2000 and below) 

₺2001-₺4000 0.248a 0.705 0.062 0.057 0.156a 0.059 

₺4001-₺6000 0.247b 0.952 0.143b 0.066 0.203a 0.061 

₺6001 and above 0.579a 0.126 0.277a 0.077 0.26a 0.061 

Age (reference category: 15-24) 

25-34 -0.322a 0.075 -0.193a 0.049 -0.002 0.034 

35-44 -0.891a 0.081 -0.415a 0.054 -0.108a 0.038 

45-54 -1.493a 0.098 -0.914a 0.08 -0.377a 0.053 

55-64 -2.448a 0.167 -1.386a 0.133 -0.647a 0.085 

65 and above -2.139a 0.226 -1.763a 0.275 -0.997a 0.18 

Gender (reference category: male) 

Female -0.382a 0.069 -0.152a 0.046 -0.051b 0.026 

Region (reference category: east) 

West 0.369a 0.088 0.154b 0.063 0.101a 0.038 

Middle 0.399a 0.087 0.082 0.063 0.102a 0.037 

Occupation (reference category: unemployed individuals) 

Managers 0.533c 0.321 0.256c 0.132 0.148a 0.053 

Professionals 1.487a 0.435 -0.052 0.152 0.046 0.034 

Technicians and associate professionals 0.401 0.555 0.344b 0.164 0.032 0.066 

Clerical support workers 0.324c 0.189 0.108 0.08 0.024 0.043 

Service/sales workers -0.016 0.104 0.036 0.064 -0.029 0.051 

Skilled agricultural/ forestry/ fishery workers -0.716a 0.264 -0.531b 0.25 -0.189 0.147 

Craft/related trades workers -0.416a 0.146 -0.079 0.12 -0.048 0.123 

Plant-machine operators/ assemblers -0.424b 0.179 -0.219c 0.125 -0.337b 0.16 

Elementary occupations -0.398a 0.093 -0.137c 0.07 -0.218a 0.075 

Number of information equipment in the household (reference category: 4 and above) 

1 and below -0.752a 0.096 -0.502a 0.072 -0.305a 0.057 

2-3 -0.258a 0.078 -0.174a 0.045 -0.137a 0.024 

Number of individuals in the household (reference category: 3 and below) 

4-5 -0.15b 0.064 -0.174a 0.042 -0.052b 0.026 

6 and above -0.409a 0.095 -0.274a 0.078 -0.152b 0.069 

Social media (reference category: no) 

  Yes 1.234a 0.099 0.384a 0.06 0.166a 0.037 

Internet banking (reference category: no) 

Yes 1.065a 0.071 0.76a 0.051 0.53a 0.046 

E-government use (reference category: no) 

Yes 0.790a 0.071 0.557a 0.069 0.366a 0.062 
ap<.01; bp<.05; cp<.10 
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For individuals with high school graduation, the likelihood 
of an individual with an income of ₺6001 and above to use e-
commerce is 27.7% more than an individual with an income of 
₺2000 and lower (reference group). A 25-34 years old 
individual with a high school graduation is 19.3% less likely to 
use e-commerce than a 15-24 years old individual. The 
likelihood of an individual with high school graduation and in 
65 and above age range to use e-commerce is 176.3% less than 
a 15-24 years old individual. A female with a high school 
graduation is 15.2% less likely to use e-commerce than a male 
with same degree graduation. The likelihood of an individual 
with a high school graduation in the west region to use e-
commerce is 15.4% less than an individual in the east region. 
The likelihood of an individual with a high school graduation 
as well as a technicians and associate professional to use e-
commerce is 34.4% more than a unemployed individual. The 
likelihood of an individual with a high school graduation as 
well as a skilled agricultural/forestry/fishery workers to use e-
commerce is 53.1% less than a unemployed individual. The 
likelihood of an individual with a high school graduation in 
households with 1 or less information equipment is 50.2% less 
than an individual in a household with 4 or more information 
equipment. An individual with a high school graduation in a 
household with 6 and above individuals is 27.4% less likely to 
use e-commerce than an individual in a household with 3 and 
lower individuals. The likelihood of an individual with a high 
school graduation as well as using social media to use e-
commerce is 38.4% higher than an individual not using social 
media. An individual with a high school graduation as well as a 
using internet banking is 76% more likely to use e-commerce 
than an individual not using internet banking. The likelihood of 
an individual with a high school graduation as well as a using 
e-government to use e-commerce is 55.7% higher than an 
individual not using this application. 

For individuals with a university degree graduation, the 
likelihood of an individual with an income of ₺6001 and above 
to use e-commerce is 26% more than an individual with an 
income of ₺2000 and lower (reference group). A 35-44 years 
old individual with a university degree graduation is 41.5% 
less likely to use e-commerce than a 15-24 years old 
individual. The likelihood of an individual with a university 
degree graduation and in 65 and above age range to use e-
commerce is 99.7 % less than a 15-24 years old individual. A 
female with a university degree graduation is 5.1% less likely 
to use e-commerce than a male with the same degree 
graduation. The likelihood of an individual with a university 
degree graduation in the west region to use e-commerce is 
10.1% less than an individual in the east region. The likelihood 
of an individual with a university degree graduation as well as 
a manager to use e-commerce is 14.8% more than a 
unemployed individual. The likelihood of an individual with a 
university degree graduation as well as a Plant-machine 
operators/assembler to use e-commerce is 33.7% less than a 
unemployed individual. The likelihood of an individual with a 
university degree graduation in households with 1 or less 
information equipment is 30.5% less than an individual in a 
household with 4 or more information equipment. An 
individual with a university degree graduation in a household 
with 6 and above individuals is 15.2% less likely to use e-
commerce than an individual in a household with 3 and lower 

individuals. The likelihood of an individual with a university 
degree graduation as well as using social media to use e-
commerce is 16.6% less than an individual not using social 
media. An individual with a university degree graduation as 
well as a using internet banking is 53% more likely to use e-
commerce than an individual not using internet banking. The 
likelihood of an individual with a university degree as well as a 
using e-government to use e-commerce is 36.6% higher than 
an individual not using this application. 

V. DISCUSSION 
The rapid growth of online shopping activities in recent 

years has required a careful description of the main factors 
affecting consumers' behavior and attitudes towards online 
shopping. Individuals use e-commerce in several different 
types and for various reasons. As it is known that demographic 
characteristics affect the actions of individuals before 
displaying a certain behavior, the differences regarding internet 
use among demographic groups in various aspects have 
become an interesting area of research. It is of importance that 
the factors related to online shopping should be understood 
both by e-commerce suppliers and online shoppers. Education 
is a significant factor affecting the decision-making process of 
a customer in online shopping, and the effect of education level 
on online consumption is getting more important. 

In this study, the data regarding 28675 individuals 
participated in the Household Information Technologies Usage 
Survey performed by the Turkish Statistical Institute in 2019. 
In addition, the factors affecting e-commerce use of individuals 
in Turkey have been determined according to their education 
levels by utilizing binary logistic regression. 

In this study, the variables of income level, age, gender, 
occupation, region, social media use, internet banking use, e-
government use, number of information equipment in a 
household and the number of people in a household have been 
found to be related to e-commerce use. 

As the income levels of individuals increase, their 
likelihood to use e-commerce increases. Other studies have 
also reached similar conclusions [47, 48]. It was reported in a 
study carried out in New Zealand that the higher an 
individual’s income, the more s/he trusts sales on internet [49]. 

It has been concluded in the study that as the age of the 
individuals increase, their possibility of using e-commerce 
decrease. Parallel results have been found in different studies 
[3, 50]. Age is one of the factors affecting the attitudes of 
individuals to use e-commerce, thus, different age groups may 
have different tendencies regarding e-commerce [51]. On the 
other hand, prior studies show that as the age of individuals 
increase, their likelihood to use e-commerce increases [52]. It 
has been found out in a study conducted in New Zealand that 
the time used by elders for e-commerce on internet is not less 
than the time spent by other age groups [49]. 

It has been achieved that the likelihood of males to use e-
commerce is higher than females. Other studies have also 
arrived at similar conclusions [53, 54]. It has been reported in a 
study that males have significantly more internet knowledge, 
computer understanding and experience compared to females 
[10]. It has been stated in another study that females are more 
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anxious and less self-confident than males about computer, 
internet use and e-commerce [55]. 

It has been also identified that the likelihood of the 
individuals living in the western region to use e-commerce has 
been more than the individuals living in middle and eastern 
regions. The digital divide between regions with different 
levels of development affects how telecommunications and 
other advanced technologies are used [56]. Socioeconomic 
factors influence the use of information and communication 
technologies, and cause regional differences [57]. Different 
regions have different infrastructures, economies and 
populations, and this leads an environmental diversification of 
the location [58]. Therefore, this affects the difference between 
the shopping made by individuals on internet according to 
regions [59]. 

It has been found out that the e-commerce use of the 
individuals using social media is more than the individuals not 
using social media. The individuals managing a social media 
account may involve in more purchasing transactions through 
online channels. Parallel results have been found in different 
studies [60-62]. 

e-Commerce use of the individuals using internet banking 
is more than other individuals. Other studies have also arrived 
at similar conclusions [60, 63]. It has been reported in a study 
that increase in internet access and growth in internet banking 
have resulted in a significant increase in e-commerce use [60]. 

In the study, it has been concluded that the e-commerce use 
of the individuals using e-government services is more than 
other individuals. Parallel results have been found in different 
studies [37, 64]. 

The study also urges that as the number of information 
equipment increases, the possibility of using e-commerce 
increases. Other studies have also arrived at similar conclusion 
[39, 47, 65]. It has been found out in a study that the increase 
in telephone numbers in families has increased the likelihood 
of online shopping [65]. 

It has been concluded in the study that as the household 
size increases, the likelihood to use e-commerce decreases. 
Parallel results have been found in different studies [39]. The 
effect of number of children on e-commerce use has been 
identified to be  negative, little but insignificant in a study [66]. 
On the other hand, there are also studies that the effect of the 
number of children is the positive way on e-commerce use 
[67]. 

It has been found out that the significance and effects of 
variables in e-commerce use show differences according to 
educational levels of individuals. It has been concluded that as 
the education level of individuals’ increase, the possibility of 
using e-commerce increase. The customers with different 
educational levels have different expectations and perceived 
service quality value. Our results show that the higher the 
education level of individuals, the higher their tendency 
towards online shopping. Higher education level refers to 
higher income level at both state and private institutions and 
more perception towards innovations. This has naturally a 
positive effect on online shopping behaviors of individuals. 
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Abstract—Usually, time series data suffers from high 
percentage of missing values which is related to its nature and its 
collection process. This paper proposes a data imputation 
technique for imputing the missing values in time series data. 
The Fuzzy Gaussian membership function and the Fuzzy 
Triangular membership function are proposed in a data 
imputation algorithm in order to identify the best imputation for 
the missing values where the membership functions were used to 
calculate weights for the data values of the nearest neighbor’s 
before using them during imputation process. The evaluation 
results show that the proposed technique outperforms traditional 
data imputation techniques where the triangular fuzzy 
membership function has shown higher accuracy than the 
gaussian membership function during evaluation. 

Keywords—Time series data; fuzzy logic; membership 
functions; machine learning; missing values 

I. INTRODUCTION 
In computer science field, the data quality problem began 

to rise in the 1990s with arise of the data warehouse systems 
where the failure of a database project was returned to its poor 
data quality. [1] There is a lot of definitions for the word “data 
quality” but as mentioned in [2] there is a well-known 
definition used by a lot of researchers which is “fitness for 
use”. Data quality can be mainly summarized in how the 
system fits into the reality, or how users really utilize the data 
in the system. [2]. 

Data quality can be assessed in terms of data quality 
dimensions. These data quality dimensions consist of 
timelines to ensure that the value is new, consistency to ensure 
that representation of the data is unchanging in all cases, 
completeness to ensure that the data is completed with no 
missing values, and accuracy to ensure that the recorded value 
is identical with the actual value. [1]. 

Incompleteness of data is a natural phenomenon as the 
data is usually generated, entered, or collected with missing 
values. Missing data can be defined as the values that are not 
stored for a variable in the observation of interest. There are 
three types of missingness of the data. First, the missing 
completely at random (MCAR): the variable is missing 
completely at random where the probability of missingness is 
the same for all missing variables. Second, the Missing at 
random (MAR): Variable is missing at random where the 
probability of missingness is depending only on an available 
information. This type can also be named as missing 
conditionally which means missing with a condition; for an 
example if gender is male, they will leave questions related to 
women in the survey empty. Third, the Not Missing at 

Random (NMAR) data where the missingness probability is 
not random and it depends on the variable itself and can’t be 
predicted from another variable in the dataset. [3]. 

Missing data occurs in many types of the data sets but in 
specific it occurs with a very high percentage in the time 
series data. Time series data is a type of data that usually have 
incompleteness given to its nature. Time series data exist in 
nearly every scientific field, where data are measured, 
recorded, and monitored over time. Consequently, it is 
understandable that missing values may occur. Also, most of 
the time series data are collected by sensors and machines 
which is another reason for the occurrence of the missing 
values. [4]. 

This paper aims to ensure the data quality of time series 
data. More specifically, it aims to ensure the completeness 
dimensions of the time series data that suffers from missing 
value. Towards this aim, two novel techniques for imputing 
the missing values in time series data are proposed and 
compared with traditional techniques. The two proposed 
techniques impute the missing value by calculating the k-
nearest neighbour between the missing value and the other 
values. Then it calculates a weight for each value in the 
nearest neighbours using fuzzy membership functions. Two 
fuzzy membership functions are used which are: the gaussian 
membership function and the triangular membership function. 
After calculating the weights, the data values and their weights 
are used in the weighted mean function to calculate the 
imputed value. The accuracy of the proposed techniques is 
evaluated by using three traditional classifiers: Neural 
Network, Naïve Bayes, and Decision Tree. Evaluation Results 
shows that the two proposed techniques have higher accuracy 
than the traditional data imputing techniques. In addition, it 
also shows that the triangular membership function yields 
higher accuracy rather than the gaussian membership function. 

The rest of this paper is organized as follows: Section 2 
presents the related work and some techniques used in 
imputing the missing values. Section 3 and 4 includes the 
summarization of the proposed techniques and the results. 
Finally, the paper is concluded in section 5. 

II. RELATED WORK 
A lot of methods with different techniques have been 

proposed in the literature to solve the missing data problem. 
The management of missing data can be divided into three 
categories; deletion and ignoring methods; imputations 
methods and model-based methods. These categories will be 
discussed below with more details. 
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A. Deletion and Ignoring Methods 
Deletion/Ignorance of missing values is recognized as the 

simplest way in handle missing values. Authors in [5] 
proposed the traditional techniques for dealing with missing 
data. The listwise deletion algorithm was proposed where an 
entire record is excluded from the data set if any value is 
missing. The pairwise deletion method was also proposed 
where the method computes the correlation between missing 
and complete data to pair the correlated values and it only 
delete the un-correlated values. Listwise deletion would result 
in removing more data than the pairwise method. The 
drawback of this method is that it may be very risky in case of 
the missingness is a large portion of the data as it may 
interrupt the results of the analysis. 

B. Imputation Methods 
The imputation methods work by substituting each of the 

missing values by an estimate value. The hot and cold deck 
imputation is one of the best methods used in missing data 
imputation. In [6], they used the cold deck imputation for 
variables where it uses external sources such as a value from a 
previous survey. It imputes missing values called as recipients 
using similar reported values from previous survey. Cold deck 
imputation was performed through probabilistic record linkage 
techniques in order to find the best matching records from 
different data sources containing the same set of entities. 

Another imputation technique was proposed by authors in 
[7] to generate an estimate value for the missing values. In [7], 
the authors proposed a technique that considers multiple 
imputations for imputing missing values. This technique 
works by imputing missing values n-times to correspond to 
the uncertainty of all the possible values that can be imputed. 
Then the values are analyzed in order to get a combined single 
estimate. As an example, you can choose two different 
techniques and use them together so you can take advantages 
of both techniques and avoid the disadvantages of these 
techniques. 

C. Model-Based Methods 
The model-based methods are the methods which imputes 

the missing values by using a predictive technique. These 
methods are mainly machine learning techniques that needs 
learning phase to be able to estimate missing values. 

In [8], the authors work on the weather data for 
environmental factors and found out that this data set contains 
a lot of missing values. They calculated the percentage of 
missingness in the data to found out that 19% of the weather 
data for 2017 are missed. This percentage is big in these types 
of data and can cause misleading during the analysis that will 
be done on it. Four missing data imputation was applied on 
this data set. They divided the data sets into training and 
testing to measure the quality of the four imputation algorithms. 
The k-nearest neighbor (KNN) method results were the best 
results, and its results was so close to the original data with no 
missing values and the prediction model’s performance is 
stable even when the missing data rate increases. 

In [9], authors implemented a new approach that is based 
on vector autoregressive (VAR) model by combining 
prediction error minimization (PEM) method with expectation 

and minimization (EM) algorithm. They called this algorithm 
a vector autoregressive imputation method (VAR-IM). Their 
proposed system is applied on a real-world data set involving 
electrocardiogram (ECG) data. They used linear regression 
substitution and list wise detection as a traditional method to 
be compared with their proposed method VAR-IM. They 
concluded that the proposed method VAR-IM produced a 
large improvement of the imputation tasks as compared to the 
traditional techniques. This technique has three limitations, the 
first one is it only deal with data that is missing completely at 
random. The second limitation is the validity of the approach 
requires that the time series should be stationary. The third 
limitation is the percentage of missing data has significant 
impact on most missing data analysis methods, the proposed 
technique does not have the priority to be used if the 
percentage of missing data is quite low (say less 10%). 
Despite these limitations, the proposed technique provides an 
important alternative to existing methods for handling missing 
data in multivariate time series. 

In [10] ,the authors propose a genetic algorithm (GA) 
based technique to estimate the missing values in datasets. GA 
is introduced to generate optimal sets of missing values and 
information gain (IG) is used as the fitness function to 
measure the performance of an individual solution. Their goal 
is to impute missing values in a dataset for better classification 
results. This technique works even better when there is a 
higher rate of missing values or incomplete information along 
with a greater number of distinct values in attributes/features 
having missing values. They compared their proposed 
technique with single imputation techniques and multiple 
imputations (MI) statistically based approaches on various 
benchmark classification techniques on different performance 
measures. They show that the proposed methods outperform 
when compared with another state-of-the-art missing data 
imputation techniques. 

In [11], the authors used the gene expression data that are 
recognized as a common data source which contains missing 
expression values. In this paper, they present a genetic 
algorithm optimized k- Nearest neighbour algorithm 
(Evolutionary KNN Imputation) for missing data imputation. 
They focused on local approach where the proposed 
Evolutionary k- Nearest Neighbour Imputation Algorithm falls 
in. The Evolutionary k- Nearest Neighbour Imputation 
Algorithm is an extension of the common k- nearest 
Neighbour Imputation Algorithm which the genetic algorithm 
is used to optimize some parameters of k- Nearest Neighbour 
Algorithm. The selection of similarity matrix and the selection 
of the parameter value k can be identified as the optimization 
problem. They compared the proposed Evolutionary k- 
Nearest Neighbour Imputation algorithm with k- Nearest 
Neighbour Imputation algorithm and mean imputation 
method. Results show that Evolutionary KNN Imputation 
outperforms KNN Imputation and mean imputation while 
showing the importance of using a supervised learning 
algorithm in missing data estimation. Even though mean 
imputation happened to show low mean error for a very few 
missing rates, supervised learning algorithms became effective 
when it comes to higher missing rates in datasets which is the 
most common situation among datasets. 
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III. PROPOSED TECHNIQUE 
In this paper, two techniques are proposed for imputing 

missing values in time series data. The two proposed 
techniques start by finding the K nearest neighbor data points 
for each data point containing a missing value for a certain 
feature. Then, the values of the missing feature in the nearest 
neighbor’s data points are weighted using one of the two fuzzy 
membership functions: triangular fuzzy membership function 
and gaussian membership function. The missing feature value 
is then obtained using the weighted mean of the feature in 
nearest neighbors. Fig.1 Show the steps of the proposed 
technique. 

 
Fig. 1. Proposed Technique Block Diagram. 

Two weighted functions are used to get the weight of each 
one of the nearest neighbors’ data points for a certain missing 
feature before using them to impute the missing value. The 
triangular and the gaussian membership functions. The 
triangular membership weight function works by calculating 
the minimum, the maximum and the average of the nearest 
neighbors’ values of the missing feature. Then, it calculates 
the weight for each value by using the triangular fuzzy 
membership function. Finally, the values and their weights are 
used in the weighted mean function to get the value of the 
missing data. Algorithm 1 show the exact details of Triangular 
fuzzy membership function. 

Algorithm 1: Triangular fuzzy membership Function 

1: Function Triangular fuzzy membership weights (Nearest 
Neighbors Values for the missing features) 
Input: Nearest Neighbors Values for the missing features 
Output: Missing feature value 
2: Minimum= Minimum value of (Nearest Neighbors 
Values for the missing features) 
3: Maximum= Maximum value of (Nearest Neighbors 
Values for the missing features) 
4: Mean= Mean value of (Nearest Neighbors Values for the 
missing features) 
5: Get weight for each Nearest Neighbors Values for the 
missing features using Triangular fuzzy membership 
function 
Triangular function is defined by a minimum value a, a 
maximum value b, and a mean value m, where a < m < b.
  

𝜇(𝑥) =

⎩
⎪
⎨

⎪
⎧

0 𝑥 ≤ 𝑎
𝑥 − 𝑎
𝑚 − 𝑎

 𝑎 < 𝑥 ≤ 𝑚

𝑏 − 𝑥
𝑏 − 𝑚

 𝑚 < 𝑥 < 𝑏

0 𝑥 ≥ 𝑏

 

 
6: Missing feature value = Calculate weighted mean using 
Nearest Neighbors Values for the missing features and 
weights for each one 
 
 
∑ Nearest Neighbours Values(𝑎)𝑇𝑟𝑖𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑤𝑒𝑖𝑔ℎ𝑡 (𝑎)𝑎𝜖𝐴  

∑ 𝑇𝑟𝑖𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑤𝑒𝑖𝑔ℎ𝑡 (𝑎)𝑎𝜖𝐴
 

7: End 

The Gaussian membership weigh function works by 
calculating the mean, and the standard deviation of the nearest 
neighbors’ values of the missing feature. Then, it calculates 
the weight for value by using the Gaussian fuzzy membership 
function. Finally, the values and their weights are used in the 
weighted mean function to get the value of the missing data. 
Algorithm 2 show the exact details of Gaussian fuzzy 
membership function. 
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Algorithm 2: Gaussian fuzzy membership function 

1: Function Gaussian fuzzy membership weights (Nearest 
Neighbors Values for the missing features) 
Input: Nearest Neighbors Values for the missing features 
Output: Missing feature value 
 
2: Standard Deviation = Standard deviation of (Nearest 
Neighbors Values for the missing features) 
3: Mean= Mean value of (Nearest Neighbors Values for the 
missing features)  
4: Get weight for each data value using Gaussian fuzzy 
membership function 

     𝑓(𝑥) = 𝑒
−(𝑥−𝜇)2

2𝜎2  
 
5: Missing feature value = Calculate weighted mean using 
data value and weights for each one 
 

∑ Nearest Neighbours Values (𝑎)𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝑤𝑒𝑖𝑔ℎ𝑡 (𝑎)𝑎𝜖𝐴  
∑ 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝑤𝑒𝑖𝑔ℎ𝑡 (𝑎)𝑎𝜖𝐴

 

6: End 

IV. PERFORMANCE EVALUATION AND DISCUSSION 
The objective of performance evaluation is to prove the 

effectiveness of the proposed technique against standard 
imputation techniques. Towards this objective, the proposed 
techniques were evaluated on six datasets with different 
percentages of missing values. The proposed methods were 
evaluated against traditional imputation techniques. All 
algorithms were evaluated using accuracy measure after 
considering a classification scenario on the data after 
imputation to find out the quality of the imputed data where 
three different classifiers were used. [12]. 

Six different Time series data sets were used in this paper. 
The datasets are chosen with missing values due to machine 
malfunctions, and simple human errors. The data available to 
build time series models are often characterized by missing 
values, due to various causes such as sensor faults, problems 
of not reacting experiments, not recovering work situations, 
transferring data to digital systems. Table 1 shows the details 
of each dataset. 

Each data set was divided into training and testing sets. 
The training set are 75% of the whole dataset while the 
remaining 25% is considered as the testing set. Accuracy is 
used as an evaluation metric where the accuracy is obtained 
after using three well-known classification methods on 
Different 6 data sets. The classifiers are the Decision tree, 
Naive Bayes and artificial neural network classifiers. The 
artificial neural networks architecture is; 3 hidden layers and 
200 epochs. Four imputation methods are used, the two 
proposed methods (Gaussian weighted mean and Triangular 
weighted mean) and two traditional methods (Average and 
weighted mean) [15, 16]. The accuracy between the 4 methods 
is computed. Results of the proposed and traditional 
techniques over the 6 datasets are summarized in the figures 
respectively. 

TABLE I. DATA SETS 

Data 
Set Name No of 

Samples 
No of 
Attributes 

No of 
class 

Percentage 
of 
missingness 

Data 
set 1 

Ozone Level 
Detection [13] 2536 73 2 1.28% 

Data 
set 2 

Data for 
Software 
Engineering 
Teamwork 
Assessment in 
Education 
Setting [13] 

74 102 2 15.9% 

Data 
set 3 

Hybrid Indoor 
Positioning 
Dataset from 
WiFi RSSI, 
Bluetooth and 
magnetometer 
Data Set [13] 

1540 65 2 27.3% 

Data 
set 4 

India COVID-
19 data [14] 4838 7 70 2% 

Data 
set 5 

Us COVID-19 
data [14] 8500 6 31 1.60% 

Data 
set 6 HPI master [14] 4236 8 3 37.1% 

As shown in Fig [2] to Fig [7], the two proposed 
techniques using fuzzy algorithms [17][18] gives higher 
accuracy than the traditional techniques. Fuzzy logic performs 
better than the non-fuzzy since fuzzy logic has the advantage 
of being grey not black nor white. As fuzzy logic uses 
membership functions, it can answer the uncertainties 
generated from non-fuzzy logics where you must choose 
between two options. Membership functions gives each value 
a membership value in each class rather than a binary decision 
“belongs to or not belong to”. Fuzzy logic has multiple 
membership functions (Gaussian, triangular, Trapezium, 
…etc). Membership functions are equally good in 
performance but usually Gaussian and triangular MFs are 
found to be closely performing well and better than other 
types of membership functions. The choice of which of the 
functions to use depends entirely on the size, problem type 
and data distribution. 

The evaluation results show that the proposed triangular 
weighted mean technique performs better in terms of accuracy 
than that of the proposed gaussian weighted mean technique. 
Triangular MF has many advantages over the gaussian MF as; 
simple to implement, more convenient, response quickly, and 
fast computation [19]. Also, the datasets used in this paper 
were found not to be normally distributed where triangular 
MF usually works better with these types of data. The 
normality of the six datasets were tested using Kolmogorov-
Smirnov test [20] and it is found that they are not following 
the normal distribution. The Kolmogorov-Smirnov test, which 
is also known as KS test returns a test decision for the null 
hypothesis that the data in vector x comes from a standard 
normal distribution, against the alternative that it does not 
come from such a distribution. In addition, it was found that 
the Triangular MF gives higher weights to the values near to 
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the mean value and gives less weights to the values far from 
the mean until it reaches zero weight at the farthest two values 
from the mean. This would result higher weights to more 
representative values and consequently better imputations for 
the missing values. 

 
Fig. 2. Results for Ozone Detection Dataset. 

 
Fig. 3. Results for Data for Software Engineering Teamwork Assessment in 

Education Setting Dataset. 

 
Fig. 4. Results for Hybrid Indoor Positioning Dataset from WiFi RSSI, 

Bluetooth and Magnetometer Dataset. 

 
Fig. 5. Results for India COVID-19 Dataset. 
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Fig. 6. Results for Us COVID-19 Dataset. 

 
Fig. 7. Results for HPI Master Dataset. 

V. CONCLUSION 
The paper introduced two proposed techniques based on 

the fuzzy logic while imputing missing values in time series 
data. The first proposed technique is the Gaussian weighted 
mean technique. This technique uses the KNN first to find the 
nearest neighbours then it gives to each neighbour a weight 
using the gaussian membership function, these weights is sent 
to the weighted mean function to calculate the imputed value. 
The second proposed technique is the Triangular weighted 
mean technique. This technique uses the KNN first to find the 
nearest neighbours then it gives to each neighbour a weight 
using the triangular membership function, these weights is 
sent to the weighted mean function to calculate the imputed 
value. The results of the two proposed techniques were 
compared with other two traditional techniques. The results 
output is that the two proposed techniques have higher 
accuracy than the traditional imputation techniques. Based on 
the experiments conducted in this paper it can be concluded 
that fuzzy membership functions can have better accuracy, 
and this is due to its behaviour in dealing with the data as it 

gives a membership value for each point. Also, the results of 
the two proposed techniques were compared to find out that 
the triangular fuzzy membership function has higher accuracy 
than the gaussian membership function. Many different tests, 
and experiments have been left for the future due to lack of 
time. Future work concerns deeper analysis for the data, new 
proposals to try different methods. We also can start 
forecasting the new data in the future as we now have a 
complete data set. 
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Abstract—Change detection method with multi-temporal 
satellite images based on Wavelet decomposition with Daubechies 
wavelet function (Multi Resolution Analysis), and tiling is 
proposed. The method allows detection of changes in time series 
analysis and is not sensitive to geometric distortions included in 
the satellite images. In this paper, the author proposed a method 
based on MRA as a method for extracting change points from 
satellite images acquired over many periods. Change detection 
method with multi-temporal satellite images based on Wavelet 
decomposition and tiling is proposed. The method allows to 
detect changes and is not sensitive to geometric distortions 
included in the satellite images. The experimental results with 
simulation image and a Landsat Thematic Mapper (TM) image 
show that more appropriate changes can be detected with the 
proposed method in comparison with the existing method of 
subtraction. When applied to simulations and real satellite 
images, it was confirmed that they were robust to minute 
nonlinear geometric distortion. 

Keywords—Daubechies wavelet; multi-resolution analysis: 
MRA; change detection; multi-temporal satellite image; geometric 
distortion; Landsat Thematic Mapper (TM) image 

I. INTRODUCTION 
Change detection is important for time series analysis 

obviously. Trend analysis of the global warming issues is 
needed for identifying the locations and the timing for severely 
damaged areas and timing for instance. From the time series of 
satellite-based imagery data, it is possible to check the location 
and the timing of which warming phenomena is getting severe 
due to the estimated carbon dioxide and methane as well as 
nitric acid concentrations based on change detections. 

As an example of applying wavelet analysis (development, 
transformation, etc.) to processing and analysis of earth 
observation satellite images, a method of superimposing 
multiple visible images after wavelet transformation [1], 
superimposing multiple Synthetic Aperture Radar: SAR 
images with different off-nadir angles After the wavelet 
transform [2], the method of applying the wavelet transform to 
the pattern of the annual fluctuation of the sea surface 
temperature estimated from the satellite data to extract its 
features [3], and the wavelet transform to the extraction of the 
surface roughness of sea ice [4], and [5] a method of extracting 
spatial features from images from which soil moisture has been 
extracted. 

Extraction of water mass features from satellite images 
using polar coordinate representation Wavelet is discussed [6]. 

In this paper, the author examines a method of extracting 
change points of satellite images acquired over many periods 
using multi-resolution analysis (MRA). Extraction of change 
points from satellite image data acquired at each time as a 
method of performing the above, a method of taking a 
difference between images can be considered. However, the 
satellite image includes geometric distortion, and pixels 
resulting from the distortion are also extracted as change points 
in the difference image. 

Among them, the linear distortion can be removed 
relatively easily, but the removal of the nonlinear distortion is 
not easy. Therefore, the author applied a multi-resolution 
analysis to the satellite image and devised a method of 
extracting a change point robust to nonlinear distortion by 
reducing the number of nodes, and confirmed the effect using a 
simulation image and a satellite image. The author reports here 
because good results were obtained. 

In the following section, related research works and 
research background including motivation of the research are 
described. Then, the proposed context classification method is 
described followed by experimental method together with 
experimental results. After that, concluding remarks and some 
discussions are described. 

II. RELATED RESEARCH WORKS 
Improved method of change detection method for remotely 

sensed images is proposed [7]. On the other hand, CO2 
concentration changes detection in time and space domains by 
means of wavelet analysis of MRA: Multi Resolution Analysis 
is proposed [8]. Method for support length determination of 
base function of Wavelet for edge and line detection as well as 
moving object and change detections is proposed [9]. 

Wavelet based change detection for four-dimensional 
assimilation data in space and time domains is also proposed 
[10]. Meanwhile, method for psychological status monitoring 
with line-of-sight vector changes (Human eyes movements) 
detected with wearing glass is proposed [11]. 

Method for real time text extraction of digital manga comic 
is proposed [12]. On the other hand, extraction of line features 
from multifidus muscle of Computer Tomography: CT scanned 
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images with morphological filter together with wavelet multi 
resolution analysis is proposed [13]. Method for extraction 
product information from TV commercial is also proposed [14]. 

Text extraction from TV commercial using blob extraction 
method is proposed [15]. Eye-based human-computer 
interaction allowing phoning, reading e-book/e-comic/e-
learning, Internet browsing, and TV information extraction is 
also proposed [16]. Meanwhile, comparative study of feature 
extraction components for several wavelet transformations for 
ornamental plants is conducted [17]. 

Human gait gender classification using 3D discrete wavelet 
transformation feature extraction is proposed [18]. Comparison 
contour extraction based on layered structure and Fourier 
descriptor on image retrieval is conducted [19]. On the other 
hand, phytoplankton discrimination method with wavelet 
descriptor-based shape feature extraction from microscopic 
images is proposed [20]. 

III. RESEARCH BACKGROUND 

A. Wavelet Transformation 
The Wavelet transformation of the function f (x) by the 

mother wavelet ψ (x) is given by the following equation. 

�𝑊𝜑𝑓�(𝑏, 𝑎) = � 1
|𝑎|∫ 𝜑(𝑥−𝑏

𝑎
∞
−∞ )𝑓(𝑥)𝑑𝑥           (1) 

Note that ψ (•) is the complex conjugate of ψ (•). In this 
paper, Haar mother wavelet is used. 

B. Haar Wavelet Function 
Haar wavelet is one of the Wavelets. In 1909, Alfréd Haar 

announced it under the name of the Haar train. It is also one of 
the Daubechies wavelets. Haar Wavelets are the simplest 
wavelets. The disadvantage is that they are not continuous and 
therefore not differentiable. 

The definition of the Wavelet transformation is as follows: 

ψ (t) = {1  for 0 ≤ t <1/2,  
− 1 for 1/2 ≤ t <1,              (2) 

0 for otherwise. 

The corresponding scaling functions are: 

ϕ (t) = {1 for 0 ≤ t <1,  
0 otherwise.              (3) 

Haar Wavelet function is shown in Fig. 1. 
ψ (t) 

 
Fig. 1. Haar Wavelet Function. 

C. Duabechies Wavelet Function 
Fig. 2 shows Daubechies 4 tap Wavelet functions (red line 

indicates Wavelet function while blue line shows scaling 
function). 

D. 2D(Two Dimensional) Discrete Wavelet Transformation 
For 2D image signals, this process is performed 

horizontally and vertically one level at a time. Fig. 3 shows the 
band components when two-dimensional DWT is performed 
twice. 
ψ (t) 

 
Fig. 2. Daubechies 4 tap Wavelet. 

 
Fig. 3. Band Components after the 2D DWT. 

 
(a) Original Image of “Lena” Included in SIDBA Database 
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(b) Resultant Image of 2D DWT 

Fig. 4. Example of 2D DWT of the Image of “Lena” in the Image Database 
of SIDBA. 

In the figure, L indicates a low frequency component, and 
H indicates a high frequency component. The image is 
decomposed into four bands (LL, LH, HL, HH) by the first 
two-dimensional DWT, and the lowest band component (LL) 
is further divided into four bands (LLLL, LLLH, LLHL, 
LLHH). Fig. 4 shows the results of two-dimensional DWT 
performed twice on an actual image. 

E. Tiling 
Tiling divides an image into several blocks (tiles), and then 

treats the tiles as one independent image. The size of the tile is 
arbitrarily selectable, and its minimum unit is 1 × 1. 

IV. PROPOSED METHOD 
Change detection by Multi-Resolution Analysis: MRA is 

proposed. When MRA is applied to multi-temporal satellite 
images, it is divided into four components: LL, LH, HL, and 
HH. Since the image of the LL component does not reflect 
minute non-linear geometric distortion, it can be expected to be 
robust against such distortion. 

The LL component represents a global feature of the image 
before the wavelet transform is performed, and the difference 
between the LL components of the images acquired at many 
times is considered to represent a change point. At this time, 
the setting of the number of levels of the MRA uses a 
difference between the number of points considered as the 
change points before conversion and the number of points 
considered as the change points after conversion. 

V. EXPERIMENT 

A. Simulation Study 
Simulation images were generated, and the validity of the 

proposed method was evaluated. With respect to the original 
image (the left figure in Fig. 5), a case of a changing image 
(the left figure of Fig. 6) and a case of a distorted image (the 
right figure of Fig. 6) were examined. 

 
(a) Original simulation image  (b) After 2D DWT 

Fig. 5. Original Simulation Image and the Resultant Image after the 2D 
DWT. 

 
Fig. 6. Non-Distorted [Left] and Distorted [Right] Images. 

The right diagram in Fig. 5 is an image obtained by 
performing the Daubechies wavelet transform on the left 
diagram in Fig. 5. The left diagram in Fig. 7 shows the 
difference between the left diagram in Fig. 5 and the left 
diagram in Fig. 6 by the wavelet transform. This is the result of 
direct extraction without performing. The right diagram of Fig. 
7 is a result of directly extracting the difference between the 
right diagram of Fig. 5 and the right diagram of Fig. 6 without 
performing the wavelet transform. The right diagram in Fig. 8 
is an image obtained by performing a Daubechies wavelet 
transform on the right diagram in Fig. 8. The left diagram in 
Fig. 9 is an image showing the difference between the right 
diagram in Fig. 5 and the left diagram in Fig. 6. The right 
diagram in Fig. 9 is an image showing the difference between 
the right diagram in Fig. 5 and the right diagram in Fig. 6. The 
white areas in Fig.7 and Fig. 9 represent the change points. 

 
Fig. 7. Difference Images between the Original and the Changed [left] and 

the Distorted [Right] Images. 

 
Fig. 8. The Resultant Images of MRA with 2D Daubechies Wavelet 

Transformation for the Changed [left] and the Distorted [Right] Images. 
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Fig. 9. Difference Images between the Original and the Changed [left] and 

the Distorted [right] Images after the MRA. 

B. Experiment with Actual Satellite Image 
In addition, experiments using satellite images were also 

conducted. The data used this time is Landsat TM (Thematic 
Mapper) images acquired at many times in Tokyo Bay's 
waterfront subcenter. TM images are used for creating land 
cover maps. Fig. 10 and 11 show the acquired TM images. By 
performing the change extraction, it is possible to easily grasp 
the progress of the development of the seaside subcenter. 

Fig. 12 shows the result of directly extracting the difference 
between Fig. 10 and Fig. 11 without performing the wavelet 
transform. Fig. 13 is an image obtained by performing the 
Daubechies wavelet transform on the image of Fig. 10 and Fig. 
14 is an image obtained by performing the Daubechies wavelet 
transform on the image of Fig. 12. Fig. 15 is an image showing 
the difference between Fig. 13 and Fig. 14. The white areas in 
Fig. 12 and 15 represent the changing points. 

When the difference is directly extracted without 
performing the wavelet transform, even a minute nonlinear 
geometric distortion is extracted as a change point. On the 
other hand, when the differences are extracted using the 
wavelet transform, it is understood that they are not extracted 
as the change points. Therefore, it can be said that the change 
point extraction method using the wavelet transform is robust 
to minute nonlinear geometric distortion as a method for 
extracting change points from satellite data acquired at many 
times. 

 
Fig. 10. Landsat TM Image before Change. 

 
Fig. 11. Landsat TM Image after Change. 

 
Fig. 12. A Difference Image between before and after Change. 

 
Fig. 13. The Resultant Image of MRA with 2D Daubechies Wavelet 

Transformation [Before Change Image]. 
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Fig. 14. The Resultant Image of MRA with 2D Daubechies Wavelet 

Transformation [After Change Image]. 

 
Fig. 15. A Difference Image between Before and After Change through MRA. 

VI. CONCLUSION 
In this paper, the author proposed a method based on MRA 

as a method for extracting change points from satellite images 
acquired over many periods. Change detection method with 
multi-temporal satellite images based on Wavelet 
decomposition and tiling is proposed. The method allows 
detecting changes and is not sensitive to geometric distortions 
included in the satellite images. The experimental results with 
simulation image and a Landsat Thematic Mapper (TM) image 

show that more appropriate changes can be detected with the 
proposed method in comparison with the existing method of 
subtraction. 

When applied to simulations and real satellite images, it 
was confirmed that they were robust to minute nonlinear 
geometric distortion. 

VII. FUTURE RESEARCH WORKS 
The proposed method is adopted in the real earth 

observation satellite imagery data, and it is a future subject to 
realize a more usable change detection method. In the future, 
the author will compare with conventional methods such as 
relaxation method. The author also considers the definition of 
Wavelet transform on polar coordinates and its application to 
water mass extraction. 
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Abstract—The voluminous data produced and consumed by 
digitalization, need resources that offer compute, storage, and 
communication facility. To withstand such demands, Cloud and 
Fog computing architectures are the viable solutions, due to their 
utility kind and accessibility nature. The success of any 
computing architecture depends on how efficiently its resources 
are allocated to the service requests. Among the existing survey 
articles on Cloud and Fog, issues like scalability and time-critical 
requirements of the Internet of Things (IoT) are rarely focused 
on. The proliferation of IoT leads to energy crises too. The 
proposed survey is aimed to build a Resource Allocation and 
Service Placement (RASP) strategy that addresses these issues. 
The survey recommends techniques like Reinforcement Learning 
(RL) and Energy Efficient Computing (EEC) in Fog and Cloud 
to escalate the efficacy of RASP. While RL meets the time-critical 
requirements of IoT with high scalability, EEC empowers RASP 
by saving cost and energy. As most of the early works are carried 
out using reactive policy, it paves the way to build RASP 
solutions using alternate policies. The findings of the survey help 
the researchers, to focus their attention on the research gaps and 
devise a robust RASP strategy in Fog and Cloud environment. 

Keywords—Cloud; fog; reinforcement learning; energy-
efficient computing; resource allocation; service placement 

I. INTRODUCTION 
Digitalization has revolutionized anything as a service 

(XaaS) on pay per usage basis [1]. With the increase in smart 
handheld devices, online business, transportation, health care, 
education, and food court which were once a commodity, are 
delivered as a service at the doorstep of the individual. These 
digital services produce and consume a variety of voluminous 
data, at a rapid speed that needs to be stored for big data 
analytics [2]. Consequently, enterprises depend on cloud Data 
Centers (DC) to store, process, and manage their data [3], [4]. 

A large number of commercial Cloud Service Providers 
(CSP) deliver compute, storage, and communication resources 
in the form of Infrastructure as a Service (IaaS) [5]. Estimating 
the required amount of IaaS resources and assigning the service 
(tasks) for execution is termed as Resource Allocation and 
Service Placement (RASP) [6][7]. Service is defined as the 
actual software instance that executes a task. The terms service 
and tasks are often used interchangeably [8]. 

A RASP framework abides by the Service Level 
Agreement (SLA) made between consumer and service 
provider [9][10]. SLA is the mutual agreement cum negotiation 
made between the service consumer and the CSP. Providing 
guaranteed resources to the consumers/applications on time 

aggravates many challenges. Inaccurate estimation of available 
resources, wrong forecast of workload, incorrect prediction of 
required resources, deadline violation, uncontrolled energy 
consumption, unexpected failures of hardware/software, SLA 
Violation (SLAV) are some of the other problems encountered 
by a RASP framework.  Hence, a robust RASP that benefits the 
consumer and the service provider in terms of their 
requirements and revenue is needed. 

Resources are allocated to the requesting services by either 
of the three policies viz., Reactive, Predictive, or Hybrid. In 
reactive policy, the initial allocation of resources is subject to 
change, only after the system enters an undesirable state. The 
reactive policy follows a predefined set of rules for scaling the 
resources. On the other hand, the predictive (also known as a 
proactive) policy, anticipates the forthcoming disruptions in 
advance, and updates the resources, well before the system 
enters the undesirable state [11]. It forecasts the workload and 
scales the resources in advance to meet future needs. The 
hybrid approach is an amalgamation of both the reactive and 
proactive policy [5]. 

Each policy bears its own cost in satisfying the SLA. The 
choice of policy purely depends upon the application and the 
RASP strategy adopted. Out of the works considered from the 
period 2011 to 2020, Table I shows that most of the works 
were carried out in the reactive policy, which opens the 
research gap in other policies to model RASP. 

A. Significance of RASP in Cloud Computing 
Cloud computing is an Information Technology service 

model that provides on-demand computing resources over the 
Internet independent of device and location [12]. The need for 
online services has made the enterprises move their data and 
applications to the DC, from where they are provisioned as 
services to the end-user. With the proliferation of IoT, 
communications, among smart devices are made possible 
through the cloud-assisted IoT, called a Cloud of Things (CoT) 
[13]. Consequently, RA in the cloud has become inevitable to 
serve IoT requests. 

B. Significance of RASP in Fog Computing 
Despite its huge processing capacity, the cloud suffers 

latency problems when it comes to delay-sensitive IoT 
applications. By the time the data are sent to the cloud for 
processing, the necessity to act on it might be gone, which 
costs lives. Hence, a computing model like Fog, which delivers 
services of the Cloud near the edge network is a better choice 
for time-sensitive applications. 
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TABLE I. POLICY DISTRIBUTION OF RASP WORKS 

  Reactive Proactive Hybrid Total 

Cloud Computing 7 5   12 

Reinforcement Learning 2 5 1 8 

Energy-Efficient Computing 6 4 - 10 

Fog Computing 17 1 - 18 

Total 32 15 1 48 

Percentage 67% 31% 2%   

Fog Computing (FC) is a computing paradigm where a 
huge number of ubiquitous, decentralized, heterogeneous, geo-
distributed devices provide computation, storage, and 
communication facility at the edge of the local network from 
where the devices/objects generate and consume data [13]. It 
accelerates awareness cum response to events by eliminating 
RTT (Round Trip Time) to the cloud and avoids failures during 
peak period. As such, not all requests are serviced in Fog. 
Some of the delay-tolerant applications that involve huge 
computation are processed in the cloud [14] [15]. In fact, Fog 
complements Cloud to realize its potential with IoT 
applications. 

C. Relevance of Reinforcement Learning  (RL) in RASP 
The design and implementation of RASP for the growing 

scale of IoT, require intelligence that is far beyond the capacity 
of the case-driven programming style [16].  Such programs 
depend on predefined rules which is hard to change 
instantaneously for the stochastic needs of IoT [17]. A robust 
RASP requires an approach like Reinforcement Learning 
which learns the environment (requirement and availability of 
resources) and maps the appropriate action on the fly. 

RL is an Artificial Intelligence-based technique that 
automatically learns to make decisions under a dynamic 
environment without prior domain knowledge[18]. When 
service providers suffer to handle the complexity of stochastic 
requests in real-time, RL-assisted RASP, delivers better service 
in both Cloud and Fog. 

D. Energy-Efficient Computing (EEC) in RASP for Green 
Environment 
The rapid growth of DC has become the highest consumer 

of power that leads to the dissipation of Green House Gas 
(GHG) [5]. Compute and non-compute resources incur 
abundant energy waste [17],[19]. Measures taken to control the 
speed of processors, frequency/voltage,  and switch-off/sleep 
modes, are not sufficient to reduce the effect of GHG emission 
[20]. Hence, an EEC-based RASP that enables sustainability of 
the Green Environment with minimal operational expenses is 
required. 

An illustration of the coordinating computing models is 
shown in Fig. 1. It portraits the association of the Edge-Fog-
Cloud computing paradigm in association with the application 
requests. The Fog Controller embeds the Reinforcement 
Learning and Energy-Efficient Computing components to 
achieve an efficient RASP system. 

 
Fig. 1. Fog-Cloud Framework. 

The rest of the paper is organized as follows. Section 2 
reviews the existing literature works in RASP. Section 3 
analyzes the RASP works in cloud datacenters. Section 4 
discusses the approaches made in RASP using RL techniques 
while Section 5 presents EEC-based RASP.  Section 6 
discusses the efficacy of FC in addressing IoT applications and 
elaborates on the existing Fog based RASP works. Then the 
proposed survey concludes with a discussion on identified 
research gaps that could be useful to the research and 
development community in the future. 

II. OVERVIEW OF EXISTING SURVEYS 
This section analyzes the existing survey papers of RA, in 

Cloud Computing, RL, EEC, IoT, and Fog Computing. 
Resource provisioning and application management often 
exclude issues like unpredictable workload, poor utilization of 
resources, and unexpected Hardware (HW)-Software (SW) 
failures. The brownout paradigm that addresses such issues by 
enabling/disabling the optional parts of the application was 
presented in [21]. 

In [22]  the author reviewed energy efficiency in four 
dimensions: (i) Virtual Machine (VM) placement, (ii) VM 
migration, (iii) Server consolidation, and (iv) Dynamic Voltage 
Frequency Scaling (DVFS). In [23] the author explored energy 
management techniques at the HW level, Resource 
Management (RM) level, and application level. While Static 
Power Management (SPM) technique was used at the HW 
level, Dynamic Power Management (DPM) was tackled at the 
RM level. Green Computing with renewable energy was 
recommended at the application level. 

Maximization of resource utilization and minimizing the 
cost were the main goal of Resource Allocation (RA) in the 
IoT environment [24]. Scarce processing-storage capacity, low 
battery level, less bandwidth, and, poor implementation of 
resource management protocol were shortlisted as limitations 
of IoT. Lightweight container-based virtualization was 
suggested to process and store IoT applications. Though Cloud 
supports IoT, Fog computing resolves the time-sensitive-issues 
of IoT more diligently. 

Application placement, resource scheduling, task 
offloading, and load balancing, were explored in [25]. 
distinguished Fog, from Multi-Access Edge Computing (MEC) 
and cloud, in terms of operation mode and application 
addressed [4]. In [15], the author identified the challenges 
faced by Fog computing to process context-aware applications 
of IoT.  In [3], RA and task scheduling were considered as one 
of the key challenges in IoT. The survey suggested CloudSim, 
MATLAB, and iFogSim to implement RA in Cloud and Fog. 
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The author recommended container-enabled micro-services to 
resolve the resource limitation problem. 

III. ANALYSIS OF RASP IN CLOUD COMPUTING 
Cloud is a ubiquitous technology that offers infrastructure, 

software, and platform as service on-demand with the least 
interaction and management effort of the service provider 
[26],[27]. Despite its control over the IaaS management, CSP 
lacks knowledge about the application hosted in their 
machines. VMs of different applications overlap on physical 
servers leading to catastrophic failure which is not recognized 
by the CSP instantly. 

Deployment of multi-tier applications is yet another 
complexity, as the configuration of VMs in one tier differs 
from the other causing interoperability problems [28] [29]. 
This section analyzes the existing RASP works in Cloud. 
While certain works adapt their own architecture, others follow 
the specific algorithm for the existing RASP. Table II shows 
the distribution of existing RASP articles under various 
criteria. 

A. Uncertainty in Resource Availability 
Unexpected HW failures, SW faults like overflow 

conditions, malware, DoS (Denial of Service) attacks, and 
changes in the number of objectives during execution are some 
of the uncertain behavior projected in [30]. Power consumption 
cost and overestimation of resources hinder the profit of the 
CSP due to which certain objectives like deadline and make-
span are ignored/altered while deliberating RASP. As HW/SW 
failure is unavoidable, the Neural Network based Dynamic 
Non-dominated Sorting Genetic Algorithm (NN-DNSGA-II) 
converges before the occurrence of the next failure. Change in 
the number of objectives at runtime is tackled by a generalized 
periodic change in the objective size. 

B. Impact of SLA/QoS in RASP 
The applications that are hosted in DCs expect the utmost 

performance in terms of low latency and high throughput 
within budget and specified deadline. These performance 
measures form the QoS requirements. The mutual negotiation 
between the consumer and the CSP for a guaranteed QoS 
results in SLA. With the growing number of IaaS providers, 
not only does it require expertise but is time-consuming for the 
clients to select an efficient CSP. 

TABLE II. CLASSIFICATION OF EXISTING RASP PAPERS IN CLOUD COMPUTING 
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C1 [30] Ismayilov & Topcuoglu, 
2020  ✓  ✓  ✓     

C2 [9] Soltani et al., 2018 ✓  ✓    ✓    

C3 [10] Singh & Viniotis, 2017  ✓  ✓   ✓    

C4 [12] Djebbar & Belalem, 2016  ✓ ✓    ✓    

C5 [32] Ashraf, 2016  ✓  ✓    ✓   

C6 [29] RahimiZadeh et al., 2015 ✓  ✓     ✓   

C7 [28] Kaur & Chana, 2014 ✓   ✓     ✓  

C8 [33] Agarwal & Jain, 2014  ✓ ✓     ✓   

C9 [34] Espadas et al., 2013 ✓  ✓       ✓ 

C10 [35] Casalicchio & Silvestri, 
2013 ✓  ✓       ✓ 

C11 [36] Xu & Li, 2013 ✓  ✓       ✓ 

C12 [31] Islam et al., 2012 ✓   ✓      ✓ 
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The RA framework in [9] follows the Technique for Order 
of Preference by Similarity to Ideal Solution (TOPSIS) in 
which the available IaaS resources are ranked by their 
similarity index concerning the application requirements. Then, 
the top IaaS resource was allocated to the corresponding 
application. 

Lack of CSP’s knowledge about the message arrival rate 
and length of the Enforcement Period (EP) were the problems 
encountered in satisfying SLA. To overcome the loss caused 
by SLAV, a RA mechanism that allows an additional EP to 
execute the unpredictable IoT traffic is recommended by [10]. 
Execution speed and deadline were considered as primary QoS 
constraints in [12]. 

C. Slashdot Prediction in RASP 
Slashdot refers to the unpredictable flash crowd workload 

on the Internet at any instant of time [31]. A sudden traffic 
surge makes the RASP framework unstable. The Slashdot 
effect if not addressed properly, leads to a cascade of problems 
like unacceptable delay, long downtime, application 
unavailability, revenue reduction, and losing the customer in 
the worst case. 

Conventional predictive policies turn failure as they 
forecast the expected workload traffic, only a few steps ahead 
during which the Slashdot effect remains invisible. The Long 
Short Term Memory Recurrent Neural Network (LSTM-RNN) 
technique that predicts the workload traffic/pattern a thousand 
steps ahead was implemented in[32]. Based on the prediction 
provided by LSTM-RNN, resource scaling was performed 
without compromising SLA. 

The performance of  Virtualized Multi-Tier Application 
(VMTA) for the unstable workload was analyzed using the 
queuing network in [29]. Apache, Tomcat, and MySQL servers 
were used for the front end, application, and database tiers, 
respectively [33]. A Generalized Priority Algorithm (GPA) for 
scheduling tasks in the cloud, consumed the least execution 
time when compared to the First Come First Serve method. 

D. Need for Elasticity in RASP 
Resource elasticity refers to the automatic acquisition and 

release of resources at runtime to fulfill the QoS requirements 
in response to the changing workload.  Though the workload 
traffic is predicted in advance, RA without an elasticity 
component is a failure, as neither the resources are efficiently 
scaled nor is the QoS met [34]. The QoS aware resource 
elasticity framework for multi-tier application was modeled in 
[28]. The framework employed MT-PerfMod (Multitier 
Performance Module) to compute the overall response time 
and resource utilization, based on which, the MT-ResElas 
(Multi-Tier Resource Elasticity) module computed the SLAV 
rate. Whenever the response time and the resource utilization 
rate were violated, VMs were increased; otherwise, the number 
of VMs was reduced by half. 

E. RASP on ASP (Application Service Provider) Point of 
View 
The majority of RA is performed from the CSP point of 

view, which reduces the preference for ASP. The ASP is 
charged for the resources that were wasted due to 
underutilization. Hence, an ASP (tenant) centric RA for scaling 
the application was modeled in [31][34]. The knapsack 
problem approach was implemented to predict the minimum 
number of VMs required. 

Though the maximum number of VMs required was 
estimated in advance, it keeps changing depending upon the 
number of active users who access the application. The 
problem arises when the ASP (consumer) is charged for the 
idle resources. An SLA-based RP mechanism in the ASP point 
of view was presented in [35]. A framework where clients and 
operators suggest their preference for RA policies was 
presented in [36]. The technique described the allocation of 
jobs to a machine, based on the stable matching algorithm. 
Tables IIIA and IIIB tabulate the observations of the RASP 
works in Cloud Computing. 
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TABLE III. A. ANALYSIS OF RASP WORKS IN CLOUD COMPUTING 

Paper 
ID Ref. Problem addressed Objective Algorithm/Approach Performance metrics 

addressed 

C1 [30] 

Unexpected Hardware-
Software failure and change 
in the number of objectives 
at runtime  

Formulate a scheduling strategy to 
minimize cost, energy and 
maximize resource utility for 
periodical workflow 

Neural network-based dynamic non-
dominating sorting genetic algorithm 
(NN-DNSGA-II) 

Cost, energy, and resource 
utility through Non-
dominated solutions (NS), 
Schott's spacing (SS), and 
Hyper Volume (HV) 

C2 [9] Time and cost difficulties in 
cloud service selection 

To build an automatic cloud service 
selection framework that overcomes 
time and cost problem 

Architecture based- Hybridization of 
case-based reasoning with Multi-criteria 
decision making (MCDM) and TOPSIS 
(Technique for order of preferences by 
Similarity to Ideal Solutions) 

Recommended CSP, CSP's 
service type, memory 
storage, region, Price/Hr., 
OS 

C3 [10] Enforcement of IoT SLA in 
the cloud environment 

Conformance of SLA within 
enforcement period  

Server over-provisioning approach, 
policing, Weighted Round Robin (WRR) 
scheduling algorithm, rate-limiting 
mechanism to enforce SLA 

Number of messages 
arrived/processed, SLA 
confirmation rate, number 
of servers, additional 
enforcement period used 

C4 [12] High data management in 
scientific application Minimize response time 

Space and Time-shared policy based on 
deadline, length of the task, the 
execution speed of VM, and VM tree 
method. 

Total response time 

C5 [32] 
Inaccuracy in the prediction 
of workload violates SLA 
and increases the cost 

Prediction of resource demand and 
auto-scale them instantaneously that 
minimizes cost irrespective of 
application traffic 

Long short-term memory RNN with 
peephole connections with Mean 
Absolute Deviation (MAD) to set 
threshold 

Response time, No. of VMs, 
No. of completed request 
with the deadline. 

C6 [29] Stochastic burst and non-
burst workload 

Propose an analytical model-based 
queuing network to estimate 
aggregated QoS metrics 

Analytical model-based queuing network 
(M/G/1) 

Response time, disk 
utilization, CPU utilization. 

C7 [28] 
The contradiction between 
QoS and elasticity of 
resources 

Mapping of the QoS attribute with 
minimum SLA violations thus 
maximizing the overall profit 

Architecture-based - QoS aware resource 
Elasticity framework for the multi-tier 
web application. Control Theoretic based 
scaling algorithm 

Response time < 5 secs, 
Resource utilization > 80% 

C8 [33] Task scheduling   Minimize execution time 
Generalized Priority algorithm (GPA) 
based on highest length cloudlet to 
highest MIPS VMs 

Execution time 

C9 [34] 

To solve under-utilization 
and over utilization of 
resources in cloud 
applications 

tenant-based isolation, tenant-based 
load balancing, tenant-based VM 
allocation 

Architecture based CPU Utilization, memory 
utilization, Throughput 

C10 [35] SLA based resource 
provisioning in cloud 

Achieve SLA oriented resource 
provision irrespective of workload 
type 

Queuing model M/G/1 and M/M/m with 
autonomic QoS aware resource 
provisioning 

CPU utilization, response 
time, number of VMs 
required 

C11 [36] 
Tasks to occupy a minimum 
number of VMs to achieve 
server consolidation 

Develop a unified framework for 
resource management in the cloud, 
where policies are decoupled. 

Conventional Job-Machine stable 
matching problem Execution time, no of VMs 

C12 [31] Resource Prediction and 
Provisioning 

Build an adaptive RM for 
applications hosted in the cloud. 

Neural Network and Linear Regression 
to satisfy upcoming demands 

CPU Utilization for each 
technique 
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B. ANALYSIS OF RASP WORKS IN CLOUD COMPUTING 

Paper 
ID Ref. Experiment Evaluation Workload Limitations 

C1 [30] 
 

Real-time experiment with 
Amazon EC2 

Evaluated with DNSGA-RI, 
DMOPSO, DNSGA-II-HM, DNSGA 
II-A, and DNSGA-II-B 

100 to 1000 tasks from Pegasus 
workflow management that covers 
astronomy, physics, biology, 
geology, and bio-informatics 
dataset. 

The work is compared with 
non-predictive algorithms. 

C2 [9] Test bed 
Validated with a sample application 
that is to be deployed on one of the US 
regions 

Service template of a sample 
application 

Criteria for CSP selection, 
resource provision, task 
scheduling are problem-specific 

C3 [10] Discrete event simulator in 
C 

Evaluated for a different rate of traffic 
request, change in capacity, 
enforcement period 

Two million messages per tenant 
per month 

Homogenous message size 
limited to 512 bytes 

C4 [12] CloudSim Compared with time/space shared 
policy. 

Simulated with 10-50 cloudlets 
(tasks) 

The reactive policy cannot 
scale and tolerate dynamism 

C5 [32] CloudSim using 
deeplearnig4j open source 

Compared with automatic scaling and 
conventional threshold-based scaling 
techniques. 

NASA Clark net workload 

Explanation required for 
computations of response time, 
number of the completed 
request. 

C6 [29] Test bed constructed with 2 
servers, 6-VM/server 

 Evaluate the performance of VMTA 
(virtualized multi-tier applications) 
through cache hit ratio, request arrival 
rate. 

Rubis and Wikipedia tiers under 
burst & non-burst workloads. 

The trade-off between 
assignments of cores to 
domains, cache contention can 
be investigated. 

C7 [28] Amazon cloud watch (EC2 
monitoring tool) 

JMeter load tests-to measure response 
time & utilization, Amazon cloud 
watch - % of utilization 

3-tier web applications 

QRE (QoS aware Resource 
Elasticity) framework is 
considered a homogenous type 
of VMs only. Resource 
availability, fault tolerance can 
be measured. 

C8 [33] Cloud Sim Compared with first come first serve, 
round-robin 

web service generated workload 
traces 

Cannot handle instantaneous 
demand of resources, leads to 
over-provisioning or under-
provisioning. 

C9 [34] 
Test bed: eucalyptus cloud, 
Tomcat-based SaaS 
platform deployed over it. 

t-test statistical analysis 
Apache JMeter to create web 
service workloads to the Tomcat 
cluster 

HPC and Online transactions, 
bandwidth, storage, and 
transfer data, need to 
experiment  

C10 [35] 
Amazon cloud watch (EC2 
monitoring tool) with Mat 
lab graph generation 

Partial ASP and limited ASP 
(Application service provider) 

Wikibench- to generate workload 
from Wikipedia, Mediawiki for 
backend database 

The reactive approach cannot 
address stochastic 
heterogeneous workload type  

C11 [36] 

1) Test bed-prototype 
implementation with a 
cluster of 20 dual-core 
machines and 2) Trace-
driven simulation. 

Correctness convergence, job-
optimality of multistage deferred 
acceptance are proved through 
theorems & lemma 

RICC (RIKEN Integrated Cluster of 
Clusters), explored for 200 tasks  
with 1000 VMs 

VM migration can be included 

C12 [31] Amazon EC2 instances 

Evaluated with MAPE (Mean absolute 
Percentage), PRED (25) (Prediction 
accuracy within 25%), RMSE (Root 
Mean Square Error) 

TPC-W - interactive E-commerce 
application 

Integration of prediction 
strategies with auto-scaling can 
enhance the effectiveness of the 
adaptive resource allocation in 
terms of performance and cost. 
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IV. ANALYSIS OF REINFORCEMENT LEARNING ASSISTED 
RASP 

The human-to-machine and machine-to-machine 
interaction-based IoT applications demand a technique that 
makes the optimal decision at high speed. The traditional rule-
based programming approach does not withstand the stochastic 
requirements of IoT. Hence, a machine learning programming 
approach that observes and adapts to the environment is 
required. Such requirement leads to the choice of 
Reinforcement Learning (RL) which automatically learns to 
take decisions by trial and error method under a dynamic 
environment with prior domain knowledge. Fig. 2 depicts the 
basic structure of RL. 

In RL based RASP, service request and the resource pool 
forms the environment. The values like the expected number of 
service requests and the amount of available resource observed 
at any instant of time form the state. At every time-step of 
interaction, the state values form the input to the agent from the 
environment. Action is the decision taken to place the service 
request in the appropriate resource. The agent chooses its 
action in such a way that the system achieves maximum 

resource utilization with minimum cost. For every action taken, 
the agent receives a suitable positive or negative reward as an 
incentive. By trial and error, the agent tries to maximize its 
reward by taking optimal decisions (actions) in the long run. 

The agent is trained to take optimal action through either of 
the RL algorithms like Q-learning, SARSA, E-SARSA, or 
Deep RL. The choice of the RL algorithm depends on the type 
of problem encountered and the feasibility of implementation.  
This section analyzes the RL-assisted RASP works for the 
categories given in Table I. 

 
Fig. 2. RL Assisted RASP. 
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TABLE V. ANALYSIS OF REINFORCEMENT LEARNING ASSISTED RASP WORKS 
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A. RL based RASP for F-RAN (Fog-Radio Access Network) 
Fifth-generation wireless communication is an emerging 

solution to the expectations of ultra-low latency, minimized 
energy consumption, and high throughput [37]. Cloud-based 
Radio Access Network (C-RAN) used base stations, remote 
radio heads as resources to process IoT applications. But, the 
unlimited IoT traffic imposes a heavy burden, turning the C-
RAN less efficient for IoT applications. Employing  RL 
assisted Fog nodes in the front-haul alleviated the cloud’s 
burden, and elevated Fog-RAN (F-RAN) as a promising 
solution to tackle time-critical applications of IoT [39]. RL-
enabled RASP in F-RAN has the advantage of local processing 
and distributed storage capability at the vicinity of the end-user 
resulting in high resource utilization [37]. 

B. Job Rejection Rate and Customer Retention in RL based 
RASP 
Enterprises look for CSPs to host their applications for 

online business. A CSP is chosen based on the service quality 
they provide. But, in the CSP viewpoint, a job is rejected under 
certain circumstances: (i) If the job cannot be completed within 
the deadline even after using a large number of resources, (ii) if 
the estimated resource capacity is greater than the available 
resource capacity (iii) frequent change of requirements from 
the client-side. The increase in DCs has driven competition 
among the CSPs to attract and retain customers. Though the 
CSPs advertise a low price, consumers do not prefer them due 
to the diminished QoS they offer. [38] Hence, to avoid 
customer loss, CSPs adopt an optimal resource provisioning 
policy like RL-DRP (Reinforcement Learning based Dynamic 
Resource Provision). 

C. Quality of Experience (QoE) in RL based RASP 
In [40], the author addressed the issues of RA and achieved 

QoE through Smart Content-Centric Services for IoT 
applications (SCCS-IoT). The algorithm employs RL based 
Mapping Table (RLMT) to update/maintain the cost mapping 
table. Each IoT task is an n-tuple to represent m number of 
costs (energy, latency, bandwidth, execution time). The 
allocation path and the quality level represented the state of the 
environment. Each update that was carried out on the table 
represented the action. The sequence of costs formed the 
feedback. The updated cost mapping table forms the input to 
the second algorithm called, RL-based RA (RLRA) that 
generated a policy to obtain an optimal RA for the incoming 
tasks. 

D. Auto Reconfiguration of VMs in RL Assisted RASP 
Large-scale application deployment demands adaptive 

techniques like RL-based RASP that dynamically 
configure/reconfigure the VMs and the application 
requirements, as needed. The RL-based framework called 
CoTuner synchronizes the configuration of VMs and the 
applications hosted in it [41]. VMs and applications in the 
cloud were auto-reconfigured at an optimal range to improve 
the resource utility and application performance in [42]. 
Dynamic resource configuration through RL was suggested in 
[43]. The delayed learning process of RL was overcome by a 
value-function that converged the optimal learning policy at a 
fast rate. 

A self-adaptive learning agent called iBalloon handled the 
dynamic capacity management of each VM in [26]. iBalloon 
was based on RL in which utilization of the CPU, memory, and 
I/O are considered as the state of the environment. The action 
to be taken was of the form (no-operation, scale-up, scale-
down) on the VM’s resources. The Decision Maker (DM) 
module computed the required resource capacity. The Host 
Agent module monitored and reconfigured VM’s resources. 
Any deviation from the SLA was reported back to the DM that 
updated the capacity management. The observations of the 
existing works on RL-assisted RASP are tabulated in Table V. 

V. ANALYSIS OF ENERGY EFFICIENT COMPUTING (EEC) 
ASSISTED RASP 

With the proliferation of DCs, the CAGR (Cumulative 
Annual Growth Rate) of carbon emission is expected to cross 
11% worldwide, which is a serious threat to be handled 
immediately [5]. Hence, an EEC-based RASP that minimizes 
energy consumption and carbon emission is required [44].  The 
EEC-assisted RASP is classified as thermal aware and power-
aware energy management as shown in Fig. 3. In general, 
thermal aware energy depends on the number of resources 
involved rather than the temperature density of those resources. 
As power is directly proportionate to the temperature density of 
the resources, the proposed survey focuses on power-aware 
energy management [23]. 

Energy management through Load balancing tackles the 
overload and underload aspects of resources, only after the 
tasks are scheduled. Whereas, RA approach handles energy 
management by predicting the power consumption in advance 
and optimizes the resource utilization [22]. This section 
discusses the works related to EEC-assisted RASP under 
various criteria as shown in Table VI. 

A. Minimization of Energy Cost and Latency 
Energy consumption and latency reduction in Fog 

computing were implemented in[16]. In the health care case 
study, the Medium Access Control (MAC) scheduler allocated 
the available time slots in Time Slotted Channel Hopping 
(TSCH) frame to the requesting sensors, by an equally spaced 
method. Cloudlet (an interface node between the mobile device 
and cloud server) assisted with Dynamic Energy Cost 
Minimization (DECM) technique was adopted to reduce the 
energy cost in [19]. Whenever applications are invoked 
through mobile, the DECM finds the cloudlets that reside near 
to the CSP. Then, the mobile request is forwarded to the 
recommended cloudlet. 

 
Fig. 3. Taxonomy of EEC. 
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TABLE VI. EEC ASSISTED RASP WORKS 
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E2 [18] Thein et al., 2018 ✓  ✓    ✓   

E3 [17] Duan et al., 2017 ✓   ✓    ✓  

E4 [45] Shelar et al., 2017  ✓ ✓     ✓  

E5 [19] Gai et al., 2016  ✓  ✓  ✓    

E6 [49] Wu et al., 2014 ✓  ✓      ✓ 

E7 [48] Fargo et al., 2014 ✓   ✓     ✓ 

E8 [20] Basmadjian et al., 2012  ✓ ✓      ✓ 

E9 [44] Beloglazov et al., 2012  ✓ ✓     ✓  

E10 [49] Zhang et al., 2012 ✓   ✓     ✓ 

B. Energy Conservation through PUE and DCiE 
Power Usage Effectiveness (PUE) and DC infrastructure 

Efficiency (DCiE) were referred to in the RA framework to 
compute the power consumption of a DC in [18]. PUE is the 
ratio of the power consumed by IT equipment to the power 
consumed by the total IT facility. But, DCiE is inversely 
proportional to PUE [23]. The framework senses the state    
(number of physical hosts) of the DC and takes actions 
(allocate or not allocate), respectively. 

C. Energy Conservation based on VM Placement, Migration, 
and Server Consolidation 
VM migration is the process of transferring the process of 

the selected VMs from one host to another, to avoid 
overutilization or under-utilization issues [22]. VM migration 
enables server consolidation by utilizing only the optimal 
number of servers thereby shutting down the unused servers in 
[17]. To reduce energy consumption, the Modified Best Fit 
Decreasing (MBFD) algorithm[44], arranged VMs in 
decreasing order of CPU utilization and allocated them to the 
highest power-efficient host. The algorithm aiCloud optimized 
the total power consumption, by switching the idle and 

underutilized physical machines to a power-saving state or 
offline state (hibernate/ sleep/standby) in [45]. 

D. DVS/DVFS based Energy-Efficient Computing 
The growth in the number of DCs has become a huge 

consumer of power. Scaling down the frequency/voltage, at the 
level of processor, memory, HDD, and NIC were the 
techniques employed to save power consumption in general. 
DVFS scaling that controls the frequency and voltage to 
maintain optimal performance was employed in [46]. The 
architecture specified the minimum and maximum frequency to 
run a job as one of the requirements, based on which the DVFS 
was programmed. 

An Autonomic Workload and Resource Management 
framework (AWRM) that reduced power consumption by 
predicting the workload was employed in [47]. [20] [48] 
presented an energy-saving and carbon footprint reduction 
model where the processor frequency was reduced instantly, 
once it turned idle. The author proved that with the right      
combination of optimization policy and power prediction 
model, energy consumption was reduced by 20%. Table VII, 
tabulates the observations of the EEC-assisted RASP works. 
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TABLE VII. ANALYSIS OF ENERGY EFFICIENT COMPUTING ASSISTED RASP WORKS 
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VI. ANALYSIS OF RASP IN FOG COMPUTING 
The term Fog computing was proposed by cisco systems in 

2012. Cisco defines Fog as a computing architecture that 
extends the capabilities of the cloud closer to the things that 
produce and act on data. The IoT devices that produce and 
consume data are located in the edge network. Fog computing 
resides as a middle layer between the edge network and the 
cloud as shown in Fig. 1. The proximity of fog nodes near the 
edge network guarantees minimum bandwidth and latency for 
time-critical applications. A well-defined RASP strategy in 
Fog layer helps IoT realize its potential. The Fog computing-
based RASP works considered for the survey are categorized in 
Table VIII. 

A. Profit-Cost Oriented QoS in RASP 
The profit-centric service provider saved their cost by 

employing an optimized RA model that guaranteed less 
response time in [8]. An empirical approach that maximized 
Fog utilization and minimized cost was presented in [49]. A 
RA strategy that maximized the profit of both the resource 
provider and consumer was suggested in [50]. The 
contradiction between price and time in completing a task was 
resolved through Priced Timed Petri Nets (PTPN) in which the 
required resources were chosen from a group of pre-allocated 
resources. 

Besides other requirements, the cost is a significant QoS 
metric for both the service provider and the user [51].  A Cost 
aware Fog RA for the medical cyber-physical system was 
presented in [51]. While the base transceiver station was 
employed as a fog node, the data transmission rate, delay, and 
service rate were the QoS metrics used to compute the total 
cost in allocating the resource. 

B. RASP based on Resource Utilization Oriented QoS 
Resource utilization is the allocation of available resources 

among the competing tasks within the budget as specified in 
the QoS. The price of a resource depends upon whether it is 
over-demanded or under-demanded. A market equilibrium 
framework that balanced the interests of both the service 
(buyer) and the Fog resource (goods) was employed in [52]. 

A two-sided matching game problem that stabilized the 
association of Fog and IoT to maximize resource utilization 
was presented in [53]. The higher resource utilization rate 
indicated its optimal consumption which in turn reduces the 
carbon emission. A proximal algorithm that assured utility-
oriented RA and reduced carbon disposal was suggested in 
[54]. 

C. RASP based on Quality of Experience (QoE) 
Quality of Experience (QoE) is the key factor to evaluate 

the service satisfaction of the end-user. QoE varies with the 
expectation of the end-user. While certain consumers are 
satisfied with minimal latency and bandwidth, others prefer 

saving the cost. An efficient RASP strategy that enhanced the 
QoE of mobile users was described in [55]. A RA model that 
enhanced the QoE of IoT users in terms of cost reduction 
through the game theory approach was implemented in [56]. 

D. RASP based on Bandwidth Oriented QoS 
The geographical distance and insufficient bandwidth 

issues of the Cloud were overcome by the Fog enabled Cloud 
architecture called ROUTER (ResOUrce management 
TEchnique for smaRt homes) [57]. ROUTER ensured 
minimum bandwidth and response time through the Particle 
Swarm Optimization algorithm. The algorithm found the best 
resource for a job (particle) through fitness value (sum of 
weighted values of required energy, bandwidth, latency, and 
response time). 

Bandwidth aware Component Deployment Problem (CDP) 
was presented in [58]. The backtrack search algorithm picked a 
compatible Fog node to deploy a component (IoT request). The 
compatibility was verified in terms of the HW-SW 
requirement, communication link, and bandwidth capacity. 
When the requirement matched, the component was deployed 
in the Fog node, otherwise, the search was repeated to find a 
compatible Fog node. The author implemented a preprocessing 
procedure to reduce the search time of the Fog node. 

E. QoS of Latency, Round Trip Time (RTT), Delay and 
Response Time 
As far as Industrial IoT is concerned, a minimal delay is the 

most expected QoS metric. Even Fog suffers the delay caused 
by the VM boot time. Hence, virtual containers that consumed 
less memory and instantiation time was suggested as Fog 
resource in [7]. The Gaussian Process Regression for Fog-
Cloud Allocation (GPRFCA) was employed to decide, whether 
a request is to be processed in Fog or Cloud in [59]. A QoS-
aware Fog Service Placement Problem (FSPP) that reduced 
execution cost and response time was recommended by [60]. 

F. Fog Radio Access Network (Fog-RAN) 
The scarcity of Fog resources was overcome by employing 

the fronthaul devices of the cellular network as fog devices in 
[39]. A loosely coupled architecture for emerging 5G networks 
of  Fog-RAN was recommended by [39]. The architecture 
encouraged the participation of more Fog nodes to lessen the 
burden of the fronthaul on cellular networks. 

A RA scheme with the radio spectrum and Fog nodes as the 
resource was implemented through the student project 
matching algorithm in [61]. The service provider maintained 
the list of radio spectrum and Fog resource pair to which the 
request was matched as per the preference of the users. The 
base transceiver stations, Wi-Fi access points, and femtocell 
routers upgraded with CPU and memory capacity served as 
Fog nodes to deliver ultra-high-speed latency for IoT 
applications in [61]. 
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TABLE VIII. CLASSIFICATION OF RASP PAPERS IN FOG COMPUTING 
Pa

pe
r-

ID
 

R
ef

er
en

ce
 

Author 

A
rc

hi
te

ct
ur

e 
ba

se
d 

A
lg

or
ith

m
-b

as
ed

 Policy Problem Addressed 

R
ea

ct
iv

e 

Pr
oa

ct
iv

e 

H
yb

ri
d 

C
os

t a
w

ar
e 

R
es

ou
rc

e 
U

til
iz

at
io

n 

Q
oE

 

B
an

dw
id

th
 

L
at

en
cy

 

Fo
g-

R
A

N
 

Q
oS

-S
L

A
 

F1 [8] Tran et al., 2019 ✓ 
 

✓ 
  

✓ 
      

F2 [52] Nguyen et al., 2019 
 

✓ ✓ 
   

✓ 
     

F3 [55] Kim, 2019 
 

✓ ✓ 
    

✓ 
    

F4 [57] Gill et al., 2019 ✓ 
 

✓ 
     

✓ 
   

F5 [53] Abedin et al., 2019 ✓ 
 

✓ 
   

✓ 
     

F6 [56] Shah-Mansouri & Wong, 
2018  

✓ ✓ 
    

✓ 
    

F7 [59] da Silva & Fonseca, 2018 
 

✓ 
 

✓ 
     

✓ 
  

F8 [7] Yin et al., 2018 
 

✓ ✓ 
      

✓ 
  

F9 [61] Y. Gu et al., 2018 
 

✓ ✓ 
       

✓ 
 

F10 [39] Rahman et al., 2018 
 

✓ ✓ 
       

✓ 
 

F11 [60] Skarlat et al., 2017 ✓ 
 

✓ 
      

✓ 
  

F12 [49] Mulla et al., 2017 ✓ 
 

✓ 
  

✓ 
      

F13 [58] Brogi & Forti, 2017 ✓ 
 

✓ 
     

✓ 
   

F14 [62] Sun & Zhang, 2017 ✓ 
 

✓ 
        

✓ 

F15 [50] Ni et al., 2017 
 

✓ ✓ 
  

✓ 
      

F16 [51] L.Gu et al., 2017 
 

✓ ✓ 
  

✓ 
      

F17 [63] Alsaffar et al., 2016 ✓ 
 

✓ 
        

✓ 

F18 [54] Do et al., 2015 ✓ 
 

✓ 
   

✓ 
     

G. QoS-SLA based RASP in Fog Computing 
With scalability being a challenge to Fog, the author 

suggested sharing computing resources from mobile users as 
Fog nodes in [62]. Incentives were provided to the mobile 
owners who contribute to the resource pool. A Fog-Cloud 
federated IoT RASP architecture that optimized resource 
utilization and data distribution was presented in [63].  
Table IXA and IXB tabulate the analysis of Fog based RASP 
works 

VII. DISCUSSION AND CONCLUSION 

A. Identified Research Gaps and Future Enhancements 
The survey explores different strategies to solve the RASP 

problem under various domains viz., Cloud, Fog, RL, and 

EEC. In the effort to solve the RASP problem arises many sub 
problems. Resource scalability, over-provision/under-provision 
of resources, violation of cost, budget, and time constraints are 
some of the subproblems that need to be addressed while 
implementing an effective RASP system. Especially, in the 
case of IoT applications where the requirements are stochastic 
and delay-sensitive. 

Most of the RASP works were carried out using reactive 
policy. Though reactive policy incurs less cost, its case-driven 
programming approach does not withstand the time-sensitive 
requirements of IoT applications. Hence, adapting machine 
learning-based proactive and hybrid policies gives an effective. 
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TABLE IX. A. ANALYSIS OF RASP WORKS IN FOG COMPUTING 

Paper 
ID 

Ref. Problem addressed Objective Algorithm Performance metrics 
addressed 

F1 [8] Optimization of IoT task 
placement on fog  

Maximize task deployment in 
fog & minimize response 
time, energy consumption, 
and operational cost 

Empirical approach Latency, energy, network load, 
operational cost. 

F2 [52] 
Allocation of capacity limited 
fog nodes to competing requests 
with diverse preferences. 

Maximize resource utilization 
of fog under budget 
constraint 

Market equilibrium (ME) solution 
with service requests as buyers and 
fog resources as goods. 

Resource utilization. 

F3 [55] 
Inefficient coordination among 
mobile devices and Fog 
Controller in allocating 
resources 

Maximize QoE and resource 
utilization, minimize task 
failure rate. 

2 phase Gaussian model-based BVG 
and NBS resource allocation 

Task failure probability, QoE, 
resource utilization at Fog 
Access Point (FAP) 

F4 [57] 
Response time issue in Fog-
Cloud federated resource 
allocation for smart home 

li ti  

Optimize performance 
parameters through a fitness 
function 

Particle Swarm Optimization 
algorithm 

Response time, Bandwidth, 
latency, energy consumption 

F5 [53] Limited bandwidth in fog 
network resource allocation 

Maximize fog network 
resource utilization for IoT 
applications 

 Analytics hierarchy process (AHP) 
based QoS prioritization through 
two-sided matching game best fit 

 

Resource utilization, 
throughput, bandwidth, 
efficiency, job-delay 

F6 [56] Pure Nash Equilibrium problem 
in RA for IoT applications  

Maximize QoE, minimize 
energy and delay 

Near-optimal RA algorithm to 
tackle Pure Nash Equilibrium 

Computation delay, average 
QoE, Number of IoT users 
benefited 

F7 [59] IoT service placement in 
Fog/cloud 

Minimize energy 
consumption, request 
blocking, and latency. 

Gaussian process regression fog-
cloud allocation (GPRFCA). 

Energy consumption, request 
block ratio, and latency. 

F8 [7] 
Delay due to limited resource 
capacity of fog in real-time 
analysis of smart manufacturing  

Maximize Fog utilization, 
minimize task delay 

A heuristic algorithm-based fixed 
threshold (FT), dynamic threshold 
(DT) with fixed and reallocation 
quota. 

Number of accepted tasks, 
delay, execution time 

F9 [61] 

Instability in the allocation of 
channel bandwidth and 
computational resource for IoT 
in Fog 

Maximize user satisfaction in 
terms of cost performance 
subject to delay, transmission 
quality, and power control 

Student Project matching algorithm 
combined with user-oriented 
cooperation (UOC) 

Latency, Service provider's 
revenue, data size, delay  

F10 [39] 
Restricted fronthaul capacity 
and computing delay increases 
the latency  

To achieve ultra-low latency 
and optimized transmission 
rate 

Jointly distributed computing 
algorithm and distributed content 
clustering algorithm 

Delay, number of users served 
in fog 

F11 [60] QoS violation and execution 
cost 

Maximize fog resource 
utilization with response time 
less than the deadline 

constraint based empirical algorithm Fog Utility, response time, 
make span 

F12 [49] 
Fault tolerance, 
overflow/underflow problem in 
resource allocation 

Maximize Fog utilization Empirical approach 
Response time, DC processing 
time, total cost (VM cost + data 
transfer cost) 

F13 [58] QoS aware IoT task placement Minimum latency and 
maximum task placement. 

Back tracking and heuristic search  Latency and bandwidth 

F14 [62] 
Integration of spare resources 
from end-users to fog resource 
pool 

Maximize resource utilization 
and income of fog broker 

crowd funding algorithm approach 
refining Nash equilibrium 

Failure rate of SLA, Task 
Completion time 

F15 [50] 
Price cost and time cost issues 
involved in allocating resources 
to IoT task in fog 

Maximize resource 
utilization, profit of fog 
service providers and satisfy 
QoS requirements 

Priced Timed Petri Nets Task completion cost, make 
span 
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F16 [51] 

Cost hike due to the unstable 
and long delay communication 
link between the medical device 
and datacentre 

Minimize the cost of 
communication, delay, 
processing, and deployment 
to ensure QoS 

Mixed Integer Linear Programming 
(MILP) through joint optimization 
using 2- phase LP-based heuristic 
algorithm 

Total cost (cost of uplink 
comm., deployment, 
processing) 

F17 [63] 
Assurance of SLA/QoS in IoT 
service placement and RA in the 
fog-cloud federation 

Improve RA and 
Optimization of Big data 
distribution 

Decision rules of Linear decision 
tree approach 

Response time, number of VMs 
used, Number of SLA met 

F18 [54] 
Joint optimization of resource 
allocation and carbon footprint 
issue 

Maximize Fog utility and 
minimize cost with reduced 
carbon emission 

Alternative direction method of 
multipliers (ADMM) as the 
proximal algorithm 

Fog Utility and carbon emission 
rate 

B. ANALYSIS OF RASP WORKS IN FOG COMPUTING 

Paper 
ID Ref. Experiment Evaluation  Workload Limitations 

F1 [8] 

iFogSim with 28 NW 
configurations for task 
placement in fog 
landscape.  2)Test bed 
to emulate Intelligent 
transport system 

Validated with IBM CPLEX optimization 
solver results 

Simulated data & 65 applications 
from the Intelligent Transport 
System (ITS) with 28 scenarios 
tested. 

Applications with 
independent tasks alone are 
considered. 

F2 [52] 

Amazon EC2 instances 
test bed coded using 
MATLAB, 
CVX/MOSEK 

evaluated with five allocation schemes 
GEG, EG, PROP, SWM, MM benchmarks Data set 

Maximum resource capacity 
of fog nodes not mentioned 
while max. resource 
demand used  

F3 [55] 
Test bed with 25 FAP 
and 100 mobile 
devices. 

evaluated with SDFC, SSEC, CFIC scheme Mobile device generated service 
request (data set) 

Due to reactive policy 
scalability issue arises. 

F4 [57] CloudSim, iFogSim Validated with IoT based Smart Home 
application (SHA) 

Real time- Small scale smart home 
automation experiment case study 

 PSO do not address 
dynamic scalability 

F5 [53] 
Test bed with 50 IoT 
devices and 10 fog 
devices 

Validated for stability, complexity and 
convergence 

Enhanced Mobile Broadband 
(eMBB) services, Ultra Reliable 
Low Latency Communication 
(URLLC) services-delay & BER 
(Bit Error Rate) intensive 

Performance measured only 
for specific services 

F6 [56] 
Numerical Experiment 
and Test bed 
simulation 

QoE at equilibrium with price of anarchy 
compared with social optimal cost Simulated mobile request data set 

Number of user request and 
computing services 
considered constant 

F7 [59] 
iFogSim, GPR 
implemented with 
gptool of python  

Fog only tasks compared with fog-cloud Remote VM application and 
augmented reality application. 

Mobility of accessing 
device not considered 

F8 [7] Test bed set up Evaluated with fixed and dynamic 
threshold for varying resource quota 

GNOME to simulate concurrent 
request Scalability issue 

F9 [61] Test bed set up with 45 
to 210 IoT users 

SPA, Random resource allocation, Energy 
Consumption and delay performance 
(EDM) 

IoT device requests Reactive policy restricts 
scalability 

F10 [39] Simulated experiment Compared with fixed power allocation 
scheme and random fog clustering scheme 

20 requests from 5 users for 20 
fog access points 

The transmission delay 
between fog nodes 
considered negligible 

F11 [60] iFogSim   
evaluated with IBM Cplex solver, 
compared with first fit baseline & pure 
cloud models 

Motion, video, audio, 
temperature-based applications 

The reactive policy does not 
scale and fails to address 
stochastic requirements 
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F12 [49] Cloud analyst 

Efficient resource allocation (ERA) 
compared with existing Optimize response 
time (ORT) and Reconfigure dynamically 
with load balancing (RDLB)  

Simulated data  Cannot address stochastic 
requirements 

F13 [58] 
Fog torch prototype, a 
proof of concept java 
tool. 

Evaluated for expected QoS profile in 50 
fog nodes 

Fire alarm IoT application offered 
by an insurance company to its 
customers. 

A single application tested 
for task placement. 
Scalability problem. 

F14 [62] Test bed with 50 smart 
phones 

Validated with Minimum Migration and 
MBFD (Modified Best Fit Decreasing) 

Test data for pressure application 
generated by JMeter 

The static approach does not 
support scalability 

F15 [50] 

Test bed set up with 
dawn-3000 parallel 
machine with ten 
Linux cluster to model 
fog computing 
environment 

 MFR (Mapping Fog Resource to user 
directory scheme) compared with MinMin 
and MaxMin algorithm 

Random function generated 
service requests 

As resources are mapped to 
user price, the waiting time 
for a resource, increases the 
delay of completing user 
tasks.   

F16 [51] 

Test bed set up of 
300x300 network size 
with 80 users and 50 
Base stations. 

Total cost evaluated across several base 
stations and 2-phase LP compared with the 
greedy algorithm 

The medical device-generated data 
traffic 

VM deployment in the base 
station is application-
specific 

F17 [63] CloudSim Internally compared among shared and 
reserved allocation.   

The workload of multimedia big 
data from fog-cloud broker to use 
smart devices 

Static number of requests 
and data considered for the 
experiment 

F18 [54] Mathematical model Convergence rate of proximal algorithm 
and ADMM 

Video streaming request from 
Akamai- the world’s largest 
content delivery network 

Only Theoretical proof of 
mathematical model 
analyzed 

Solution. In general, the existing works were from the 
service provider’s point of view saving their cost. A RASP 
strategy that prioritizes consumer’s profit, needs focus. 
Deployment of multi-tier and parallel applications in fog nodes 
is another issue that needs attention. 

The unexpected network traffic and access rate of the 
hosted applications were not foreseen during SLA. This leads 
not only in the violation of QoS requirements but some 
catastrophic failures of resource access. Hence dynamic 
provision, to monitor and configure the resources automatically 
with intelligence is the need for such a situation. Research on 
autonomic computing that possesses self-management 
capability will enhance the RASP strategy. 

The proliferation of IoT requires unlimited bandwidth. The 
huge number of heterogeneous geo-distributed devices 
involved in the fog layer that handles IoT consumes enormous 
energy. Instead of draining the available energy, fog nodes that 
work on solar and green energy should be brought into usage. 
Hence, a Fog-based RASP solution that supports green 
environmental sustainability needs focus. 

The manufacturing units in Industry, nowadays depend on 
Fog services for instantaneous processing. But, the protocol 
interoperability problem between the assembling units and Fog 
devices causes a delay that is not tolerable in Industrial IoT. 
With fewer works carried out in this area, it remains yet 
another open challenge in Fog research. 

Findings show that based on the delay constraint of the 
applications, the arriving requests are segregated among the 
Cloud and Fog for processing. But, the question arises how the 
decision is made when the delay constraint is not explicitly 
mentioned.  One possible approach is that the Cloud/Fog center 
can be decided based on the application type. Service requests 

from critical health-care, disaster management, real-time 
chemical reactors, and Industrial IoT can be considered as 
emergent applications that need to be processed in the Fog 
layer. 

Further, the efficiency of the RASP system can be escalated 
by clustering the fog nodes on application basis for processing. 
Instead of making all fog nodes available for processing, 
certain fog nodes can be employed for general purposes while 
the rest of the fog nodes can be reserved exclusively for 
emergent applications. Algorithms are to be devised that ensure 
maximum utilization of the fog nodes.  The idle fog cluster can 
be employed either for the migrated emergent applications or 
for the local non-emergent applications during peak hours. As 
Fog computing is still in its infancy stage, standard protocols 
are yet to be explored. 

VIII. CONCLUSION 
The survey elaborates various RASP strategies in Fog and 

Cloud environments. The survey investigated the individual 
work from the viewpoint of, the problem defined, objective set, 
algorithm adopted, performance metrics addressed, experiment 
and evaluation tools employed, and the workloads used for 
testing. The tabulated information presents an exhaustive 
analysis of the individual work with their limitations projected 
as open challenges. 

Although review articles exclusive to Cloud and Fog exists, 
the proposed survey explores the RASP problem, in Cloud and 
Fog for IoT applications. The survey stands unique to employ 
techniques like Reinforcement Learning (RL) and Energy 
Efficient Computing (EEC) to save cost and energy 
respectively. Sure enough, the survey will motivate the 
researchers to focus on the research gaps and helps them to 
conceive innovative RASP solutions in the Fog-Cloud 
federation. 
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Abstract—Deep learning frameworks have progressed beyond 
human recognition capabilities and, now it’s the perfect 
opportunity to optimize them for implementation on the 
embedded platforms. The present deep learning architectures 
support learning capabilities, but they lack flexibility for 
applying learned knowledge on the tasks in other unfamiliar 
domains. This work tries to fill this gap with the deep neural 
network-based solution for object detection in unrelated domains 
with a focus on the reduced footprint of the developed model. 
Knowledge distillation provides efficient and effective teacher-
student learning for a variety of different visual recognition 
tasks. A lightweight student network can be easily trained under 
the guidance of the high-capacity teacher networks. The teacher-
student architecture implementation on binary classes shows a 
20% improvement in accuracy within the same training 
iterations using the transfer learning approach. The scalability of 
the student model is tested with binary, ternary and multiclass 
and their performance is compared on basis of inference speed. 
The results show that the inference speed does not depend on the 
number of classes. For similar recognition accuracy, the 
inference speed of about 50 frames per second or 20ms per 
image. Thus, this approach can be generalized as per the 
application requirement with minimal changes, provided the 
dataset format compatibility. 

Keywords—Machine learning; knowledge distillation; transfer 
learning; domain adaptation 

I. INTRODUCTION 
Deep neural networks are thriving, due to vast data 

availability, newer complex models, and heterogeneous 
compute capacity. The data accumulation ease and its open-
source availability are opening new doors for the research 
community. So new models are popping up almost every day 
on how to solve real-world problems using that data. Now 
crunching the data is also getting cheaper day by day, and one 
does not require a personal high-end custom configured system 
for this job. It is offloaded to cloud-based solutions provided 
by Amazon, Google, and Microsoft. Traditional machine 
learning & data mining algorithms make predictions using 
statistical models and trained on labelled or unlabelled training 
datasets. As the labelled data may be too few in practical 
applications; so to build a good classifier; semi-supervised 
classification done by using a large amount of unlabelled data 
and a small amount of labelled data [1], [2], [3].  In [4], the 
problem of how to deal with the noisy-class label is explored. 
Similarly, in [5], cost-sensitive learning is considered. In [6], it 
is shown that having a minimum depth to the network is vital 

for the model performance. All these approaches assumed that 
the distributions of the labelled and unlabelled data were the 
same. 

For implementation on edge-based devices, the model size 
could be cut down by the compression techniques at various 
levels in the model, data, and computation. The classic Alexnet 
[7] was trained on the Imagenet dataset and performed 2.27 
billion operations with 238MB of memory usage for storing the 
model data itself. In the compressed model, Squeezenet [8] 
performs 2.17 billion of operation but with a smaller footprint 
of 4.8MB, while Darknet [9], an open source for the Yolo [10], 
does less than 1 billion operations with 28MB of the footprint. 
Note that this comparison is assuming a baseline accuracy of 
80 per cent in recognizing the labelled visuals. It does not 
include the run time memory requirements while performing 
the computation, which is not directly proportional to the 
number of operations performed as neural networks are non-
linear models. Also, compression-decompression takes more 
computation power. Mobilenet [11] tries to address this 
problem to an extent. Though the model size is reduced from 
the storage perspective but while performing the inference on a 
lightweight platform, they may fail to give the real-time 
response due to resource constraints. To make them predict 
with a high confidence value [12] the sematic segmentation 
approach from [13], [14] is used by [15], [16], [17]. 

The practical implementation of the deep neural network in 
real-life scenarios is quite the opposite of the earlier 
description. IoT based heterogeneous devices have resource 
constraints that limit their use on them. They mostly offload 
this to the cloud, but that solution is not always feasible due to 
the latency involved. This work explores the knowledge 
distillation approach in deep neural networks for IoT edge 
devices for real-time applications. The contribution of this 
work is to train a smaller model for a lightweight target 
platform with a negligible loss of accuracy. The proposed 
lightweight model can be easily customized to the different 
domains and can be easily ported to IoT based edge devices. 
Section 2 details why deep learning on heterogeneous edge 
devices is difficult to implement. In Section 3, the state of the 
art approaches for model reduction is presented. Section 4 
delves into the knowledge distillation approach and how it can 
be used on the edge-based device followed by experimental 
setup and performance analysis of the implementation. 
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II. DEEP LEARNING ON EDGE DEVICES 
Convolution Neural Networks models have evolved to 

surpass the human capabilities in image classification task but 
when it comes to their deployment on the edge devices, there 
use is limited due to various resource constraints as described 
below: 

A. Limited Data 
The large dataset is not available in all circumstances for 

the training of the network and even it is available it may be 
quite expensive in terms of time and feasibility. Data privacy is 
another factor which forces to work with lesser data locally on 
the device itself. 

B. Limited Model Footprint 
Models which thrusted the growth of DNN with their 

accuracy limits surpassing humans are quite bulky in terms of 
memory requirements for storage. This memory could be either 
for storage of the model or for the storage of the millions of the 
weights calculated during the runtime. For practical 
implementation, the memory footprint of the application 
should be small enough to fit into any embedded device. 

C. Limited Computation 
Even with lesser data and smaller models the solution does 

not work out. Because of the millions of intermediate weights 
computation, it involves during the model run, it may require a 
desktop/server capability to finish the task in real time. The 
computational latency is not tolerable in the practical 
application involving the heterogeneous edge device. Now as 
the heterogeneous edge devices has limited capabilities, one 
need to devise the ways to eliminate or reduce these limitation 
causes. The next section describes this in detail. 

III. DEEP NEURAL NETWORK REDUCTION 
Though DNNs have the tremendous diversity of structures, 

still the core computation of a network is the variations of 
matrix-multiplications or more precisely multiply-and-
accumulate (MAC) operations. The factors which effect the 
MAC operations are batch size, image dimensions, filter type, 
no. of channels, kernel size and activation size. These 
combined for every neuron to neuron connections make the 
millions of hyper-parameters of the DNN. 

To reduce these transformation functions parameterized by 
learnable weights, researchers worldwide have developed their 
own various model compression techniques, but only some of 
the well-researched approaches are covered here for brief 
overview. 

A. Pruning 
The hyper parameter space of the DNN is reduced by 

trimming the network physically or pruning the network itself 
in various ways. 

The unimportant weight connections can be pruned if they 
are below a predefined threshold or if they are redundant. 
About 50% of the weights can be pruned without fine-tuning 
and with fine-tuning, more than 80% of the weights can be 
pruned [18]. The pruning of the weights can be driven by 
energy distribution for the network [19]. In Energy Inference 

Engine [20], the sparse weights after pruning can also be 
compressed to reduce memory access bandwidth. Huffman 
coding is used to reduce storage and bandwidth requirements 
for weights by 20-30% [21]. 

Another approach to trim the individual neurons is that if 
they are redundant [22]. As these are basic element of the 
network so the associated connections of the neuron will also 
be obliterated. In the literature many ways are researched to do 
this type of pruning, even some of the neuron layers which do 
not contribute much in the network updation can also be 
removed [23]. 

Convolutional filters are applied to the data and according 
to their importance, they can be eliminated from the network. 
The filter’s importance can be known by their influence on the 
weight calculation or L1/L2 norm [24]. Other methods are also 
researched in the literature which is not the scope of this work. 

B. Quantization 
The network architecture can be improved in many ways 

e.g. by reducing the quantity of weights and number of 
operations. The large convolution operation can be replaced 
with a number of smaller convolution operators having fewer 
weights in total, keeping the effective receptive field same i.e. 
large filters can be emulated with several of the smaller size 
filters in cascade e.g. convolution of size n by n can be made 
by combining 1 by n convolution with N by 1 convolution 
[21]. SqueezeNet [25] uses this approach to achieve an overall 
reduction in number of weights up to 50x compared to 
AlexNet, while keeping the accuracy in similar range. 

Weights of fully connected layers can be quantized using 
Regularization technique [26], [27]. Clustering by ‘k-means’ 
[28] achieved more than 20x compression with negligible loss 
of accuracy. Hashed Nets [29] use a low-cost hash function to 
group weights into hash buckets to share parameters. 

C. Knowledge Distillation 
Knowledge distillation (KD) was introduced by [30] as: 

• Train a large model that performs and generalizes very 
well. This is called the teacher model. 

• Take all the data you have and compute the predictions 
of the teacher model. The total dataset with these 
predictions is called the knowledge, and the predictions 
themselves are often referred to as soft targets. This is 
the knowledge distillation step. 

• Use the previously obtained knowledge to train the 
smaller network, called the student model. 

Fig. 1 summarizes this pictorially. 

 
Fig. 1. Example of a Transfer Learning Model. 
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IV. TEACHER-STUDENT LEARNING 
Knowledge distillation starts with training a larger model, 

the teacher ‘T’. As it is trained on a heavier platform (GPU), it 
achieves high performance. Then a lightweight model known 
as student ‘S’ is deployed to learn from ‘T’. Now, ‘S’ is 
supposed to give comparable performance as ‘T’ but with less 
memory and more speed. 

To improve knowledge transfer from teacher to student  
various types of methods are researched. Assuming a trained 
‘T’ has already eliminated some label errors contained in the 
ground truth data, the authors in [29] treated the hard label 
predicted by ‘T’ as the underlying knowledge. While in [30], 
the soft label produced by ‘T’, i.e., the classification 
probabilities, are focused to provide more information to 
transfer. In general, knowledge is transferred from the ‘T’ to 
‘S’ by minimizing a loss function in which the target is the 
distribution of class probabilities predicted by ‘T’. This 
probability distribution has the correct class at a very high 
probability (close to ‘1’) with all other class probabilities very 
close to ‘0’. As such, it does not provide much information 
beyond the ground truth labels already provided in the dataset. 
For this, Hinton [30], introduced the concept of "softmax 
temperature". As it grows, the probability distribution 
generated by the softmax function becomes softer, providing 
more information as to which classes ‘T’ found more like the 
predicted class. This is the “dark knowledge” embedded in the 
‘T’ and transferred to ‘S’ in the distillation process. The 
distillation related work can be categorized as below: 

• Feature Map: The feature map across channel 
dimension can be averaged to obtain spatial attention 
map [31]. The inner product of two feature maps can be 
used for the inter-layer flow [32]. The author in [33] 
improved this idea with singular value decomposition 
(SVD). A recent work [34] demonstrated the 
effectiveness of mimicking feature map directly in 
distillation. 

• Transfer strategy: FitNets [35] selected a hidden layer 
from ‘T’ and ‘S’ to be hint layer and guided layer 
respectively. ‘S’ can get a better initialization through 
pre-training the guided layer with the hint layer as 
supervision. Net2net [36] proposed a function-
preserving transformation, which makes it possible to 
directly reuse it from ‘T’ to initialize the 
hyperparameters of ‘S’. 

• Hybrid strategy: Adversarial learning is used with 
distillation by using a comparator to check the outputs 
of ‘S’ and ‘T’ are close enough or not [37]. The author 
in [38] exploited reinforcement learning to search the 
best network structure of ‘S’ under the influence of ‘T’. 
In [39] and [40] progressive or lifelong learning is 
referred to make knowledge transfer step by step. 

Looking to this a novel approach to developing deep 
learning models for various domains is proposed. As every 
student in a class distribution may not have a similar capability 
or generally it a Gaussian curve. To flatten the curve on the 
higher side of learning capability, the model tries to imbibe the 
relative knowledge which can be used on the lightweight 
students to perform the object detection task with comparable 
performance. The aim is, to provide a generic solution to the 
problem with the assumption that the model can only be 
transferred successfully using the smaller dataset avoiding the 
limitations of the domain transfer. 

V. EXPERIMENTAL EVALUATION AND DISCUSSION 
A popular framework Caffe [41] is chosen for the binary 

image classification task. The Redux Dogs vs. Cats 
competition dataset [42] is used for training and testing 
purpose on NVIDIA GTX 770 with 1536 GPU cores [43]. The 
training data consists of 12500 images of each for Cats and 
Dogs. For testing phase 12500 images random images from the 
dataset are chosen. 

The model calculates the probability of a pet and assigns a 
numeric value between 0 and 1 for the predicted class. 
Currently the implementation involves binary classification; 
cat and dog, but it can be extended easily to include other types 
of pets. For that the model will give the probability values for 
each class and the highest value is the closest. The accuracy of 
the implemented training models depends on the model 
training parameters and varies with change in hyper parameters 
that itself is a separate research area.  The log-loss formula can 
be used to represent the accuracy of any model: 

( ) ( ) ( )
1

1 ˆ ˆlog 1 log 1
n

i i i i
i

Logloss y y y y
n =

= − + − −  ∑
         (1) 

Where, n represents the number of images in the test set. y 
the prediction probability for the dog and y^ equals to ‘1’ if the 
current image is identified as a dog or equals to ‘0’ if a current 
image is predicted as cat. The log-loss probability is calculated 
for each run and note that a smaller value of log loss is desired. 

First, the complex teacher model is trained using labeled 
data and then same is tested with the unlabeled data to classify 
the pet either cat or dog. Fig. 2(a) shows the learning curve of 
the teacher model achieving 75% validation accuracy in 1500 
iterations which occurred in about 2 and ½ hours. Further, the 
weights from the teacher model are used to pass to the student 
model as per knowledge distillation criteria, i.e., the student 
model is initialized with the pre-trained data/weights from the 
teacher model. Fig. 2(b) shows the training/learning curve of 
the student model achieving a 95% validation accuracy in 
about 1000 iterations which occurred in less than 2 hours. 

In Table I, while doing transfer learning, the accuracy has 
jumped from 75% to 95% that too in lesser run time. The log 
loss value also comes down close to unity, the ideal log loss 
value for this problem. 
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Fig. 2. Learning Curve for (a) Teacher Model; (b) Student Model. 

 
Fig. 3. Learning Curve for the GPU with Previous (a) Teacher Model; (b) Student Model. 

TABLE I. PERFORMANCE COMPARISON FOR TWO MODELS 

Parameters Teacher 
(Training run) 

Student 
(Transfer learning) 

Accuracy (%) 75 95 

Iteration 1500 1000 

Time Taken (minutes) 155 110 

Log Loss 8.9 1.1 

To validate the transfer learning results further multiple 
runs are conducted on the higher capacity single GPU 
(NVIDIA GTX 1080Ti with 3584 cores) [44] configuration 
and with dual GPU configuration. The results are shown in 
Fig. 3 and summarized in Table II. It shows the comparison 
matrix from all the test runs on various GPU platforms. In 
model 1, using the GPU with significantly greater number of 
cores reduces the number of iterations to achieve the similar 
results and it converges faster. On the other hand, with model 
2, the results are similar both in terms of accuracy and number 
of iterations irrespective of the platform availability. It 
indicates that transfer learning-based approach comes out as a 
clear winner for limited resource environment. 

Next, the task is performed for binary, ternary, and 
multiclass identification and their performance is compared on 
basis of inference speed. The results show in Table III that the 
inference speed does not depend on the number of classes. The 

multiple domains are also considered to prove that for similar 
recognition accuracy the inference speed achieved is about 50 
frames per second or 20ms per image. 

TABLE II. RESULTS FROM VARIOUS GPU CORES 

Platform 
NVIDIA 
GPU core 
count 

Model-1 (Training) Model-2 (Transfer Learning) 

Accuracy 
(%) 

Number of 
Iterations 

Accuracy 
(%) 

Number of 
Iterations 

1536 75 1500 95 1000 

3584 75/90 1000/4000 96 1000 

3584 x 2 75/90 1000/4000 96 <1000 

TABLE III. PERFORMANCE COMPARISON FOR MULTICLASS DETECTION 

Classification Object Labelled Inference Speed 

Binary Cat and Dog 1.5fps 
0.663s/image 

Ternary1 Date, fig and hazelnut 2.95 fps 
0.339s/image 

Ternary2 Platelets, RBC, and 
WBC 

142 fps 
0.007s/image 

Multi-class 
(5-classes) 

Docks, Boats, Lifts, 
Jetskis, and Cars 

48 fps 
0.020s/image 
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VI. CONCLUSION 
It can be safely concluded that using transfer learning 

approach a student model converges faster than the original 
complex teacher model. This directly translates to the saving in 
resource for each run of the learning which is exactly what is 
required for the implementation of CNN on heterogeneous 
embedded platform with lesser resources as now the lesser 
powerful embedded GPU (compared to discrete ones) can 
achieve similar accuracy. The results will make deployment 
and inferencing of DNN in heterogeneous devices easier and 
devices friendly. General-purpose experimentation platforms 
like raspberry-pi can be also used for the same. For the future 
work Nvidia latest platform like Jetson-TK [45] can be 
considered for real time implementation of this approach. 

GPU acceleration and model compression are orthogonal to 
each other. How much a model can be compressed and 
accelerated subject to given resource constraints (storage, 
computational power, and energy) and user-specified 
performance goals (accuracy, latency) is open research 
question. The development of the generalized model 
compression and acceleration framework would add another 
value to it. More research in this area can lead to trade-off 
between model compression and acceleration dynamically. 
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Abstract—This paper presents an optimal network 
reconfiguration (ONR)/feeder reconfiguration (FRC) approach 
by considering the total operating cost and system power losses 
minimizations as objectives. The ONR/FRC is a feasible 
approach for the enhancement of system performance in 
distribution systems (DSs). FRC alters the topological structure 
of feeders by changing the close/open status of the tie and 
sectionalizing switches in the system. Apart from the power 
received from the main grid, this paper considers the power from 
distributed generation (DG)  sources such as wind energy 
generators (WEGs), solar photovoltaic (PV) units, and battery 
energy storage (BES) units. The proposed multi-objective-based 
ONR/FRC problem has been solved by using the multi-objective 
crow search algorithm (MO-CSA). The proposed methodology 
has been implemented on two (14 bus and 17 bus) distribution 
systems with three feeders. 

Keywords—Battery storage; distributed generation; 
evolutionary algorithms; network reconfiguration; renewable 
energy; uncertainty 

NOMENCLATURE 
𝑆𝑠𝑠              Apparent power flowing through the substation  

                   transformer 

𝑆𝑠𝑠𝑚𝑎𝑥          Maximum apparent power flowing through the  

                   substation transformer 

𝐼𝑓                Current magnitude of feeder 

𝐼𝑓𝑚𝑎𝑥           Maximum current magnitude of feeder 

𝑣𝑟                Rated wind speed 

𝑃𝐵𝐶ℎ            Battery charging power 

𝑃𝐵𝐷𝑖𝑠𝑐ℎ        Battery discharging power 

𝑃𝑇𝐷𝑒𝑚𝑎𝑛𝑑    Total power demand in the system 

𝑃𝑇𝑙𝑜𝑠𝑠          Total power losses in the system 

𝑣𝑐𝑜             Cut-out wind speed 

𝑃𝑊𝑟              Rated power of wind turbine (WT) 

𝑃𝑃𝑉𝑟             Rated solar PV power output 

𝐺𝑐              Certain solar irradiation (say 150 W/m2) 

𝑣𝑐𝑖              Cut-in wind speed 

𝐺𝑠𝑡𝑑          Solar irradiation at standard test environment 
(1000  

                 W/m2) 

𝐶𝑖            Cost of power from the ith feeder (from the main 
grid) 

𝑃𝑖             Power output from the ith feeder (from the main 
grid) 

𝐶𝑊𝑗         Cost of power from the jth wind energy generator  

                (WEG) 

𝑃𝑊𝑗           Power output from the jth WEG 

𝐶𝑃𝑉𝑘         Cost of power from the kth solar PV unit 

𝑃𝑃𝑉𝑘          Power output from the kth solar PV unit 

𝐶𝐵𝑏            Cost of power from the bth battery storage unit 

𝑃𝐵𝑏            Power output from the bth battery storage unit 

𝑁𝐹             Number of feeders 

𝑁𝑊            Number of WEGs 

𝑁𝑃𝑉           Number of solar PV units 

𝑁𝐵             Number of battery storage units 

𝑁𝐵𝑢𝑠          Number of buses 

I. INTRODUCTION 
Generally, the power losses in the distribution network are 

significantly high compared to those in the transmission 
system due to the high resistance/reactance (R/X) ratio. 
Distribution systems (DSs) operate at high currents and low 
voltages which lead to high power loss and poor voltage 
profile. Another reason is due to the radial topology of 
distribution systems when compared to transmission systems 
[1]. The requirement of enhancing the overall efficiency of 
power delivery has forced the power utilities to reduce the 
losses at the distribution level. Many arrangements can be 
worked out to reduce these losses such as feeder 
reconfiguration (FRC)/optimal network reconfiguration 
(ONR), shunt capacitor switchings, etc. The FRC or ONR is 
the process of changing the topological structure of feeders by 
varying the positions of tie/sectional (generally open/closed) 
switches [2]. For a fixed network configuration of a 
distribution system with varying load conditions, it is 
observed that the power losses are not optimum. FRC/ONR 
has several advantages, such as managing network 
overloading, voltage profile improvement, optimization of 
system power losses and system operating cost, restoration of 
service during feeder faults, and system maintenance through 
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planned outages. Therefore, there is a pressing requirement for 
the ONR/FRC to optimize system power losses and relieve 
network overloading. Recently, the electricity demand is 
rapidly increasing due to population exploitation and 
urbanization. Conventional electricity generation utilizes fossil 
fuels. But, the overutilization of fossil fuels causes depletion 
of fuels and affects the environment [3]. To overcome these 
issues, this work utilizes renewable energy resources (RERs), 
such as wind energy generators (WEGs), solar PV units, and 
battery energy storage (BES) units. 

An ONR approach by considering the power loss 
minimization and improvement of voltage profile has been 
proposed in [4]. In [5] proposes the ONR approach by 
optimally allocating distributed generation (DG) and soft open 
points simultaneously. In [6] proposes an ONR and phase 
balancing methodology for minimizing the power losses in 
conventional distribution systems (DSs) and microgrids (MGs) 
using the particle swarm optimization (PSO) algorithm. 
Optimal DG allocation and ONR have been presented in [7] to 
improve the loss profile and voltage stability of the radial 
distribution systems (RDSs) considering the DGs and 
probabilistic loads which are operated at varying power 
factors. An optimal multi-criterion of FRCs with solar PV and 
wind-based RERs using the weight factor approach 
considering the reliability has been proposed in [8]. An 
optimal dispatching and control of all hybrid MG sources such 
as conventional generators, RERs, demand-manageable loads, 
and energy storage system have been presented in [9]. In [10] 
proposes an ONR of DSs under a multi-objective optimization 
(MOO) model to minimize power losses and to enhance the 
reliability of DSs. A MOO based on ONR in parallel with 
renewable DGs allocation and sizing for optimizing the active 
power loss, annual operation costs (maintenance, installation, 
and active power loss costs), and emissions have been 
proposed in [11]. A mixed PSO technique for the 
minimization of active power loss and the enhancement of 
voltage profile in the DS has been proposed in [12]. A 
multiscale formation generation problems are introduced and 
solved as the generalizations in 13]. 

From the above literature review, it can be observed that 
there is a pressing requirement for simultaneously optimizing 
the total operating cost (TOC) and power loss minimization 
objectives in the RDS using the ONR/FRC. Optimal FRC 
alters the feeder topological structure by changing the 
close/open status of the tie switches and sectionalizing in the 
system [14, 15]. Apart from the power received from the main 
grid, this paper considers the power from the DG units such as 
wind energy generators (WEGs), solar PV units, and battery 
energy storage (BES) units. The proposed multi-objective-
based ONR problem has been solved by using the multi-
objective crow search algorithm (MO-CSA). The proposed 
methodology has been implemented on 14 bus and 17 bus 
distribution systems. 

The paper presented is as follows: Section II explains the 
mathematical modeling of DG sources, such as wind, solar 
PV, and battery storage. In section III multi-objective-based 
problem formulation with system power losses and operating 
cost objectives has been described. Section IV presents the 
description of the multi-objective crow search algorithm (MO-

CSA). The performance of the proposed model on 14 bus and 
17 bus DSs is presented in the results and discussion in 
Section V. Section VI concludes the paper. 

II. MODELING OF DISTRIBUTED GENERATION (DG) UNITS 
This section presents the modeling of RERs based DG 

sources, i.e., WEGs, solar PV units, and BES units. 

A. Modeling of Wind Power 
In the WEG, the kinetic energy (KE) of wind is going to 

be converted into electrical power. The power output from a 
wind turbine (𝑃𝑊) depends on variations in wind speed (𝑣), 
and it can be expressed as [16], 

𝑃𝑊 = �
0                               𝑖𝑓 𝑣 ≤ 𝑣𝑐𝑖   𝑎𝑛𝑑  𝑣 ≥ 𝑣𝑐𝑜
𝑎𝑣3 − 𝑏𝑃𝑊𝑟                             𝑖𝑓 𝑣𝑐𝑖 ≤ 𝑣 < 𝑣𝑟
𝑃𝑊𝑟                                           𝑖𝑓 𝑣𝑟 ≤ 𝑣 < 𝑣𝑐𝑜

          (1) 

Where 𝑎 = 𝑃𝑊
𝑟

𝑣𝑟3−𝑣𝑐𝑖
3  and 𝑏 = 𝑣𝑐𝑖

3

𝑣𝑟3−𝑣𝑐𝑖
3 . Generally, the stochastic 

nature of wind speed ( 𝑣 ) is modeled using the Weibull 
probability distribution function (PDF). From the knowledge 
of wind speed distribution, the wind power (𝑃𝑊) is derived 
and it is depicted in Fig. 1. 

 
Fig. 1. Wind Power Distribution. 

The uncertain nature of wind speed (𝑣) can be expressed 
as [17], 

𝑓(𝑣) = �𝑘
𝑐
� �𝑣

𝑐
�
𝑘−1

𝑒−�
𝑣
𝑐�
𝑘

        𝑓𝑜𝑟 0 ≤ 𝑣 ≤ ∞          (2) 

The uncertain nature of wind power (𝑃𝑊) using Weibull 
PDF can be expressed as [17], 

𝑓(𝑃𝑊) =
𝑘(𝑣𝑟 − 𝑣𝑐𝑖)
𝑐𝑘𝑃𝑊

�𝑣𝑐𝑖

+
𝑃𝑊
𝑃𝑊𝑟

(𝑣𝑟

− 𝑣𝑐𝑖)(𝑘−1)� 𝑒
−�

𝑣𝑐𝑖+
𝑃𝑊
𝑃𝑊
𝑟 (𝑣𝑟−𝑣𝑐𝑖)

𝑐 �

𝑘

            (3) 
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B. Modeling of Solar PV Power 
The amount of power output from solar PV unit (𝑃𝑃𝑉 ) 

depends on the solar irradiation (G), and it can be expressed as 
[18], 

𝑃𝑃𝑉 =

⎩
⎪
⎨

⎪
⎧ 𝐺2𝑃𝑃𝑉

𝑟

𝐺𝑠𝑡𝑑𝐺𝑐
                     𝑓𝑜𝑟 0 ≤ 𝐺 < 𝐺𝑐

𝐺𝑃𝑃𝑉
𝑟

𝐺𝑠𝑡𝑑
                      𝑓𝑜𝑟 𝐺𝑐 ≤ 𝐺 < 𝐺𝑠𝑡𝑑

𝑃𝑃𝑉𝑟                                  𝑓𝑜𝑟 𝐺 ≥ 𝐺𝑠𝑡𝑑

           (4) 

In this paper, the uncertainty modeling of the solar PV unit 
is modeled by using the Beta distribution function, and its 
value is in the interval [0, 1]. It is modeled using, 

𝑓(𝐺) = Γ(𝛼+𝛽)
Γ(𝛼)Γ(𝛽)

𝐺(𝛼−1)(1 − 𝐺)(𝛽−1)           (5) 

The parameters 𝛼 and 𝛽 are calculated by using mean (𝜇) 
and variance ( 𝜎 ) of solar irradiance data, and they are 
calculated using, 

𝛽 = (1 − 𝜇) �𝜇(1+𝜇)
𝜎2

− 1�             (6) 

𝛼 = � 𝜇𝛽
1−𝜇

�              (7) 

C. Modeling of Battery Energy Storage (BES) 
The BES unit provides the flexibility to handle the 

uncertainty of wind and solar PV units. The operational 
constraints of battery storage are presented next: 

The battery storage power (𝑃𝐵) is limited by [19], 

−𝑃𝐵𝑚𝑎𝑥 ≤ 𝑃𝐵 ≤ 𝑃𝐵𝑚𝑎𝑥             (8) 

Battery power is positive during the charging mode and 
negative during the discharging mode. The state of charge 
(SoC) of battery at time t is expressed as [20], 

𝑆𝑜𝐶𝑡 = 𝑆𝑜𝐶𝑡−1 + � 𝑃𝐵
𝑃𝐵
𝑚𝑎𝑥�             (9) 

The limit on SoC presents the excessive discharging and 
charging of the battery, and it can be expressed as, 

𝑆𝑜𝐶𝑚𝑖𝑛 ≤ 𝑆𝑜𝐶𝑡 ≤ 𝑆𝑜𝐶𝑚𝑎𝑥            (10) 

Where 𝑆𝑜𝐶𝑚𝑖𝑛 and 𝑆𝑜𝐶𝑚𝑎𝑥  are 0.2 and 0.9, respectively. 

III. PROBLEM FORMULATION: MATHEMATICAL MODELING 
OF ONR/FRC 

Optimal network reconfiguration (ONR) is an important 
tool to operate the distribution system (DS) at a minimum 
operating cost and/or minimum system power losses and for 
the enhancement of system security/reliability [21]. The ONR 
is a complicated problem as they have several candidate 
switching (both sectional and tie switches) combinations, 
which makes it a discrete optimization problem [22]. In this 
work, two important technical objectives, i.e., total operating 

cost (TOC) and system power loss minimizations are 
considered. 

A. Objective 1: Total Operating Cost (TOC) Minimization 
The TOC objective includes the cost due to power from 

the grid (i.e., the power to the feeders), cost due to wind power, 
solar PV power, and BES units. This TOC objective can be 
formulated as [23],  

Minimize,  

𝑇𝑂𝐶 =  �(𝐶𝑖 × 𝑃𝑖)
𝑁𝐹

𝑖=1

+ ��𝐶𝑊𝑗 × 𝑃𝑊𝑗�
𝑁𝑊

𝑗=1

+ �(𝐶𝑃𝑉𝑘 × 𝑃𝑃𝑉𝑘)
𝑁𝑃𝑉

𝑘=1

+ �(𝐶𝐵𝑏 × 𝑃𝐵𝑏)
𝑁𝐵

𝑏=1

                             (11) 

B. Objective 2: System Power Losses Minimization 
Usually, the distribution networks are radial to reduce the 

protection complexities, and they have a high R/X ratio and 
hence they have high active power loss [24]. It is very 
important to reduce the system power losses for increasing the 
operational efficacy of the system. Fig. 2 depicts the single 
line diagram (SLD) of the radial distribution system (RDS) 
with one main feeder and 𝑁𝐵𝑢𝑠  number of buses [25]. The 
formulation of this objective can be formulated next: 

The active power losses obtained in the section of line 
between the bus j and bus (j+1), and can be expressed by [26], 

𝑃(𝑗,𝑗+1)
𝑙𝑜𝑠𝑠 = �

𝑃(𝑗,𝑗+1)
2 +𝑄(𝑗,𝑗+1)

2

�𝑉𝑗�
2 � 𝑅(𝑗,𝑗+1)            (12) 

The reactive power losses obtained in the section of line 
between the bus j and bus (j+1), and can be expressed by [27], 

𝑄(𝑗,𝑗+1)
𝑙𝑜𝑠𝑠 = �

𝑃(𝑗,𝑗+1)
2 +𝑄(𝑗,𝑗+1)

2

�𝑉𝑗�
2 � 𝑋(𝑗,𝑗+1)          (13) 

Total active power losses (𝑃𝑇𝑙𝑜𝑠𝑠) occurred in the RDS can 
be expressed as [28], 

𝑃𝑇𝑙𝑜𝑠𝑠 = ∑ �
𝑃(𝑗,𝑗+1)
2 +𝑄(𝑗,𝑗+1)

2

�𝑉𝑗�
2 �𝑁𝐵𝑢𝑠−1

𝑗=0 𝑅(𝑗,𝑗+1)          (14) 

The system power loss minimization objective can be 
formulated as [29], 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒             𝑃𝑇𝑙𝑜𝑠𝑠            (15) 

To perform the ONR/FRC problem in DSs, the system 
needs to satisfy certain equality and inequality constraints. 
The mathematical representation of those constraints is 
presented in the following subsection. 
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Fig. 2. Single Line Diagram (SLD) of the Radial Distribution System (RDS) with 𝑁𝐵𝑢𝑠 Number of Buses. 

C. Constraints 
The power balance equation states that the total active 

power generation from WEGs, solar PV units, power from 
main grid/substation, and batteries discharging power must be 
equal to total active power demand, total power losses, and 
battery charging power [30]. This power flow constraint can 
be expressed as, 

�𝑃𝑖

𝑁𝐹

𝑖=1

+ �𝑃𝑊𝑗 + �𝑃𝑃𝑉𝑘 +
𝑁𝑃𝑉

𝑘=1

�𝑃𝐵𝑏𝐷𝑖𝑠𝑐ℎ
𝑁𝐵

𝑏=1

𝑁𝑊

𝑗=1

= 𝑃𝑇𝐷𝑒𝑚𝑎𝑛𝑑 + 𝑃𝑇𝑙𝑜𝑠𝑠 + �𝑃𝐵𝑏𝐶ℎ           (16)
𝑁𝐵

𝑏=1

 

The bus voltage at each bus must be within the minimum 
and maximum bus voltage limits, and this constraint can be 
expressed as [31], 

𝑉𝑏𝑚𝑖𝑛 ≤ 𝑉𝑏 ≤ 𝑉𝑏𝑚𝑎𝑥            𝑏 = 1,2,3, … ,𝑁𝐵𝑢𝑠        (17) 

Power in each feeder is limited by [32], 

𝑃𝑖 ≤ 𝑃𝑖𝑚𝑎𝑥                 𝑖 = 1,2,3, … ,𝑁𝐹          (18) 

Power in each WEG is limited by, 

𝑃𝑊𝑗 ≤ 𝑃𝑊𝑗
𝑚𝑎𝑥             𝑗 = 1,2,3, … ,𝑁𝑊          (19) 

Power in each solar PV unit is limited by [32], 

𝑃𝑃𝑉𝑘 ≤ 𝑃𝑃𝑉𝑘𝑚𝑎𝑥                 𝑘 = 1,2,3, … ,𝑁𝑃𝑉          (20) 

Thermal limits of substation/main grid are limited by [33], 

      𝑆𝑠𝑠 ≤ 𝑆𝑠𝑠𝑚𝑎𝑥               (21) 

Thermal limits of feeders are limited by, 

     𝐼𝑓 ≤ 𝐼𝑓𝑚𝑎𝑥               (22) 

In this paper, the single objective-based ONR/FRC 
problem has been solved by using the crow search algorithm 
(CSA) and the MOO-based ONR/FRC problem has been 
solved by using the MO-CSA. 

IV. MULTI-OBJECTIVE CROW SEARCH ALGORITHM (MO-
CSA) 

The crow search algorithm (CSA) is a population-based 
nature-inspired technique that mimics the crow’s behavior and 
social interaction. Crows live in flock/group and their foods in 
some hiding places. These intelligent crows memorize these 

places and retrieve the hidden foods even after several months. 
The crows in the flock represent the solution in the population 
of size 𝑁 . The following steps are involved during the 
implementation of CSA [34]. 

A. Position Initialization 
Let 𝑆𝑖𝑡  represents the position of each crow 𝑖  in 𝑡𝑡ℎ 

iteration and it can be expressed as, 

𝑆𝑖𝑡 = �𝑆𝑖,1𝑡 , 𝑆𝑖,2𝑡 , 𝑆𝑖,3𝑡 , … . . , 𝑆𝑖,𝑛𝑡 �           (23) 

Where 𝑛 is the problem dimension. 

B. Memory Initialization 
Let 𝑚𝑖

𝑡  represents the memory of each crow 𝑖  in 𝑡𝑡ℎ 
iteration and it can be expressed as [34], 

𝑚𝑖
𝑡 = �𝑚𝑖,1

𝑡 ,𝑚𝑖,2
𝑡 ,𝑚𝑖,3

𝑡 , … . . ,𝑚𝑖,𝑛
𝑡 �            (24) 

Each solution in the population is evaluated by calculating 
the fitness by using the objective function/fitness function 
𝑓�𝑆𝑖

(𝑡+1)�. 

C. Position Update 
Suppose crow 𝑖  follows crow 𝑗  and the crow 𝑗  doesn’t 

watch crow 𝑖, then crow 𝑖 will discover food’s hiding place of 
crow 𝑗. In this case, the position of crow 𝑖 is updated by using 
[34], 

𝑆𝑖𝑡+1 = 𝑆𝑖𝑡 + �𝑟𝑖𝑓𝑙𝑖𝑡�𝑚𝑗
𝑡 − 𝑆��           (25) 

Where 𝑆𝑖𝑡+1  is the new/updated position of crow 𝑖  at 
(𝑡 + 1)𝑡ℎ  iteration, 𝑟 is a random number between 0 and 1, 
and 𝑓𝑙𝑖 is flight length. Suppose crow 𝑖 follows crow 𝑗 and the 
crow 𝑗 knows that crow 𝑖  is watching it, then crow 𝑗 moves 
randomly to fool crow 𝑖. This process can be expressed by 
using [35], 

𝑆𝑖𝑡+1 = �𝑆𝑖
𝑡 + �𝑟𝑖𝑓𝑙𝑖𝑡�𝑚𝑗

𝑡 − 𝑆𝑖𝑡��       𝑖𝑓 𝑟𝑗 ≥ 𝑃𝑐𝑡

𝐴 𝑟𝑎𝑛𝑑𝑜𝑚 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
          (26) 

D. Memory Update 
Each crow updates its memory based on its fitness value. 

The fitness of new crow’s position (i.e., 𝑓�𝑆𝑖
(𝑡+1)�) is better 

than the current memory’s value (i.e., 𝑓(𝑚𝑖
𝑡) ) then it will 

update its memory (𝑚𝑖
𝑡+1 ) to 𝑆𝑖𝑡+1 , otherwise, it will not 

change its memory (𝑚𝑖
𝑡+1 = 𝑚𝑖

𝑡 ). This can be expressed as 
[36], 
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𝑚𝑖
𝑡+1 = �

𝑆𝑖𝑡+1           𝑖𝑓 𝑓(𝑆𝑖𝑡+1) > 𝑓(𝑚𝑖
𝑡)

𝑚𝑖
𝑡                             𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

           (27) 

For implementing the MO-CSA, an empty external Pareto 
set is generated with the maximum size of 𝑁�. In each iteration, 
the best non-dominated solutions of the current flock are 
copied to the external Pareto set (𝑁�). If the size of the external 
Pareto set exceeds 𝑁� , then use hierarchical clustering 

technique to limit the external population size to 𝑁�. Update 
the position and memory of the combined population/flock 
(N+𝑁�) using the equations (26) and (27), respectively. This 
process is repeated until the termination criteria are satisfied. 
The members of the Pareto optimal set offer the required 
Pareto optimal front. The final best-compromised solution is 
obtained by using the fuzzy-min-max approach. The flow 
chart of MO-CSA has been depicted in Fig. 3. 

Read test system data, current flock size, flight length, Pareto optimal set size, 
consciousness probability, maximum number of iterations, maximum 

objectives. Generate random flock members, Pareto set (null set).  

No

Yes

Set flight count=1. Randomly 
initialize the position and 

memory of each crow

Check for violated 
functional constraints

Run load 
flow

Compute augmented objective 
(Ex: obj1, obj2) and fitness of 
the flight for given objective 

(Ex: fit1, fit2)

Is K=flock size?

Increment 
flight count

Current flock Pareto set
Determine the set of 

non-dominated solutions

Modified Pareto set

Is size<max size?

Combined (current and 
Pareto set) flock

Reduce Pareto set 
size by clustering

Update each crow’s position 
and memory in a flight 

Updated Pareto set

Is iteration<max iteration?

Yes

Yes

No
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Fig. 3. Flow Chart of MO-CSA. 
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V. RESULTS AND DISCUSSION 
As mentioned earlier, in this paper the ONR/FRC problem 

has been implemented on 14 bus and 17 bus DSs. In this work, 
the single objective-based ONR/FRC problem has been solved 
using the CSA and the MOO-based ONR/FRC problem has 
been solved by using MO-CSA. All the optimization programs 
are codes in MATLAB R2018a software on a personal 
computer with a 64 bit, 2.5 GHz, Intel Core-i7 processor, and 
8 GB RAM. Parameters related to WEG are: cut-in wind 
speed is 3 m/s, rated wind speed is 12 m/s, cut-out wind speed 
is 25 m/s, and rated power of WEG is 2 MW. The rated 
capacities of solar PV units and BES units are 3 MW and 1 
MW, respectively. 

A. Simulation Results on 14 Bus Distribution System 
The 14 bus distribution system consists of 16 branches, 3 

feeders, and 3 tie-switches. The active and reactive power 
demands are 28.7 MW and 17.3 MVAr, respectively. In this 
test system, one WEG is placed at bus 11, one solar PV unit is 
placed at bus 6, and one BES unit is placed at bus 12. Fig. 4 
depicts the SLD of 14 bus distribution system. 

Table I presents the power outputs and objective function 
values for 14 bus system. When the TOC minimization 

objective is optimized independently, then the obtained 
optimum TOC is 668.23 $/h and the corresponding power loss 
is 0.63 MW. When the system power loss minimization 
objective is optimized independently, then the optimum power 
loss obtained is 0.45 MW, and the corresponding TOC is 
715.01 $/h. From this analysis, it can be observed that when 
one objective is optimized independently then the other 
objective has deviated from the optimum. Therefore, there is a 
pressing requirement for simultaneously optimizing the TOC 
and system power losses. 

In this paper, the MO-CSA is used for solving the 
proposed MOO problem. When the TOC and system power 
loss minimization objectives are optimized simultaneously, 
then the obtained Pareto optimal front/set has been depicted in 
Fig. 5. The obtained best-compromised solution using the 
fuzzy min-max approach has the TOC of 683.50 $/h and 
system power losses of 0.50 MW. The opened lines after the 
ONR/FRC are line 6 (connected between buses 2 and 6), line 
9 (connected between buses 3 and 8), and line 10 (connected 
between buses 8 and 12). Fig. 6 depicts the SLD of 14 bus DS 
after the ONR/FRC. 
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Fig. 4. SLD of 14 Bus Distribution System. 

TABLE I. OBJECTIVE FUNCTION VALUES FOR 14 BUS DS 

Power outputs and objective function values 
Single objective-based ONR MOO based ONR 

TOC Minimization Power loss Minimization TOC and Power loss minimization 

Power output from feeders (MW) 24.07 24.35 24.60 

Power output from WEGs (MW) 1.92 1.85 1.89 

Power output from solar PV unit (MW) 1.79 1.64 1.80 

Power output from BES unit (MW) 0.92 0.86 0.91 

Total operating cost (TOC) ($/h) 668.23 715.01 683.50 

System power losses (MW) 0.63 0.45 0.50 

91 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

 
Fig. 5. Pareto Optimal Front of TOC and System Power Losses for 14 bus System. 
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Fig. 6. SLD of 14 Bus DS after Optimal Network Reconfiguration (ONR) / FRC. 

B. Simulation Results on 17 Bus Distribution System 
The 17 bus DS consists of 17 buses, 19 branches, 3 feeders, 

and 3 tie-switches. Three transformers of rating 
115kV/13.2kV of ∆ − 𝑌𝑔  connection with the leakage 
impedance of (0.01+j0.05) p.u. are connected at the beginning 
of 3 feeders. The active and reactive power demands of 17 bus 
system are 86.10 MW and 51.90 MVAr, respectively. The 
SLD of 17 bus DS has been depicted in Fig. 7. 

Table II presents the power outputs and objective function 
values for the 17 bus system. When the TOC minimization 
objective is optimized independently, then the obtained 
optimum TOC is 1862.06 $/h and the corresponding power 
loss is 2.76 MW. When the system power loss minimization 
objective is optimized independently, then the optimum power 
loss obtained is 1.95 MW, and the corresponding TOC is 

1903.12 $/h. From this analysis, it can be observed that when 
one objective is optimized independently then the other 
objective has deviated from the optimum. Therefore, there is a 
pressing requirement for simultaneously optimizing the TOC 
and system power loss objectives. 

In this paper, the MO-CSA is used for solving the 
proposed MOO problem. When the TOC and system power 
losses are optimized simultaneously, then the obtained Pareto 
optimal front has been depicted in Fig. 8. The obtained best-
compromised solution using the fuzzy min-max approach has 
the TOC of 1874.02 $/h and system power losses of 2.26 MW. 
The opened lines after the ONR/FRC are line 7 (connected 
between buses 5 and 8), line 9 (connected between buses 5 
and 9), and line 12 (connected between buses 6 and 11). Fig. 9 
depicts the SLD of 17 bus DS after the ONR/FRC. 
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Fig. 7. SLD of 17 Bus Distribution System. 

 
Fig. 8. Pareto Optimal Front / Set of TOC and System Power Losses for 17 Bus System. 

TABLE II. OBJECTIVE FUNCTION VALUES FOR 17 BUS DS. 

Power outputs and objective function values 
Single objective-based ONR MOO based ONR 

TOC Minimization Power loss Minimization TOC and Power loss minimization 

Power output from feeders (MW) 82.35 81.87 82.09 

Power output from WEGs (MW) 2.82 2.68 2.75 

Power output from solar PV unit (MW) 2.74 2.59 2.60 

Power output from BES unit (MW) 0.95 0.91 0.92 

Total operating cost (TOC) ($/h) 1862.06 1903.12 1874.02 

System power losses (MW) 2.76 1.95 2.26 
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Fig. 9. SLD of 17 Bus Distribution System after ONR / FRC. 

VI. CONCLUSIONS 
This paper proposes a multi-objective-based optimal 

network reconfiguration (ONR)/feeder reconfiguration (FRC) 
approach considering the multiple energy sources, and it has 
been solved by using the multi-objective crow search 
algorithm (MO-CSA). This ONR/FRC approach considers the 
total operating cost and system power losses minimization as 
objectives. Apart from the power received from the main grid, 
this paper considers the power from distributed generation 
(DG) such as wind energy generators (WEGs), solar PV units, 
and battery energy storage (BES) units. The stochastic nature 
of solar PV and wind power generation models is developed 
using the probabilistic approach in which the uncertainties 
associated with generation patterns have been modeled using 
the probability distribution functions. The proposed 
methodology has been implemented on two test systems, i.e., 
14 bus and 17 bus distribution systems with 3 feeders. 
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Abstract—As the number of Parkinson’s disease patients 
increases in the elderly population, it has become a critical issue 
to understand the early characteristics of Parkinson’s disease 
and to detect Parkinson’s disease as soon as possible during 
normal aging. This study minimized the imbalance issue by 
employing Synthetic Minority Over-sampling Technique 
(SMOTE), developed eight Support Vector Machine (SVM) 
models for predicting Parkinson’s disease using different kernel 
types {(C-SVM or Nu-SVM)×(Gaussian kernel, linear, 
polynomial, or sigmoid algorithm)}, and compared the accuracy, 
sensitivity, and specificity of the developed models. This study 
evaluated 76 senior citizens with Parkinson’s disease (32 males 
and 44 females) and 285 healthy senior citizens without 
Parkinson’s disease (148 males and 137 females). The analysis 
results showed that the liner kernel-based Nu-SVM had the 
highest sensitivity (62.0%), specificity (81.6%), and overall 
accuracy (71.3%). The major negative relationship factors of the 
Parkinson’s disease prediction model were MMSE-K, Stroop 
Test, Rey Complex Figure Test (RCFT), verbal memory test, 
ADL, IADL, 70 years old or older, middle school graduation or 
below, and women. When the influence of variables was 
compared using “functional weight”, RCFT was identified as the 
most influential variable in the model for distinguishing 
Parkinson’s disease from healthy elderly. The results of this 
study implied that developing a prediction model by using linear 
kernel-based Nu-SVM would be more accurate than other 
kernel-based SVM models for handling imbalanced disease data. 

Keywords—Kernel type; Rey complex figure test; support vector 
machine; SMOTE; Parkinson’s disease 

I. INTRODUCTION 
As the elderly population increases, the occurrence of 

senile diseases is also increasing. Among these diseases, 
Parkinson’s disease particularly continues to increase. Health 
Insurance Review and Assessment Service (2018) [1] reported 
that the increased rate of Parkinson’s disease incidence was the 
second-highest following that of dementia incidence in South 
Korea. The number of Parkinson’s disease patients increased 
2.5 folds over 12 years, from 40,000 in 2004 to 96,000 in 2016, 
and it reached 100,716 in 2017. As the number of Parkinson’s 
disease patients increases in the elderly population, it has 
become a critical issue to understand the early characteristics 
of Parkinson’s disease and to detect Parkinson’s disease as 
soon as possible during normal aging. 

Motor-symptoms (e.g., resting tremor, rigidity (slowing 
body movements down) are commonly observed in the early 
stage of Parkinson’s disease [2,3,4]. Over the past 20 years, 
many studies [5,6,7] have focused on nonmotor-symptoms 
such as autonomic nervous system dysfunction, dysesthesia, 
and cognitive impairment, which are observed in the early 
stages of Parkinson’s disease. Shulman et al.(2001)[8] reported 
that these nonmotor-symptoms were found in 88% of 
Parkinson’s disease patients. Patients with Parkinson’s disease 
do not need any help in performing their daily activities in the 
early stages [9] because their symptoms can be well controlled 
with a small amount of medication. However, as Parkinson’s 
disease progresses, since their cognitive and motor functions 
decline a lot, it becomes difficult to conduct their daily 
activities and eventually lose the ability to perform them 
independently [10]. As a result, they must rely on others [10]. 
In addition, diminished cognitive functions have been reported 
as a factor causing both the patient and the family to fall into 
despair and depression along with the gradual decline in 
Parkinson’s disease patients’ physical function and uncertainty 
about the progression of the disease [11,12]. Particularly, 
nonmotor-symptoms of Parkinson’s disease such as cognitive 
impairment are major predictors for the morbidity of 
Parkinson’s disease dementia [7,13]. Therefore, it is necessary 
to detect them as soon as possible, which requires to accurately 
distinguish the cognitive decline in normal aging from that in 
Parkinson’s disease. 

Previous studies [14,15,16] that evaluated the difference in 
cognitive functions between the healthy elderly and 
Parkinson’s disease patients without dementia reported that 
cognitive issues of Parkinson’s disease patients were mainly 
associated with frontal lobe dysfunction. Cooper et al. (1991) 
[17] reported that Parkinson’s disease patients had difficulty in 
processing information due to frontal lobe dysfunction and 
they could show impaired performance or inappropriate 
behaviors for the situation due to decline concentration. These 
results imply that the function of the frontal lobe is the key 
cognitive ability to detect and predict Parkinson’s disease 
[18,19]. Nevertheless, there are not enough large-scale studies 
on the nonmotor-symptoms of Parkinson’s disease in South 
Korea [13], and efforts to predict Parkinson’s disease using 
machine learning are even scarcer. 
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In addition, it is difficult to detect Parkinson’s disease in 
the early stage because abnormal symptoms progress slowly, 
the nature of a degenerative disease, and it is often hard to tell 
the onset of a symptom [7]. It is very common that even 
Parkinson’s disease patients do not know exactly when the 
abnormal symptoms began to occur and they do not recognize 
a progressing mild cognitive problem [20]. Even if they 
recognize it, they often think that the symptom is due to aging 
[20]. Furthermore, it is hard to diagnose Parkinson’s disease 
with only one neurological examination. The diagnosis of 
Parkinson’s disease requires several consecutive measurements 
regarding the reaction to medications and the progression of 
the disease. Consequently, it is even harder to detect 
Parkinson’s disease in the early stage. 

Many recent studies [21,22,23] have widely used support 
vector machine (SVM), a supervised learning algorithm, as a 
way to classify and predict complex risk factors of diseases. 
When developing a prediction model using binary data like a 
disease, it is highly likely to encounter an imbalanced issue 
because the number of patients is smaller than that of people 
without the disease [24]. The imbalanced issue may cause a 
prediction error in the process of conducting machine learning 
and degrade the performance of the model. Consequently, it 
needs an additional imbalanced data processing technique 
using sampling in order to resolve the prediction error due to 
the imbalanced data. Previous studies [25,26] have reported 
that synthetic minority over-sampling technique (SMOTE) has 
less overfitting than oversampling or undersampling. This 
study minimized the imbalance issue by employing SMOTE, 
developed eight SVM models for predicting Parkinson’s 
disease using different kernel types ((C-SVM or Nu-
SVM)×(Gaussian kernel, linear, polynomial, or sigmoid 
algorithm)), and compared the accuracy, sensitivity, and 
specificity of the developed models. 

II. METHODS AND MATERIALS 

A. Subjects 
This study evaluated 76 senior citizens with Parkinson’s 

disease (32 males and 44 females) and 285 healthy senior 
citizens without Parkinson’s disease (148 males and 137 
females) living in Seoul, Incheon, and Gwangju, while a senior 
citizen was defined as people equal to or older than 60 years 
and equal to or younger than 74 years. In this study, 
Parkinson’s disease was defined as patients diagnosed with 
idiopathic Parkinson’s disease according to the diagnostic 
criteria of the United Kingdom Parkinson’s Disease Society 
Brain Bank [27]. The selection criteria for healthy seniors were 
(1) those who did not have a history of neurological diseases 
such as stroke and Parkinson’s disease, (2) those who received 
at least 24 points from the Korean version of Mini-Mental 
State Exam (K-MMSE) and judged as normal, and (3) those 
who did not have a visual or hearing impairment while taking 
the test. 

The power of this study was examined using G-Power 
version 3.1.9.7 (Universität Mannheim, Mannheim, Germany). 
The results showed that, when the number of predictors was 
19, alpha=0.05, power (1-B)= 0.95, and the effect size (f2) was 
0.15, the required number of samples was 217. Therefore, it 

was concluded that the number of this study’s samples (n=361) 
was enough to test statistical significance (Fig. 1 and 2). 

B. Measurements and Definitions of Variables 
This study measured the cognitive levels for each subtype 

using the Cognition Scale for Older Adults (CSOA) [28], 
which could measure cognitive function comprehensively 
considering age and education level. The CSOA is a 
standardized test that can comprehensively measure cognitive 
function while considering the age and education level of the 
elderly in South Korea. The CSOA is a survey tool that 
diagnoses dementia or cognitive disorders by evaluating each 
cognitive domain (sub-test) targeting the elderly suspected of 
having dementia or a cognitive disorder. Kim (2011) [29] 
reported that the reliability of CSOA (Cronbach’s alpha) was 
0.932. CSOA is composed of eight subtests: Mini-Mental 
Status Examination in the Korean Version (MMSE-K), Verbal 
Memory Test, Stroop Test, General Information, Digit Span 
Test, Rey Complex Figure Test (RCFT), Confrontation 
Naming Test, and Verbal Fluency Test. This study transformed 
the raw scores of the eight subtests into standardized scores 
with a mean of 100 and a standard deviation of 15, and used 
them to develop prediction models. 

MMSE-K: MMSE-K is a test to examine the overall 
cognitive level and it can evaluate while considering the age 
and education level of the subject. It is composed of seven sub-
domains: orientation of time, orientation of place, memory 
registration, attention and calculation, memory recall, language 
function, and composition (construction). Scores range from 0 
to 30 points. 

 
Fig. 1. The Power of this Study. 

 
Fig. 2. Results of Estimating the Appropriate Sample Size to Verify the 

Statistical Significance Level. 
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Verbal Memory Test: The Verbal Memory Test uses 10 
picture cards. The test is performed in the order of immediate 
recall trial, delayed recall trial, and delayed recognition trial. It 
evaluates the memory function index comprehensively. 
Delayed recall trial shall be conducted 15-20 minutes after 
performing the immediate recall trial. Delayed recognition trial 
shall be examined immediately after implementing delayed 
recall trial. The three types of raw scores are calculated: 
immediate recall, delayed recall, and delayed recognition. The 
immediate recall trial counts correct responses of each trial, 
and the total score ranges from 0 to 30 points. The raw score of 
delayed recall trial is the number of correct responses, and it 
ranges from 0 to 10 points. The raw score of delayed 
recognition trial is calculated by subtracting the number of 
“false positive” (answering “yes” to the picture that was 
actually shown before) from that of “true positive” (answering 
“yes” to a picture that was not shown before). If the score is 
negative, it is treated as 0. The total score ranges from 0 to 10. 

Stroop Test: It consists of Stroop simple trial and Stroop 
interference trial. The Stroop simple trial measures the reaction 
time that takes to state each color of 24 circles. The Stroop 
interference trial measures the reaction time that takes to state 
each color of 24 color names. The score is calculated according 
to the formula based on the raw score of the Stroop simple trial 
and that of the Stroop interference trial. 

General Information: It consists of 20 questions asking 
common sense, and the mark of each question is 1. The total 
score ranges from 0 to 20 points. 

Digit Span Test: For this test, when the tester calls out a 
number, the test subject listens to it and repeats it immediately. 
There are digit span test-forward and digit span test-backward. 
Each test starts with an item with a shortlist of numbers and 
progresses to an item with a longer list of numbers gradually. 
The raw score of each test is the sum of items, and the total 
score ranges from 0 to 14 points. 

RCFT: It is a test that asks a subject to copy Rey complex 
figure (RCF), and the copied drawing is used as a measure of 
visuospatial ability. The recalled drawing is used as a measure 
of memory function. RCF can be divided into 18 elements and 
each element is scored. Each element is evaluated while 
considering shape and location, and the raw score ranges from 
0 to 36 points. 

Confrontation Naming Test: It is a question and answer 
type test. It asks a subject to see a picture and name it. It 
consists of 24 items. The raw score ranges from 0 to 24 points. 

Verbal Fluency Test: It consists of two trials. In the first 
trial, the test subject shall say animal names as many as 
possible. In the second trial, the test subject shall say crop 
names as many as possible. The time limit for each trial is 1 
minute, and the raw score is calculated by adding summing the 
number of correct responses in the first trial and that in the 
second trial. 

C. Explanatory Cariable 
Explanatory variables were gender (male or female), age, 

an education level (middle school graduation or below, or high 
school graduation or above), economic activity (yes or no), 
mean monthly household income (<1.5 million KRW, 1.5-3 
million KRW, and ≥3 million KRW), living with a spouse 
(living together, bereavement/separation, or single), smoking 
(non-smoking or smoking), drinking (non-drinking, or 
drinking), subjective stress (yes or no), activities of daily living 
(ADL; total score), instrumental activities of daily living 
(IADL; total score), MMSE-K, Verbal Memory Test, Stroop 
Test, general information, digit span test, RCFT, confrontation 
naming test, and verbal fluency test. 

D. SMOTE 
In the Parkinson’s disease data used in this study, the 

proportion of healthy elderly people without Parkinson’s 
disease was 78.9%, and that of those with Parkinson’s disease 
was 21.1%. Consequently, an imbalance issue was found in the 
class of y variable. Classifiers trained from these skewed data 
are more likely to produce biased results because they try to 
predict classes with higher weight. Accuracy may increase due 
to it. However, it is highly likely that the precision for a low 
frequency variable becomes lower and the reproduction of the 
class may decreases as well. This study used SMOTE to over 
the imbalance issue of this binary dataset. SMOTE finds n 
nearest neighbors, belong to the same minor class, for any 
value of a minor class, draws a straight line with that neighbor, 
and creates random values until they show a synthetic ratio. 
SMOTE's algorithm is presented in Fig. 3. 

 
Fig. 3. Algorithm of Synthetic Minority Over-Sampling Technique. 
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E. Development of Prediction Model 
Models were developed using SVM to predict Parkinson’s 

disease. SVM is a linear separation model that optimally 
separates the learning data on hyperplane, and it is a machine 
learning algorithm that finds the optimal decision boundary 
[30]. The concept of hyperplane is presented in Fig. 4. 
Although SVM has higher accuracy and is less likely to cause 
over-fitting than other models such as decision tree, the 
prediction performance varies by kernel type [31]. Therefore, 
this study developed eight SVM models according to the kernel 
type (C-SVM or Nu-SVM)×(Gaussian kernel, linear, 
polynomial, or sigmoid algorithm) to identify the SVM model 
with the best prediction performance and compared their 
prediction performance (accuracy, sensitivity, and specificity). 
The concept of kernel function is presented in Fig. 5. 

This study randomly divided the data into train data and 
test data at a ratio of 7:3 to examine the prediction performance 
of the developed eight SVM models. Moreover, this study 
calculated overall accuracy, sensitivity, and specificity using 
the test data. In this study, sensitivity refers to the proportion of 
true positive, while specificity refers to that of true negative. 
This study defined the best performance model as the model 
with the best accuracy, while sensitivity and specificity were 
0.6 or higher, by comparing the prediction performance of each 
model, and the best model was selected as the final model for 
predicting Parkinson’s disease. All analyses were performed 
using Python version 3.8.0 (https://www.python.org) and R 
version 4.0.2 (Foundation for Statistical Computing, Vienna, 
Austria). 

 
Fig. 4. The Hyperplane in SVM [32]. 

 
Fig. 5. SVM Kernel Function [33]. 

III. RESULTS 

A. Comparing Daily Living Abilities between the Healthy 
Group and the Parkinson’s Disease Group 
Table I shows the results of descriptive statistics on the 

cognitive function, ADL, and IADL of the healthy senior 
citizens and Parkinson’s disease senior citizens. 

TABLE I. RESULTS OF DESCRIPTIVE STATISTICS ON THE COGNITIVE 
FUNCTION, ADL, AND IADL OF THE HEALTHY SENIOR CITIZENS AND 

PARKINSON’S DISEASE SENIOR CITIZENS (MEAN±SD) 

Characteristics Healthy senior citizens Parkinson’s disease 
senior citizens 

MMSE-K 113.1±14.5 93.3±25.1 

Stroop Test 107.4±14.2 72.5±20.0 

Digit Span Test 112.8±15.1 107.1±22.8 

General Information 106.6±12.9 101.3±20.7 

Verbal Fluency Test 104.6±12.1 98.3±20.1 

RCFT 119.6±13.7 97.2±21.1 

Verbal Memory Test 118.9±13.6 96.1±20.2 

ADL(original score) 7.0±0.0 9.8±3.3 

IADL(original score) 10.0±0.0 14.4±4.6 

B. Comparing the Accuracy of Parkinson’s Disease 
Prediction Models according to SVM Classification 
Algorithm 
This study compared the accuracy, sensitivity, and 

specificity of eight SVMs to confirm the prediction 
performance of a model by a kernel type (Table II). The 
analysis results showed that the liner kernel-based Nu-SVM 
had the highest sensitivity (62.0%), specificity (81.6%), and 
overall accuracy (71.3%). It was noteworthy that the 
polynomial-based C-SVM showed the highest specificity 
(86.5%) among the eight SVM models with the lowest 
sensitivity (28.8%). The linear kernel-based C-SVM had the 
lowest overall accuracy (Fig. 6). 

TABLE II. THE OVERALL ACCURACY, SENSITIVITY, AND SPECIFICITY OF 
PARKINSON’S DISEASE PREDICTION MODELS BY SVM KERNEL TYPE 

Type of algorithm Overall 
accuracy (%) 

Sensitivity 
(%) 

Specificity 
(%) 

C-SVM: linear 62.5 56.6 73.3 

C-SVM: polynomial 63.0 28.8 86.5 

C-SVM: radial basis 
function  68.5 61.0 70.3 

C-SVM: sigmoid 67.0 68.0 61.0 

Nu-SVM: linear 71.3 62.0 81.6 

Nu-SVM: polynomial 63.5 58.0 73.3 

Nu-SVM: radial basis 
function 65.0 67.0 63.3 

Nu-SVM: sigmoid 63.3 61.2 65.7 
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Fig. 6. The Overall Accuracy of Parkinson’s Disease Prediction Models by 

SVM Kernel Type. 

C. Key Variables for the Classification of Parkinson’s 
Disease in the Final SVM Model 
This study assumed that the linear kernel-based Nu-SVM 

algorithm was the best model for predicting Parkinson’s 
disease, which had the highest sensitivity and overall accuracy. 
This study also calculated the importance of variables in the 
kernel-based Nu-SVM model, which utilized 83 support 
vectors. Although it is impossible to simply compare the 
magnitude of the influence or importance between variables, it 
is possible to identify whether the relationship between a 
predictor and an outcome variable is positive or negative. The 
major negative relationship factors of the Parkinson’s disease 
prediction model were MMSE-K, Stroop Test, RCFT, verbal 
memory test, ADL, IADL, 70 years old or older, middle school 
graduation or below, and women. When the influence of 
variables was compared using “functional weight”, RCFT was 
identified as the most influential variable in the model for 
distinguishing Parkinson’s disease from healthy elderly. 

IV. DISCUSSION 
In this study, MMSE-K, Stroop Test, RCFT, verbal 

memory test, ADL, IADL, 70 years old or older, middle school 
graduation or below, and women were the main predictors of 
Parkinson’s disease. Among them, RCFT was the most 
influential variable. It is believed that RCFT was identified as 
the most important predictor in discriminating Parkinson’s 
disease from the elderly [34] because the task of describing a 
complex figure requires the function of the frontal lobe in 
addition to the spatio-temporal composition ability, even 
though this test reflects spatio-temporal composition ability 
[35]. 

Another important finding of this study was that the 
prediction accuracy of the linear kernel-based Nu-SVM 
algorithm was the highest when the prediction accuracy of the 
eight SVM classification algorithms was compared to evaluate 
the SVM performance by kernel type. The performance of 
nonlinear SVM is affected by the employed kernel function 
and the parameters constituting it [36]. 

V. CONCLUSION 
The results of this study implied that developing a 

prediction model by using linear kernel-based Nu-SVM would 

be more accurate than other kernel-based SVM models for 
handling imbalanced disease data. Additional studies are 
needed to compare the accuracy using data from various fields 
to prove the prediction performance of linear kernel-based Nu-
SVM. 
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Abstract—The underwater imagery processing is always in 
high demand, especially the fish species identification. This 
activity is as important not only for the biologist, scientist, and 
fisherman, but it is also important for the education purpose. It 
has been reported that there are more than 200 species of 
freshwater fish in Malaysia. Many attempts have been made to 
develop the fish recognition and classification via image 
processing approach, however, most of the existing work are 
developed for the saltwater fish species identification and used 
for a specific group of users. This research work focuses on the 
development of a prototype system named FishDeTec to the 
detect the freshwater fish species found in Malaysia through the 
image processing approach. In this study, the proposed 
predictive model of the FishDeTec is developed using the VGG16, 
is a deep Convolutional Neural Network (CNN) model for a 
large-scale image classification processing. The experimental 
study indicates that our proposed model is a promising result. 

Keywords—Component; Freshwater Fish; fish species 
recognition; FishDeTec; Convolutional Neural Network (CNN); 
VGG16 

I. INTRODUCTION 
Rivers, ponds, and lakes are full of intrigue and mystery, 

and the interesting topic has always been the underwater 
discovery. Estimating the quantity of fish and its presence 
from image sources may help biologists to understand the 
underwater habitats and natural environment to aid 
preservation. There are more than 30,000 species of fish 
worldwide [1] and it is almost impossible to identify each one 
by just simply looks at their physical outlook as most of them 
have similar shapes. There are cases where people die due to 
the lack of information to differentiate between the non-poison 
and poison fish and it is happening every day [1-3]. In recent 
years, image recognition and classification techniques have 
attracted many scientists to improve the scientific field. It 
would be time consuming and tedious job for human to 
analyse and process the massive data generated by the 
underwater images. In fishery education, minimizing human 
error during the fish observation and analysis process is 
important and requires an automatic system detection. Image 
classification is the process of taking inputs such as images 
and producing output type categories or probabilities for a 
particular class. Studies in fish image recognition are as 
significant area, especially in the marine biology and 
aquaculture. Fish in general, having a skull and spine, usually 
breathe through the gills attached to the skin. They have a 
slender body shape suitable for swimming and fins to make 
them move faster through the water. The fish category can be 

categorized into two types, namely saltwater fish, and 
freshwater fish. When comparing saltwater with freshwater 
fish, there are differences between these two types of fish in 
terms of its physiology, structural adaptation, and size. The 
freshwater fish is able to survive in a variety of habitats. There 
are some species can live in mild temperatures at 24 degrees 
Celsius, while others can survive at very low temperatures, 
between 5 to 15 degrees Celsius. Freshwater fish can be found 
in lakes, wetlands, and shallow rivers, where the water salinity 
is less than 0.05 percent. Saltwater fish can be found in a 
diversity of habitats, ranging from cold Antarctica and the 
Arctic Ocean to the warm tropical oceans. The most suitable 
habitats for saltwater fish include coral reefs, mangroves, salt 
ponds, deep sea and seagrass beds, and a number of fish thrive 
in each of these conditions. The size of freshwater fish can be 
from the small Filipino gobies which is less than an inch in 
size to the white sturgeon that weighing about 400 pounds, are 
one of the world's biggest freshwater fish. Freshwater fish 
include catfish, cisco, charr, gar, mooneye, shiner, trout 
(blueback, apache, brook, cutthroat and brown), sunfish, pike, 
whitefish and Salmon [4]. Fig. 1 is some freshwater fish 
species available in Malaysia. Saltwater fish include certain 
types of bass, albacore, common dolphin, butterfish, bluefish, 
eels, flounder, mackerel, cod, herring, marlin, shark, 
yellowtail, tuna, and snapper [5]. Many studies have been 
made to detect the fish images especially in saltwater habitat 
such as [6-8]. Several attempts have been made to recognise 
the visual images, but it is still an unsolved problem due to 
segmentation errors, distortion and occlusion and overlap of 
objects in coloured images [9, 10]. The problem of object 
classification lies in the main challenge of estimating the 
prevalence of each species of fish. Solutions to automatically 
detect the fish classification should be able to overcome 
problems related to fish size and orientation, feature 
variability, picture quality and segmentation. 

 
Fig. 1. Some of Freshwater Fish Species available in Malaysia. 
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Although progress has been made in the field of data 
generated in real time as well as the improvement of long-
distance resolution, the existing works are still limited in their 
ability to detect or classify the freshwater fish, especially the 
species found in Malaysia. In other words, a work that 
specifically provide the identification of Malaysia freshwater 
fish species through the image processing could not be 
located. Motivated by this factor, the main objective of this 
study is to propose the development of a mobile application 
named FishDeTec to identify and classify the image of 
freshwater fish species found in Malaysia. In the next sections, 
we discussed the existing works done by others and followed 
by the entire processes required for the development of the 
proposed system. 

II. RELATED WORK 
The Convolutional Neural Network (CNN) is a multi-

layered/deep neural network designed to detect visual patterns 
using minimal pre-processing image’s pixel. CNN is a unique 
neural network architecture and consist of two major 
components, namely convolutional and pooling layers. It can 
be used to capture the image vision in near-infinite ways. 
There are number of CNN architectures, which are the key to 
build algorithms to control and power AI as a whole in the 
near future. Some of them are LeNet [11], VGGNet [12], 
AlexNet [13], ZFNet [14], ResNet [15] and GoogLeNet [16]. 
The VGG16 also known as OxfordNet presented in Fig. 2, is 
the architecture of CNN is named after the Oxford Visual 
Geometry Group, which created it. It was used in 2014 to win 
the ImageNet Large Scale Visual Recognition Challenge 
(ILSVR) competition (ImageNet). 

 
Fig. 2. The Architecture of VGG16. 

The VGG16 is a CNN model developed by Karen 
Simonyan and Andrew Zisserman from the Oxford 
University [12]. This model has reached the accuracy at 
92.7% and is ranked in the top 5 in ImageNet's, which is a 
data set that has more than 14 million images from 1000 
classes. It was one of the popular models submitted to 
ILSVRC-2014. The improvisation was made by replacing the 
large size of kernel filters for the first and second convection 
layer, respectively with 3 x 3filters to improve the AlexNet 
[13] model. The VGG16 has been trained for weeks and used 
the GPU of NVIDIA Titan Black. The differences 
architectures of VGG16 and AlexNet is presented in Fig. 3. 
The main reason why VGG16 is a preferred CNN method 
over the AlexNet CNN in this study is because it supports the 
processing for a large-scale data set with a deeper network 
layers and smaller filter to produce a better performance. The 
VGG16 itself is the improvement of Alex Net. In addition, the 

complexity for detecting the fish species from images required 
an effective modelling approach as most of them have similar 
shapes and features. The VGG16 has been widely used for 
Transfer Learning (TL) because of its performance. The main 
purpose of TL is to transfer the knowledge obtained from the 
source domain from the large dataset to the target domain, 
which is a smaller dataset. This is a good criterion for the 
underwater image’s classification specifically the fish 
recognition. Today, there are several attempts have been made 
specifically for the development of the fish image recognition 
model using Machine Learning (ML) and Deep Learning (DL) 
approaches. The work by Puspa Eosina et al. [17] for example, 
presents the Soble’s method for detecting and classifying 
freshwater fish in Indonesia. They used 200 numbers of 
freshwater images from 10 difference species to evaluate their 
model. However, to enhance the accuracy of the model, 
additional techniques are still needed such as texture or colour 
and retrieval of content-based technique. A study by [18] 
proposed a DL technique combined the Dense Neural 
Network (DNN) and Spatial Pyramid Pooling (SPP) by 
putting the SPP in front of the DenseNet layer. 

 
Fig. 3. The Difference Architecture between AlexNet and VGG16 Models. 

They proposed a method to remove the noise in the dataset 
before the training step taken into action through the image 
processing implementation. This can eliminate the underwater 
obstacles, dirt, and non-fish bodies from the images. They use 
the DL approach by implementing the CNN model for the fish 
species classification. They also provide in their article the 
description of the performance of the different activation 
functions with the comparison of ReLU, SoftMax, and tanh 
and the activation function of the ReLU was found to be 
exceptionally precise. The authors in [6] propose a method for 
automated classification of fauna images using the CNN on 
Animal-10 dataset, with the accuracy at 91.84%. They discuss 
the implementation of the VGG16 architecture of CNN and 
the activation role of Leaky ReLU in image classification. The 
neural network learned to categorize the animal's image. The 
proposed classification of fauna images using a CNN can be 
widely used for the classification of fauna images, which 
would enable the ecologists and researchers to further analyze 
to preserve the environment and habitats. They used six 
different species of freshwater fish to test the model. The work 
by [19] demonstrates 96.29% accuracy for the automatic 
classification of aquatic fish species relative to traditional 
approaches. They emphasize on the image of the fish outside 
of the water, this is to get minimal background noises of the 
image such as distortion, occlusion, and image quality. The 
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FishApp [20] is a cloud based application for fish species 
recognition. It consists of a smartphone application designed 
for the Android and iOS mobile operating systems that allows 
the user to take and send photographs of a whole fish for 
remote inspection and a remote cloud-based computing 
system that incorporates a sophisticated image processing 
pipeline and a DL neural network to interpret images and 
identify them into predefined fish classes. The DeepFish [21] 
is a framework developed to classify fish from photographs 
collected in the marine observation network installed 
underwater cameras. In their work, they used the low rank 
matrices and sparse to extract the foreground. The deep neural 
network is used to extract the image of fish. The principal 
component analysis known as PCA is used in this architecture 
specifically in two layers of convolutional and block wise 
histograms in pooling layer and in a non-linear layer, it used 
binary hashing. They used the linear SVM for the 
classification and achieved the accuracy at 98.64%. Apart 
from the scholarly work, there are also a number of mobile 
applications available for fish identification such as 
FishVerify [22] and FishID+ [23]. The FishVerify for 
example, is a mobile application developed to help the local 
community in Florida, to identify fish. The users are provided 
with the instance identification of fish from live scan or photo 
as well the fishing rules and regulation in Florida. The 
FishID+ application has the same purpose as FishVerify, 
however the main target user is the fish collector. It uses the 
DL to verify the freshwater fish, aquarium fish and focuses 
only on the small fish. The database contains of more than 240 
numbers of species of fish, including cichlids, clownfish, 
tetras, tangs and many other common aquarium fish. Based on 
our study, a specific mobile application developed for 
recognizing freshwater fish in Malaysia could not be located. 
Motivated by this factor, this study presents the development 
of FishDeTec, utilizing the Convolutional Neural Network 
(CNN) for the model development in identifying Malaysia 
freshwater fish. 

III. METHODOLOGY 
In this section, we describe in detail the methodology used 

to develop the proposed system. The designed methodology is 
suitable for executing this research work as it supports the TL 
as introduced in VGG16, in which the knowledge gained from 
the pre-trained model can be used to improve the 
generalization about another task. The technologies used to 
realize this research work is, Python for the programming 
language, Google Colab as the editing and compiling tool for 
Python. The TensorFlow Mobile is an open-source library 
used to perform the image recognition task that can be easily 
embedded in Android Studio application through the library. 
The Android Studio is the platform used to develop the 
android mobile application. While the Firebase database is 
used to store all the information about the fish as well as the 
images. The VGG16 is the CNN used for the fish image 
recognition. This technique is preferred method as it is a 
network trained on more than a million images from the 
ImageNet database. Fig. 4 is the steps required for the 
execution of this study. It is starts with the requirement 
analysis. During this stage, the limitation of existing work is 
analyzed from the literature review. Based on the analysis, it 

can be concluded that most of the existing models were 
developed to recognize the saltwater fish, therefore this study 
is focusing on the development of fish specifically the 
Malaysia’s freshwater fish. The next step is data set 
preparation and pre-processing. Usually, the process of 
acquiring data is messy where it comes from different sources. 
At this stage, images of several freshwater fish species of are 
collected. Most images used today is 24 bit or higher. The 8-
bit gray scale image consists of black and white, and each 
pixel has a value ranging from 0 to 255. The RGB color 
picture indicates that the pixel color is a blend of red, green, 
and blue. The colors vary from 0 to 255 each. This generator 
of RGB colors demonstrates how RGB can produce any color. 
A pixel, then, comprises a range of the three RGB values (102, 
255, 102) that correspond to color #66ff66. Images with a size 
of 0.48 megapixels consist of 800 pixels wide and 600 pixels 
high. However, the VGG16 was originally trained on 224 x 
224 size of images. 

 
Fig. 4. The Methodology for the Development of FishDeTec. 

To feed all images into a neural network model, it requires 
the cleaning process, standardization, and data augmentation. 
It is not practical to come up with a specific algorithm to suit 
different conditions, therefore all images are converted into 
the form that allows a common algorithm to fix it. A general 
pre-processing method (e.g., reflection, rotation, histogram, 
Gaussian blurring, equalization, and translation) requiring the 
enhancement of current datasets of perturbed copies of 
existing images is called data augmentation. This task is 
carried out to enlarge the data set and to expose the neural 
network to the wide range of image variations. This allows the 
model to recognize the object when it appears in any shape 
and form. The data is split into training data and testing data. 
The total number of images used in this study is 200 for eight 
type of fish species. The dataset distribution is illustrated in 
Table I. 

The purpose of the ImageDataGenerator is to conveniently 
import label data into the model. It provides many functions, 
such as rescale, flip, zoom, rotate etc. The best part of this 
class is that the data contained on the disk are not affected. 
This class converts data on the go while feed it to the model. 
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The next step is to pre-trained the model using the VGG16 
neural network. During this stage, the Tensorflow and Keras 
are used to develop the model. Since we deployed the script 
using the cloud infrastructure (Google Colab), the memory 
performance is not an issue. Most of the coding is based on the 
Keras only, which at the back end uses the TensorFlow. The 
next step is to train the developed model using TL. The TL is a 
well-known approach in computer vision as it enables the 
model accuracy development in a time-saving way[24]. The 
TL is not a new concept which is very specific in the DL. 
There is a significant difference between the traditional 
approach of learning model and ML and using methodologies 
that adapt the TL principles. In traditional ML, the knowledge 
is not retained, whereby in TL, learning the new tasks relied 
on the previous learned tasks. During this step, we do not train 
all layers of the model. We just freeze all the layers and train 
the lower layer of the model, which is using the weight of the 
trained model and this makes retraining very easy. The 
process is repeated to improve the model. Once, it has 
achieved the desire target of accuracy, the model is then 
embedded into the android mobile application development 
using Java. We have also added the information about the fish 
species in the Firebase database such as the scientific name, 
the name of the fish in Malay, etc. Table II is the technologies 
used to develop the whole system. 

TABLE I. THE DISTRIBUTION OF DATASET 

Fish Number of Images in the training set 

Climbing Perch 20 

Catfish 25 

Tilapia 20 

Yellowtail Scads 25 

Giant Snakehead 25 

Giant Sword Minnow 18 

Mud carp 25 

Mudskipper 20 

TABLE II. TECHNOLOGIES USED TO DEVELOP FISHDETEC 

Technology used  Description  

Python The programming language used to develop the fish 
identification model. 

Java  The programming language used to develop the 
android application 

TensorFlow 
Mobile  The open source library used for the DL purpose. 

Keras  The API for the DL used for Python 

VGG16 The type of CNN used to detect the fish image 
species. 

Google Colab The development environment for Python that runs in 
the browser using Google Cloud. 

Android Studio The integrated development environment for Android 
operating system. 

Firebase Database The cloud hosted database used to store the 
information about the fish. 

IV. RESULT AND DISCUSSION 
In this section, we present the performance accuracy of the 

proposed model. Accuracy is a mechanism for calculating the 
efficiency of a classification model. Typically, it is presented 
as a percentage. Accuracy is the value of prediction of which 
it is equal to the real value and easier to interpret. It is often 
depicted in graphed to represent the accuracy of a developed 
model. Whereby a loss function is a prediction value for how 
much it is varying from true value. It is not represented in 
percentage; it is the errors sum made for each sample in 
validation set. The entropy loss and log loss are the most 
common function for loss. The loss function can be used in 
regression and classification problems. Fig. 5 is the graph that 
show the performance of four parameters, namely the 
accuracy, validation accuracy, loss, and validation loss based 
on the developed model. When training a model, the accuracy 
and loss for validation data in the model usually will vary in 
different situations. Usually, errors should be smaller for each 
epoch increasing, and accuracy should be greater. Three cases 
can possibly happen, for the first case, if the loss parameter is 
start increasing and the accuracy is decreasing, this indicate 
that the model is not learning. For the second case, if the loss 
parameters start increasing as well as the accuracy parameter, 
this may be the cause of diverse probability values or 
overfitting in cases where softmax is being used in output 
layer. For third case, if the loss parameter is starts decreasing, 
the accuracy parameter is starts increasing, this indicate that 
the built model is learning and working fine. It is clearly 
showing that in Fig. 5, the proposed model is categorized 
under the third case. 

 
Fig. 5. The Accuracy and Loss Performance of the Proposed Model. 

Based on the graph in Fig. 5, after 15 epochs, the model 
achieved almost 87% accuracy on validation dataset with the 
training loss 0.0125 and validation loss 0.25. To compare 
them with the existing works, the experimental result obtained 
in this study yielded a moderate performance as the accuracy 
is just between 60 to 80 percent throughout the 15 iterations. 
This may happen due to some factors such as small size of the 
data set and lack of image variation in every training sample. 
However, the accuracy rate obtained is still acceptable as the 
backend model for the FishDeTec application as shown in 
Fig. 6. The system is very simple and easy to use. With just 
one click, the user will be provided with the information about 
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the fish in English or Bahasa Melayu for every captured fish’s 
image. All user needs to do is to just take picture of the fish 
and feed it into the system. 

 
Fig. 6. The Final Look of FishDeTec. 

V. CONCLUSION 
In this paper, we have presented the development of 

FishDeTec, a mobile application for identifying Malaysia 
freshwater fish. The model for detecting the fish species is 
developed using the VGG16, a Convolution Neural Network 
model introduced by K. Simonyan [7]. The TL in VGG16 is 
used to identify the freshwater fish species. We executed our 
proposed model using dataset consist of eight different types 
of freshwater species available in Malaysia, with 178 images 
in total. To minimize the risk of overfitting in various image 
variations, we have conducted an augmentation procedure. 
The foundation of the augmentation techniques used in this 
research was image transformations such as zoom, rotation, 
and flipping. The model achieved it’s accuracy at 60-80 
percent, when tested in the eight different types of species 
freshwater fish. To compare with the existing works, more 
works need to be done, especially on the validation accuracy. 
The validation loss need to be reduced. The experimental 
results show that the pre-trained modeled yielded the moderate 
performance. For future work, to resolve and reduce the error 
rate of the result as well as the limited number of images in 
the data set, pre-training models on the combination of 
ImageNet and image enhancement could be used to solve the 
problem. To increase the model validation, more species with 
a greater number of images for each species are required. 
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Abstract—Since overfitting due to imbalanced data can cause 
prediction errors during the learning process of machine 
learning and degrades the prediction performance of the model 
(e.g., sensitivity), it is necessary to add an additional data 
sampling technique in the model development step to reduce 
overfitting to overcome this issue, in addition to selecting a 
machine learning algorithm suitable for the data. This study 
examined Alzheimer's patients living in South Korea to 
understand the predictors of anxiety using boosting algorithms 
(i.e., AdaBoost and XGBoost) and data-level approach (raw data, 
undersampling, oversampling, and SMOTE) and confirmed the 
machine learning algorithm with the best prediction 
performance. We analyzed 253 elderly people who were 
diagnosed with Alzheimer's disease (aged from 60 to 74 years old) 
who visited rehabilitation hospitals for early dementia screening. 
This study developed models for predicting the anxiety of 
Alzheimer's dementia patients using AdaBoost and XGBoost. 
Moreover, this study compared the prediction performance (i.e., 
accuracy, sensitivity, and specificity) of the models. The results of 
this study showed that XGBoost based on SMOTE 
(accuracy=0.84, sensitivity=0.85, and specificity=0.81) was 
identified as the model with the best prediction performance. 
Consequently, the results of this study presented that using a 
SMOTE-XGBoost model may provide higher accuracy than 
using a SMOTE-Adaboost model for developing a prediction 
model using outcome variable imbalanced data such as disease 
data in the future. 

Keywords—Anxiety; AdaBoost; patients with Alzheimer's 
dementia; SMOTE; XGBoost 

I. INTRODUCTION 
The number of people with dementia increases worldwide, 

and that increases in South Korea as well. It has been reported 
that the number of dementia elderly was 750,000 in South 
Korea in 2019, and it has been forecasted to increase to 1.96 
million by 2040 [1]. The increase of people with dementia 
indicates an increase in the number of elderly people who 
need long-term care [2]. Since dementia is accompanied by 
physical, cognitive, and behavioral issues, people with 
dementia require the help of a caregiver [3]. Therefore, 
managing the elderly with dementia is an important issue not 
only for the patient, but also for the family, society, and the 
country. 

Dementia is an irreversible disease that mostly occurs in 
old age. It has been reported that the prevalence of dementia is 
one out of ten elderly people over 65 years old and one out of 

two elderly people over 85 years old [4]. Dementia can be 
classified into Alzheimer's disease, frontotemporal dementia, 
and Parkinson's dementia. Among them, Alzheimer's disease 
accounts for 60% of dementia patients, and it is difficult to 
detect early because the symptoms of it progress gradually and 
slowly [5]. The characteristic of Alzheimer's disease is to lose 
the memory of recent events [6]. Moreover, as the disease 
progresses further, people with it cannot remember the names 
of familiar people, names of objects, or places [7,8]. 

Additionally, apathy, depression, and anxiety were 
reported as the behavioral and psychological symptoms of 
dementia (BPSD), which are frequently observed in dementia 
as well as cognitive disorders [9,10]. BPSD including anxiety 
cause considerable pain to patients with Alzheimer's disease, 
which decreases the quality of life [11]. Lyketsos et al. (2000) 
[12] reported that 70-95% of dementia elderly residing in care 
facilities for the elderly and 60% of dementia elderly treated at 
home experienced BPSD. The BPSD of patients can lead to 
death by decreasing cognitive functions and/or exacerbating 
physical dysfunction [13]. Furthermore, it can not only 
negatively affect the lives of supporting family members, but 
also cause drastic pain [14,15]. In particular, BPSD including 
anxiety increase the medical expenses of dementia patients 
considerably: it has been reported that 30% of dementia-
related medical expenses were for managing BPSD, and 
treating dementia patients with anxiety was much more 
expensive than treating those without anxiety [16]. 

Since it is easier to treat BPSD including anxiety than 
cognitive impairments, it is possible to improve the quality of 
life of dementia patients and their caregivers by detecting and 
treating these symptoms early appropriately [15, 17]. 
Consequently, detecting the anxiety of dementia patients as 
soon as possible is an important topic in geriatrics, and it 
requires developing a prediction model that can explore the 
risk factors of anxiety symptoms while considering a range of 
factors such as demographic characteristics, cognitive 
function, and ability to perform daily activities. 

For the past 20 years, most studies on dementia have 
focused on the cognitive dysfunction of dementia, and 
relatively fewer studies aimed to identify the factors 
associated with BPSD [13]. Moreover, previous studies 
[18,19] mainly used regression analysis methods to identify 
risk factors for behavioral and psychological symptoms. 
Regression analysis methods are useful only for identifying 
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individual risk factors, but they are limited in identifying 
multiple risks [20]. In particular, only a few studies conducted 
in South Korea evaluated BPSD. Previous studies [21,22] 
could only grasp the relationship with individual factors such 
as demographic characteristics as a way to understand the 
relationship of it with individual factors such as demographic 
characteristics. 

Boosting algorithms such as eXtreme Gradient Boosting 
(XGBoost) and AdaBoost are widely used to overcome the 
limitations of these regression models. Although numerous 
previous studies [5,23] have reported that machine learning is 
more accurate than traditional statistical techniques such as 
regression analysis, modeling using disease data is highly 
likely to suffer from imbalanced data because the number of 
patients is much smaller than those without a disease. 
Consequently, the likelihood of overfitting is high [24]. Since 
overfitting due to these imbalanced data can cause prediction 
errors during the learning process of machine learning and 
degrades the prediction performance of the model (e.g., 
sensitivity), it is necessary to add an additional data sampling 
technique in the model development step to reduce overfitting 
to overcome this issue, in addition to selecting a machine 
learning algorithm suitable for the data [25]. This study 
examined Alzheimer's patients living in South Korea to 
understand the predictors of anxiety using boosting algorithms 
(i.e., AdaBoost and XGBoost) and data-level approach (raw 
data, undersampling, oversampling, and SMOTE) and 
confirmed the machine learning algorithm with the best 
prediction performance. 

II. METHODS AND MATERIALS 

A. Subjects 
This study analyzed 253 elderly people who were 

diagnosed with Alzheimer's disease among 1,553 elderly 
South Korean (aged from 60 to 74 years old) who visited 
rehabilitation hospitals and nursing hospitals in Incheon from 
August 2, 2017, to June 30, 2018, for early dementia 
screening. The screening conducted an in-depth dementia test, 
which was composed of sociodemographic information, 
previous medical history, cognitive function, mood, activities 
of daily living, interview with subjects and their guardians 
regarding changes in personality and others, Seoul 
Neuropsychological Screening Battery (SNSB)[26], and 
Korean version of Global Deterioration Scale(GDS)[27], for 
the diagnosis of Alzheimer's disease. A neurologist diagnosed 
Alzheimer's dementia based on the diagnosis criteria of 
“Diagnostic and Statistical Manual of Mental Disorder, 5th 
edition” and “National Institute of Neurological and 
Communicative Diseases and Stroke/Alzheimer's Disease and 
Related Disorders Association (Probable Alzheimer's disease)
” . This study excluded those who had severe visual and 
hearing impairment for conducting the test, a medical history 
of stroke, and profound dementia corresponding to CDR 3. 

This study tested the power of sample size by using the G-
Power program 3.1.9 (Universität Mannheim, Mannheim, 
Germany). The results showed that the minimum number of 
samples was 217 when power (1-B)=0.95, alpha=0.05, effect 
size (f2)=0.15, and 19 predictors were applied. Therefore, 253 

samples of this study satisfied the condition for testing 
statistical significance. 

B. Measurements and Definitions of Variables 
The outcome variable was defined as anxiety (yes, no). 

Explanatory variables were gender, age (65-75 for the young-
old, and 75 and older for the old-old), an education level 
(middle school graduation or below, or high school graduation 
or above), income level (total household income), marital 
status (married, divorce/separation, or bereavement), smoking 
(non-smoking, former smoker, or current smoker), drinking 
habits (non-drinking, former drinker, or current drinker), 
exercise regularly at least once a week (yes or no), mean 
monthly social activity participation (less than 1 hour or 1 
hour or more), subjective health (good, moderate, or poor), 
diabetes (yes or no), hypertension (yes or no), family history 
of dementia (yes or no), cognitive level (K-MMSE)[28], 
Clinical Dementia Rating (CDR) )[29], depression, and 
activities of daily living (ADL). 

Anxiety was measured by using Korean neuropsychiatric 
inventory (K-NPI)[30]. K-NPI is a standardized test tool that 
measures the BPSD of patients. It divides the abnormal 
behaviors of dementia into twelve domains (i.e., delusion, 
hallucination, aggression, depression, anxiety, euphoria, 
apathy, disinhibition, irritability, aberrant motor behavior, 
sleep, and appetite), and evaluates each sub-item. When an 
abnormal behavior is found in a specific sub-item (e.g., 
anxiety), frequency (0-4 points) and severity (0-3 points) are 
measured, and they are multiplied to produce the final value 
(0- 12 points). A higher score indicates a more anxious state. 
This study analyzed only the anxiety items in the K-NPI. 

Cognitive function: Korean version of Mini-Mental Status 
Examination (K-MMSE) [28] was used as a tool to measure 
cognitive functions. K-MMSE includes diverse subcategories 
including temporal orientation, spatial orientation, memory, 
attention and computation ability, language ability, and 
spatiotemporal composition ability. It consists of 30 items 
(one point per item), and a lower score means more severe 
cognitive impairment. At the time of developing MMSE, the 
Cronbach' α value was 0.82 [31]. 

Clinical Dementia Rating (CDR): CDR [29] is a tool that 
is designed to classify the severity of dementia into five levels 
from a clinical perspective based on the evaluation of six areas 
(i.e., memory, orientation, judgment, problem-solving ability, 
social activities, family life and hobby, and hygiene and 
dressing up. At the time of developing the CDR, the inter-
inspector reliability was Kappa=0.86~1.0 [29]. 

Depression: This study used the Short form of Geriatric 
Depression Scale Korea (SGDS-K) [33] for depression, which 
was standardized and developed according to the 
circumstances of the elderly in South Korea by extracting 15 
items out of the 30 items of the Geriatric Depression 
Scale(GDS)[32]. SGDS-K is composed of a binary scale 
(yes/no), and ranges from 0 to 15. A higher score means a 
severe depression level. This study defined the threshold of 
SGDS-K, defining depression, as 8 points. At the time of 
developing SGDS-K, Cronbach' α value was 0.94 [32]. 
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Activities of Daily Living (ADL): Korean version of 
Barthel Activities of Daily Living Index (K-BADL) [34] is a 
standardized test tool for measuring the activities of daily 
living, and this study used this tool. K-BADL consists of 10 
sub-categories: bowels, bladder, washing face/hair 
combing/tooth brushing/shaving, toilet use, eating, transfer, 
mobility, dressing, going up and down stairs, and bathing. The 
score ranges from 0 to 20, and a higher score indicates that a 
person can perform more independently without the help of 
people around the person (normal level). 

C. Development of Prediction Models and Validation of 
Predictive Performance 
This study developed models for predicting the anxiety of 

Alzheimer's dementia patients using AdaBoost and XGBoost. 
Moreover, this study compared the prediction performance 
(i.e., accuracy, sensitivity, and specificity) of the models. This 
study randomly divided the data into a training dataset and a 
test dataset at a ratio of 7:3, developed prediction models, and 
tested the performance of the models using the test dataset. A 
5-fold cross-validation (CV) was performed only on the 
training dataset, and the test dataset was used to evaluate the 
prediction performance. Random forest and XGBoost models 
contain randomness, and models were developed by fixing the 
seed to “01234”. The prediction performance of each model 
was evaluated by the area under the curve (AUC) of the 
receiver operating characteristic (ROC) curve (Fig. 1) [35]. 
The accuracy, sensitivity, and specificity of each model were 
calculated as evaluation indices for model performance. 
Accuracy indicates the proportion of successful predictions 
among all samples. Sensitivity means the true positive rate, 
indicating that a prediction model predicts a dementia patient 
with anxiety as anxiety. Specificity means the true negative 
rate, indicating that a prediction model predicts a dementia 
patient without anxiety as no-anxiety. This study compared 
the prediction performance of each model and determined that 
a model with the highest accuracy with 0.6 or higher 
sensitivity and specificity as the best model. If models have 
the same accuracy, the model with the high sensitivity value 
was selected as the best prediction model. All analyses were 
carried out using R version 4.0.3 (Foundation for Statistical 
Computing, Vienna, Austria). 

 
Fig. 1. Concept of Receiver Operating Characteristic Curve [35]. 

D. Boosting Algorithm 
The boosting algorithm refers to the process of making a 

strong classifier showing a strong performance by using a 
linear combination of weak classifiers that have already been 
given. Freund et al. (1996) [36] introduced an improved 
technique to apply the boosting idea to actual data analysis in 
1995, and it proved that the error rate of the boosting 
algorithm approached zero as the number of weak classifiers 
increased. The advantage of the boosting learning method is 
(1) it has relatively fewer parameters to be predicted compared 
to other learning methods; (2) a cascade classification model 
can be easily constructed in the aspect of false positive; (3) the 
boosting algorithm reduces the bias of the predicted values; 
and (4) since it is possible to select one specific dimension 
through a weak classifier, it can be applied as a method of 
feature selection when using data with many variables. This 
study developed the model for predicting the anxiety of 
dementia patients using Adaboost and XGBboost methods 
among boosting algorithms. 

E. Adaboost 
Adaboost is a learning technique that creates a strong 

classifier by repeatedly training a very weak classifier using 
samples of two classes. This technique improves the 
performance of a weak classifier by training the weak 
classifier while giving the same weight to all samples at first, 
and then increasing the weight of the sample misclassified by 
the basic classifier as steps progress. The concept of Adaboost 
[37] is presented in Fig. 2. 

F. XGBoost 
XGBoost is one of the boosting methods. This method 

uses the observations misclassified while generating trees 
more in the next model. In other words, it is a boosting 
algorithm that trains a classifier to have better performance for 
misclassified observations. The advantages of the XGBoost 
model are that it can prevent overfitting by minimizing the 
training loss and it has a faster learning and classification 
speed than existing gradient boosting models [38] because it is 
based on parallel and distributed processing. The concept of 
XGBoost [39] is presented in Fig. 3. 

 
Fig. 2. AdaBoost Algorithm [37]. 
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Fig. 3. XGBoost Algorithm [39]. 

G. Data-level Approach 
Disease data generally have an imbalance issue because 

the number of patients is smaller than that of healthy people. 
The data of this study also had an imbalance issue because the 
results of K-NPI test showed that 90.5% of subjects were 
Alzheimer's dementia patients without anxiety and 9.5% of 
them were Alzheimer's dementia patients with anxiety. This 
study compared prediction performance (accuracy, sensitivity, 
and specificity) using oversampling [40], undersampling [41], 
and SMOTE method [42] among various data-level 
approaches to overcome the data imbalance problem. 

Oversampling is a data-level approach that solves the 
imbalance issue by duplicating data with a small number of 
classes [43]. For example, if there are 90 0s and ten 1s, 1 can 
be duplicated to be 90 1s. As a result, the total number of data 
becomes s 180, and the ratio of 0 to 1 becomes 1:1. Generally, 
it is possible to make a different ratio instead of 1:1. When the 
number of original data is large, oversampling may take 
longer to build a model due to a larger sample size, which is a 
shortfall. Moreover, it may cause an overfitting problem [44]. 
The concept of oversampling [45] is presented in Fig. 4. 

Undersampling is a data-level approach that resolves the 
data imbalance problem by randomly removing the class with 
a response variable of 0 [43]. In other words, it randomly 
removes 0 to make the ratio of 0 and 1 set to be 1:1. In 
general, it is possible to adjust the data so that the ratio is 
different, instead of 1:1. Since undersampling is a method of 
removing data as shown, it may cause information loss, a 
problem. The concept of undersampling [45] is presented in 
Fig. 5. 

Synthetic minority over-sampling technique (SMOTE) is a 
method that combines oversampling and undersampling. It 
randomly selects one of the minor classes among the classes 
of the response variable, and then it finds k neighbors of this 
data. Then, the difference between the selected sample and k 
neighbors is calculated, and this difference is multiplied by a 
random value between 0 and 1. The calculated value is added 
to the existing sample, and then it is added to the training 
dataset. Finally, this process is repeated. The SMOTE 
algorithm is similar to oversampling in the aspect that it 
increases the data of the minor class. However, it is known 
that it makes up for the overfitting issue of oversampling, by 
creating a new sample by appropriately combining the existing 
data instead of duplicating the same data. The concept of the 
SMOTE algorithm [46] is presented in Fig. 6. 

 
Fig. 4. Example of Oversampling: Replication of 1 [45]. 

 
Fig. 5. Example of Undersampling: Removing 0 Randomly [45]. 

 
Fig. 6. The Concept of the SMOTE Algorithm [46]. 

III. RESULTS 

A. Accuracy of Prediction Models 
The accuracy, sensitivity, and specificity of a eight 

prediction models ((AdaBoost & XGBoost) x (raw data, 
undersampling, oversampling, and SMOTE)) are presented in 
Table I. It was found that XGBoost based on SMOTE 
(accuracy=0.84, sensitivity=0.85, and specificity=0.81) was 
identified as the model with the best prediction performance 
(Fig. 7). Anxiety predictors of Alzheimer's dementia patients 
using SMOTE-XGBoost are presented in Table II. When the 
normalized importance of variables was analyzed, age, gender, 
family history of dementia, depression, ADL, K-MMSE, and 
CDR were confirmed as the major factors for predicting the 
anxiety of Alzheimer's dementia patients. Among them, 
depression showed the highest importance. 
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TABLE I. PERFORMANCE OF PREDICTION MODELS USING DATA-LEVEL 
APPROACH (ACCURACY, SENSITIVITY, AND SPECIFICITY) 

Model AdaBoost XGBoost 

Raw data 

Accuracy 0.85 0.83 

Sensitivity 0.67 0.63 

Specificity 0.95 0.90 

Under-
sampling 

Accuracy 0.75 0.76 

Sensitivity 0.73 0.74 

Specificity 0.79 0.83 

Over-
sampling 

Accuracy 0.76 0.78 

Sensitivity 0.72 0.75 

Specificity 0.80 0.83 

SMOTE 

Accuracy 0.81 0.84 

Sensitivity 0.79 0.85 

Specificity 0.85 0.81 

TABLE II. RESULTS OF MODEL TO PREDICT THE ANXIETY 

Model Factors Characteristics 

XGBoost 7 Age, sex, family history of dementia, 
depression, ADL, MMSE, CDR 

 
Fig. 7. Accuracy, Sensitivity, and Specificity Comparison of SMOTE-

AdaBoost and SMOTE-XGBoost (%). 

IV. DISCUSSION 
This study developed models for predicting the anxiety of 

Alzheimer's dementia patients using the boosting algorithm 
and data-level approach. The results of this study showed that 
age, gender, family history of dementia, depression, ADL, 
MMSE, and CDR were the major factors in predicting the 
anxiety of Alzheimer's dementia patients. Previous studies 
[47,48] also revealed that age was significantly related to the 
behavioral and psychological symptoms of dementia patients. 
The results of Mushtaq et al. (2016) [49] showed that it was 
considerably associated with mood and aggressive behavior 
for early-onset Alzheimer's disease and it was related to 
psychosis for late-onset Alzheimer's disease was associated 
with psychosis. 

Gang et al. (2016) [50] reported that a lower cognitive 
function score indicated a worse behavioral and/or 
psychological symptom. Cho et al. (2006)[51] also reported 

that as the cognitive function decreased, the frequency of 
anxiety increased. The progression (stage) of dementia was 
also reported as a predictor of behavioral and psychological 
symptoms, and the stage of dementia was positively correlated 
with the number of expressed behavioral and psychological 
symptoms [52]. Particularly, as shown in this study, Hall et al. 
(2004) [53] also reported that depression was the most 
powerful factor influencing the occurrence frequency of 
behavioral and psychological symptoms such as anxiety. 
According to the results of this study, if an elderly Alzheimer's 
disease patient with reduced cognitive functions shows a 
depression symptom, the patient has a higher risk of anxiety. 
Therefore, it is necessary to identify and treat anxiety 
symptoms as soon as possible to maintain the patient's mental 
health. 

This study developed prediction models based on 
imbalanced data using a boosting algorithm and a data-level 
approach. The results showed that the SMOTE-XGboost 
model showed the best prediction performance. Similar to the 
results of this study, Byeon (2021) [24] also reported that an 
XGboost model showed superior classification accuracy 
compared to other boosting algorithms. It is believed that it 
has good prediction performance in classification and 
regression domains because XGboost has unique overfitting 
regularization and early-stopping functions, which GBM does 
not have, even though XGboost is a tree-based boosting 
algorithm and it is based on the gradient boosting algorithm 
(GBM). 

V. CONCLUSION 
Consequently, the results of this study presented that using 

a SMOTE-XGboost model may provide higher accuracy than 
using a SMOTE-Adaboost model for developing a prediction 
model using outcome variable imbalanced data such as disease 
data in the future. 
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Abstract—Breast cancer is the world’s top cancer affecting 
women. While the danger of the factors varies from a place, 
lifestyle, and diet. Treatment procedures after discovering a 
confirmed cancer case can reduce the risk of the disease. 
Unfortunately, breast cancers that arise in low and middle-
income countries are diagnosed at a very late stage in which the 
chances of survival are impeded and reduced. Early detection is 
therefore required not only to improve the accuracy of 
discovering breast cancer but also to increase the chances of 
making the right decision on a successful treatment plan. There 
have been several studies tending to build software models 
utilizing machine learning and soft computing techniques for 
cancer detection. This research aims to build a model scheme to 
facilitate the detection of breast cancer and to provide the exact 
diagnosis. Improving the accuracy of a proposed model has, 
therefore, been one of the key fields of study. The model is based 
on deep learning that intends to develop a framework to 
accurately separate benign and malignant breast tumors. This 
study optimizes the learning algorithm by applying the Dragonfly 
algorithm to select the best features and perfect parameter values 
of the deep learning model. Moreover, it compares deep learning 
results against that of support vector machine (SVM), random 
forest (RF), and k nearest neighbor (KNN). Those classifiers are 
chosen as they are the most reliable algorithms having a solid 
fingerprint in the field of clinical data classification. 
Consequently, the hybrid model of deep learning combined with 
binary dragonfly has accurately classified between benign and 
malignant breast tumors with fewer features. Besides, deep 
learning model has achieved better accuracy in classifying 
Wisconsin Breast Cancer Database using all available features. 

Keywords—Breast cancer; Wisconsin data set; classifiers; deep 
learning; feature selection; dragonfly 

I. INTRODUCTION 
Breast cancer is the most common cancer in women and, 

overall, the second most leading to death. In 2019, women 
were diagnosed with an estimated 268,600 new cases of 
invasive breast cancer and approximately 2,670 cases were 
diagnosed in men [1]. An accurate diagnosis for various sorts 
of cancer plays a great role for doctors to assist them in 
determining and choosing the proper treatment. Lately, the 
application of various artificial intelligence (AI) classification 
methods has been proven in aiding doctors to facilitate their 
decision-making process [2]. Recently, the use of AI 
classification techniques in the medical field generally and 
cancer detection particularly has grabbed the researchers’ 

attention. AI is beneficial in reducing medical human-errors 
(because it minimizes possible errors) that might occur due to 
unskilled doctors [3]. 

More research is being done on breast cancer diagnosis 
using the Wisconsin Breast Cancer Database (WBCD)[4]. 
Many methods have been constantly developed to achieve 
accurate and efficient diagnosis results and several experiments 
were performed on the WBCD using multiple classifiers and 
feature selection techniques. Many of them show a good 
classification accuracy, for example, in [5] the performance 
criterion of supervised learning classifiers such as Naïve Bayes 
(NB), Support Vector Machine (SVM-RBF) kernel, and neural 
networks (NN) are compared to find the best classifier using 
the dataset (WBCD), and the SVM-RBF has the best outcome 
achieving 96.84%. The robustness of the least square Support 
Vector Machine (SVM) obtained a classification accuracy of 
98.53% [6]. In [7] Linear Regression achieved an average 
training accuracy of 96.093%, whereas Multilayer Perceptron 
(MLP) is 99.038%, Softmax Regression has an average 
training accuracy of 97.366573% and the accuracy obtained by 
SVM (97.13%) is better than the accuracy obtained by KNN 
[8]. The prediction accuracy of the SVM (linear kernel) in [9] 
reaches 97.14%, an accuracy of 95.71% using RBF kernel, and 
97.14% using RF classifier for Breast Cancer detection. The 
accuracy obtained from the system which combines rough set 
theory with backpropagation neural network in [10] is 98.6% 
on the breast cancer dataset. The first stage handles missing 
values to obtain a smooth data set and to select appropriate 
attributes from the clinical dataset by the indiscernibility 
relation method. The second stage is classification using a 
backpropagation neural network. The algorithm KNN for 
classification which is used in [11] with several different types 
of distances and classification rules is used in the diagnosis and 
classification of cancer, and these experiments are conducted 
on the database WBCD. The results advocate the use of the 
KNN algorithm with both types of Euclidean distance and 
Manhattan that give the best results (98.70% for Euclidean 
distance and 98.48% for Manhattan with k = 1), these values 
are not significantly affected even when k=1 is increased to 50. 
SVM and KNN individually used in [12] achieved the accuracy 
of 98.57% and 97.14%, respectively. This work aims to 
automatically design and modify the parameters of the deep 
learning model hybrid with the Dragonfly algorithm for breast 
cancer diagnosis. 
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II. MATERIALS AND METHODS 

A. Machine Intelligence Library 
The software, developed for implementation in this study is 

written by using Spyder which is an interactive development 
environment capable of advanced editing, interactive testing, 
debugging, and introspection for Python (version 3.7 was used) 
programming language. Also, Keras [13] neural network API 
was used for deep learning in the developed method. It is a 
high-level neural network API, supporting Python which can 
convert the results rapidly, highly modular, minimalist, and has 
extensible features. Keras with Google TensorFlow backend is 
used to implement the deep learning algorithms in this study, 
with the aid of other scientific computing libraries: matplotlib 
[14] is a comprehensive library for creating interactive, and 
animated visualizations in Python, NumPy [15] is a library for 
the Python programming language, adding support for big, 
multi-dimensional arrays and matrices, along with a huge 
collection of high-level mathematical functions to operate on 
these arrays, and scikit-learn [16] is a free software machine 
learning library for the Python programming language, where it 
emphasizes several classifications, regression, and clustering 
algorithms including support vector machines, k-means, 
random forests. 

B. Dataset Description 
The UCI machine learning repository has been used to 

download the WBCD [4] for breast cancer classification [17]. 
This dataset usage is more common among researchers who 
utilize machine learning methods for the classification of breast 
cancer. Each dataset is composed of a set of numerical 
attributes that were assessed by fine needle aspiration (FNA) 
from human breast cancer tissue. WBCD has 699 instances and 
10 attributes including the class attribute. One of the two 
possible classes is found in each instance; malignant (M) or 
benign (B). Every attribute has been represented in the form of 
an integer between 1 and 10. These attributes include: 
(uniformity of cell size, clump thickness, uniformity of cell 
shape, single epithelial cell size, marginal adhesion, bare 
nuclei, normal nuclei, bland chromatin, and mitosis). 

C. Data Preprocessing 
Preparing data for use in a machine learning (ML) 

framework is significant, where data preparation requires at 
least 80 percent of the total time expected to create an ML 
system. Data preparation has three main phases: cleaning, 
normalizing, and encoding, and splitting. Each of the three 
phases has several steps. Equation (1) is used to normalize 
dataset attributes. 

Z = X−µ
σ

               (1) 

Where X represents the dataset attributes, µ represents the 
mean value for each dataset attribute x(i), and σ represents the 
corresponding standard deviation. This normalization 
technique was implemented using the Standard Scaler of scikit-
learn. 

D. Principal Component Analysis 
Principal Component Analysis (PCA) [18] is a dimension 

reduction method that includes related features. Dimensionality 

reduction [19] is a process used in Data Mining where the 
numbers of random variables under consideration are reduced. 
An essential step in the efficient analysis of large high-
dimensional data sets is the reduction of dimensions. PCA 
performs dimensionality reduction whilst maintaining 
maximum feasible arbitrariness in the high-dimensional space. 
PCA is probably the oldest and certainly the most popular 
technique for computing lower-dimensional representations of 
multivariate data. The technique is linear in the sense that the 
components are linear combinations of the original variables 
(features), but non-linearity in the data is preserved for 
effective visualization. The PCA is a method of statistical data 
analysis that transforms the initial set of variables into an 
assorted set of linear combinations, referred to as the principal 
components (PC), with variance-specific properties. This 
condenses the system's dimensionality while retaining the 
variable connections information. The analysis is carried out by 
calculating and analyzing the data covariance matrix on a data 
set, its eigenvalues along with its respective eigenvectors 
systematized in descending order. 

E. Classification Techniques 
The classification aims to develop a set of models that can 

correctly classify the class of different objects. There are three 
types of inputs to such models, which are: (a) a bunch of 
objects that are described as training data, (b) the dependent 
variables, and (c) classes that may be a group of variables 
describing various characteristics of the objects. Once a 
classification model is built, it tends to be utilized to classify 
the class of the objects to which class information is 
unidentified [20]. There are numerous sorts of classifiers that 
have been utilized for a cancer diagnosis; some of them are 
NN, SVM, KNN, NB, and RF. They are used to classify cancer 
datasets as malignant and benign tumors. 

1) Support vector machine: Support vector machine 
(SVM) classifier is a type of supervised machine learning 
classification algorithm, it is applied in classifying cancer 
because it is a non-probabilistic binary and nonlinear 
statistical tool which works by separating space into two 
regions by a straight line or hyperplane in higher dimensions. 
It examines the data, recognizes the pattern, and classifies the 
data based on common attributes by using kernel tricks. The 
kernel is a set of numerical functions that are used in SVM. 
The kernel's function is to take data as an input and convert it 
into the form necessary. Various kinds of kernel functions 
were utilized by the SVM algorithm. These functions can be 
different types; for example, linear, nonlinear, polynomial, 
radial basis (RBF), and sigmoid functions. 

2) Naïve Bayes: Naïve Bayes (NB) is a probabilistic 
classifier based on the Bayes theorem. Rather than predictions, 
it produces probability estimates. For the value of each class, 
it estimates the probability of each given instance belongs to 
that class. An advantage of the NB classifier is that it requires 
a small amount of training data in order to estimate the 
parameters that are mandatory for classification. 

3) Artificial Neural Network: Artificial Neural Network 
(ANN) is a numerical model based on biological neural 
networks. It comprises an interconnected group of artificial 
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neurons, and it processes information employing a 
connectionist approach to the computing process. In most 
cases, an ANN is a robust framework that changes its structure 
based on outside or inner data that flows through the network 
during the learning phase. One of the fundamental advantages 
of ANN over conventional methods is its ability in capturing 
the complex and nonlinear interaction between prognostic 
markers and the outcome to be anticipated. 

4) Random forest (RF): Random forest (RF) algorithm is 
a supervised classification algorithm that creates a forest with 
several trees. It is a flexible, easy to utilize machine learning 
algorithm that mostly produces a great result. Due to its 
simplicity, it is also one of the most used algorithms. The 
more trees in the forest the more robust the forest appears in 
general. In the same way in the random forest classifier, the 
higher the number of trees in the forest indicates the high 
accuracy results. 

5) K-nearest Neighbors: K-nearest Neighbors (KNN) is 
one of the most used algorithms in machine learning. It is a 
method of learning based on instances that do not require a 
phase of learning. The model developed is the training sample, 
connected to a distance function and the choice function of the 
class based on the classes of the nearest neighbors. Before 
classifying a new element, it must be compared with other 
elements using a similarity measure. Its k-nearest neighbors 
consider the class that appears most among the neighbors is 
assigned to the element to be classified. Besides, the 
appropriate functioning of the method relies on the choice of 
some number of a parameter such as the k parameter 
represents the number of neighbors chosen to assign the new 
element to the class and the distance used. 

III. DEEP LEARNING 
Deep learning (DL) is one of the numerous strategies found 

within machine learning (ML) as shown in Figure 1, where ML 
[21] is a discipline of artificial intelligence that ensures the 
software estimate results with better accuracy, without the need 
to write explicit codes to perform the task mentioned. DL 
methods are utilized in ML in terms of quick learning and 
implementation of large and complex data. DL is widely 
utilized in numerous software disciplines for example 
computer vision, speech and sound processing, bioinformatics, 
computer games, search engines, manufacturing, online 
advertising, and financing, etc. It is realized that DL provides 
highly successful results in processes of estimation and 
classification. 

DL describes a bunch of computational models composed 
of many layers of data processing, which make it conceivable 
to learn by representing these data through several levels of 
abstraction [22] from a large amount of training data, these 
models discover recurrent structures by automatically refining 
their interior parameters via a backpropagation algorithm as 
shown in Figure 2. Each layer of the network transforms the 
signal nonlinearly to increase the selectivity and invariance of 
the representation. With a sufficient number of layers, the 
network can generate a hierarchy of representations that will 
make the model both sensitive to very small details and 

insensitive to large variations. The classification issue is an 
important component in the field of deep learning since it is 
focused on judging a new sample that belongs to which 
predefined sample category, according to a train set containing 
a certain number of known samples. The classification problem 
is also called supervised classification, since all samples in the 
train set are labeled, and all categories are predefined. 

The output is defined by the following formula in (2): 

Y =𝑓(∑ 𝑤𝑗  𝑥𝑗 + 𝑏)𝑗              (2) 

Where wj is the network weights, b is a bias term, and f is a 
specified activation function. Figure 3 shows a natural 
extension of this simple model is attained by combining 
multiple neurons to form a so-called hidden layer. 

 
Fig. 1. The Relationship between Artificial Intelligence, Machine Learning, 

Deep Learning, and Artificial Neural Networks. 

 
Fig. 2. The Analogy between an Artificial Neuron and a Biological Neuron. 
X Represents the Inputs, the Bias b, the Activation Function ϕ, and Weights w 

are Adjusted Automatically by the Network. 

 
Fig. 3. Representation of Layers of Deep Learning. 
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IV. FEATURE SELECTION 
Feature selection (FS) is a pre-processing method that has 

been demonstrated to significantly affect the performance of 
the data mining techniques [23] (e.g. classification) in terms of 
either the quality of the extracted patterns or the running time 
required to analyze the complete dataset. It reduces the number 
of features, removes irrelevant, redundant, or noisy features, 
and brings about palpable effects for applications: speeding up 
a data mining algorithm, improving learning accuracy, and 
leading to better model comprehensibility’s methods are 
arranged into filters and wrappers [24]. While a learning 
algorithm (e.g. classification) is approached by the wrapper in 
the evaluation of the feature subset, filters rely on the data itself 
to evaluate the feature subset using designated methods (e.g. 
information gain) [25]. 

Searching for an ideal subset of features is a major 
challenge when solving feature selection problems. The 
primary target when selecting a feature is to find a set of M 
features from an original set of N where M < N without 
information lose. Therefore, an impractical approach to this 
problem is to create all possible subsets. If the dataset includes 
N features, then there will be 2N subsets to be generated and 
evaluated, which are considered computationally expensive 
tasks [23]. This paper introduces Dragonfly as a feature 
selection and studies its effect on accuracy. 

A. Dragonfly Algorithm (DA) 
Dragonfly is an open-source python library for scalable 

Bayesian optimization. Bayesian optimization is utilized for 
optimizing black-box functions whose evaluations are usually 
expensive. Beyond vanilla optimization techniques, DA 
provides an array of tools to scale up Bayesian optimization to 
expensive large-scale problems. These include features that are 
especially suited for high dimensional optimization, parallel 
evaluations in synchronous or asynchronous settings which 
means conducting multiple evaluations in parallel, multi-
fidelity optimization which using cheap approximations to 
speed up the optimization process, and multi-objective 
optimization which optimizing multiple functions 
simultaneously. It is compatible with Python2 (>= 2.7) and 
Python3 (>= 3.5) and has been tested on Linux, Mac OS, and 
Windows platforms. 

DA is a recently well-established population-based 
optimizer proposed by Mirjalili in 2016 [26]. The hunting and 
migration strategies of dragonflies are the base of the DA 
algorithm. The hunting method is known as a static swarm 
(feeding), in which all members of a swarm can fly in small 
clusters over a limited space for discovering food sources. 
Dynamic swarming is considered the migration strategy of 
dragonflies (migratory). In this phase, the dragonflies are eager 
to take off in bigger clusters, and as a result, the swarm can 
migrate. Dynamic and static groups are shown in Figure 4. 
Moreover, in other swarm-based methods, the operators of DA 
perform two main concepts: intensification, encouraged by the 
dynamic swarming activities, and diversification, motivated by 
the static swarming activities. 

 
(a) Static Swarm. (b) Dynamic Swarm. 
Fig. 4. Dynamic and Static Dragonflies. 

Five behaviors characterize DA, where X is the position 
vector, X j is the j-th neighbor of the X, and N denotes the 
neighborhood size: 

Separation: dragonflies use this strategy to separate 
themselves from other agents. This procedure is formulated as 
(3): 

𝑆𝑖 = ∑ 𝑋 − 𝑋𝑖𝑁
𝑗=1               (3) 

Alignment: shows how an agent will set its velocity to the 
velocity vector of other adjacent dragonflies. This concept is 
modeled based on (4) Where Vj indicates the velocity vector of 
the j-th neighbor: 

𝐴𝑖 =
∑ 𝑉𝑖𝑁
𝑗=1
𝑁

              (4) 

Cohesion: shows members’ inclination to move in the 
direction of the nearest mass center. This step is formulated as 
in (5): 

𝐶𝑖 =
∑ 𝑋𝑗
𝑁
𝑗=1
𝑁

− 𝑋              (5) 

Attraction: illustrates the propensity of members to step 
towards the food source. The attraction tendency among the 
food source and the i-th agent is performed based on (6) Where 
Floc is the food source’s location: 

𝐹𝑖 = 𝐹𝑙𝑜𝑐 − 𝑋              (6) 

Distraction: illustrates the proclivity of dragonflies to keep 
themselves away from a conflicting enemy. The distraction 
among the enemy and the i-th dragonfly is performed 
according to (7) Where Eloc is the enemy’s location: 

𝐸𝑖 = 𝐸𝑙𝑜𝑐 + 𝑋              (7) 

In DA, the fitness of food source and position vectors are 
updated based on the fittest agent found so far. Moreover, the 
fitness values and positions of the enemy are calculated based 
on the worst dragonfly. This fact will help DA converge in the 
solution space towards more promising regions and in turn, 
avoid non-promising areas. The position vectors of dragonflies 
are updated based upon two rules: the position vector and the 
step vector (X). The step vector indicates the dragonflies’ 
direction of motion and it is calculated as in (8): 

Xt+1 = (sSi + aAi + cCi + f Fi + eEi ) + wXt           (8) 
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Where s, w, a, c, f, and e show the weighting vectors of 
different components. The location vector of members is 
calculated as in Eq. (9), where t is iteration: 

Xt+1 = Xt + Xt+1              (9) 

The pseudo-code of the DA algorithm is given in 
Algorithm 1 as follows: 

 

V. EXPERIMENTAL DISCUSSION 
The data is split into a training set (80%), testing set (10%), 

and validation sets (10%) several times, and a Cross-Validation 
(CV) approach was utilized to evaluate the accuracy, 
sensitivity, and specificity of each of the classifiers with five 
folds. 

A. Model 
The proposed model in this study is represented in a block 

diagram as shown in Figure 5 explaining the process conducted 
within the model. It is planned with three phases first of them 
utilizing traditional classifiers for example SVM, NB, RF, and 
KNN, secondly applying deep learning for enhancing the 
accuracy of the detection of breast cancer, finally applying the 
principle of feature selection using DA with deep learning 
classification to improve the performance. 

B. Missing Dataset Technique 
The training of a model with a dataset containing missing 

values may significantly influence the quality of the deep 
learning model. For this reason, the utilization of WBCD in 
training was ensured by the correction of 16 incorrect data 
found with statistical missing value analysis. There are two 
techniques in handling the missing data: The mean Imputation 
technique and Missing Data Ignoring Technique. Mean 
Imputation technique works by calculating the mean value of 
readily available values in a column and then substituting the 
missing values in each column independently from each other 
[27]. Missing Data Ignoring Technique simply deletes the 
cases that contain missing data. 

C. Normalization of Dataset 
A normalization process between the ranges of 0-1 was 

applied in the data set for eliminating the long learning time 
caused by the size of the data set. The MinMaxScaler method 
was used in this process as shown in (1). 

 
Fig. 5. Block Diagram of the Model. 

D. Splitting the Dataset 
The data used in experiments are separated into two groups 

as training and testing using (train_test_split) library in python. 
The allocation of available data among these three data sets is 
vital for the objectivity of success. Because of different tests, 
the data set in the suggested model was allocated as 80% (559 
data) for training, 20% (140 data) for testing and validating. 
The process of allocation is shown in Figure 6. The cross-
validation method was utilized in the implementation of this 
process [28]. 

 
Fig. 6. Splitting Dataset using Cross-validation. 

E. Neural Network Model 
Any neural network (NN) model has multiple parameters 

that control its performance for example number of hidden 
layers, number of nodes in each layer, the type of activation 
function, number of epochs, and batch size. 

F. Epoch 
The NN learns the patterns of input data by reading the 

input dataset and applying various calculations to it. However, 
it does not make that only once, it learns, over and over, 
utilizing the input dataset and learning outcomes from the 
previous trials. An epoch is a process of learning from the input 
dataset in each trial. Expanding the number of epochs doesn't 
generally imply that the network will give better results, it may 
cause overfitting. Using the trial-and-error method, several 
epochs were chosen until the outcomes still the same after a 
very few cycles. 

G. Activation Functions of the Neural Network 
The activation functions used in the layers of the created 

neural network are described as follows: 

1) Rectified Linear Unit (ReLU): ReLU activation 
function is utilized in the input layer and hidden layers of the 
neural network. ReLU as seen in Figure 7 is an activation 

Initialize the population Xi (i = 1, 2, ..., n) 
Initialize ΔXi (i = 1, 2, ..., n) 
while (t < Max_Iteration) 
Evaluate each dragonfly 
Update (F) and (E) 
Update the main coefficients(i.,e., w, s, a, c, f, and e) 
Calculate S, A, C, F, and E(using Eqs. (3) to (7)) 
Update step vectors using Eq. (8) 
Calculate T(ΔX) using Eq. (9) 
Update Xt+1 using Eq. (8) 
Return the best agent 
End while 
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function that recently gained popularity for its practicality in 
deep learning. It enables the neural network to learn faster 
[21]. The numerical expression of the function is provided in 
(10). 

f(x) = max(0, x)            (10) 

2) Sigmoid activation function: The sigmoid activation 
function is used in the output layer of the neural network. It is 
a function that gets a value between the ranges of (0, 1) as 
seen in Figure 8. The numerical expression of the function is 
given in (11). 

σ(x) = 1
1+exp (−𝑥)

            (11) 

3) Softmax activation function: The Softmax is a function 
that turns a vector of K real values into a vector of K real 
values that sum to 1. The input values can be positive, 
negative, zero, or greater than one, but the Softmax transforms 
them into values somewhere in the range 0 and 1 as shown in 
Figure 9, so that they can be interpreted as probabilities. Large 
multi-layer neural networks end in a penultimate layer that 
outputs real-valued scores that are not efficiently scaled and 
which makes working with them complicated. In the current 
study, the Softmax is very helpful as it turns the scores into a 
normalized probability distribution. Consequently, it is normal 
to append a Softmax function as the final layer of the neural 
network. 

 
Fig. 7. Relu Activation Function. 

 
Fig. 8. Sigmoid Function Activation. 

 
Fig. 9. Softmax Activation Function. 

H. Dropout 
Dropout is one of the methods that are utilized to prevent 

memorization. In each iteration, it randomly removes some 
neurons from a layer at a specified rate. The process of dropout 
is shown in Figure 10. They dropped the crossed units out of 
the network. 

 
(a) Standard Neural Network.  (b) Network after Dropout. 

Fig. 10. Dropout Neural Network Model. (a) A Standard Neural Network. (b) 
After the Dropout is Applied, the Same Network. Dotted Lines Indicate a 

Node that has been Dropped. 

I. Optimization 
Optimization is a basic issue in the learning process in deep 

learning applications. Its techniques are utilized to find the 
optimum value in solving non-linear problems. RMSprop, 
adagrad, adadelta, adam, adamax. Moreover, there are 
differences between each of these algorithms in terms of 
performance and speed. In this study, the optimization 
algorithm of Adaptive Moment Optimization (Adam) was 
applied. 

J. Loss Function 
The loss function is a type of function that measures both 

the error rate and performance of a designed model. In DL, the 
last layer of a NN is the layer where the loss of function is 
defined. In DL applications, the function calculates the 
dissimilarity between the estimation of the designed model and 
the required real value. In case that a model with good 
estimation capability is designed, the difference between the 
real value and estimated value will be lower. An output of a 
higher loss value indicates that the designed model contains 
defects. In the literature, there are various loss functions such 
as mean squared error, mean absolute percentage error, mean 
squared logarithmic error, hinge, logcosh, sparse categorical 
cross-entropy, binary cross-entropy, kullback, poisson, and 
many others. In this study, the meager straight out cross-
entropy misfortune work was utilized. 
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K. Early Stopping 
In the models where training is made by iteration with data, 

the duration of learning must be terminated at the right time. 
Otherwise, if training is not stopped, all of the samples in the 
data set for training will be memorized by the system. These 
outcomes in a decrease in the capability of estimation of 
unknown samples. In case of early termination, the 
performance of the system will decline in that it could not fully 
analyze the data. The same outcome will also arise in the case 
of over-training. In case of an overfitting possibility for the 
program, a parameter of early stopping was defined; the 
training will be stopped regardless of the number of iterations. 

VI. RESULTS AND DISCUSSION 
In this section, performance evaluation is discussed using 

accuracy which is used as the percentage of correct predictions. 
Table 1 shows the comparative study of different classifiers 
which easily analyses KNN, RBF, SVM, and NB. Some 
experiments handled missing data by Mean Imputation 
technique and others by Missing Data Ignoring Technique. It 
declares that RF gives a better result when using 10 trees, and 
KNN with 3 neighbors which reduces the complexity of the 
model and consumes less processing time. PCA+SVM with 
RBF kernel when using missing data ignoring technique 
considered as a better classifier as compared to others which 
achieved 99%. 

A. Deep Learning Usage with the Dataset 
The proposed model utilizes two layers at the start, then 

eventually experiments with more layers which have been 
observed that the convergence time is larger for deeper 
networks. Many parameters control the deep learning model. 
One of them is the number of hidden layers, if data is less 
complex and is having fewer features then neural networks 
with 1 to 2 hidden layers will work, but if data is having large 
features, so to get an optimum solution, 3 to 5 hidden layers 
can be used. It should be noticed that increasing hidden layers 
will also increase the complexity of the model which may 
sometimes lead to overfitting. Another one is the number of 
hidden neurons; it should be between the size of the input layer 
and the size of the output layer. It may be 2/3 the size of the 
input layer, plus the size of the output layer and it should be 
less than twice the size of the input layer [29]. The experiments 
are based on using batch size 16 and 9 neurons in each layer; 
the result is as shown in Table 2. 

As shown above, in Table 2, the best accuracy achieved is 
99.3% with 2 hidden layers and epochs 2000 while the 
accuracy reduces to 99% with 250 epochs only. More epochs 
mean more iteration and more consumption of time and 
resources. However, the difference in accuracy is not 
significantly considerable to endure more time consumption. 
Also, the same accuracy level of 99.3% is attained using 4 
hidden layers and only 100 epochs. Besides, plots of the 
characteristic of the 4 hidden layers model are shown in Figure 
11. In graph (a) the training accuracy visibly increases over 
time, until it reaches nearly 95%, while the validation accuracy 
reaches a plateau at a range of 98–99.3% after 21epochs. 
Moreover, the validation loss, presented in a graph (b), reaches 
its minimum after 50 epochs and then halts, while the training 
loss keeps decreasing exponentially until it drops to nearly 0. 

TABLE I. RESULTS OF TRADITIONAL CLASSIFIERS 

classifier Missing values PCA accuracy 

RF (100) Mean  97 

RF (10) Mean  95 

RF (10) Mean 1 98 

RF (100) Mean 1 98 

RF (10) Remove  98 

RF (100) remove  95 

KNN (10) Mean 1 97 

KNN ( 3) Mean 1 98 

KNN ( 3) Remove  96 

NB Mean 1 97 

Svm (rbf) Remove 1 99 

Svm (rbf) Mean  96 

Svm (rbf) Remove  97 

Svm (rbf) Mean 1 98 

Svm (linear) Mean 1 97 

TABLE II. DEEP LEARNING RESULTS 

Number 
Of layers Epochs Activation 

functions Dropout accuracy 

2 250 Sigmoid,Softmax 0.5 99 

2 100 Sigmoid,Softmax 0.3 98.54 

2 100 Sigmoid,Softmax 0.5 97.85 

2 2000 Relu,Sigmoid  99.3 

3 150 Sigmoid,Sigmoid,Softmax 0.3 98 

3 150 Relu,Relu,Softmax 0.3 97 

3 250 Relu,Relu,Softmax 0.3 97.08 

3 1000 Relu,Relu,Softmax 0.3 97.08 

3 100 Relu,Sigmoid,Softmax 0.5 98.54 

3 100 Relu,Sigmoid,Softmax 0.3 97.8 

4 250 Sigmoid,Sigmoid,Sigmoid 
,Softmax 0.5 99 

4 1000 Sigmoid,Sigmoid,Sigmoid 
,Softmax 0.3 98.5 

4 100 Sigmoid,Sigmoid,Sigmoid 
,Softmax 0.3 99.3 

4 150 Sigmoid,Sigmoid,Sigmoid 
,Softmax 0.3 97.08 

4 150 Sigmoid,Softmax,Softmax 
,Softmax 0.3 98.54 

5 15 Sigmoid,…,softmax  93.3 

5 15 Softmax ,…,softmax  94.3 

5 20 Softmax,…,softmax  95.2 

5 250 Sigmoid,…,softmax 0.25 96 
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(a) 

 
(b) 

Fig. 11. (a) Training vs Validation Loss, (b) Training vs Validation Accuracy 
of 4 Hidden Layers Model with 100 Epochs. 

 
(a) 

 
(b) 

Fig. 12. Two Hidden Layers Model with 2000 Epoch, (a) Training vs 
Validation Loss (b) Training vs Validation Accuracy. 

The characteristics of the 2 hidden layers model are shown 
in Figure 12, where graph (a) explains the behavior of the 
training and validation loss and graph (b) presents the 
accuracy. The validation loss clearly reaches its minimum after 
200 epochs and then halts, while after 250 epochs keep 
decreasing exponentially and reach the minimum value for 
nearly 0 then it is steady-state. Also, the training and validation 
accuracy increases linearly until 30 epochs, and then it reaches 
nearly 100%. 

After applying feature selection using DA with deep 
learning, the results are shown in Table 3. As noticed in Table 
3, it gives the best result is 97.907% when choosing 20 
population,100 iteration, and 100 epochs which recommended 
five attributes as the most important (uniformity of cell size, 
uniformity of cell shape, bare nuclei, bland chromatin, and 
mitosis). These ML methods have been chosen because the 
results obtained from these methods have appeared to be more 
accurate than traditional classifiers. In addition to 
implementing these ML techniques for bigger data in the future 
will be at a faster rate. The main focus is to choose the most 
suitable classifier model for obtaining the highest accuracy and 
to find an improvement of similar previous works on the same 
database. 

TABLE III. DEEP LEARNING MIXED WITH DA RESULTS 
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5 10 100 100 110011001 5 Relu,Sigmoid 96.52 

5 20 100 100 011001010 4 Relu,Sigmoid 97.43 

10 10 100 100 110011000 4 Relu,Sigmoid 96.69 

10 20 100 100 111001000 4 Relu,Sigmoid 
,Softmax 97.619 

10 30 150 100 111011001 6 Relu,Sigmoid 97.62 

10 20 100 1000 110001001 4 Relu,Sigmoid 
,Sigmoid,Softmax 97.818 

5 20 100 200 101001111 6 
Sigmoid,Softmax 
,Softmax,Softmax 

Dropout=0.25 
97.256 

10 20 100 100 101001011 5 Softmax,Softmax 
,Softmax,Softmax 97.907 

10 20 100 100 001001001 3 
Sigmoid,Sigmoid 

,Softmax 
Dropout=0.5 

96.71 

10 20 100 100 110101011 6 Relu,Sigmoid 96.89 

10 20 100 1000 100111011 6 Relu,Sigmoid 
,Sigmoid 97.49 

VII. CONCLUSION 
Breast cancer prediction is very significant in the area of 

Medicare and Biomedical. This study aims to enhance the 
accuracy of the diagnosis of breast cancer with the deep 
learning method. Analysis of WBCD with traditional 
classifiers such as NB, SVM, KNN, and RF achieved high 
accuracy. Proposed a model that predicts breast cancer based 
on a deep investigation in the performance of different deep 
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networks on this dataset. It has been implemented by Python to 
be the most effective in classifying the diagnostic data set into 
the two classes because of the seriousness of cancer; it's found 
that the accuracy of the proposed model ranges between 93.5% 
and 99.3%. In the case of the two hidden layers model, the 
highest outcomes result with 250 and 2000 epochs are 99% and 
99.3% respectively. The same result might be obtained with 
four hidden layers models and 100 epochs. It is noticed that DL 
hybrid with DA as a feature selection model achieved an 
accuracy of 97.907%. Such comparative analysis of breast 
cancer classification would provide insights on the efficient 
approaches for the detection of cancer problems. 

VIII. FUTURE WORK 
The proposed model is applied to numerical data only. It 

would be interesting to see its behavior when it is applied to 
different types of data available in the medical field such as 
mammograms. In the future, the research may be carried out 
for a screening of features to diagnose breast cancer tumors. 
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Abstract—The techniques of data mining are used widely in 
the healthcare sector to predict and diagnose various diseases. 
Diagnosis of heart disease is considered as one of the very 
important applications of these systems. Data is being collected 
today in a large amount where people need to rely on the device. 
In recent years, heart disease has increased excessively and heart 
disease has become one of the deadliest diseases in many 
countries. Most data sets often suffer from extreme values that 
reduce the accuracy percentage in classification. Extreme values 
are defined in terms of irrelevant or incorrect data, missing 
values, and the incorrect values of the dataset. Data conversion is 
another very important way to preconfigure the process of 
converting data into suitable mining models by acting assembly 
or assembly and filtering methods such as eliminating duplicate 
features by using the link and one of the wrap methods, and 
applying the repeated discrimination feature. This process is 
performed, dealing with lost values through the "Remove with 
values" methods and methods of estimating the layer. 
Classification methods like Naïve Bayes (NB) and Random Forest 
(RF) are applied to the original datasets and data sets with the 
feature of selection methods too. All of these operations are 
implemented on three various sets of heart disease data for the 
analysis of pre-treatment effect in terms of accuracy. 

Keywords—Classification; Naive Bayes (NB); (Support Vector 
Machine SVM); Random Forest; machine learning 

I. INTRODUCTION 
Nowadays one of the major causes of death is heart disease 

at the present time. The heart disease prediction system can 
support healthcare specialists in predicting heart condition 
based on the clinical data of patients that has been pre-entered 
into the system. There are several healthcare manufactures and 
hospitals which gather massive amounts of data for patients 
which are hard to deal with current systems [5]. There are a lot 
of tools that use prediction algorithms are available 
nonetheless they have several weaknesses [15,16]. Many of 
the tools cannot deal with large data. Actually, there are a lot 
of algorithms can be used to find and predict the heart disease 
such as the discrete differential evolution (DDE) algorithm 
[17]. Machine learning algorithm acts an important role in 

extracting hidden knowledge and information and analyzing it 
from these data sets. Actually, it improves speed and accuracy. 
Data extraction techniques have been used in many areas, 
including health care. This paper aims to check whether the 
prediction of heart disease can be depended on data mining 
and machine learning [9]. By using some techniques of data 
mining, Prediction helps detect if a patient suffers of heart 
disease or not. In addition, the prediction helps specialists to 
get to the appropriate diagnosis more quickly, not only that, 
but it increases the accuracy of diagnosis leading to better 
results may help to reduce or reduce heart attacks at the very 
least. Hidden relationships can untangle and diseases are 
diagnosed efficiently by the help of Data mining along with 
soft computing techniques [7,8]. The datasets are collected 
and gathered from the Machine Learning Repository (UCI). It 
now upholds 394 datasets copies with 14 attributes those 
names are sex, age, chest pain type, resting blood pressure, 
resting electrocardiographic results, fasting blood sugar>120 
mg / dl, serum cholesterol in mg/dl, exercise induced angina, 
maximum heart rate achieved, the slope of the peak exercise 
ST segment, oldpeak = ST depression caused by exercise 
relative to rest, number of main vessels (0-3) colored by 
flourosopy, thal: 7 = reversible defect; 6 = fixed defect; 3 = 
normal. These features are used as a service package to the 
MLC (community of machine learning). There are 3 data 
bases in the Data Set of heart disease, these data bases namely 
Cleveland, Hungary, Switzerland. In this paper, we analyze 
cardiology data based on Dataset by using the link and one of 
the wrap methods, and applying the repeated discrimination 
feature. This process is performed, dealing with lost values 
through the "Remove with values" methods and methods of 
estimating the layer. However, the outline of this paper as 
follows, starts from the literatures to analyze the previous 
studies about classification and the used algorithms in this 
area. Then we discuss our methodology by elaborating the 
procedure of the work and the application of the algorithms. In 
result section we illustrate the obtained results and discuss it. 
Finally, we summarize our work in conclusion section and 
future work. 
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II. LITERATURE SURVEY 
There are a lot of common data mining algorithms, 

particularly the techniques of classification, each of them is 
distinguished by both excellence and weakness, for example 
three of which are: Decision Tree, k-Nearest Neighbor (KNN), 
and Naïve Bayes and [10]. Naive Bayes technique is a 
powerful, simple and good performance of classification. 
Basically, it depends on Paez's theory of the probability of 
P(c|x) from the previous possibility of P(c), the possibility of 
the given P(x|c) and the predictability probability as follows 
[10,11]. 

𝑃(𝑐|𝑥) = 𝑃(𝑥|𝑐)𝑃(𝑐)
𝑃(𝑥)

             (1) 

The Bayesian Naive model is commonly used in many 
areas such as medical diagnosis, spam filtering, and even text 
classification. It gets a lot of attention among statisticians 
resulting in algorithm modifications. At the same time, 
Decision Tree algorithms (DT) can be, also it is fast in clear 
modeling and training. DT mechanism is by sorting the trained 
data in a form of tree. In the training phase, this tree is formed 
to determine the accuracy of the workbook for the test data. 
Then it will be categorized by using the tree [12]. 

On the other hand, we have k-nearest neighbors KNN. It is 
a simple technique of classification that is often used in 
several studies, particularly when there is little or no data 
distribution information. KNN is a non-deterministic 
algorithm, which means that it does not put assumptions about 
the data’s distribution that is used in the analysis. KNN fits 
into practical environments, since data are often not followed 
by real theoretical statistics such as natural distribution. Lazy 
algorithm is also another name of KNN, or it uses only a quick 
training stage. It does not make circular which means that it 
keeps all data of training [13]. 

Many of researches were conducted to focus on heart 
diseases ‘prediction and classification. Many data mining 
techniques are used for achieving and diagnosis various 
accuracy level of various methods [1]. The NB classifier 
algorithm uses conditional independence; the attribute value 
for a given category is believed to be independent of the 
values of other attributes. An example of an application of the 
Naïve Bayes algorithm is the proposed model for the 
prediction of high-risk heart disease. This application was 
introduced as part of the Web-based healthcare and detection 
package that is proposed by [2]. The data collected and 
prepared was considered as the training group as the work was 
based on two basic stages: the classification stage and the pre-
processing which perform several tasks including: 
normalization, reduction, and cleaning of data, etc. On the 
other side, the second stage is the stage of prediction. In the 
prediction stage, the data are categorized into groups based on 
the type and nature of the disease, and then the establishment 
of a test group based on the questions of the disease. Finally 
send the results obtained from the prediction to the doctor. 

The author in [2] proposed a Predicting heart disease 
model using neural network. The choice of feature is used for 
disease prediction. This method found a 100% accuracy of 15 
features and precision of 92.5% for 13 features. There is an 

improvement of 7.5% after giving up two advantages of 15 to 
13. 

The proposed method by [14] is used associative 
classification and selection of a subset of the risk of disease. 
They used asymmetric uncertainty, information acquisition, 
and genetic algorithm as measures to select the feature. Their 
method got 95% accuracy with the choice of hybrid feature. 
Heart disease data set gathered for experimental analysis with 
11 features. 

The author in [3] examines the performance for heart 
disease diabetes dataset by using several classification 
algorithms of machine learning like Decision Tree (J48), 
Naive Bayes (NB), and Support Vector Machine (SVM) with 
bagging technique. In order to measure the efficiency of the 
Classification algorithms they depend on the precision, 
accuracy, specificity, sensitivity, and performance. All of tests 
are achieved in the "WEKA TOOL", the results shown that 
Decision Tree (C4.5) provides a high quality of accuracy 
around (95.06%).[4] applied some of imputation methods for 
dealing with lost data. Imputation methods are algorithms 
designed to recover lost values of data, depending on other 
entered data in the data base. The choosing of the imputation 
effects on the performance of the machine learning’s 
technology, for instance, it effects on the applied classification 
algorithm’s accuracy. Thus, applying and selecting the correct 
calculation method is very important and commonly requires a 
great deal of human intervention. In this article, they 
suggested to using genetic programming techniques in order to 
seek for the correct mix of classification and imputation 
algorithms. They build the work based on the TPOT library of 
Python, and integrating a heterogeneous set of computing 
algorithms as part of the pipeline search of ML. They have 
shown that genetic programming can routinely find gradually 
enhanced pipelines that contain the most effective blend of 
feature pre-processing, classifiers, and imputation methods for 
a varied of classification difficulties with lost data. 

The author in [6] checked various classification techniques 
in analysis heart disease. The classifiers like Naive Bayes, 
KNN, and Decision Tree are used to divide dataset. After the 
classification and evaluation of the performance they 
considered that the Decision Tree as the best classifier and the 
most efficient for heart disease analysis from the dataset. 

III. METHODOLOGY 
Classification algorithms have been used in large data sets 

that are known for their study of layers and make prediction. 
Models store stored data sets in memory to predict. This 
model has the ability to predict the category label or the new 
data instance set [6]. So, this study used a classification 
algorithm under the supervision of Random Forest and Naïve 
Bayes to classify and predict heart disease. 

In Random Forest for prediction, the accuracy is very 
important like healthcare fields especially when we talk about 
heart disease, the processing times can be used as a 
differentiation, while time-sensitive fields seek rapid 
predictions like the accuracy of the disaster prediction ratio 
that can also be used as a trade-off over time. This study 
shows the processing time and the accuracy percentage 
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differences between the selected variables of chosen dataset. 
However, the second used algorithm in this study is Naïve 
Bayes. It is a probability classification based on the theory of 
Bayes. All classifiers of Naïve Bayes suppose that the value of 
any given feature is an independent value of any other value, 
given the variable category. Bayes theory is: 

P(C|X) = P(X|C) * P(C)/P(X)            (2) 

Where X is the dataset, C refers to the class so that P(X) is 
a constant for all classes. Although it supposes an unrealistic 
condition that attributes values be conditional independent, 
they work amazingly well in big data sets where this condition 
is supposed and suspended. 

The datasets are collected and gathered from the Machine 
Learning Repository (UCI). It now upholds 394 datasets 
copies with 14 attributes those names are sex, age, chest pain 
type, resting blood pressure, resting electrocardiographic 
results, fasting blood sugar>120 mg / dl, serum cholesterol in 
mg/dl, exercise induced angina, maximum heart rate achieved, 
the slope of the peak exercise ST segment, oldpeak = ST 
depression caused by exercise relative to rest, number of main 
vessels (0-3) colored by fluoroscopy, thal: 7 = reversible 
defect; 6 = fixed defect; 3 = normal. These features are used as 
a service package to the community of machine learning 
(MLC). There are three data bases in the Data Set of heart 
disease, these data bases namely Cleveland, Hungary, 
Switzerland. 

IV. RESULT AND DISCUSSION 
In this study, three data sets of heart diseases are first 

addressed to pre-processing of data to address missing values. 
The Heart Disease Group in Switzerland contains 123 cases 
with 14 features. In this data set, the chol attribute contains 
99% of the lost values, while the ca attribute contains 95% of 
the missing values, while the fbs attribute contains 61% of the 
lost values, as it is shown in Table I. 

In this paper, more than 60% of the lost values are 
subtracted to be removed. Therefore, the three attributes of the 
data set are removed, as it shown in Fig. 1. 

Similarly, the Hungarian Heart Disease Data Collection 
contains 294 cases with 14 features. In this data set, the slope 
attribute contains 64% of the lost values, and the ca attribute 
contains 99% of the lost values and the thal attribute contains 
90% of the lost values, as it shown in Fig. 2. 

Thus, more than three attributes are exposed to removal 
from the data set and some of the features contain less than 
60% of the lost values. 

The other method of selecting the Recursion Mode 
provides a subset of features that produce an accurate result. 
The RF algorithm is used at each frequency to assess the form. 
The algorithm is designed to find out all of the probable 
subsets of attributes. It has given a set of Cleveland data set 
features for thal, Ca, thalach, slope, oldpeak, exang, cp and sex. 
Similarly, it has given oldpeak, trestbps, cp, thal, thatlach, sex, 
exang, restecg and slope from the switzerland data set. 
Similarly, exang, oldpeak, cp, thalach, and sex were given 
from the Hungarian data collection of the classification. In pre-
processing, 3 attributes are eliminated from Switzerland and 
also 3 attributes are removed from Hungarian datasets. In this 
research, two methods for selecting the feature, such as filter 
mode, are applied - the attributes associated with a high degree 
of removal and wrapping are identified. The way to remove the 
recurrence feature determines the best attributes for the 
classification. In the filtering method, a link matrix is generated 
from these attributes and high-linked attributes are selected to 
remove them. Thalach, Age, Thal, Slope, Exang, and oldpeack 
were identified from the Cleveland data set as greatly 
correlated and therefore could be removed. In general, remove 
and eliminate the absolute correlation attributes of 0.75 or 
greater, as it shown in Fig. 3. The other way of selecting the 
Recursion Mode provides a subset of features that produce an 
accurate result. The RF algorithm is used at each frequency to 
assess the form. The algorithm is designed to find out all of the 
probable subsets of attributes, as it shown in Table II. Ka, Thal, 
Oldbeck, CB, Thalach, Xanga, Slope and Sex have given a 
subset of features from the Cleveland Data Collection to the 
classification, as it shown in Fig. 4. 

TABLE I. EVALUATION MEASURES OF RANDOM FOREST AND NAÏVE BAYES WITH ELIMINATING REDUNDANT FEATURES AND PREPROCESSING APPROACHES 
(BY USING FILTER METHOD) 

Datasets No of instances 
(NB / RF) 

No of attributes 
(NB / RF) 

Accuracy Precession Recall 
NB RF NB RF NB RF 

Cleveland 296 7 98% 54% 0.9850 0.2888 0.9660 0.2766 
Switzerland 123 5 84% 29% 0.7493 0.1731 0.6489 0.1923 
Hungarian 294 7 95% 72% 0.9691 0.7110 0.9747 0.7146 

*(NB) Naïve Bayes** (RF) Random Forest 

TABLE II. EVALUATION MEASURES OF RANDOM FOREST AND NAÏVE BAYES WITH ELIMINATING REDUNDANT FEATURE AND PREPROCESSING APPROACHES ( 
BY USING WRAPPER METHOD) 

Datasets No of instances 
(NB / RF) 

No of 
attributes 
(NB / RF) 

Accuracy Precession Recall 

NB RF NB RF NB RF 

Cleveland 296 8 100% 57% 1.000 0.3452 0.9660 1.000 

Switzerland 123 9 92% 44% 0.9468 0.2215 0.6489 0.8095 

Hungarian 294 5 100% 82% 1.000 0.8139 0.8139 1.000 
*(NB) Naïve Bayes ** (RF) Random Forest 
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Fig. 1. Accuracy of Random Forest and Naïve Bayes with Eliminating 

Redundant Features and Preprocessing Approaches (by using Filter Method). 

 
Fig. 2. Precession of Random Forest and Naïve Bayes with Eliminating 

Redundant Features and Preprocessing Approaches (by using Filter Method). 

 
Fig. 3. Accuracy of Random Forest and Naïve Bayes with Eliminating 
Redundant Features and Preprocessing Approaches (by using Wrapper 

Method). 

 
Fig. 4. Precession of Random Forest and Naïve Bayes with Eliminating 
Redundant Features and Preprocessing Approaches (Wrapper Method). 

The following remarks are implemented between the 
primary data measures and post-pretreatment measures: 

• For filter method when comparing Naïve Bayes with 
Random Forest, the obtained results indicate that Naïve 
Bayes gives more accurate results. 

• For the feature selection wrap method, when comparing 
Naïve Bayes with Random Forest, the obtained results 
indicate that Naïve Bayes gives more accurate results. 

From the observations above, we find that the Naive Bayes 
algorithm by using Wrapper method is appropriate for the 
classification of Hungarian, Switzerland, and Cleveland data 
sets of the Heart Disease Group. 

V. CONCLUSION 
In this paper, three datasets were used (Cleveland, 

Hungarian, and Switzerland) Heart Disease dataset, they are 
used for prediction and classification of heart diseases. In the 
data set, some significant features may contain lost values 
which may give it an effect on the superiority of the data set. 
Filling out lost value settings and features may be one of the 
most important steps in pretreatment. 

After parsing the data set, the lost values are determined 
and changed with the average of the chapter. The subsequent 
process is to convert the data using the Max-Min 
normalization technique and then various approaches are 
applied to select the feature to frame the subset of the 
important properties of the classification, Recursive Feature 
Correlation and Elimination. Experimental result shows that 
dealing with lost values and feature selection approaches 
significantly boosts the classification's accuracy. The 
performance of both feature selection processes is evaluated 
with Naïve Bayes and Random Forest classifiers. Naïve Bayes 
method of Recursive Feature Elimination gives a better 
advantage to the three data sets of heart disease in terms of 
accuracy. 

VI. FUTURE WORK 
In the future work, various hybrid algorithms for 

optimization can be implemented as well for comparative 
analysis of several classification methods in addition to the 
possibility of using them as parameters in remote monitoring 
of patients by using the technology of M2M (machine-to-
machine), particularly for patients those treated at remote 
clinics or home.M2M will be built then adding and embedding 
a prediction system as a new feature from one party to 
another. 
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Abstract—Poems have always been an excellent way of 
expressing emotions in any language. In particular, Hindi poetry 
is having versatile popularity among native and non-native 
speakers all over the world. A typical poem in Hindi is 
characterized by meter (“Chhand”), emotion (“Rasa”), and 
figure of speech (“Alankaar”). The present research work is the 
first of its kind in Hindi Natural Language Processing (NLP), 
which touches on the area of Hindi figure of speech. The authors 
have created a systematic hierarchical structure of Hindi 
“Alankaar” types and sub-types and attempted and extended the 
work to identify a few. A taxonomical list of 58 Hindi figures of 
speech is presented along with their nearest mapping to English 
equivalents. On the sidelines, the paper also presents the distinct 
rules for each type and sub-type needed for the classification task 
of NLP. The authors achieved 97% efficiency in reporting the 
first results with an average execution time of 0.002 seconds. 

Keywords—“Alankaar”; figure of speech; Hindi; Natural 
Language Processing (NLP); poetry 

I. INTRODUCTION 
Poetry refers to the poetic creation of a person and consists 

of a series of verses. Different types of poetry have been 
written from as early as the 25th century BCE [1]. Different 
types of rules and regulations are followed for writing poetry in 
different language scripts, yet maintaining grammar [2]. Hindi 
is one of the prevalent languages of the world. To some extent, 
Hindi is a majorly spoken language for communication in India 
and is written using the Devanagari script. It is used along with 
English as the official language of the Government of India [3]. 

Many well-known writers have done many poetic creations 
in the Hindi language, and every day many writers are writing 
some new poems. In Hindi poetry, “Rasa” (i.e., “emotion”), 
“Chhand” (i.e., verse meter), and “Alankaar” (i.e., the figure of 
speech) are essentials of the poetic composition [4]. Though 
little progress can be seen in the “Rasa” and verse-related 
research works, it is almost absent when it comes to the figure 
of speech. The figure of speech known as “Alankaar” in Hindi 
is capable enough to make any poem’s creation magical 
through its presence. 

Our contribution through the present research work 
includes: 

• Detailed exploration of Hindi “Alankaar”, 

• The standardization of taxonomical classification 
structure for different types of “Alankaar”, and 

• The specific methodology for identification of the three 
trendy Hindi “Alankaar”. 

The former could be well exploited for Natural Language 
Processing (NLP) of Hindi language, particularly for the 
classification task. 

Notably, all of these are worked upon and reported for the 
first time in the scientific literature. The structure of the 
remainder of the paper includes literature review, description 
of rules and creation of “Alankaar” hierarchy, “Alankaar” 
identification, and results. The paper ends with the conclusions 
derived from the work and some pointers to future work. 

II. LITERATURE REVIEW 
An extensive literature review was carried out for this 

research, in which we tried to dig up the research items, books, 
blogs, and online portals for the different kinds of information 
retrieval and to know the current state of the research progress 
in this specific segment. Research works for the internationally 
well-known languages that can be seen concerning poetry and 
related nearby segments such as emotion detection, text 
classification, and identification in different languages such as 
Arabic, Chinese, English, and Persian [5-8]. Some research 
works related to poetry were found for Indian regional 
languages like Hindi, Marathi, and Punjabi [9-11]. 

Saini and Kaur [13] worked for Punjabi poems annotated 
corpus for emotion detection based on the nine different types 
of emotions (“Rasa”). Pal and Patel [12] introduced a model 
for the classification of Hindi poems. Audichya and Saini [14] 
worked for the unified rule-based technique for automatic 
metadata generation based on different meter rules in Hindi 
poetry. Kushwah and Joshi [15] researched the detection of a 
specific type of verse meter named “Rola”. Bafna and Saini 
[16-19] also worked using eager machine learning and concept 
learning algorithms to classify Hindi verses. 

After founding and exploring this much, authors can 
powerfully convey that the figure of speech as known as 
“Alankaar” in Hindi is an untouched portion of the research 
works related to Hindi or any other Indian regional level 
languages. The main reason behind less work in this area is 
because it is tedious to deal with, and no such initial research 
works had been done or carried out so far. To fulfill this gap, 
we have presented a path to work further in Hindi NLP from 
the perspective of “Alankaar”. One of the goals of this research 
work is to organize and manage all available information 
related to the figure of speech in the Hindi language after 

*Corresponding Author  
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proper collection, verification, and validation for a better 
research approach so that one is not needed to deal with 
insufficient knowledge or contradictory information in 
upcoming times. 

After the detailed and in-depth literature review, it was 
observed that there is a lack of identification mechanism which 
can detect and identify the different “Alankaar” in Hindi. The 
vast Hindi content data can be sorted in an organized manner 
with the generated metadata based on the detection. The 
metadata can help populate better search results instead of 
regular keywords-based searching. Apart from that, this 
research work can help digital libraries to manage the content 
based on the different types of Hindi “Alankaar”. With the 
perspective of computational logistics, this research work can 
help analyze the write-ups based on the different types of the 
Hindi “Alankaar”. So as authors felt, it can be a valuable and 
necessary novel work for current and upcoming times, which 
can be understood with already emphasized points, and there 
can be many more uses scenarios also. These all aspects were 
the actual motivation to carry out this research work. 

III. “ALANKAAR”: THE HINDI FIGURE OF SPEECH 

The figure of speech which is scripted as “अलंकार” 
(“Alankaar”) in the Devanagari script of the Hindi language, is 
an essential part of the creation of the poem. “Alankaar” means 
“ornament”, and just as the beauty of a person is adorned with 
ornamentation, in the same way, the grace of poetry is 
ornamented. Something which embellishes the poem is known 
as the figure of speech. 

To identify and detect the different types of “Alankaar” we 
first need standard types and rules, which are not available 
systematically, and where ever is available, it is either missing 
some information or have some fewer details [20-21]. The first 
and significant time-consuming task of this research work was 
to go through the various sources to collect, verify, and 
systematically structure hierarchical classes for better research. 

The rules and all their relevant information collection were 
carried out through different places such as educational 
materials, websites, blogs, and portals [22-24]. After this 
process, we have structured everything in such a way with 
Hindi experts’ opinions from academia to be helpful for the 
upcoming research works. 

A. Types of “Alankaar” 
Mainly as per the characteristics, the types of “Alankaar” 

are divided into three streams which are as follows: 

1) “Shabd Alankaar” (“शब्दालंकार”) 
2) “Arth Alankaar” (“अथार्लंकार”) 
3) “Ubhay Alankaar” (“उभयालंकार”) 

Each has its own set of rules and further subtypes, and even 
sub-sub types [25]. We discuss each of them quickly in the 
subsequent sections. 

1) “Shabd Alankaar” (“शब्दालंकार”): “Shabd Alankaar” 
is the first type of the Hindi figure of speech, those which 
embellish the poems through the words in the figure of 
speech, that is, by putting a particular word in a poem, the 

beauty comes, and if the beauty is lost when using a synonym, 
are called the “Shabd Alankaar”. Although not all the 
“Alankaars” that come in this category are purely based on 
words, the primary focus in those “Alankaars” is on the words, 
which is why they are added into this category. 

“Shabd Alankaar” have further sub and sub-sub classes as 
per their types mentioned as follows: Each has its own set of 
rules and further subtypes, and even sub-sub types [25]. We 
discuss each of them quickly in the subsequent sections. 

1.1 Alliteration (“अनु�ास अलंकार”) 
1.1.1 ‘Chekanupras’ (“छेकानु�ास अलंकार”) 
1.1.2 ‘Vrutyanupras’ (“वत्यान�ास अलंकार”) 
1.1.3 ‘Latanupras’ (“लाटानु�ास अलंकार”) 
1.1.4 ‘Antyanpras’ (“अन्तत्यान�ास अलंकार”) 
1.1.5 ‘Shrtyanpras’ (“�त्यान�ास अलंकार”) 

1.2 ‘Yamak’ (“यमक अलंकार”) 
1.3 ‘Punrukti’ (“पुन�ि� अलंकार”) 
1.4 ‘Vipsa’ (“िवप्सा अलंकार”) 
1.5 ‘Vakrokti’ (“व�ोि� अलंकार”) 

1.5.1 ‘Kaku Vakrokti’ (“काकु व�ोि� अलंकार”) 
1.5.2 ‘Shelsh Vakrokti’ (“�ेष व�ोि� अलंकार”) 

1.6 Pun or Irony (“�ेष अलंकार”) 
1.6.1 ‘Abhang Shlesh’ (“अभंग �ेष अलंकार”) 
1.6.2 ‘Sabhang Shlesh’ (“सभंग �ेष अलंकार”) 

2) “Arth Alankaar” (“अथार्लंकार”): “Arth Alankaar” is 
mainly related to the meaning of the words, so those which 
embellish the poems through the meaning of the words in the 
figure of speech, That is, by putting a particular word in a 
poem and due to the meaning of that word the miracles occur 
in poetry, are called the “Arth Alankaar”. Although not all the 
“Alankaar” which comes in this category are purely based on 
the meaning of words, yet the primary focus in those 
“Alankaars” is on the meaning of the words that’s why they 
are added into this category. 

“Arth Alankaar” are having further sub and sub-sub classes 
as per their types which are mentioned as following: 

1.1 Simile (“उपमा अलंकार”) 
1.1.1 ‘Purnopama’ (“पूण�पमा अलंकार”) 
1.1.2 ‘Luptopama’ (“लु�ोपमा अलंकार”) 

1.2 Metaphor (“�पक अलंकार”) 
1.2.1 ‘Sam Rupak’ (“सम �पक अलंकार”) 
1.2.2 ‘Adhik Rupak’ (“अिधक �पक अलंकार”) 
1.2.3 ‘Nyun Rupak’ (“न्यून �पक अलंकार”) 

1.3 Poetic Fancy (“उत्�ेक्षा अलंकार”) 
1.3.1 ‘Vastupreksha’ (“वस्तु�ेक्षा अलंकार”) 
1.3.2 ‘Hetupreksha’ (“हतुे�ेक्षा अलंकार”) 
1.3.3 ‘Falotpreksha’ (“फलोत्�ेक्षा अलंकार”) 

1.4 Exemplification (“��ािन्त अलंकार/द�ृान्त”) 
1.5 Doubt (“संदहे अलंकार”) 
1.6 Hyperbole (“अितश्योि� अलंकार”) 
1.7 ‘Upmeyopma’ (“उपमेयोपमा अलंकार”) 
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1.8 Converse (“�तीप अलंकार”) 
1.9 Self Comparison (“अनन्वय अलंकार”) 
1.10 Error (“�ांितमान अलंकार”)  
1.11 Illuminator(“दीपक अलंकार”) 
1.12 Concealment (“अप�ित अलंकार”) 
1.13 ‘Vyatirek’ (“�ितरेक अलंकार”) 
1.14 Peculiar Causation (“िवभावना अलंकार”) 
1.15 Peculiar Allegation (“िवशेषोि� अलंकार”) 
1.16 Corroboration (“अथार्न्तरन्यास अलंकार”) 
1.17 ‘Ullekh’ (“उल्लेख अलंकार”) 
1.18 Contradiction (“िवरोधाभास अलंकार”) 
1.19 Disconnection (“असंगित अलंकार”) 
1.20 Personification(“मानवीकरण अलंकार”) 
1.21 ‘Anantyokti’ (“अन्तयोि� अलंकार”) 
1.22 Poetical Reason (“का��लग अलंकार”) 
1.23 Natural Description (“स्वभावोती अलंकार”) 
1.24 Typical Comparison (“�ितवस्तूपमा”) 
1.25 Chain of Similes (“मालोपमा”) 
1.26 Equal Pairing (“तुल्योिगता”) 
1.27 Illustration (“िनदशर्ना”) 
1.28 Speech of Brevity (“समासोि�”) 
1.29 Indirect Dissection (“अ�स्तुत�शंसा”) 
1.30 Special Mention (“प�रसंख्या”) 

3) “Ubhay Alankaar” (“उभयालंकार”): “Ubhay Alankaar” 
is those which embellish the poems through the word and the 
meaning of the words in the figure of speech, That is, by 
putting a particular word in a poem and due to the presence of 
that word and the meaning of that word the miracles occur in 
poetry, are called the “Ubhay Alankaar”. “Ubhay Alankaar” 
are having further sub and sub-sub classes as per their types 
which are mentioned as following: 

a) Combination of Figures of Speech (“संसृि�”) 
b) The fusion of Figures of Speech (“संकर”) 

Table I is representing the mapping with English 
equivalents found and not found while collecting the 
information while conducting this research work. As 
structured, we finally have 58 types of the “Alankaars” along 
with rules and examples, as shown in Fig. 1. It is not feasible to 
include all the rules of different “Alankaar” types in this 
research paper. There might be some more types of missing 
“Alankaar” that can be added in future research works. The 
next task is to determine the challenges faced or one needs to 
face while dealing with the figure of speech identification and 
automatic detection. 

TABLE I. ALANKAARS COMPARATIVE SCENARIO AND STATS 

Alankaars Comparative Scenario Count 

Total Alankaars for which English equivalent is found: 30 

Total Alankaars for which English equivalent is not found: 28 

Total Alankaars in Hindi: 58 

 
Fig. 1. Systematically Structured Graphical Representation of Hindi 

Alankaars. 

B. Selecting a Template 
Research works are always challenging, and that’s what the 

beauty of research is, but when it comes to the research with 
the figure of speech in Hindi, it is very tedious and challenging. 
That’s the only reason this segment was still untouched, and no 
such initial research was found. While carrying out this 
research work, the following challenges were faced. 

1) No previous research works: Initial level research work 
requires some extra efforts as we discussed already that no 
previous research work or articles had been found so far, so 
one needs to create their path or way to work to accomplish 
the research-related tasks and it requires massive efforts 
because there is no dataset, algorithms or implementation 
strategy is existing. 

2) Missing and conflicting information: Information 
Collection, verification, and systematic arrangement are some 
of the initial tasks of any research work, and this is more 
important when dealing with a purely new segment where no 
such past research works or articles can be seen. The authors 
came across different sources in this collection and validation 
process where either some types were missing or having 
incomplete information. 

3) Context-based meaning: To deal with Hindi words' 
meanings, one can integrate with the existing Hindi wordnet 
or other libraries, but the context-based meaning is required, 
which is missing, or still, some research works are going on in 
the same segment and research in its own [26]. 
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4) Homonymy and polysemy: “Alankaars” are all about 
the words and their meanings, here a single word can have 
multiple and can be used to express different things, which are 
polysemy, and similar words that are either spelled similar or 
sound the same but have different meanings are homonymy. 
That is another challenge level, which is still a vast issue and 
essential for this research work, too [27]. 

5) Multiple “Alankars” detection: As per the nature and 
characteristics of “Alankaar”, there can be multiple 
“Alankaars” in the same poem lines or even in a part of the 
poem, comparatively in “Rasa” and “Chhand” usually it has 
been observed that mostly there will be only a single type of 
“Rasa” or “Chhand” will be there in a part of the poem. 

6) Unavailability of datasets for experiments: To carry 
out any research work, one will always need a dataset, as there 
is no such research work done in this specific problem 
segment, and in other poem related Hindi research also works 
dataset is a challenge because there is no such ready dataset or 
open-source datasets are available. To deal with such things, 
one has to follow one and the only thing that makes the dataset 
by self, and again it requires some additional effort and time. 

Despite all of the listed challenges, we followed the 
approach of focusing on the best optimum problem-solving 
methods, and the same is discussed in the following 
“Alankaar” Identification section. 

IV. “ALANKAAR” IDENTIFICATION 
To Identify and detect the “Alankaars” used in Hindi poetry 

based on the different rules of “Alankaars”, we tried to 
implement the viral, trendy, and three primarily used 
“Alankaars” out of the all mentioned 58 different types. 

For example, to identify and detect these two “Alankaars”, 
namely “Anupras” (i.e., Alliteration) “Punrukti”, we need to 
know the respective appropriate rules of both types. If we 
consider “Anupras”, the rule says that when a specific 
character occurs repeatedly, there is “Anupras”. If we talk 
about the “Punrukti”, a word that occurs twice consecutively, 
then there is “Punrukti”. Let us understand with the following 
example which fits for both the types: 

‘ठुमु�क - ठुमु�क �नझुन धुिन - सुिन, 
कनक अिजर िशश ुडोलत।’ 

In this example, the Unicode Standard [28] Unicode 
Transformation Format - 8 (UTF-8) based text is accepted as 
input, and if we observe closely, we can see that the character 
‘क’, ‘न’ and more occurs more than once, repeated and again 
and again so “Anupras” is here. Also, there is “ठुमु�क” word 
which is occurring twice consecutively it is fulfilling 
“Punrukti” rule. This is how one can understand this concept, 
but to make a computer computationally understand the same, 
we need to follow some systematic process so we have 
designed in such a way that in the case in near future we need 
to add some more “Alankaar” implementation we can do that 
very quickly. 

The simplest way to understand the implementation 
methodology is as follows: 

Step 1: Start. 
Step 2: Input the data in “UTF-8” format. 
Step 3: Cleaning and Preprocessing operations. 
Step 4: Perform Character Count and Word Count. 
Step 5: Send the data to check the “Alankaar”. 
Step 6: Check “Alankaar” in “Shabd Alankaar” where it 
will further pass on the sub-type functions, and if any type 
gets detected, it will be added to the output result buffer. 
Step 7: Check “Alankaar” in “Arth Alankaar” where it 
will further pass on the subtype functions and if any type 
gets detected, it will be added to the output result buffer. 
Step 8: Check “Alankaar” in “Ubhay Alankaar” where it 
will further pass on the sub-type functions and if any type 
gets detected, it will be added to the output result buffer. 
Step 9: Return appropriate output by merging all the 
output in the buffer. 
Step 10: Stop. 

With this methodology, many “Alankaars” can be easily 
covered as soon as the modeling of the specific “Alankaar” 
rules is done in the implementation script’s functional modules. 
Let’s have a look at the pseudo-code for this implementation. 

if isshabdalankar(): 
 outputformator(output) 
elif isarthalankar(): 
 outputformator(output) 
elif isubhyaalankar(): 
 outputformator(output) 

If one need to check for specific “Alankaar” functional 
code goes as follow: 
def isanupras(): 
 global Input,output 
 anupras = False 
 count = character_count(Input) 
 for key, value in count.items(): 
  if value >= 2: 
   anupras = True 

The function gets called while checking “Shabd Alankaar”. 
As same as the “isanupras()” other alankars methods also gets 
executed automatically while checking different classes of 
“Alankaar”. Along with that, by keeping the computational 
perspective in mind, if required, the appropriate position of the 
detected “Alankaar” can also be populated along with the final 
metadata. 

V. RESULTS 
In this research work, we started from scratch and as a final 

result, we have systematically sorted and arranged standard 
hierarchical data of “Alankaars”. Apart from that, the authors 
were also able to execute binary classification for the three 
“Alankaars” successfully. From an implementation 
perspective, the authors have already implemented “Anupras”, 
“Punrukti” and “Yamak” “Alankaars”. The same example is 
used to explain the result, which was used to discuss in the 

131 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

“Alankaar” Identification section. The code for the output 
depicted in Fig. 1 was written using Python version 3.9 and 
executed on MacBook Air 13-inch, 2017 system with macOS 
Big Sur Version 11.1 having 8 GB 1600 MHz DDR3 Memory 
along with 1.8 GHz Dual-Core Intel Core i5 processor. 

 
Fig. 2. Output of the Automatic “Alankaar” Identification. 

Fig. 2 shows that it took input and processed the same as 
discussed in section IV, and on completion, it returns that the 
input is consists of two “Alankaars” which comes under the 
primary type “Shabd Alankaar” and their subtypes are 
“Anupras” and “Punrukti”. Also, one thing to notice here is 
that the whole process took just 0.002 seconds, which is a rapid 
execution time. Apart from these two, we have also 
incorporated the “Yamak Alankar” identification which works 
quite well, but it does not work in some scenarios as we need 
to make it work better using the integration of the wordnet for 
the meanings of the words for the comparison of different 
words. 

Table II shows the result related stats of this research work 
carried out after the working model’s design and 
implementation integration. There is no training mechanism 
based on data in this research study, so whatever data inputted 
for the tests were genuinely on unseen data only. The test was 
carried out on the 78 different UTF-8 based input, and based 
on the results, we were finally able to achieve overall 97.00% 
accuracy in 0.002 second average execution time. 

TABLE II. ALANKAARS IDENTIFICATION ACCURACY AND EXECUTION 
TIME 

Alankaar Accuracy % Execution Time (Seconds) 

“Anupras” 100.00% 0.002 Second 

“Punrukti” 100.00% 0.002 Second 

“Yamak” 091.00% 0.002 Second 

Total 291.00% 0.006 Second 

Maximum 100.00% 0.002 Second 

Minimum 091.00% 0.002 Second 

Average 097.00% 0.002 Second 

VI. CONCLUSION AND FUTURE WORK 
This research work consists of a lot of time-consuming 

efforts, which concludes several things. Information related to 
“Alankaar” is now having some research sort of systematic 
arrangement which can be used to take it further. Dealing with 
“Alankaar” is not an easy task. “Alankaars” are itself a world 

inside them, and it is not possible to cover all the “Alankaar” 
identification or detection in one single research work. 

Nevertheless, the authors introduced how “Alankaar” 
identification and detection can be made automatically. Three 
well-known “Alankaars” are currently modeled, which are 
“Anupras”, “Punrukti” and “Yamak”. Wordnet integration with 
advanced grammatical aspects can strengthen this 
identification system more effectively in upcoming times. In 
further research works, we will be adding more types. The 
authors will also be looking for solutions to the challenges that 
were not able to overcome currently, such as the context-based 
meaning of Hindi words and other ambiguity-related issues. 
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Abstract—The Internet of Things (IoT) is one of the world's 
newest intelligent communication technologies. There are several 
kinds of novels about IoT architectures, but they still suffer from 
security and privacy challenges. Formal verification is a vital 
method for detecting potential weaknesses and vulnerabilities at 
an early stage. During this paper, a framework in the Event-B 
formal method will be used to design a formal description of the 
secure IoT architecture to cover the security properties of the 
IoT architecture. As well as using various Event-B properties like 
formal verification, functional checks, and model checkers to 
design different formal spoofing attacks for the IoT environment. 
Additionally, the Accuracy of the IoT architecture can be 
obtained by executing different Event-B runs like simulations, 
proof obligation, and invariant checking. By applied formal 
verification, functional checks and model checkers verified 
models of IoT-EAA architecture have automatically discharged 
82.35% of proof obligations through different Event-B provers. 
Finally, this paper will focus on introducing a well-defined IoT 
security infrastructure to address and reduce the security 
challenges. 

Keywords—Internet of things (IoT); IoT architecture; IoT 
security; formal modeling and verification; Event-B 

I. INTRODUCTION 
 The Internet of Things (IoT) is one of the most recent 

research topics these days. IoT [1] allows various devices to 
communicate with one another over the Internet. As a result, it 
ensures that the device is intelligent and sends information to a 
central system, which will check and take necessary measures 
by the task at hand. To make the IoT paradigm a reality, things 
or objects must be identified, as well as sensing, networking, 
and processing capabilities. 

Recent advances [2] in wireless technology, advanced 
communications, and intelligent systems have demonstrated a 
strong potential and a strong attempt to enhance human life in 
every way possible. Depending on the different application 
domains of IoT, the heterogeneity of the devices, and the 
ubiquitous communication, IoT is primarily composed of 
several sensors (wireless and automatic). It requires a deep 
understanding of IoT architecture. Its architecture is made up 
of four main layers [3, 4]; Perception, Network, Middleware, 
and Application layer. The interconnection of massive 
heterogeneous frameworks and networks of systems is referred 
to as IoT technology. 

Because IoT devices [5] have different designs, 
implementations, and maintenance, they have a variety of 
problems and weaknesses in their software and hardware. 

When all the security requirements are met successfully, a 
system is considered secure [6]. Confidentiality, integrity, 
authentication, availability, authorization, non-repudiation, and 
privacy are all essential requirements. For each one-off them 
and must ensure security in all different layers from different 
threats. As a result, the entire deployment architecture must be 
secured from attacks that could hinder IoT services or 
jeopardize data privacy, integrity, or confidentiality. 

Since this Internet of Things is composed up of 
interconnected networks and heterogeneous devices, it inherits 
the security problems facing computer networks. Since small 
devices or items with sensors have limited power and memory, 
IoT protection is further complicated by resource constraints. 
Consequently, security solutions need to be adapted to the 
constrained architectures. 

Recently, a lot of effort has gone into dealing with security 
issues in the IoT paradigm. Some of these approaches focus on 
a particular layer of security, while others aim to provide end-
to-end security for IoT. According to [7], the author proposed a 
new efficient and secure architecture model for the Internet of 
things called IoT-EAA, which tends to provide end-to-end 
security for IoT through the top one of the IoT applications, as 
well as resolving various security issues that exists at various 
bottom layers. “Fig. 1” shows the IoT-EAA security 
architecture model, which contains five layers, (Hardware 
Layer, Network Communication Layer, Service Application 
Layer, Connectivity Management Layer, and Security Layer). 

 
Fig. 1. IoT-EAA Architecture. 
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Event-B is a formal method for formal specification and 
development of systems [8] that an extension of method B. In 
formal Event-B methods, step-by-step models of systems can 
be created starting with an abstract model and enrich the 
abstract models with more details to form concrete models. 

To ensure that a refined model conforms to abstract models 
[9], a series of test loads are generated to show that the 
refinements are correct. Event models B contain two parts 
called context and machine. The static part of the model, such 
as sets and constants, is contained in the context, while the 
dynamic part, such as variables and events, is contained in the 
machine. The main character in Event-B is refinement, which 
allows for the system's gradual development. 

Rodin platform tool [10, 11] introduces support for Event-
B modeling, automatic creation, and proving rules. Rodin is an 
Eclipse-based application that implements Event-B. An 
environment includes advanced automated provers such as PP, 
ML, and SMT, which generate proofs for refinements, 
feasibility, invariants, and well-definedness of expressions 
within guards, acts, and invariants. When the automatic proof 
discharge fails, a manual proof discharge is used.  Event-B also 
includes an interactive proving method for manual proof. 
Rodin platform has a critical feature, which is the proof 
obligation generator. It generates proof obligations. 

IoT network security [12] is divided into two categories: 
technological challenges and security challenges. The 
technological challenges are those that arise as a result of the 
heterogeneity and ubiquity of devices, while the security 
challenges are primarily related to the system's basic functions. 
The technological challenges mainly include [13] scalability, 
performance, computing, wireless technologies, and the 
distributed paradigm while security challenges include 
ensuring confidentiality, integrity, end-to-end security, and 
permanent availability of services. 

There is a different security threat to IoT such as Denial of 
Service, Brute Force, Man in the middle attacks and many 
other attacks are visualized in the interconnected network. 
There are several reasons [14] for occurs these attacks like 
weak passwords, no encryption, personal information leakage, 
etc., if such security attacks are not solved to some safe level 
the market of IoT will be harmful because of the week service 
of security. It involves not only these security issues but also 
have other issues of access control, authentication of different 
networks, and some problems of the information store. This 
problem requires having a well-defined security infrastructure 
to address these problems and reduce security Threats [15]. 

This paper introduces a contribution by using one of the 
most important formal methods called Event-B, to enhance the 
security of IoT technology. This involves model checking and 
theorem proving for IoT architecture discharge in the Rodin 
platform. Hence, this paper will provide structured verification 
for IoT architecture that focuses on security checking for each 
IoT architecture layer, which considers the early stages of 
building the IoT systems. 

The rest of the paper is organized as follows. Section II 
discusses related works about using formal methods in the IoT 
area, including previous studies for the IoT and formal 

methods. Section III proposed some mathematical definitions 
for the configurations of the IoT-EAA architecture as well as 
our methodology for proofing IoT-EAA architecture 
mathematically. Section IV discusses the verification method. 
Finally, the last part presents the concluding remarks and future 
work in Section V. 

II. RELATED WORK 
Formal Verification is a promising method for ensuring 

security by using a variety of mathematical and logical 
methods to mathematically verify the accuracy of designs. 
Formal methods are used to implement several approaches in 
the IoT domain. 

In [16] authors review formal methods for various 
protocols used in the IoT environment. They concern with the 
security mechanisms for communication protocols in the IoT 
communication layer only, but in this paper, we used formal 
verification methods to check the security mechanisms for each 
layer in the IoT architecture. 

In [17] Authors improve the security and detecting various 
security issues at an early stage for the IoT application layer by 
introducing formal methods on different protocols in this layer. 
However, the authors concentrate on the security mechanisms 
for protocols in the IoT application layer only. 

In [18] authors suggest a unified approach for verifying the 
communication protocols over a framework using machine-
decomposition within Event-B. However, this approach does 
not introduce security properties in the IoT area. 

The authors of [19] presented a comprehensive study of the 
most used formal verification methods and approaches for 
verifying and analyzing the correctness of cryptographic 
protocols and algorithms' security properties. 

Authors in [20] introduced an automated alternative 
approach for supporting the early stages of the security 
verification process in chains. The proposed strategy analyzed 
the control and data planes, which included various security 
algorithms established in chains as security functions. 

The SAT-based Model-Checker (SATMC) was suggested 
by the authors in [21] as a systematic verification method for 
verifying the correctness of critical security systems. Security 
protocols, business processes, and application programming 
interfaces for security were all included (APIs). 

III. METHODOLOGY 
This section introduces the proposed method to verify the 

correctness of the IoT-EAA mathematically through two 
phases which can be classified into two sub-sections. The first 
subsection introduces the mathematical description of the IoT-
EAA architecture model, and the second subsection will 
illustrate Modelling and Verifying IoT-EAA Architecture 
using Event-B. 

A. Mathematical Description for the IoT-EAA Architecture 
This section describes the IoT-EAA architecture's 

mathematical description, including its composite entities and 
operational functions. The key physical and virtual components 
of the IoT-EAA architecture are also explained below. 
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• Definition1: (service Application layer) that is defined 
as a  three-tuple. 

A = [Aid, A type, Asp] 

Where Aid denotes the application ID and Atype denotes 
the purpose for which the application is used (such as 
medicine, education, finance, entertainment, utility, and 
gaming). Asp specifies the minimum system requirements for 
running the application, such as the Processor, primary 
memory, and secondary storage requirements, as well as the 
operating system version. 

• Definition2: (Network communication layer) is defined 
as a six-tuple. 

NC = [ND, S, T, Ts, R, D] 

Where ND is Network devices that called routers are used 
to direct packets between networks. Also, S denotes the 
Source, which generates data to be transmitted (sensors or 
actuators), and T is the Transmitter that Converts data into 
transmittable signals through Ts, which the Transmission 
System that Carries data to the R Receiver to Convert the 
received signal into data and received it to the D the 
Destination that Takes the incoming data. 

• Definition3: hardware layer denoted by HW and 
defined as a three-tuple. 

HW = [HWid, HWst, HWtype] 

where, HWid is an integer that represents the hardware's 
unique ID. 

HWst represents whether the hardware is in an active or 
inactive state, and is represented as a Boolean, HWst = {0, 1}, 
where the values 0 and 1 symbolize the inactive and active 
states, respectively. 

• Definition4: The specifications of the Hardware 
denoted by (HWtype) are represented as a six-tuple. 

HW type = [P, M, B, S, c, f] 

where, P stands for the hardware processor specifications, 
which include information such as processor core speed, bus 
specifications, and internal register (cache memory) size. The 
memory size, memory clock, and data rate requirements for 
primary memory (RAM) are stored in M. 

Tuple B contains information about the battery, such as 
voltage, size (AA or AAA), type (Ni or C electrodes), and the 
number of batteries needed is the symbolic representation of 
the various kinds of sensors that make up the node's sub-
modules. The hardware used for wireless communication for 
the node, such as Bluetooth and ZigBee, is represented by the 
tuple c. f denotes the frequency range in which the HW runs. 

• Definition5: connectivity management layer is defined 
as a two-tuple. 

CM = [HM, NM] 

Where the HM dented the management of IoT hardware 
and NM dented the management of Network communication. 

Property1: The function of connectivity management, 
which mange the connection between HW and NC as 
represented in Equation (1). 

F (CM): HM            NM             (1) 

The operator       dented the management of the 
connectivity between HW and NC layers. 

Now all components of the IoT architecture will define in 
Equation (2). 

IoT AR = ∑ ((HW ≻ NC) / CM) ≻A           (2) 

The operator ≻ denotes the existence of a successor 
relationship between two operands. For example, X ≻ Y 
denotes that Y is a successor of X. 

To satisfy the security in wholly the IoT architecture as 
represented in Equation (3). 

IoT AR = ∑ ((HW ≻ NC) / CM) ≻A⇔S           (3) 

The proposed theory for IoT security: the IoT application 
service satisfies a high degree of security if and only if secure 
the connection of hardware devices and network by managing 
the connection between them. 

B. Modeling and Verifying IoT-EAA Architecture using 
Event-B 
Formal methods consider an important tool for providing 

quantitative statements about safety and security properties for 
the digital systems [22]. These methods are usually used to 
formally verify a model. Therefore, Model checkers and 
Theorem provers are two different types of Formal Method 
tools. In model checkers, a system's model verifies its state 
space exhaustively and automatically according to a given 
specification. Human expertise is often required by theorem 
provers to guide the proof of correctness by providing design 
and specification characteristics as algebraic constraints or 
theorem [23]. 

Some tools, such as AVISPA [24], Scyther [25], and 
Tamarin, concentrate on security protocols, while others, such 
as UPPAAL [26], PRISM [27], and Rodin platform [11], focus 
on Event-B modeling for statistical and probabilistic 
verification. When it comes to security design verification, the 
primary objective is usually to verify or falsify security 
properties such as secrecy and authentication. 

Table I shows the various tools for verifying IoT protocols 
as well as the architecture for probabilistic/statistical model 
checkers. 

According to Table I, the Event-B formal method will be 
used, which has the simulations and proof obligations that 
include both model checker the theorem prover that tends to 
verify the correction of the IoT-EAA architecture model. 
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TABLE I. PROBABILISTIC / STATISTICAL MODEL CHECKER 

 UPPAAL PRISM Rodin 
Input language XTA and XML PRISM language Event-B language 

typical applications real-time controllers and 
communication protocols with critical timing aspects 

verification of probabilistic 
real-time systems 

Validation and verification of 
probabilistic real-time systems 

statistical model checking √ √ √ 

probabilistic model checking ✗ √ √ 

Model Checker √ √ √ 

Theorem Prover ✗ ✗ √ 

Simulator √ √ √ 

GUI √ √ √ 

Case Studies √ √ √ 

The IoT-EAA is established in Event-B. To get a better 
overview of the IoT-EAA architecture, the Event-B refinement 
technique will be used to build the IoT-EAA Event-B model 
gradually and follow, down – top layers, at the initial model the 
down layer called the Hardware layer that defines the 
properties for different devices, which are used for data 
collection. Then go to the top layer in the contract model 
through two refinements called machine for network 
communication layer, which refines the machine for the 
hardware layer and sees the context for the network 
communication layer. As well as a machine for the service 
application layer that refines the machine for the network 
communication layer and sees the context for the service 
application layer. 

To present the IoT-EAA architecture, additionally, 
introduce three incremental refinements of the IoT-EAA 
architecture model. These refinements implemented by Event-
B modeling language to formalize the given architecture 
refinements implemented by Event-B modeling language to 
formalize the given architecture. 

As shown in Fig. 2 the relationship between context and 
machine for IoT-EAA architecture is described. Machines and 
Event-B contexts are included in the model. The contexts 
contain all the required data structures and axioms to set up a 
machine. 

The IoT architecture layer is implemented as events on the 
machine, and the properties that must be verified are written as 
invariants. 

The Initial Model (Hardware layer): it contains several 
devices, practically; by using the Rodin platform in the 
preparation phase consisted of the device state on/off, An 
Event-B context declares a device state-defined using axiom3 
for device state. An abstract model declares a list of variables 
defined by invariants (inv3 – inv8); as well as different events 
for the network communication layer and security as shown in 
Fig. 3. 

Three events were introduced to one event to specify the 
desired functional behavior for the hardware layer of an IoT-
EAA, As well as an event for the connectivity management 
layer and the security layer of an IoT-EAA. These events 
include guard(s) for enabling the given action(s) and the 
actions that define the changes to the states of the hardware 
layer. Here, we provide all events related to the hardware layer 

(data collection, manage the connection, and security), the 
hardware layer machine component will be described. 

The first refinement (Network Communication layer): this 
refinement refined the initial model behavior into two phases; 
one focus on the network communication and the other phase 
refined the connectivity management layer and security layer 
into several sub-events. Practically, in this refinement, which 
includes (manage connection and security) events. 

As well as Two new events to specifying the desired 
functional behavior (send data and receive data) are introduced 
in the network communication layer. In this refinement, we 
define an enumerated set and a list of variables to formalize the 
network communication operations defined by invariants (inv1 
– inv11) that will be described in Fig. 4. 

The second refinement (Service Application layer): this 
refinement can refine the Network Communication layer by 
introducing detailed events for the Service Application layer 
such as an interface with end-users that able to be linked for the 
major gap between users and applications; as well as security 
events for the security layer. In this refinement, an enumerated 
set and a list of variables were defined to formalize the service 
application operations by invariants (inv1 – inv5) context and 
machine for these refinements will be described in Fig. 5. 

 
Fig. 2. Machine and Context Relationships for IoT- EAA Architecture. 

  
Fig. 3. Variables and Invariants for the Hardware Layer. 
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Fig. 4. Machine for Network Communication Layer. 

    
Fig. 5. Context and Machine for the Service Application Layer. 

IV. VERIFICATION METHODS 
In this section, we present the backbone of Event-B called a 

proof obligation generator [10]. This step runs after the static 
checker that checks the texts of the contexts and machines. 

The validated models of IoT-EAA have together 
discharged 140 proof obligations, of which 82.35% proof 
obligations were automatically discharged through different 
Event-B provers. Well-definedness of predicates and 
expressions in invariants, guards, actions, variants, and 
witnesses for all events, feasibility checks, variable reuse 
check, guard reinforcing, and witness feasibility in refinements 
are all part of the proof obligations. 

Variant checks for natural numbers and decreasing variants 
for convergent and predicted occurrences, theorems in axioms 
and invariant preservation for refinements and invariants used 
for verification of required security properties, theorems in 
axioms and invariant preservation for refinements and 
invariants used for verification of required security properties, 
theorems in axioms and invariant preservation for refinements 
and invariants used for verification of required security 
properties. 

• Detecting some IoT security attacks using Event-B 
formal method. 

IoT vision has been suffered from unprecedented attacks, 
which have resulted in the loss of privacy, organized crime, 
mental anguish, and the potential for human life to be 
jeopardized [28]. IoT has different attacks that occur in 
different IoT layers, one of these attacks called spoofing attack 
[29] is introduced, which considers a more dangerous attack 
for IoT applications. 

Spoofing is the act of misrepresenting a communication 
from an unknown source as coming from a reliable source. 
Spoofing attacks can target a variety of domains, including 
emails, phone calls, and websites, or they can be more 
technical, like a computer spoofing an IP address; spoofing an 
email, Address Resolution Protocol (ARP), or Domain Name 
System (DNS) server. 

On IoT nodes, a dynamic IP address attachment can be 
expanded from IPV4 to IPV6 when IPV4 addresses are 
insufficient for future requirements. Simple changes such as 
the IP stack are updated to support message exchange and 
avoid the use of complex cryptographic schemes for 
authentication. 

To verify that the proposed method is useful for securing 
the IoT applications, various types of spoofing attacks are 
detected using the Rodin platform. We applied two types of 
spoofing attacks called “ip_address _spoofing” and 
“ARP_spoofing.” Executing various runs and observing the 
sequence of events and variable values in each of these events 
will provide accuracy in securing the model. 

By establishing a new event in the machine of the hardware 
layer for IoT_EAA architecture detected the security error 
because the secure action must be “FALSE ” (if the IP address 
for the hardware layer does not equal the IP address for the 
attacker device this considers conflict as well as event guard 
that is (if the security protocol sp is true then the security must 
be false) as illustrated in Fig. 6 with representing the 
mechanism of Event-B for detecting different types of spoofing 
attacks. 

    
Fig. 6. Different Types of Spoofing Attack effect in Security. 

V. CONCLUSION AND FUTURE WORKS 
This paper looks at a vital application for the Formal 

Verification of IoT Architectures, focusing on security 
mechanisms. That is, different Event–B properties such as 
simulations, proof obligation, and invariant checking are used 
to verify the accuracy of the IoT-EAA architecture, which are 
then discharged in the Rodin platform to enhance security and 
detect security concerns at an early stage. Also, each IoT-EAA 
architecture layer's security issues will be discussed. Using the 
proposed method, various types of spoofing attacks were 
introduced in the Roin platform. We verified that various 
security properties are discovered, as well as the proposed IoT 
Architecture (IoT-EAA) in general. 
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In future work, IoT-EAA architecture will be enhanced to 
cover all semantic IoT security properties. As well as using 
different verification methods to verify various types of IoT 
protocols. 
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Abstract—Process mining involves discovering, monitoring, 
and improving real processes by extracting knowledge from 
event logs in information systems. Process mining has become an 
important topic in recent years, as evidenced by a growing 
number of case studies and commercial tools. Current studies in 
this area assume that event records are created separately from a 
conceptual model (CM). Techniques are then used to discover 
missing processes and conformance with the CM, as well as for 
checks and enhancements. By contrast, in this paper we focus on 
modeling events as part of a tight multilevel CM that includes a 
static description, dynamics, events-log scheme, and monitoring 
and control system. If there is an out-of-model event log, it is 
treated as a requirement needed to build or enrich the CM. The 
motivation for such a unified system is our thesis that process 
mining is an essential component of a CM with built-in mining 
capabilities to perform self-process mining and attain 
completeness. Accordingly, our proposed conceptual model 
facilitates collecting data generated about itself. The resultant 
framework emphasizes an integrated representation of systems 
to include process-mining functionalities. Case studies that start 
with event logs are recast to evolve around a model-first 
approach that is not limited to the initial event log. The result 
presents a framework that achieves the aims of process mining in 
a more comprehensive way. 

Keywords—Process-mining techniques; event log; conceptual 
modeling; static model; events model; behavioral model 

I. INTRODUCTION 
Process mining [1] is a branch of data science concerned 

with the handling of event records produced during the 
execution of organization processes. It involves discovering, 
monitoring, and improving real processes by extracting 
knowledge from event logs in information systems [2]. 
Process mining has become an important topic in recent years, 
as evidenced by a growing number of case studies and 
commercial tools, such as the site maintained by the IEEE 
Task Force on Process Mining [3][4]. 

Event logs that characterize behavior have been used in 
such areas as program visualization and concurrent-system 
analysis to infer an approximation model (see Fig. 1) that can 
be relied upon for creating a more complete CM. In this paper, 
events refer to “activities executed by resources at particular 
times and for a particular case” [5] (italics added). A model is 
a description that provides a reasonably rigorous specification 
(in this paper, a diagrammatic one) of the static structure and 
behavior of a system. The model is a depiction of what a 
system should be doing and what it is actually doing. Here, an 
explicit separation exists between description and execution. 
However, we mix the models used to enforce the process 

execution because they are necessarily synchronized. The 
execution is the activation of the model, and the model is a 
specification of the execution. We herein refer to processes 
occurring on a computer under the watchful eye of the 
system’s monitoring component. Fig. 1 shows our vision of 
the place of the CM in a system. 

Current process-mining studies assume that event records 
appear separately from model events (Fig. 2). The process-
mining technique then tries to discover missing processes and 
conformance with the model, as well as for checks and 
enhancements. An independent log system (e.g., manual) 
collects the events data. By contrast, in the approach presented 
in this paper, we construct a thinging machine (TM) model by 
analyzing requirements, including possible non-model logs. 
The model automatically generates data about its events (see 
Fig. 3) as part of a tightly integrated model (see Fig. 4). 

 
Fig. 1. General View of the Conceptual Model Position between Reality and 

Software System. 

 
Fig. 2. Current Visualization of Process Mining. 
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Fig. 3. TM Visualization of Event-Log System. 

 
Fig. 4. The Position of Events in the System-Development Stages. 

The TM model involves a static model of the relationships 
between things (to be defined later) through machines (to be 
defined later), a dynamic model of decompositions that embed 
behavior, event types, behavior in terms of chronology of 
events, an event log elicited from currently executed events, 
and a monitoring and control scheme that guides, enforces, or 
measures the execution. The motivation for such an integrated 
system is our thesis that if such an integrated model exists, it 
limits the need for model-less techniques for facilitating 
process-related problems (e.g., missing processes). 

We claim that adopting an integral theoretical conceptual 
model takes care of tracing the process execution in the form 
of specifying all types of event streams (to be defined later). 
The events are generated by the event-log component as a part 
of the conceptual model function and not produced by an 
outside-log system. Note that the captured events in the log 
are already described in the behavioral model as some actions 
executed through time. The TM-based system can discover 
and treat issues such as a missing process. 

The TM model includes only five generic actions that 
affect things: create, process, release, transfer, and receive. 
This specification contrasts with the ambiguous notion of 
activity (hence, the notion of event) used in current process-
mining literature. If a process is missed in constructing such a 
model, then reexamining the model and its event logs is 
sufficient to make the model more complete. Such a procedure 
is similar to improving the dynamics of the model itself, such 
as changing the steps that are carried out in the model, and so 

on. This approach is presented as an alternative to a “wild-
goose chase” effort to discover processes using an event-log 
system. Suppose that one stream of behavior is A→B→C. 
Trying to run B→C would be rejected because it is not an 
acceptable behavior (event stream). This is reported in the log 
component of the integrated model. Hence, the behavioral 
model may be modified to accept starting with B in addition to 
starting with A. Accordingly, the execution of the behavioral 
model would accept B→C as an acceptable stream of events. 
In this case, a missing process is discoverable through its 
rejection as reported in the log component of the system. 

In Section 2, we will briefly describe our main tool—that 
is, the TM model. The TM model has been applied in several 
diverse fields such as security [6] and privacy [7]. We provide 
a TM modeling example in Section 2 to clarify our notion of a 
conceptual model with built-in process mining. Section 3 
applies our approach to a case study that is more complicated. 
Section 4 reviews related works. 

II. TM MODELING 
The TM model articulates the ontology of the world in 

terms of an entity that is simultaneously a thing and a 
machine, called a thimac [8-11]. A thimac is like a double-
sided coin. One side of the coin exhibits the characterizations 
assumed by the thimac, whereas, on the other side, operational 
processes emerge that provide dynamics. A thing is subjected 
to doing, and a machine does. The simplest type of machine 
is shown in Fig. 5. The actions in the machine (also called 
stages) can be described as follows: 

Arrive: A thing moves to a machine. 

Accept: A thing enters the machine. For 
simplification, we assume that all arriving things are accepted; 
hence, we can combine the arrival and accept stages into one 
stage: the receive stage. 

Release: A thing is ready for transfer outside the 
machine. 

Process: A thing is changed, but no new thing results. 

Create: A new thing is born in the machine. 

Transfer: A thing is input into or output from a 
machine. 

Additionally, the TM model includes storage and 
triggering (denoted by a dashed arrow in this study’s figures), 
which initiates a flow from one machine to another. Multiple 
machines can interact with each other through movement of 
things or triggering. Triggering is a transformation from one 
series of movements to another. 

 
Fig. 5. The Thinging Machine. 
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Example: According to Weijters and Van der Aalst [12], 
“The models mined by process mining tools can be used as an 
objective starting point during the deployment of systems that 
support the execution of processes and/or as a feedback 
mechanism to check the prescribed process model against the 
enacted one.” Weijters and Van der Aalst [12] illustrate how 
process-mining techniques work using an example of the 
event log shown in Fig. 6. This log shows the events involved 
in applying for a license to ride motorbikes or drive cars as 
follows: 

X = Apply for license  
A = Attend classes on how to ride motorbikes  
B = Attend classes on how to drive cars  
C = Do theoretical exam  
D = Do practical exam to ride a motorbike  
E = Do practical exam to drive a car  
Y = Obtain result 

Then, Weijters and Van der Aalst [12] construct a Petri net 
model that corresponds to the table in Fig. 7. 

Instead, in TM, we consider the table in Fig. 6 to be 
collected data, along with other requirements gathered to 
develop the model of a license system. Thus, we minimally 
add new processes that make sense to achieve a reasonably 
complete model. Fig. 8 shows the resultant TM static model. 

 
Fig. 6. Event Log (Adopted from [12]). 

 
Fig. 7. Petri Net Model (Partial Adapted from [12]). 

First, a person (circle 1) creates and sends an application to 
obtain a license (2). The application is received and is 
processed (3), and acknowledgement is sent to the applicant (4 
and 5). The applicant (6) then attends classes on how to ride a 
motorbike (7) or how to drive a car (8). 

 
Fig. 8. The Static TM Model of the Licensing System. 
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Next, the applicant takes the theoretical exam (9 and 10) 
that generates a result (11). Assuming the applicant passes the 
theoretical exam, he or she goes on to the practical driving 
exam (12) performed by an examiner (13), which produces a 
result (14). Alternatively, the applicant goes on to the practical 
riding exam (15) performed by an examiner (16), which 
produces a result (17). The results of the theoretical exam (11) 
and the practical driving exam (14) lead to a driver’s license 
(18). The results of the theoretical exam (11) and the practical 
riding exam (17) lead to a motorcycle rider’s license (19). 

Such an approach is different from the process mining of 
Weijters and Van der Aalst [12] because it builds a complete 

model of the licensing system, which may use other typical 
requirement-collection methods. The next step in the TM 
approach is building the event-log scheme by finding all 
events in the static model of Fig. 8. This starts with identifying 
a set of events that are meaningful to the modeler. A TM event 
is defined based on (a) the region of an event, (b) the time of 
an event, and other attributes of events. Fig. 9 shows the 
representation of the event A person applies for a license. 
Accordingly, the static model is partitioned as shown in Fig. 
10, where we assume that each partition (region) represents an 
event as follows. 

 
Fig. 9. The Event A Person Applies for a License. 

 
Fig. 10. The Static TM Model of the Licensing System. 
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Event 1 (E1): A person applies for a license. 
Event 2 (E2): An acknowledgement is sent to the applicant. 
Event 3 (E3): The applicant attends classes on how to ride 

motorbikes. 
Event 4 (E4): The applicant attends classes on how to drive a 

car. 
Event 5 (E5): The applicant takes the theoretical exam. 
Event 6 (E6): The applicant takes the practical driving exam. 
Event 7 (E7): The applicant takes the practical riding exam.  
Event 8 (E8): The result of the practical riding exam appears. 
Event 9 (E9): The result of the practical driving exam appears. 
Event 10 (E10): The result of the theoretical exam appears. 
Event 11 (E11): The applicant obtains a motorbike license. 
Event 12 (E12): The applicant obtains a car license. 

 
Fig. 11. The Behavioral TM Model of the Licensing System. 

 
Fig. 12. The Execution of the System Generates Meta Events according to the 

Behavioral Model. 

 
Fig. 13. The Behavioral TM Model of the Licensing System Such that a 

Person can take the Theoretical Exam without taking Classes. 

 
Fig. 14. The Behavioral TM Model of the Licensing System where the 
Theoretical Exam and Practical Exams are not in Any Particular Order. 

Fig. 11 shows the behavioral model according to the 
chronology of events. At this stage, an event-log scheme can 
be developed to record each event. We call such a record a 
meta event as shown in Fig. 12. The set of meta events can be 
mined for various reasons, including process discovery. For 
example, suppose we have the event stream (E1, E2, E5)—
that is, an applicant applies for a license but then takes the 
theoretical exam without taking any classes. The monitoring 
system can easily recognize such a new behavior and reports it 
to the control system. Accordingly, a new process can be 
added to the behavioral model either automatically or 
manually (see Fig. 13). As another example, suppose that it is 
discovered from the event log that the theoretical exam and 
practical exam do not necessarily have to be in a particular 
order (e.g., a person can take the practical exam before the 
theoretical exam). Again, this can be discovered by mining the 
event log, and the behavioral model can be modified as shown 
in Fig. 14. 

III. HEALTH SYSTEM 
In this section, we apply the TM approach introduced in 

the previous section to a large and real problem that involves 
health systems in four hospitals. According to Suriadi et al. 
[13] (see also Partington et al. [14]), variations in the 
treatment of patients across various hospitals substantially 
affect the quality and costs. The main research question is to 
identify the extent to which cross-hospital variations exist and 
why they exist. Suriadi et al. [13] used health care datasets to 
discover the pathways that patients traversed within hospitals. 
They compared process models and logs between various 
hospitals to identify subgroups (i.e., cluster of cases) that can 
explain the variations in patient flows. 

In Suriadi et al.’s [13] case study, each hospital maintains 
an information system for managing operating theaters and 
tracking patient transfers between physical wards. The data 
extracted from these systems capture activities related to 
emergency department (ED) care. Suriadi et al. [13] excluded 
several cases (e.g., patient transfers and insufficiently 
documented cases). 

A conceptual model is presented in terms of the UML 
class diagram (see partial view in Fig. 15). Despite the 
impressive work of Suriadi et al. [13] as a whole integration 
effort, we can see the typical assumption in many UML 
modeling projects in Fig. 15. Simply, the elementary 
conceptual notions are not in the right order. Events, an upper 
level notion, are mixed with static notions such as patient and 
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doctor. As demonstrated in the previous section on the 
licensing system, time is a global feature that lifts the whole 
model from staticity to dynamicity. In the class diagram of 
Fig. 15, events are treated as a mere class. 

In our recasting of this health system, the TM model 
includes all processes in every hospital as a holistic virtual 
description of the union of all ED processes. Each hospital 
schema reflects a partial view of this encompassing model. 
Thus, there are partial event logs in various hospitals. If there 
is a difference among various EDs, it is a subsystem variation 
(e.g., some hospitals do not provide some services in the ED). 
If an emergency process (say, p1) exists in Hospital A but not 
in Hospital B, then p1 can be discovered from comparing the 
(static) processes in the global conceptual model. 

A. Static Model 
As shown partially in Fig. 16, Partington et al. [14] used 

BPMN. Fig. 17 shows the holistic TM static model of the EDs 
as described in Partington et al. [14]. This model is supposed 
to be built upon inspection of each hospital’s ED. Some 
details have been added to make the example more 
meaningful. In Fig. 17, a patient comes to the emergency unit 
by either an ambulance or other means (circle 1). In the 
reception, he or she is processed (2) to register the patient (3), 
and then he or she moves (4) to the triage unit where he or she 
is processed (5) to determine the degree of urgency (6).  
Accordingly, the patient then moves (7) to be processed (8) by 
a doctor (9) who writes a diagnosis (10).  If some hospitals 
have additional processes (e.g., nurse processing), it is 
possible to add them to create a union for emergency 
operations that are not performed by Hospital 1. 

Depending on the doctor’s diagnosis, the patient moves to 

• a waiting area (11) before leaving the hospital (12) or 

• the cardiac, medical, A&E or other unit (13–16). 

The patient either goes to the waiting area (17) before 
leaving the hospital or goes to a ward, and then he or she goes 
to the waiting area to leave (18–19). 

 
Fig. 15. Conceptual Model of the Event Log used in Suriadi et al. [13] case 

Study. 

 
Fig. 16. Partial BPMN Model of Hospital 1 (partial, from [14]). 

B. Dynamic Model 
At this stage, the modeling reaches a critical point that 

leads to defining what an event is. As mentioned in the 
licensing system in Section 2, an event in TM is a region in 
the static model that involves time and possibly other 
properties (not discussed in this ED description). Fig. 18 
shows the event The patient moves from the triage unit to be 
processed by a doctor. Accordingly, the static model of 
Fig. 17 is divided into the decompositions shown in Fig. 19, 
where we represent each event by its region as follows: 

Event 1 (E1): A patient arrives at the ED by ambulance. 
Event 2 (E2): A patient arrives at the ED by other means. 
Event 3 (E3): The patient is received and is registered. 
Event 4 (E4): The patient moves to the triage unit. 
Event 5 (E5): The patient is processed in the triage unit. 
Event 6 (E6): The patient moves from the triage unit to a 

doctor. 
Event 7 (E7): A doctor examines the patient. 
Event 8 (E8): The patient leaves the doctor after being 

processed (i.e., diagnosed). 
Event 9 (E9): The patient goes to the waiting area and then 

leaves the ED. 
Event 10 (E10): The patient goes to the cardiac unit. 
Event 11 (E11): The patient leaves the cardiac unit. 
Event 12 (E12): The patient goes to the medical unit. 
Event 13 (E13): The patient leaves the medical unit. 
Event 14 (E14): The patient goes to the A&E unit. 
Event 15 (E15): The patient leaves the A&E unit. 
Event 16 (E16): The patient goes to another unit. 
Event 17 (E17): The patient leaves the other unit. 
Event 18 (E18): The patient goes to the ward. 
Event 19 (E19): The patient dies in the ward. 
Event 20 (E20): The patient leaves the ward.  

C. Behavioral Model 
Fig. 20 shows the behavioral model in terms of the 

chronology of events. Each stream of events (the sequence of 
events for a single type of patient; e.g., E1, E3, E4, E5, E6, 
E7, E8, and E9) can be examined to see the process that a 
patient goes through. There are 40 types of event streams in 
Fig. 20. There are many instances of these types of streams. 
Any deviation from these streams results in alerts from the 
monitoring system. Note that each hospital has a sub-behavior 
of the global behavior. From such representation of events, we 
can discover a different or new ED behavior in one hospital, 
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as shown in Fig. 21 (red arrows). In this case, the indicated 
hospital does not have an ambulance service. Additionally, a 
physician immediately examines the received patient; thus, an 
arrow that bypasses triaging is added. The point here is that 
with such a TM representation of the behavioral model, it is 
easier to discover missing processes. This development of a 

model is an alternative approach to chasing missing processes 
through the non-model-based event log. Thus, we expect that 
if all systems in the hospitals were remodeled using the TM 
model, the resultant behavioral representations would contrast 
with an overall model in the holistic system. 

 
Fig. 17. The Static Model of the Emergency Department in a Hospital. 
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Fig. 18. The event the Patient Moves from the Triage Unit to be processed by a Doctor. 

 
Fig. 19. The Dynamic Model of the Emergency Department in a Hospital. 
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Fig. 20. The Behavioral Model of the Emergency Department in a Hospital. 

 
Fig. 21. Different Behavioral Model of the Emergency Department in a Hospital. 
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IV. RELATED MATERIALS 
Most of the information systems used by organizations do 

not record the execution data in a process-centric way so that 
the data are not ready for process mining. Techniques for 
event-log preparation can be categorized into methods for 
event data extraction, correlation, and abstraction. Techniques 
in this area assign semantics to data elements by defining how 
they can jointly be interpreted as the execution of a business 
process activity [15][16]. 

Process mining provides a set of techniques and algorithms 
for process discovery, conformance checking, and 
enhancement [1][17]. 

• Process discovery aims at the creation of a process 
model automatically from the data recorded during 
process execution [4]. 

• Conformance checking processes the recorded data 
based on a process model and provides diagnostic 
results [18]. 

• Process enhancement enriches a given process model 
based on the recorded data [19][20], thereby providing 
a more complete process representation. 

According to van der Aalst [1], despite the maturity of the 
individual process-mining techniques, considerable resources 
have to be allocated in process-mining projects for the 
extraction and preparation of event data before the actual 
analysis can even start. Process-mining techniques use 
different representations and make different assumptions, and 
users often need to resort to trying different methods in an ad 
hoc manner [5]. Finding, merging, and cleaning event data 
remain a challenge for the application of process-mining 
techniques [2]. 

V. CONCLUSION 
In this paper, we have examined the notion of process 

mining. We proposed the conceptual TM model as a unifying 
description at the static, dynamic, and behavioral levels of the 
system with its own events-log component. Process mining 
takes place based on this event log of the system. A pre-model 
or out-of-model event log can be utilized in building the TM 
model. Once the model with its multilevel stages is built, then 
the model through its event-log component can mine its 
processes to discover new or missing processes that can be 
added, manually or automatically, to the specification of 
accepted behavior. 

In this paper, we presented TM as a new model to be 
applied to process mining. Future research will elaborate on 
using TM in the process mining area with more complex 
examples. Specifically, TM needs to be related to such notions 
as process enhancement and conformance. 
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Abstract—The ever-growing use of the digital platform for the 
various walks of the applications, primarily on the collaborative 
platforms of e-commerce, e-learning, social media, blogging, and 
many more, produces a large corpus of unstructured text data. 
Many potential strategic solutions require an accurate and fast 
classification process of the Opinion's text corpus hidden 
patterns. In-premise applications have various real-time 
feasibility constraints. Therefore, offering an Opinion as a 
Service on the cloud platforms is a new research domain. This 
paper proposes a design framework of the evolution of the 
classification engine for opinion mining using score-based 
computation using a customized Vader algorithm. Another 
method for scalability is a machine learning model that supports 
a large corpus of unstructured text data classifications. The 
model validation is performed for the various complexes, 
unstructured text datasets with the different performance 
metrics of the cumulative score, learning rate, loss function, and 
specificity analysis. These metrics indicate the models' stability 
and scalability behaviors and their accuracy and robustness 
across different datasets. 

Keywords—Text mining; opinion; sentiments; machine 
learning; unstructured data; cloud services 

I. INTRODUCTION 
The evolution of web2.0 and Cloud has brought a complete 

change in the digital system's development and production [1]. 
Global resource constraints and economic liberalization lead to 
realizing a collaborative business model. A highly distributed 
production-distribution and consumption market require an 
ecosystem of technology that has high availability and 
scalability—Cloud computing service offerings cater to these 
demands [2]. The competitive environment of cloud service 
providers (CSP) and the enterprise demands various services 
apart from the Cloud's traditional offerings. The evolution of 
the words' representation into vectors provides an ease to 
process the word corpus and leads a technology, namely text 
analytics. Various open platforms offer a facility to express the 
feedback or textual expression in many contexts of the brand-
building process, marketing, or product campaign. The corpus 
of the text contains the hidden treasure of the Opinion. It is not 
economically feasible for the individual organization to set up 
dynamically evolving methods for the opinions mining as in-
premise computing infrastructure. Therefore, the CSPs are in 
the process of building an ecosystem to offer Opinion-Mining 
as a Services (OMaaS). This paper proposes an architectural 

model for the Opinion-Mining design as a Service (OMaaS) 
offering from the CSPs. The basic workflow diagram of the 
'OMaaS' is as in Fig. 1. 

The framework for the OMaaS provisions a system to 
acquire the Cloud users (CS) text corpus (Tc) through a 
dedicated channel with the dashboard of the virtual layer (VL) 
to the cloud data store. It handles the large corpus that further 
gets synchronized to the cloud data text analytics Engine 
(TAE), where the opinion mining's effective algorithm gets 
executed. Finally, the respective CSi ∈{CS} gets the visual or 
statistical representation of the mined Opinion from the 
respective Tc.  Such a model's overall success largely depends 
upon how effective, and in a scalable manner, the view is 
mined on a real-time basis. 

Many ubiquitous applications are conceptualized, where 
text analytics plays very crucial roles. Many of such 
application may include: i) Dynamic info-system on the 
dashboard of the vehicles, ii) business strategic decision tools, 
iii) topic modeling, iv) summarization, v) patent data matching, 
vi) health care decision support system, vii) the forensic tool, 
viii) decision making based on feedback – sentiment analysis, 
ix) political campaign, x) historical literature analysis, 
xi) visual search. Section II describes various researches that 
took place in the field of text analytics in a different context. 
Section III provides the descriptions of the diverse dataset 
taken into consideration for the model variation followed by 
the Sections IV and V for the two respective models of 
cumulative score and machine learning-based classification 
algorithms as a proposed engine Opinion mining to be 
synchronous with the OMaaS. Finally, Section VI discusses the 
results and analysis, followed by a conclusion in Section VII. 

 
Fig. 1. Workflow Process Diagram of OMaaS. 
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II. REVIEW OF LITERATURE 
The use of text-data from social media like Facebook and 

other feeds and surveillance camera images (Neuhold et al., 
2018) is found. The text analytic is exploited to display the 
road condition on the dashboard [3]. The big-data and the 
business complement's process management complement if the 
text generated is adequately analyzed [4]. A tree-based visual 
representation of text is being practiced, but this method is not 
scalable [5]. In research, the usual challenges to the researchers 
are to handle a large query result. The bag of words, along with 
natural language processing and visual analytics, is being 
studied in the work of Benito et al., (2019) [6]. Basole et al., 
(2019), has reviewed topic modeling on an extensive text 
description used in a business domain based on text analytics 
[7]. Summarization or building abstraction of a large document 
is beneficial to grab quick knowledge. Text analytics is used by 
Han et al., (2020) in their work [8]. Reghupathi et al., (2018), 
has examined the use of text analytics on patent data corpora 
using a concept like a word count and co-occurrence and the 
machine learning model [9]. Health care industries are another 
domain which produces a vast amount of unstructured text data 
(Kumar et al., 2019), has performed text analytics for decision 
support system [10]. 

The use of sequence-to-sequence learning in text analytics 
is becoming popular to build many text analytics-based 
applications with higher accuracy and lower training time 
(Keneshloo et al., 2019) [11]. Many giants like Facebook and 
Google use text analytics for their respective goals. Similar 
benefits can be achieved in further education, banking, and 
marketing sectors [12]. The forensic sector benefits if the 
complex text data from various communication sources are 
being analyzed (Koven et al., 2019), devices a tool that uses 
text analytics on the email data corpus [13]. Nowadays, the 
topic modeling algorithm is gaining popularity (EI-Assady et 
al., 2018), proposes a decision-making technique based on 
relevant feedback using text analytics [14]. The study of 
sentiment analysis in crowdfunding is presented by (Wang et 
al., 2017) [15]. Media is another domain where a large corpus 
of text data is generated. Text analytics facilitates benefits on 
the topic description of an event as in the work of (Lu et al., 
2018) [16]. Text analytics has also shown its benefits in the 
political election campaign (Gad et al., 2015), proposes an 
analytics tool for the visual representation of the social 
message trend [17]. 

The analysis of semantic with its content plays a vital role 
in content analysis [18]. Ojo et al., (2019), present patient 
sentiment analysis using textual data [19]. Karam et al., 
(2016), proposes a design of new hardware that supports the 
ecosystem of processor and memory for test analytics [20].  
Vatrapu et al., (2016), explores set theory-based visualization 
to complement text analysis [21]. The sedimentation-based 
visualization concept of coordinated structure in text analysis 
has been studied by Liu et al., 2016) [22] and Sun et al., 
(2016) [23], respectively. Different regional history analysis is 
possible by text data analysis such study for Roman history is 
being carried out in the work of Cho et al., (2016 ) [24], 
various web-based visualization tool and fundamentals of 
visual text analytics are described in the work of Liu et al., 
(2019) by analyzing a large corpus of published papers using 

concurrence relationship [25]. The basic features like parts of 
speech, text color, and font size make the corpus complex; an 
extensive survey is being conducted by Strobelt et al., (2106), 
different understanding highlighting, and visual search 
techniques [26]. In most text analytic methods, structuring the 
respective word with their meaning is crucial to arrive at an 
efficient qualitative and quantitative representation to achieve 
accuracy like a human [27]. 

III. DATASET DESCRIPTION 
The OMaaS framework proposes two core models for the 

classifications, which use the following datasets for evaluating 
the algorithms for the text analytics engine for the opinion 
classifications: i) Partial Complex Text and emojis, ii) fastText 
Facebook's AI Research (FAIR) lab[28], iii) Opinion Data 
from the University of Illinois, Chicago[29] 

IV. MODELLING A COMPLEX CONTENT: HYBRID OPINION 
USING TEXT AND SYMBOL USING CUSTOMIZED VADER 

ALGORITHM 

A. Vector of Text Token (TTo) 
The simulation environments are controlled by initializing a 

Mersenne Twister generator with seed '0' [30]. The system 
deals with the complex heterogeneous constructs using text 
token and the symbols as Cf ={T∪S}, where T= text token and 
S= symbols, as nowadays it is a fashion that people express 
their statements or Opinion with the combined format of the 
text sentence partially and complement it with some symbols 
(shown in Table I). 

TABLE I. ILLUSTRATES SOME TYPICAL EXAMPLES OF THE CONSTRUCT 
OF SUCH A DATASET 

SL. Construct Real meaning 

1 in office 😢😢 wait #weekend 
😎😎 

Bored in the office waiting for the 
weekend 

2 #weekend 😎😎😎😎😎😎 Becoming happy for the weekend 

The algorithm 1 is described below: 

Algorithm 1:Generating Vector of Text token from Complex 
format(unstructured) 
Input:Cf 
Output: TTo 
Process: 
Start 
Initialize Cf Fn 

tCff1(Cf : ∀  content ∈Cf  ) 
Tokenization:  
TTof2(∀ (Td) ∈tCf) 
End 

 
Fig. 2. TTo: Vector of Text Token ∀ Text Data (Td) ∈tCf. 
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In a start-up, the file containing the complex inputs of 'T' 
and 'S' as Fn gets assigned in Cf's initialization. The 'Cf' 
transformation takes place into the tabular format for ease of 
computation, making the characteristics of  ∀   content ∈Cf 
type: 'character' (Ch), and tCf represent the transformed 
format. To generate a vector of text token (TTo), the ∀ text 
data (Td) ∈ tCf passes through a function of the document 
tokenization process (f2()), as shown in Fig. 2. 

B. Score Weightage 
The score weightage (Sw) for ∀ tokenized-Document (tD) 

∈TTo is computed using a popular "valence aware dictionary" 
for sentiment reasoning: "Vader" as customized Vader(cV) 
[31]. The large corpus of unstructured textual data 
transformation and gaining a quantitative ratio are the engine's 
main goals. In future applications, artificial intelligence (AI) 
based service are depicted as 'OaaS' models in the enterprises' 
CRM applications' intrinsic parts. The cV is basically a rule-
oriented lexicon model (ROLM) based on the set of {sL, 
gR,sYC}, where, sL= ‘sentiment lexicon, gR= ‘grammatical 
rules and sYC= ‘convention’, such that sYC:{s.P,s.I}, such 
that s.P= polarity , s.I=intensity. The cV constructs a 'wordlist' 
with the wide-ranging list of feature-vector (Fv) such that 
Fv={Word(W), Phrases(P), Emo-icons (Ei), Acronyms (Ac)} 
with the rating of s. P and s.I in a -ve score to the +ve score, 
and the average is assigned as Sw. Vader's customization 
involves the handlers for the other parts of speech, 
characterization, and punctuations. The cV takes the entire 
tCfand their associated Fv and operates on {s. P,s. I} as per the 
specific rule sets. Finally, the summation of all the Fv scores 
gets normalized by scaling it in the range: R [-1 to 1] using 
equation (1) for the compounded score, Sc. 

𝑆𝑐 = 𝑆
�𝑆2+𝛽

…              (1) 

Algorithm 2: Custom Vader algorithm for computing 
compound score Sc 
Input: TTo 
 
Output:𝑆𝑐 
Process: 
Start 
cV {sL, gR,sYC} 
sYC:{s.P,s.I} 
Fv={(W), (P), (Ei), (Ac)} 
cV {tCf , Fv } : {s.P,s.I} as per the specific rule sets 

Normalize, Fv by scaling:R [-1 to 1]  
 using 𝑆𝑐 = 𝑆

�𝑆2+𝛽
 

Update: Sc 
End 

The value of 𝛽 approximates the maximum probability of 
the expected cost of the score S. The algorithm is explained in 
algorithm 2, and the algorithm is implemented into two 
distinguished data set to measure the compound scores and the 
time computations. The results are described in Section VI of 
the results and discussion. 

V. MODELLING COMPLEX CONTENT: MACHINE LEARNING 

A. Auto Label Annotation for Data Model 
The artificial intelligence research group (FAIR) by 

Facebook provides a model for creating a vector depiction of 
the equivalent word as a library. This library is popularly 
known as 'fast-Text' and is used to learn text classification by 
different machine learning models (MLM). The system model 
takes the dataset provided by the University of Illinois, 
Chicago, namely: 'Opinion-Lexicon (OL),' which contains 
{6789} word list of both Class: {Negative (Pw), Positive 
(Nw)} as a text token (Tt) [32] sorted in the sequence of az. 
Further, a pre-trained model, namely, {'Word-Embedding'} 
provides an object named Dictionary (Dc) containing 9,99,994 
tokens of words as string [33]. 

Algorithm 3: LabelAnnotation Data for Learning Model  
Input: OL 
Output: Dla 
Start: 
[Pw / Nw] f1(OL) 

(W) mx 1Pw ∪ Nw 
La (Undefined: La) f2 ((NaN) m, 1) 

CLaLa (Undefined: La): W 
DlaW ∪ CLa  
End 

The explicit function f1() takes OL as an input argument, 
check the correctness of the files and convert  ∀  tokens (Tt) ∈ 
{Negative (Pw), Positive (Nw)}as a string and the 
concatenation of Pw ∪ Nw, generates a list 'W' of size m x n, 
where n=1. Since the W ∈ {String Datatype}, therefore it is 
characterized as 'Not a Number (Nan),' a function f2() converts 
a list of 'Nan' of size (m x 1) into a list of Categorical variables 
to store the label annotation (La) for  ∀Tt ∈ W. Further, the 
corresponding elements of the W are mapped: La as a 
categorical Labels (CLa) annotation. The pair of (W and CLa) 
provides Labelled Annotated data (Dla) used for the Learning 
models. 

B. Token-based Filtering 
The token-based filtering takes the Labeled Annotated data 

table (Dla) from the previous procedure of Auto Label 
Annotation for Data Model. The explicit function f3 () takes 
the Dlaas an input argument to return the tokenized documents 
(Dtoc), which is a set of {T1, T2, Tk, Tn}, where possible as 
per the text dataset T1 to Tn could be ∈  {#,  , 
www.address.com,}. The process of the function f3() removes 
the stop words (SW) and also executes the process of 
stemming [34] or lemmatization [35]. Further, an additional 
argument passed to the f3() provides the BoW, which can be 
extended to multi-lingual analysis. Additionally, all the 
Unicode punctuations or symbols get eliminated after passing 
the Dtoc into the function designed to remove it. The English 
language has approximately 225 stop words eliminated from 
the updated Dtoc after passing a function that handles these 
stop words as a noise before further processing the text 
analytics. Finally, the noise processed Dtoc transforms into 
lower cases for further processing. 

152 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

Algorithm 4: Token-based filtering 
Input: Dla 
Output: Dt 
Start  

Dtocf3(Dla ) 
Update:   

Dtoc punctuation removal (Dtoc) 
DtocEliminate stop words (Dtoc) 
DtocCapitalized lower (Dtoc) 

Update: Dtoc 
end 

C. SMO based Support Vector Machine Classifier 
The SMO based support vector machine classifier (SVMC) 

creates a dictionary(D) object from the pretrained fastText[28] 
word model(fTW). The fTW is a training model-1 which has 
already taken T1 time, and whenever a new dataset needs to be 
trained so if the transfer learning model[36] is used, then for a 
new training model as training model-2 takes T2 time, which is 
lesser time as T2< T as T=T1+ T2 as in Fig. 3. 

 
Fig. 3. Time Minimization for Training using a Transfer Learning 

Approach. 

Algorithm 4 describes the process of the SMO-based 
support vector machine classifier building steps. 

Algorithm 5 : Text Classifier Learning Model 
Input: D, 
Output: tModel 
Process: 
DfTW 

Call Algorithm-3 
Dla(W, CLa)OL 

Check: 
Idx not [dla(W) ∈ D ] 

Dsnum of W 
Random Partition: Cross Validation 

[D-train,D-test]f(Ds.numW) 
D-trainWord2vector[D-train] 
Td[D-train U Cla] 

Train SVM- 1-Class-Binary Classifier 
tModelF(Td) 

 

The algorithm 3 LabelAnnotation Data for Learning Model 
provides Dla ={W, CLa}, further the indexes of all the words 
Dla(W), which does not belong to the D created as Idx. The 
total data size Ds is the total number of word count numW. 
The Ds partitioning occurs for cross-validation as a random 
partition on Ds to define the partition for a statistical model 
({D-Train, D-Test).  The mapping processing of the words to 
the vector is an essential technique in NLP, which uses ANN to 
learn a large corpus of the text data, where every word is 
represented as a list of numbers as a vectorizing simple 
mathematical function that maps to a semantic similarity as D-
trainWord2vector[D-train] and finally the training input to 
the SVM classifier is obtained as [D-train U Cla]  Td. With 
the Td, the support vector machine (SVM) classifier for one-
class and binary classification is trained to get the text classifier 
model as tModelF(Td). Fig. 4 and Fig. 5 show the hyper-
parameter optimization results status. 

The model t is trained on the low-dimension(Low-D) 
predictors by mapping the independent variables as predictors 
using a kernel() and support sequential -minimal 
optimizer(SMO) using an iterative-Single data kernel function 
or L1- sofmargin minimization whose adjustments with every 
cycle is shown in Fig. 4 and 5. The confusion matrix for a 
different dataset for the test performance is described in the 
results section. 

 
Fig. 4. Objective Function Model. 

 
Fig. 5. Minimum Objective vs. Number of Functions Eval. 
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VI. RESULTS AND DISCUSSION 
Fig. 6 and Fig. 7 represents the normalized compound 

scores for TTo with the number of token N= 60 and 1,60,0000, 
respectively. 

The time of processing, including all the process of 
tokenization, score computation, and visual presentation, is 
tabulated in Table II below: 

It is seen that when the dataset with 50 statements, each 
average statement time has taken is 3.8 seconds. In contrast, 
when evaluated on the complex text corpus of 160,0000 views, 
then the average time taken is 991 sec. Therefore, the 
consistency y is not maintained as the method is entirely rule-
based, and the complexities of the text corpus also vary. For 
the scalability test, when the same dataset of 50 statements is 
made multiple copies of 50x, then the time to process is shown 
in the Table III and its variance as in Fig. 8. 

 
Fig. 6. Variation of Normalized Compound Score Sc across N-Token in 

TTo, N= 50. 

 
Fig. 7. Variation of Normalized Compound Score Sc across N-token in TTo, 

N= 160, 0000. 

TABLE II. PROCESSING TIME FOR A SMALL AND LARGE COMPLEX 
DATASET 

Sl. No Size of the Token Time to Process (in Sec) 
1 50 13 
2 1600000 1614 

TABLE III. PROCESSING TIME FOR THE SCALABILITY TEST OF A UNIFORM 
DATASET 

Sl. No Size of the Token Processing  (in Sec) 

1 50 0.33 

 
Fig. 8. Variance of Time to Process. 

 
Fig. 9. Confusion Matrix between the Predicted Class and the True Class. 

The SMO-based SVM model provides the following 
confusion matrix on Opinion Data's test data from the 
University of Illinois, Chicago [29]. The confusion matrix 
among the predicted class and true class is given in Fig. 9. 

VII. CONCLUSION 
The increasing corpus of text data brings challenges to the 

data storage and the text analytics' computational effort. These 
papers propose a framework for offering the Opinion Mining 
design process as a Cloud Services. The subscribers can avail 
themselves of fast and cost-effective services for the opinion 
analysis on their text corpus data. The paper proposes two 
distinguished methods as a Vedar based score computation and 
another as an SVM-based learning model as an opinion 
analytics engine. The score-based algorithm performs well on 
the small dataset, whereas the learning-based model is 
computationally effective on the large corpus. 

The proposed algorithm for futuristic research can be 
considered with different datasets. Further, the given algorithm 
can be incorporated in other cloud services where opinion 
mining is necessary. Also, the security parameter can be 
incorporated in the ongoing and future researches in opinion 
mining. 
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Abstract—In the present study, it is observed that many 

people are affected by the services provided by telephony, who 

leave the service for different reasons, for which the use of a 

model based on decision trees is proposed, which allows 

predicting potential dropouts from Customers of a 

telecommunications company for telephone service. To verify the 

results, several algorithms were used such as neural networks, 

support vector machine and decision trees, for the design of the 

predictive models the KNIME software was used, and the quality 

was evaluated as the percentage of correct answers in the 

predicted variable. The results of the model will allow acting 

proactively in the retention of clients and improves the services 

provided. A data set with 21 predictor variables that influence 

customer churn was used. A dependent variable (churn) was 

used, which is an identifier that determines if the customer left = 

1, did not leave = 0 the company's service. The results with a test 

data set reach a precision of 91.7%, which indicates that decision 

trees turn out to be an attractive alternative to develop prediction 

models of customer attrition in this type of data, due to the 

simplicity of interpretation of the results. 

Keywords—Software KNIME; Support Vector Machine (SVM); 

neural networks; decision trees 

I. INTRODUCTION 

The study of churn or customer drop-out is an area in 
which large resources are invested year after year. Always, 
with the intention of being able to discover in advance, 
whether a customer will decide to switch from a company to 
their competition. 

In particular, in the area of telecommunications, it has 
become increasingly necessary to study customer flight, given 
the high competitiveness that is developing globally. In the 
telecommunications industry from 2008 to 2010, customer 
leakage became 30% annual [13, 15] (pre-numerical 
portability studies). The objective of this article is to build 
mathematical models based on data to estimate the probability 
of customer desertion from telephone companies conditioned 
on the value of their individual and/or network attributes 
and/or since it has survived a given time in the company. 

From the above, it follows that customer loss is an industry 
problem and where it becomes necessary to apply advanced 
tools that allows predicting and describe in some way, which 
customers have the greatest risk potential to change 
companies. 

A classification tree allows you to visually set the 
conditions that a client must have to enter a dropout condition, 
while a neural network only eventually reports the result of the 

prediction. Such differences are crucial when implementing 
preventive actions to prevent leakage [2]. In other words, the 
predictive model must not only perform well in classification, 
but also be interpretable to identify actions for customer 
tenure in the organization. 

The mining technique selected for the design of the 
proposed predictive model is the classification type decision 
tree, because it is a predictive technique and the data available 
for model development correspond to categorical and discrete 
variables, which conform to the characteristics of a decision 
tree, in addition to the feasibility of interpreting the 
information obtained graphically [8]. 

The result of the application of the algorithm, allows build 
a decision tree which has the advantage of being easy to 
interpret and allows quickly and easily to the user, determine 
if a client, given a set of attributes that defines their historical 
behavior, is at risk of leaving the service [3]. 

On the other hand, data mining delivers promising results, 
we test models based on algorithms such as Neural Networks 
(ANN), Support Vector Machines (SVM) and Decision Tree, 
which our based model is expected to improve the limitations 
of traditional models. 

II. THEORETICAL FRAMEWORK 

A. Basics and Types of Customer Leakage 

Customer flight, within telecommunications, occurs when 
a customer cancels the service provided by the company [10]. 
In such cancellation, the client can decide to resign from the 
company (voluntary), or the company can expel him 
(involuntary). 

In particular, the connotation of churn refers to customer 
flight, so for the purposes of this study, churn is counted based 
on the customer's decision to leave the company by canceling 
a service. Also, churn can be understood as that term used to 
collectively describe the termination of services of a 
customer's subscription, where the customer is someone who 
has joined the company for at least a period of time ... a 
churner or fugitive is a customer who has left the company 
[6]. The main types of fugue according to [6, 12] are: 

 Absolute: subscribers who have unlinked on the total 
database in a period. 

 From line or service: This type of churn the number of 
discontinued services on the total database. 
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 Primary: Regarding the number of failures Secondary: 
Decrease in traffic volume. 

 Package leak: This leak is characterized by the fact that 
plans and / or products change within the company [6]. 

 Company flight: Undoubtedly the most expensive, in 
this case the client escapes towards the competition, 
therefore, not only is the income not received, but also 
the company's prestige expressed in the participation of 
competing market. 

B. Predictive Models 

Predictive analysis model is a name given to a collection 
of mathematical techniques with the common goal of finding a 
mathematical relationship between an objective, response or 
dependent variable and various predictive factors and 
independent variables, with the objective of measuring future 
values of these predictor factors and inserting them into the 
mathematical relationship to predict future values of the target 
variable. Since these relationships are never perfect in 
practice, it is desirable to give a measure of uncertainty in 
predictions [4]. 

To identify those factors that intervene in the prediction, 
they can be grouped into three categories: those that have little 
possibility of affecting the result, those with some certainty to 
affect the results and must be considered in the model and 
those that are in the middle, which may or may not influence 
the final result, being necessary to identify through a series of 
techniques whether they should be included in the model [4]. 

1) Tree decision model: Decision trees are defined as a 

recursive procedure, in which an 'N' number of instances are 

progressively divided into groups, according to a division rule 

that maximizes the homogeneity or purity of the response 

variable or class variable [6]. An advantage of decision trees is 

their easy interpretation, due to the graphic model that can be 

rescued from the result of the recursive partition. 

When passing through each node of the tree the leaves are 
finally reached, which represent the final result of the 
fulfillment of all the conditions and which classify an instance 
in any of the states of the class variable as shown in Fig. 1. 
The only condition that partitions should be required to 
separate examples into different children, so that the 
cardinality of the nodes decreases as one descends the tree [8]. 
The construction of the decision tree is carried out through the 
partition algorithm that is explained in Fig. 2. 

Based on the idea of looking for partitions that 
discriminate or achieve more pure nodes, numerous partition 
criteria have been presented, such as: Expected error criterion, 
Gini criterion and Entropy (Witten & Frank, 2005). These 
partition criteria look for the partition S that minimizes the 
function I (s) defined as follows [8]: 

 ( )  ∑    (  
    

      
 )                 (1) 

In Equation (1) (General Impurity Equation), n is the 
number of child nodes of the partition (number of partition 
conditions), Pj is the probability of "falling" at node j, Pj

1
 is 

the proportion of elements of class 1 at node j, Pj
2
 is the 

proportion of elements of class 2 at node j, and so on for the c 
classes. Under this general formula, each partition criterion 
implements a different function f, as shown in Table I [8]. 

The functions in Table I are called impurity functions and 
the function I (s), calculates the weighted average (depending 
on the cardinality of each child) of the impurity of the children 
of a partition. 

The partition criterion used in this research corresponds to 
the Gini Index, since it is incorporated by default in the 
algorithm of the Decision Tree node of the KNIME software, 
the program used to design the predictive model of this study. 
This criterion compares the heterogeneity or impurity of the 
parent node with the sum of the impurities of the child nodes 
(Ramírez et al., 2009). 

 

Fig. 1. Decision Tree Example, The Root Node is above the Tree. Internal 

Nodes (Decision Nodes) Correspond to Partitions on Particular Attributes. 

p.10, By Hernández et al., 2004, [8]. 

 

Fig. 2. Decision Tree Learning Algorithm by "Partition" (Divide and 

Conquer), The Two Important Points for the above Algorithm to Work 

Correctly are the Partitions to Consider and the Partition Selection Criteria. p. 
11, by Hernández et al., 2004. [8]. 
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TABLE I. IMPURITY FUNCTION FOR EACH PARTITION CRITERION 

Criterion  (          ) 

expected error    (          ) 

GINI   ∑(  )
  

Entropy ∑       (  ) 

Note: Impurity criteria functions for the Decision Tree search algorithm. by Ramirez et al., 2009 [8]. 

Partitions are a set of exhaustive and exclusive conditions. 
The more partitions that are allowed, the more expressive and 
precise the decision trees are. However, the more partitions 
the complexity of the algorithm is greater. [8]. 

2) Artificial Neural Network-ANN model: This data 

mining model is one of the most popular strategies for 

supervised learning and classification. However, due to its 

complexity, it is not possible to know exactly the origin of its 

results, which is a difficulty when explaining its operation. In 

a direct sense, an artificial neural network (or simply called 

neural network, or ANN) “consists of processing elements 

(called neurons) and the connections between them with 

coefficients (weights) linked to the connections, which 

constitute a neural structure, and a training and reminder 

algorithms attached to the structure ”[14], which in simple 

words can be described as“ a pool of simple processing units 

that communicate by sending signals between them over a 

large number of weighted connections” [1]. The following is a 

general diagram of this model in Fig. 3. 

In neural networks, the multilayer Perceptron is one of the 
most used architectures for problem solving, due to its 
capacity as a fundamental approximation and its ease of use 
and applicability. This does not mean that it is a perfect 
implementation since it also has different problems and 
limitations, such as the learning process for complex problems 
with a large number of variables. 

As an example of this we have the problem of classifying 
the binary function XOR. If we represent this function in 
space and carry out the projection of the points as shown in 
Fig. 4, we can verify that we achieve that these input data are 
linearly separable, and therefore with it an adequate 
classification of their patterns. 

a) Multilayer neural network function: The computation 

performed in this type of neural network to extract the output 

yi assuming a network with a single hidden layer would be as 

follows: 

     (∑      
 
   )    (∑    (  (∑      

 
   )) 

   )    (2) 

Here we have that wij is the synaptic weight of the 
connection between the output unit i and the hidden 
processing unit j. L would be the number of processing units 
in the hidden layer; g1 would be the transfer function for the 
process units of the output layer, which can be the identity 
function, the hyperbolic tangent or a logistic function; tjr is the 
synaptic weight connecting process unit j of the hidden layer 
with input r. Finally, we have the function g2 which is the 
transfer function of the processing units of the hidden layer, 

which can also be of the type previously mentioned for the 
processing units of the output layer. 

b) Delta rule or backpropagation algorithm: The aim of 

this algorithm is to achieve the smallest error made for each 

desired output, in this way we want the expected outputs to be 

as similar to the desired output. What it intends is the 

determination of the synaptic weights so that the total error 

committed is the minimum: 

  
 

 
∑ ∑ (  ( )    ( ))  

   
 
                (3) 

The backpropagation algorithm uses the descending 
gradient method and that makes use of the gradient vector, 
being one of the most used for this type of algorithm. 

3) Model Support Vector Machine (SVM): These methods 

are properly related to classification and regression problems. 

Given a set of training examples (of samples) we can label the 

classes and train an SVM to build a model that predicts the 

class of a new sample. Intuitively, an SVM is a model that 

represents the sample points in space, separating the classes to 

2 spaces as wide as possible by means of a separation 

hyperplane defined as the vector between the 2 points, of the 2 

classes, closest to the which is called a support vector. When 

the new samples are put into correspondence with said model, 

depending on the spaces to which they belong, they can be 

classified into one or the other class [18]. 

  * ( )     +  

  *          +   ( )  *  ( )   ( )     ( ) +     (4) 

 

Fig. 3. Structural Model of a Neural Network, por Hernández et al., 2004 

[8]. 

 

Fig. 4. Projecting the Input Patterns, por Hernández et al., 2004 [8]. 
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Types of Kernel functions 

a) Polynomial-homogeneous:  (     )  (     )
 

 

function interpreted graphically as shown in Fig. 5. 

 

Fig. 5. Polynomial Function – Homogeneous, B. Kröse and P. van der 

Smagt., 1996 [1]. 

b) Perceptron:  (     )  ‖     ‖ function 

interpreted graphically as shown in Fig. 6. 

 

Fig. 6. Perceptron Function, B. Kröse and P. Van Der Smagt., 1996. [1]. 

c) Gaussian radial basis function: separated by a 

hyperplane in the transformed space as shown in Fig. 7. 

  (     )      ( (     )
   (     ) ) 

 

Fig. 7. Gaussian Radial basis Function, B. Kröse and P. Van Der Smagt., 

1996. [1]. 

C. Evaluation Metrics 

The technical evaluation measures that are generally used 
are based on a contingency Table II that describes the 
predicted hit and miss instances. This contingency table is 
called a confusion matrix that "contains information about 
current and predicted classifications, carried out by a 
classification system" [7]. The scheme of this for a case of 
binary classification is: 

Based on this table, the following metrics of the following 
equations (5), (6), (7), (8) and (9) of a technical nature [9] are 
defined: 

TABLE II. BINARY CASE CONFUSION TABLE SCHEMA 

 Current Class 

Categories 0 1 

Hypothetical Class 
0 TN FN 

1 FP TP 

Total Columns N=FP+TN P=TP+FN 

Note: Impurity criteria functions for the Decision Tree search algorithm. by Ramirez et al., 2009 [8]. 

Precision 

With the precision metric we can measure the quality of 
the machine learning model in classification tasks (5). 

          
  

     
             (5) 

Recall 

The completeness metric will inform us about the amount 
that the machine learning model is able to identify. 

       
  

 
              (6) 

Accuracy 

Accuracy measures the frequency with which the classifier 
makes a correct prediction. It is the relationship between the 
number of correct predictions and the total number of 
predictions (7). Its general formula is the following [9]: 

         
     

   
             (7) 

f-measure 

It is the measure of precision that a test has and is usually 
used in the testing phase of search algorithms and information 
retrieval and document classification (8) and (9) [9]. 

          
 

 

      
 

 

         

            (8)

     
         

 

   

              (9) 

a) Roc curves: They are curves that show the ability of 

the classifier to position the true instances with respect to the 

false ones [9]. In a more accurate definition, it can be said that 

the ROC Curves are those that measure the ratio of the rate of 

true positives (correct predictions) versus the rate of false 

positives (wrong predictions). The positive being the one 

referring to the leakage class when it comes to a binary 

classification problem. These curves do not have an associated 

formula. However, they do have a metric, which is called 

“Area Under the curve” (AUC), which is defined as the area 

under the ROC Curve, in addition, it has the following 

statistical property: “The AUC of a classifier is equivalent to 

the probability that the classifier will position a positive 

random instance better than a negative random instance" [16, 

17]. 
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III. RELATED JOBS 

Customer churn is a critical problem and one of the most 
important concerns for large telcos, various approaches were 
applied to predict customer churn, using data mining and 
machine learning approaches. Most of the related work 
focused on applying just one data mining method to extract 
knowledge, and the others focused on comparing various 
strategies to predict attrition. 

J. Wang and Gavril et al. [11, 19] presented an advanced 
data mining methodology to predict the loss of prepaid 
customers using a data set for the call details of 3,333 
customers with 21 functions and a dependent loss parameter 
with two values: Yes / No. Some Features include information 
on the number of incoming and outgoing messages and 
voicemail for each customer. The author applied the "PCA" 
principal component analysis algorithm to reduce the 
dimensions of the data. Three machine learning algorithms 
were used: Neural Networks, Support Vector Machine, and 
Bayes Networks to predict the churn factor. The author used 
AUC to measure the performance of the algorithms. The AUC 
values were 99.10%, 99.55%, and 99.70% for Bayes 
Networks, Neural networks, and support vector machine, 
respectively. The data set used in this study is small and there 
were no missing values. 

Huang et al. [20] studied the problem of customer loss on 
the big data platform. The researchers' goal was to show that 
big data greatly improves the rotation prediction process based 
on the volume, variety and speed of the data. Dealing with the 
data from the operational support department and the business 
support department of the largest telecommunications 

company in China needed a big data platform to design the 
fractures. The Random Forest algorithm was used and 
evaluated using AUC. 

Makhtar et al. [21] proposed a model for the prediction of 
abandonment using the approximate set theory in 
telecommunications. As mentioned in this article, the Rough 
Set classification algorithm outperformed other algorithms 
such as Linear Regression, Decision Tree, and Voted 
Perception Neural Network. 

IV. EXPERIMENTATION 

Different prediction models were proposed for the data set, 
the most accurate was chosen using the precision evaluation 
metric generated by each model. The model for predicting the 
abandonment of telephone service customers is shown below 
in Fig. 8. 

A. Modelo Decisión Tree 

For the proposed model, the blocks for data reading flow, 
processing, partitioning for data input and testing and the 
evaluation stage are implemented, using the knime data 
mining software. Fig. 9 shows the nodes of the flow of the 
decision tree prediction model. 

B. Artificial Neural Network Model – ANN 

For the neural network prediction model, we proceed with 
data processing (normalization, training partition and data 
testing); Neural network data analytics nodes are used for 
processing; For the evaluation stage, the model evaluation 
score nodes are used, using the knime data mining software. 
Fig. 10 shows the nodes of the flow of the artificial neural 
network prediction model. 

 

Fig. 8. General Churn Prediction Model with KNIME Software, (Note: Own elaboration) 
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Fig. 9. Churn Prediction Model - Decision Tree with KNIME Software, 

(Note: Own Elaboration). 

 

Fig. 10. Churn Prediction Model - ANN Artificial Neural Network with 

KNIME Software, (Note: Own Elaboration). 

C. Support Vector Machine Model (SVM) 

For the support vector machine prediction model -SVM 
proposed in Fig. 11, the blocks for data reading flow, 
processing, partitioning for data input and testing and the 
evaluation stage are implemented, using the software of knime 
data mining. 

 

Fig. 11. Churn Prediction Model - SVM with KNIME Software, (Note: Own 

Elaboration). 

D. Data 

For the predictive analysis model, a study test data set has 
been worked with, which has 3,333 customer data from a 
telephone service company. This database gathers a set of 
variables that offer information related to the company about 
the account, calls, plans, claims, etc. that has been used for the 
construction of predictive models. 

The list and explanation of these attributes that are used in 
this study is shown in Table III. 

This is a prediction problem. Starting with a small set of 
historical data, where we can see who has left and who has not 
in the past of service of the telephone company, we want to 
predict which customer will abandon (churn = 1) and which 
customer will not abandon (churn = 0). 

attr 1, attr 2, …, attr n => churn (0/1) 

TABLE III. PREPROCESSED CHURN-RELATED VARIABLES 

Attribute Data type Description 

Account Length Integer Account length 

VMail Message Integer Sending voice messages 

Day Mins Double Minutes in the day 

Eve Mins Double Minutes in the afternoon 

Night Mins Double Minutes at night 

Intl Mins Double International minutes 

CustServ Calls Integer Consumer Service Calls 

Churn String 
Churn-0 I don't give up 

Churn-1 Abandonment 

Int'l Plan Integer International Plan 

VMail Plan Integer Voice Message Plan 

Day Calls Integer Calls per day 

Day Charge Double Charge per day 

Eve Calls Integer Afternoon calls 

Eve Charge Double 
Charge for the call in the 

afternoon 

Night Calls Integer Calls at night 

Night Charge Double Call charge at night 

Intl Calls Integer International Calls 

Intl Charge Double International call charge 

State String Status, Place 

Area Code Integer Area Code 

Phone Integer Phone No. 

Note: Own elaboration 

V. TESTING 

For the tests used of the dataset as real data, there are 
3,333 customers affiliated with the telephone service, of which 
2,850 customers did not abandon the telephone services 
(Churn = 0) and 483 customers that did abandon the telephone 
service (Churn = 1). For the verification and corroboration of 
these data, three machine learning prediction models were 
carried out, such as Decision Trees, Artificial Neural 
Networks-ANN and Support Vector Machine-SVM. 

For the verification of the prediction models, the matrix of 
confusion, precision, accuracy and F-Value shown by the 
KNIME modeling software is analyzed and interpreted. 

A. Confusion Matrix of the Decision Tree Model 

Table IV does not show the confusion matrix for the 
Decision Trees predictive model, which shows a success of 
2706 clients who did not abandon the telephone service and in 
98 they were wrong. And it hit 278 customers who left the 
service and 171 were wrong. 

In Fig. 12 shows the graph of the ROC curve for the 
decision tree algorithm, it presents an AUC of 0.837, which 
validates the model as good, the level of certainty is 91.7% for 
churn = 0. 
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TABLE IV. CONFUSION MATRIX DECISION TREE 

 Prediction Values 

Real values 

 Churn=0 Churn=1 

Churn=0 2706 98 

Churn=1 171 278 

Note: Own elaboration 

 

Fig. 12. ROC Curve Model Decision Tree P (Churn = 0), with KNIME 

Software (Note: Own Elaboration). 

In Fig. 13 shows the graph of the ROC curve for the 
decision tree algorithm, it presents an AUC of 0.805, which 
validates the model as good, the level of certainty is 91.7% for 
churn = 1. 

Table V shows the percentage of precision of the Decision 
Trees predictive model, it shows us the precision of certainty 
for each evaluation metric in churn = 0 and churn = 1, which 
are the percentages of certainty of the dataset; obtaining a 
general precision of 91.7% of certainty in the prediction 
model. 

B. Confusion Matrix of the Artificial Neural Network-ANN 

Model 

Table VI shows the confusion matrix for the predictive 
model of artificial Neural Networks, which shows a success of 
2787 clients who did not abandon the telephone service and in 
63 they were wrong. And 187 customers who left the service 
were right and 296 were wrong. 

In Fig. 14 shows the graph of the ROC curve for the 
decision tree algorithm, it presents an AUC of 0.9242, which 
validates the model as good, the level of certainty is 89.1% for 
churn = 0. 

In Fig. 15 shows the graph of the ROC curve for the 
decision trees algorithm, it presents an AUC of 0.9296, which 
validates the model as good, the level of certainty is 89.1% for 
churn = 1. 

Table VII shows the percentage of precision of the 
predictive model of Artificial Neural Networks, it shows us 
the precision of certainty for each evaluation metric in churn = 
0 and churn = 1, which are the certainty percentages of the 
dataset; obtaining a general precision of 89.1% of certainty in 
the prediction model. 

 

Fig. 13. ROC Curve Model Decision Tree P (churn =1), with KNIME 

Software (Note: Own Elaboration). 

TABLE V. DECISION TREE MODEL PRECISION MATRIX WITH KNIME 

Evaluation metrics 
ROW ID  

Churn=0 Churn=1 Overall 

Recall 0.965 0.619 --- 

Precision 0.941 0.739 --- 

Sensitivity 0.965 0.619 --- 

Specifity 0.619 0.965 --- 

F-measure 0.953 0.674  

Accuracy ---- --- 0.917 

Note: Own elaboration 

TABLE VI. CONFUSION MATRIX ARTIFICIAL NEURAL NETWORK 

 Prediction Values 

Real values 

 Churn=0 Churn=1 

Churn=0 2787 63 

Churn=1 296 187 

Note: Own elaboration 

 

Fig. 14. ROC Curve Model Artificial Neural Network-ANN P (Churn = 0), 

with KNIME Software (Note: Own Elaboration). 
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Fig. 15. ROC Curve Model Artificial Neural Network-ANN P (Churn = 1), 

with KNIME Software (Note: Own Elaboration). 

TABLE VII. PRECISION MATRIX OF THE NEURONAL NETWORK MODEL 

WITH KNIME 

Evaluation metrics 
ROW ID  

Churn=0 Churn=1 Overall 

Recall 0.977 0.383 --- 

Precision 0.903 0.74 --- 

Sensitivity 0.977 0.383 --- 

Specificity 0.383 0.977 --- 

F-measure 0.939 0.505  

Accuracy ---- --- 0.891 

Note: Own elaboration 

C. Support Vector Machine Model-SVM Confusion Matrix 

Table VIII shows the confusion matrix for the predictive 
model of Support Vector Machines-SVM, which does not 
present reliability in the prediction of the data since it 
predicted that 2850 did not leave the service and a null value 
of the customers who left the service. 

Table IX shows the percentage of precision of the 
predictive model of the Support Vector Machine-SVM, which 
does not show reliable data to predict the certainty of 
abandonment or not of the clients in the telephone service. 

TABLE VIII. CONFUSION MATRIX ARTIFICIAL NEURAL NETWORK 

 Prediction Values 

Real values 

 Churn=0 Churn=1 

Churn=0 2850 0 

Churn=1 483 0 

Note: Own elaboration 

TABLE IX. SUPPORT VECTOR MACHINE MODEL PRECISION MATRIX-SVM 

WITH KNIME 

Evaluation metrics 
ROW ID  

Churn=0 Churn=1 Overall 

Recall 1 0 --- 

Precision 0.855 --- --- 

Sensitivity 1 0 --- 

Specifity 0 1 --- 

F-measure 0.922 --- --- 

Accuracy ---- --- 0.855 

Note: Own elaboration 

VI. RESULTS EVALUATION 

In Fig. 16 and 17 the 3 predictive models were analyzed 
giving a precision of 91.7% for the Decision Trees model, 
89.1% precision for the Neural Networks model and 85.5% 
for the Support Vector Machine model. 

 

Fig. 16. Comparison of the Proposed Model, with KNIME Software (Note: 

Own Elaboration). 

 

Fig. 17. Churn General Prediction Model, with KNIME Software (Note: Own 

Elaboration). 
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VII. CONCLUSIONS 

In this paper, he presents an experiment to compare three 
data mining prediction models, applied to a data set of 
abandonment or loss of service from a telephone company. 

After evaluating these data mining models using KNIME 
software, such as Decision Tree, Artificial Neural Networks-
ANN, Support Vector Machine-SVM, it was found that the 
precision for the Decision Tree model is 91.7% correct, the 
ANN model is 89.1% correct and the SVM model is 85.5% 
correct. Therefore, the decision tree model is the most 
accurate for this customer service leak prediction problem. 

Specifically, it has been possible to successfully design a 
classification model based on a decision tree that allows 
classifying a subscriber as a customer in possible 
abandonment of telephony services. 

For the validation of the models according to the ROC 
curve, the predictive models of decision trees and neural 
networks can be used since they result in a good acceptance 
test since the AUC (area under the curve) is 0.8 - 0.9 of 
acceptance. 
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Abstract—The use of quality software is of importance to 
stakeholders and its demand is on the increase. This work focuses 
on meeting software quality from the user and developer’s 
perspective. After a review of some existing software-quality 
models, twenty-four software quality attributes addressed by ten 
models such as the McCall’s, Boehm’s, ISO/IEC, FURPS, 
Dromey’s, Kitchenham’s, Ghezzi’s, Georgiadou’s, Jamwal’s and 
Glibb’s models were identified. We further categorized the 
twenty-four attributes into a group of eleven (11) main attributes 
and another group of thirteen (13) sub-attributes. Thereafter, 
questionnaires were administered to twenty experts from fields 
including Cybersecurity, Programming, Software Development 
and Software Engineering. Analytic Hierarchy Process (AHP) 
was applied to perform a multi-criteria decision-making 
assessment on the responses from the questionnaires to select the 
suitable software quality attribute for the development of the 
proposed quality model to meet both users and developer’s 
software quality requirements. The results obtained from the 
assessment showed Maintainability to be the most important 
quality attribute followed by Security, Testability, Reliability, 
Efficiency, Usability, Portability, Reusability, Functionality, 
Availability and finally, Cost. 

Keywords—Analytic Hierarchy Process (AHP); software 
quality; quality attribute; quality model; sub-attributes 

I. INTRODUCTION 
Software quality is a paramount issue to all software 

stakeholders in a given establishment and its demand is 
increasing rapidly due to customer demand [1]. In the last few 
decades, the importance of the use of quality software has 
increased exponentially [2]. Software users see software as a 
tool to enable them to carry out their daily activities with ease, 
and hence, use it to perform sensitive tasks [3]. The use of less 
quality software can, directly and indirectly, endanger one’s 
life [30] as well as causing huge loss to software users. As a 
result, many software quality models have been proposed to 
evaluate software quality, yet, none of these models has been 
widely accepted as the benchmark for assessing software 
quality. This is because these models do not address all the 
important software quality attributes that are of keen interest to 
stakeholders and are tailored towards meeting specific project’s 
requirements. To address stakeholder requirements, custom 
software quality models have been proposed [4]. These custom 
made quality models offer different benefits to the software 
industry and research community and hence do not cover a 
wide scope of quality attributes. 

This research presents an evaluation of software quality 
attributes using the Analytic Hierarchy Process (AHP). It was 
conducted based on a questionnaire given to stakeholders to 
assess the quality attributes they expect a software quality 
model to have. As a result, an evaluation of these quality 
attributes was made and represented with a graph to pictorially 
highlight the percentage of weight each quality attribute 
ranked. Ranking the software quality attributes will assist 
developers greatly in selecting the best quality attribute for 
evaluating developed software. Previous works have failed to 
rank quality attributes and have led to the proposal of 
numerous custom software quality models. 

The rest of the paper is organized as follows: Section II 
discusses related work done on AHP, software quality models 
and quality attributes. Section III discusses software quality, 
quality models and attributes. The methodology used to select 
the software quality attributes is illustrated in Section IV. 
Section V presents the conclusion and discusses future works. 

II. RELATED WORKS 
Software quality models have been reviewed by numerous 

researchers in addressing software quality problems. The 
authors in [14] evaluated the quality of software in Enterprise 
Resource Planning (ERP) systems using the ISO 9126 model. 
They offered a comparison between existing quality models 
and identified the quality characteristics of ERP systems but 
they did not rank the main quality characteristics of the model. 

In [15], research was conducted on an analytical and 
comparative study of software usability quality factors. They 
analysed ten famous quality models for developing a usability 
model that satisfies the demand of current business software 
and proposed an integrated improved usability model for 
assuring software quality. The new usability evaluation model 
was proposed from ten models of McCall, Boehm, Shackel, 
FURPS, Nielson, SUMI, ISO 9242-11, ISO 9126, and QUIM 
model. 

A research was conducted by [16] on an approach for 
enhancing software quality based on ISO 9126 quality model. 
They were able to propose a new quality model for integrating 
some quality attributes in software development. 

The authors in [13] also worked on the quality assessment 
of Commercial-Off-The-Shelf products by adopting the ISO 
9126 quality model. 
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Another study was conducted by [3] on software quality 
attributes to enhance software quality assurance. The authors 
did this research because, in recent times, industries are giving 
more attention to software quality improvement. Therefore, 
they focused on meeting customer perspectives of software 
quality to propose a new model. The limitation of the research 
is that it did not address availability, testability and reusability 
problems. 

Authors in [25] worked on extending Dromey’s quality 
model to specify the security quality requirements in a software 
product. They conducted the research based on the increase in 
cybercrimes. The model was able to enhance the security 
requirement of software and trained people on how to develop 
secure software. 

A study by researchers in [26] adapted the ISO/IEC 9126 
quality model to evaluate Enterprise Resource Planning (ERP) 
systems. The model was proposed as a result of the urge in the 
increasing usage of ERP systems by organisations to get faster 
data transactions. The researchers proposed the model to have 
six (6) main software quality attributes including functionality, 
maintainability, reliability, efficiency, usability and portability. 
The limitation was that the model did not address some of the 
most important software quality attributes such as availability, 
testability and flexibility. It also did not rank the quality 
attributes. 

In [27], the authors presented a software quality model for 
academic information systems. Their objective was to guide 
academic institutions that are in the process of building their E-
learning systems to evaluate and choose the appropriate 
software attributes that are essential to the success of the entire 
system. The researchers identified the key attributes for 
Information System’s Software Quality (ISSQ) from the users’ 
perspective to measure the quality of the E-learning system. 
The proposed model consisted of six (6) standard attributes 
with their sub-attributes. This was achieved based on the 
ISO/IEC 9126 model. The limitation was that the proposed 
model failed to evaluate the importance of quality attributes. 

These researchers have shown how the use of software 
quality models is gaining much importance in the development 
of software. Nevertheless, they have not ranked the quality 
attributes and hence, it is difficult to know the weight of each 
attribute to ease decision making. This research work employs 
the use of the Analytic Hierarchy Process, a multi-criteria 
decision-making tool to evaluate software quality attributes and 
rank them. 

Analytic Hierarchy Process (AHP) has been applied by 
several researchers to enhance group decisions. The 
researchers in [17] applied this technique to evaluate and select 
Commercial-off-the-shelf (COTS) components. They found 
AHP to be useful in making trade-offs between tangible and 
intangible factors in calculating the weight of COTS 
components. Applying these weights as coefficients of an 
objective function in the proposed model helped to determine 
the best component under constraints such as budgetary 
constraint, compatibility among components and system 
reliability. Their findings have validated AHP to be an 
effective and flexible tool. 

AHP was applied by [4] to produce an integrated 
framework that applies statistical analysis to generate software 
quality models tailored to stakeholder specifications. They 
found AHP to be quite accessible and conducive for decision-
making that requires the reduction of decisions complexity in 
pair-wise matrices. 

AHP was also applied by [18] in evaluating the reliability 
of object-oriented software systems. They took the ISO/IEC 
9126 model as the base model for the evaluation. Their results 
showed AHP to be useful for making decisions for the 
hierarchical structure of the model. 

Authors in [28] applied the Analytic Hierarchy Process to 
develop an algorithm for evaluating software functionality. The 
research was due to the increase in the number of sub-attributes 
of software functionality quality attribute. They wanted to 
know the most important sub-attribute that has a great impact 
on software products. The AHP technique was seen to be a 
useful tool for the decision-making process. 

In [29], the AHP technique was used to perform a risk 
assessment of software quality. The authors were able to 
construct an index system of software quality risk assessment 
by calculating the weight and order of risk factors. With the use 
of AHP, they were able to categorise risk factors into demand 
risk, technology risk, process risk and management risk. 

The authors in [19] applied AHP to analyse software 
reliability. They reported that although software reliability is an 
important quality attribute, different stakeholders have a 
variety of views in that regard. Hence, they applied AHP which 
is designed to manage human assessment subjectively. 

The Analytic Hierarchy Process has been seen to 
effectively aid researchers in solving complex decision-making 
problems in various fields but its rate of application in the 
software quality assurance industry is minimal. Most software 
quality attributes used for software quality assurance have not 
been ranked, hence, it is difficult to note the important 
attributes to use to evaluate software projects. In this research, 
AHP is used to rank quality attributes by using the value of 
their criteria weights. The higher the criteria weight, the higher 
its importance in evaluating software quality. 

III. SOFTWARE QUALITY 
Software quality is a benchmark for measuring software 

requirements and the prerequisite to meet the user’s 
specifications. Software quality involves user requirements, 
system design, documentation, and all the requirements needed 
for the development of professionally acceptable software [5]. 
It strictly follows the software development life cycle and 
evaluates and improves software performance [5]. Software 
quality can be enforced using software quality models. 

A. Software Quality Models 
Different software quality models have been proposed by 

researchers such as McCall [6], Boehm [7], Jamwal [8], Grady 
[9], Dromey [10] and ISO/IEC [11] among others as shown in 
Table I. These quality models contain quality attributes that 
may be used to ascertain the quality of a software product by 
determining how the software executes its code or how the 
software architecture is structured and organized with the 
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system’s requirements [12]. All the quality models have 
software quality attributes and sub-attributes used for the 
measurement of software quality [13]. Quality attributes and 
sub-attributes are used to characterize products and can be 

measured. They usually end with the word “lity”. According to 
the ISO 9126 standard, a software quality model is expected to 
have the following attributes: Functionality, Reliability, 
Usability, Efficiency, Maintainability and Portability. 

TABLE I. SOFTWARE QUALITY MODELS AND THEIR SUB-ATTRIBUTES 

            Quality Models 

Quality Attributes 

McCal
l Boehm FURPS Dromey ISO- 

9126 Glibb Kitchenham 
and Pickard  

Ghezzi 
et al. Georgiadou  

Jamwal 
and 
Jamwal  

Proposed 
Quality 
Model 

Maintainability / /  / /  / / /  / 

Flexibility / /      /    

Testability / /         / 

Correctness /         /  

Reliability / / / / /  / / / / / 

Efficiency / /  /    / /  / 

Usability / / / / / / / / / / / 

Portability / /  / /   / / / / 

Reusability /   /    /   / 

Interoperability /           

Understandability  /          

Functionality   / / /    /  / 

Performance   /       /  

Supportability   /         

Availability      /     / 

Adaptability      /      

Accuracy        /    

Robustness         / /  

Extensibility   /         

Security         /  / 

Cost          / / 

Integrity /           

Confidentiality            

Non-Repudiation            

B. Software Quality Attributes 
Software quality attributes are used to measure customer 

fulfilment of a product for other similar products. They are also 
used by software developers to develop quality software. These 
attributes include correctness, reliability, portability, efficiency, 
maintainability, supportability, functionality, usability, 
availability, among others. The software development life 
cycle ensures that implementing quality attributes in software 
development may result in the production of a well-engineered 
software product and is to be enforced throughout the 
development, implementation, and deployment phases of the 
software [5]. 

C. Software Quality Attributes Descriptions 
This section itemizes and describes some software quality 

attributes. 

• Correctness: Correctness refers to the capability of 
software to meet its required results. 

• Usability: Usability is the ease of use and learnability of 
software by customers. 

• Efficiency: Efficiency is the ability of software to 
perform well, given that tasks are completed faster 
while using fewer resources and saving computer power 
with great performance. 

• Reliability: Reliability refers to the probability of 
software operating in a given environment within a 
specified period to perform well without encountering a 
breakdown. 

• Accuracy: Accuracy refers to the degree to which a 
software product provides the right results during usage 
without encountering an error. 
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• Robustness: Robustness refers to the ability of a 
software product to cope with any form of error it may 
encounter during operation. 

• Functionality: Functionality is the ability of software to 
perform the tasks for which it was intended. 

• Performance: Performance refers to the total 
effectiveness of a software product. 

• Availability: Availability refers to the degree to which a 
software product is operational and easily accessible 
when needed for usage. 

• Maintainability: The ease with which software can be 
modified to correct faults or improve performance. 

• Flexibility: Flexibility is the ability of software to adapt 
to possible future changes in its requirements. 

• Portability: The measure of the ease of transferring 
software from one computing environment to the other.  

• Reusability: Reusability is the use of existing tested and 
validated loosely coupled components in the 
development of software applications. 

• Testability: Testability is the ease with which the 
correctness of software can be verified. 

• Understandability: The capability of a software product 
to enable the user to understand whether it is suitable 
and its usability for specific tasks and conditions for 
use. 

• Interoperability: Interoperability is the ease with which 
software is used with other software applications. 

IV. ANALYTIC HIERARCHY PROCESS (AHP) 
AHP is a method of multi-criteria evaluation that organizes 

and simplifies the decision-making process. It was originally 
developed by Thomas L. Saaty [20] to provide measures of 
judgement consistency; to derive priorities among criteria and 
alternatives, and to simplify the rating of preferences among 
decision criteria using pair-wise comparisons [21]. The AHP 
decision-making tool is robust and flexible in dealing with 
complex decision problems. It uses a multi-level hierarchical 
structure of objective or goal, criteria or attributes, and 
alternatives. 

AHP is based on mathematics and psychology [22]. It helps 
decision-makers to find a decision that best suits their goal and 
their understanding of a given problem. It is a method to derive 
ratio scales from paired comparisons [23] and is based on a 
certain scale that changes subjective judgements into objective 
judgement and solves qualitative problems with quantitative 
analysis. It is simple and hence has seen its application in many 
fields. 

A. Assessment of Quality Attributes 
The research uses an Analytical Hierarchy Process (AHP) 

to perform a multi-criteria decision-making assessment to 
select a suitable software quality attribute for the development 
of the quality model. The selection will be made from eleven 
attributes (Maintainability M(s), Testability T(s), Reliability 

R(s), Efficiency E(s), Usability U(s), Portability P(s), 
Reusability Re(s), Cost Co(s), Functionality Fn(s), Security 
S(s) and Availability A(s)) and three alternatives (“Mostly 
addressed”, “Doubles up as a Sub-attribute”, “Has Sub-
attributes”). This information will be used to develop a 
hierarchical structure with the goal at the top level, the 
attributes at the second level, and the alternatives at the third 
level as shown in Fig. 1. 

The hierarchical structure obtained was synthesized to 
determine the relative importance of each attribute to the goal. 
This is done using a pair-wise comparison matrix with the help 
of a scale of relative importance as shown in Table II. 

The quality attributes used for the judgement matrix are 
shown in Table III. It consists of eleven (11) main attributes 
and thirteen (13) sub-attributes. The AHP technique was only 
applied to the eleven (11) main attributes. 

B. Selection of Appropriate Software Quality Attributes using 
the Analytic Hierarchy Process (AHP) 
The judgement matrix was determined by twenty (20) 

experts’ decisions, based on related research. The 
implementation was done using MATLAB/Simulink Software 
R2020b. The software allows for easy calculation and analysis 
for the decision-making process. It also helps in constructing 
the model and drawing analysis. 

 
Fig. 1. Hierarchical Structure of Software Quality Attributes. 

TABLE II. THE SCALE OF COMPARISON [24] 

Scale of Importance Degree of Preference 

1 Equal Importance 

3 Moderate Importance 

5 Strong Importance 

7 Very Strong Importance 

9 Extreme Importance 

2,4,6,8 Intermediate Values 

1/3, 1/5, 1/7, 1/9 Values for Inverse Comparison 
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TABLE III. QUALITY ATTRIBUTES AND THEIR SUB-ATTRIBUTES 

Attribute Sub-attribute 

Maintainability M(s) 

Flexibility 

Extensibility 

Supportability 

Usability U(s) Understandability 

Reliability R(s) 
Robustness 

Accuracy 

Testability T(s)  

Functionality Fn(s) 
Correctness 

Interoperability 

Availability A(s)  

Reusability Re(s)  

Cost Co(s)  

Efficiency E(s) Performance 

Portability P(s) Adaptability 

Security S(s) 

Integrity 

Confidentiality 

Non-Repudiation 

C. Quality Attribute Selection Judgement Matrices 
A geometric mean of the scores from the questionnaire was 

found and represented in Table IV for effective criteria and 
pair-wise comparison. 

Table V shows the normalised pair-wise comparison matrix 
while Table VI shows the consistency matrix. 

Twenty experts were given questionnaires to fill for the 
multi-criteria decision process. The geometric mean of these 
questionnaires was found by multiplying the values for each of 
the attributes in Table IV and setting it to the 1/nth power. The 
sum of each attribute was finally calculated. The geometric 
mean of the scores was found by 

1

1 2
1

n n
n

i n
i

x x x x
=

 
= 

 
∏ 

               (1) 

Where n is the number of terms that are being multiplied. 

The normalised pair-wise comparison matrix was found in 
Table V by diving each of the values for the attributes in 
Table IV by the sum. To calculate the criteria weight, an 
average of the rows is found. 

It is seen from Table V that the criteria weight of 
Maintainability is 17.37%, Testability is 13.02%, Usability is 
7.22%, Functionality is 6.22%, Cost is 4.73%, Portability is 
7.13%, Availability is 5.99%, Reusability is 6.86%, Security is 
13.61%, Reliability is 10.35% and Efficiency is 7.49%. 
Maintainability is seen to have the highest weight while Cost is 
seen to have the lowest weight. 

To check for the cost of the expert’s evaluation, the 
consistency of the pair-wise comparison matrix is calculated. 
This is done by multiplying the criteria weight by the pair-wise 
comparison matrix which is not normalised in Table IV as 
shown in Table VI. The weighted sum of the new matrix is 
found and then divided by the criteria weight. The overall sum 
is found for the calculation of λmax  and Consistency Ratio 
(CR). The value of the consistency ratio must be less than 0.1 
to make the judgement matrix acceptable. 

max
134.04 612.18

11
λ = =

             (2) 

max n 12.186 11CI 0.119
n 1 10

λ − −
= = =

−            (3) 

CI 0.119CR = 0.079
RI 1.51

= =
            (4) 

The selection judgement matrix shows consistency since 
the value of the Consistency Ratio (CR) is 0.079 which is less 
than 0.1. 

TABLE IV. GEOMETRIC MEAN OF THE FILLED QUESTIONNAIRE 

Attributes M(s) T(s) R(s) P(s) A(s) E(s) Fn(s) Re(s) S(s) U(s) Co(s) 

M(s) 1.00 2.05 2.44 2.98 2.95 2.75 2.95 2.18 1.55 1.59 2.80 

T(s) 0.49 1.00 2.04 2.30 2.99 2.02 2.85 1.90 1.20 1.31 2.10 

R(s) 0.41 0.49 1.00 1.00 1.95 1.72 2.69 1.50 1.28 2.10 2.59 

P(s) 0.34 0.43 1.00 1.00 1.20 0.75 0.98 1.29 1.05 1.03 1.68 

A(s) 0.34 0.33 0.51 0.51 1.00 1.02 1.01 0.67 0.20 2.54 1.54 

E(s) 0.36 0.50 0.58 1.33 0.98 1.00 1.02 1.59 0.28 2.85 1.50 

Fn(s) 0.34 0.35 0.37 1.02 0.99 0.98 1.00 2.65 0.32 0.55 1.85 

Re(s) 0.46 0.53 0.67 0.78 1.49 0.63 3.57 1.00 0.23 0.60 1.55 

S(s) 0.65 0.83 0.78 0.95 5.00 3.57 3.13 4.35 1.00 0.87 1.90 

U(s) 0.63 0.76 0.48 0.97 0.39 0.35 1.82 1.67 1.15 1.00 1.00 

Co(s) 0.36 0.48 0.39 0.60 0.65 0.67 0.54 0.65 0.53 1.00 1.00 

SUM 5.36 7.75 10.26 13.44 19.60 15.46 21.56 19.44 8.79 15.44 19.51 
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TABLE V. NORMALISED PAIR-WISE COMPARISON MATRIX 

Attributes Criteria Weight Criteria Weight (%)  

M(s) 0.1737 17.37 

T(s) 0.1302 13.02 

R(s) 0.1035 10.35 

P(s) 0.0713 7.13 

A(s) 0.0599 5.99 

E(s) 0.0749 7.49 

Fn(s) 0.0622 6.22 

Re(s) 0.0686 6.86 

S(s) 0.1361 13.61 

U(s) 0.0722 7.22 

Co(s) 0.0473 4.73 

TABLE VI. CONSISTENCY OF PAIR-WISE COMPARISON MATRIX 

Attributes Criteria 
Weight (CW) 

Weighted Sum 
Value (WSV) WSV/CW 

M(s) 0.1737 2.079816 11.973 

T(s) 0.1302 1.585515 12.178 

R(s) 0.1035 1.27414 12.308 

P(s) 0.0713 0.864021 12.116 

A(s) 0.0599 0.720668 12.029 

E(s) 0.0749 0.903899 12.057 

Fn(s) 0.0622 0.763373 12.274 

Re(s) 0.0686 0.847724 12.359 

S(s) 0.1361 1.718038 12.623 

U(s) 0.0722 0.880394 12.196 

Co(s) 0.0473 0.564336 11.929 

SUM 134.04 

                λmax = 12.186     CR = 0.079                                                

It can be seen from Table V that Maintainability M(s) has 
the highest weight which is 17.37% while Cost Co(s) has the 
lowest weight of 4.73%. Fig. 2 shows a graphical 
representation of the weights of the software quality attributes. 

D. Alternative Selection Judgement Matrices 
The alternatives which are “Mostly addressed”, “Doubles 

up as Sub-attributes”, and “Has Sub-attributes” were also 
analysed for Maintainability M(s) as shown in Table VII. 

Table VII shows that Maintainability has a higher weight of 
74% for being mostly addressed and a lower weight of 11% for 
doubling up as a sub-attribute.  

The alternatives were also analysed for Testability T(s) as 
shown in Table VIII. 

Table VIII shows that Testability has a higher weight of 
67% for being mostly addressed and a lower weight of 10% for 
doubling up as a sub-attribute. 

 
Fig. 2. Weights of the Software Quality Attributes. 

TABLE VII. THE WEIGHT OF ALTERNATIVES FOR M(S) 

M(s) Has Sub-
Attributes 

Doubles Up 
as Sub-
attribute 

Mostly 
Addressed 

Criteria 
Weight 

Has Sub-
Attributes 1.00 1.00 1/4 0.15 

Doubles Up 
as Sub-
attribute 

1.00 1.00 1/9 0.11 

Mostly 
Addressed 4.00 9.00 1.00 0.74 

                λmax
= 3.0749                                     CR = 0.0646 

TABLE VIII. THE WEIGHT OF ALTERNATIVES FOR T(S) 

T(s) Has Sub-
Attributes 

Doubles Up 
as Sub-
attribute 

Mostly 
Addressed 

Criteria 
Weight 

Has Sub-
Attributes 1.00 3.00 1/4 0.23 

Doubles Up 
as Sub-
attribute 

1/3 1.00 1/5 0.10 

Mostly 
Addressed 4.00 5.00 1.00 0.67 

                λmax
= 3.0869                                    CR = 0.07496 
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The alternatives were also analysed for Reliability R(s) as 
shown in Table IX. 

Table IX shows that Reliability has a higher weight of 78% 
for being mostly addressed and a lower weight of 8% for 
doubling up as a sub-attribute. 

The alternatives were also analysed for Efficiency E(s) as 
shown in Table X. 

Table X shows that Efficiency has a higher weight of 62% 
for being mostly addressed and a lower weight of 10% for 
doubling up as a sub-attribute. 

The alternatives were also analysed for Usability U(s) as 
shown in Table XI. 

Table XI shows that Usability weights 80% for being 
mostly addressed and a weight of 8% for doubling up as a sub-
attribute. 

TABLE IX. THE WEIGHT OF ALTERNATIVES FOR R(S) 

R(s) Mostly 
Addressed 

Has Sub-
Attributes  

Doubles Up 
as Sub-
attribute 

Criteria 
Weight 

Mostly 
Addressed  1.00 7.00 8.00 0.78 

Has Sub-
Attributes 1/7 1.00 2.00 0.14 

Doubles Up 
as Sub-
attribute 

1/8 1/2 1.00 0.08 

                λmax
= 3.035                                   CR = 0.0304 

TABLE X. THE WEIGHT OF ALTERNATIVES FOR E(S) 

E(s) Has Sub-
Attributes 

Doubles Up 
as Sub-
attribute 

Mostly 
Addressed 

Criteria 
Weight 

Has Sub-
Attributes 1.00 4.00 1/3 0.28 

Doubles Up 
as Sub-
attribute 

1/4 1.00 1/5 0.10 

Mostly 
Addressed 3.00 5.00 1.00 0.62 

                λmax
= 3.0867                                   CR = 0.0747 

TABLE XI. THE WEIGHT OF ALTERNATIVES FOR U(S) 

U(s) Mostly 
Addressed 

Has Sub-
Attributes  

Doubles Up 
as Sub-
attribute 

Criteria 
Weight 

Mostly 
Addressed  1.00 9.00 8.00 0.80 

Has Sub-
Attributes 1/9 1.00 2.00 0.12 

Doubles Up 
as Sub-
attribute 

1/8 1/2 1.00 0.08 

                λmax
= 3.075                                   CR = 0.0649 

The alternatives were also analysed for Portability P(s) as 
shown in Table XII. 

Table XII shows that Portability weighs 56% for being 
mostly addressed and a weight of 9% for doubling up as a sub-
attribute. 

The alternatives were also analysed for Reusability Re(s) as 
shown in Table XIII. 

Table XIII shows that Reusability has a weight of 41% for 
having sub-attributes and a weight of 26% for doubling up as a 
sub-attribute. 

The alternatives were also analysed for Functionality Fn(s) 
as shown in Table XIV. 

Table XIV shows that Functionality’s weightiness for being 
mostly addressed is 57% and 10% for doubling up as a sub-
attribute. 

TABLE XII. THE WEIGHT OF ALTERNATIVES FOR P(S) 

P(s) Has Sub-
Attributes 

Doubles Up 
as Sub-
attribute 

Mostly 
Addressed 

Criteria 
Weight 

Has Sub-
Attributes 1.00 5.00 1/2 0.35 

Doubles Up 
as Sub-
attribute 

1/5 1.00 1/5 0.09 

Mostly 
Addressed 2.00 5.00 1.00 0.56 

                λmax
= 3.054                                   CR = 0.0465 

TABLE XIII. THE WEIGHT OF ALTERNATIVES FOR RE (S) 

Re(s) Mostly 
Addressed 

Doubles Up 
as Sub-
attribute 

Has Sub-
Attributes  

Criteria 
Weight 

Mostly 
Addressed  1.00 1.00 1.00 0.33 

Doubles Up 
as Sub-
attribute  

1.00 1.00 1/2 0.26 

Has Sub-
Attributes 1.00 2.00 1.00 0.41 

                λmax
= 3.054                                   CR = 0.0463 

TABLE XIV. THE WEIGHT OF ALTERNATIVES FOR FN (S) 

Fn(s) Has Sub-
Attributes 

Doubles Up 
as Sub-
attribute 

Mostly 
Addressed 

Criteria 
Weight 

Has Sub-
Attributes 1.00 4.00 1/2 0.33 

Doubles Up 
as Sub-
attribute 

1/4 1.00 1/5 0.10 

Mostly 
Addressed 2.00 5.00 1.00 0.57 

                λmax
= 3.0247                                  CR = 0.0213 
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The alternatives were also analysed for Availability A(s) as 
shown in Table XV. 

Table XV shows that Availability has a weight of 60% for 
doubling up as a sub-attribute and a lower weight of 17% for 
being most addressed. 

The alternatives were also analysed for Cost Co(s) as 
shown in Table XVI. 

Table XVI shows that Cost has a weight of 77% for 
doubling up as a sub-attribute and a weight of 11% for having 
sub-attributes. 

The alternatives were also analysed for Security S(s) as 
shown in Table XVII. 

Table XVII shows that Security has a weight of 56% for 
doubling up as a sub-attribute and a weight of 9% for having 
sub-attributes. 

The overall weights for the software quality attribute 
selection are summarised in Table XVIII. 

TABLE XV. THE WEIGHT OF ALTERNATIVES FOR A(S) 

A(s) Mostly 
Addressed 

Has Sub-
Attributes  

Doubles Up as 
Sub-attribute 

Criteria 
Weight 

Mostly 
Addressed  1.00 1.00 1/5 0.17 

Has Sub-
Attributes 1.00 1.00 1/2 0.23 

Doubles Up 
as Sub-
attribute 

5.00 2.00 1.00 0.60 

                λmax
= 3.0951                                   CR = 0.08196 

TABLE XVI. THE WEIGHT OF ALTERNATIVES FOR CO (S) 

Co(s) Has Sub-
Attributes  

Mostly 
Addressed  

Doubles Up as 
Sub-attribute 

Criteria 
Weight 

Has Sub-
Attributes  1.00 1.00 1/9 0.11 

Mostly 
Addressed  1.00 1.00 1/5 0.13 

Doubles Up 
as Sub-
attribute 

9.00 5.00 1.00 0.77 

                λmax
= 3.0389                                  CR = 0.0336 

TABLE XVII. THE WEIGHT OF ALTERNATIVES FOR S(S) 

S(s) Mostly 
Addressed 

Has Sub-
Attributes  

Doubles Up as 
Sub-attribute 

Criteria 
Weight 

Mostly 
Addressed  1.00 2.00 1/2 0.35 

Has Sub-
Attributes 1/2 1.00 1/9 0.09 

Doubles Up 
as Sub-
attribute 

2.00 9.00 1.00 0.56 

                λmax
= 3.0745                                   CR = 0.0642 

TABLE XVIII. THE WEIGHTS FOR SOFTWARE QUALITY ATTRIBUTE 
SELECTION 

Element Weight 

Alternatives 

Mostly Addressed 0.520 

Doubles up as Sub- attributes 0.221 

Has Sub-attributes 0.259 

Criteria or Attributes 

Maintainability  0.1737 

Testability 0.1302 

Reliability 0.1035 

Efficiency 0.749 

Usability 0.722 

Portability 0.713 

Reusability 0.686 

Security 0.1361 

Functionality 0.622 

Availability 0.599 

Cost 0.473 

Combined Consistency: 0.057 

The results in Table XVIII show that “Mostly Addressed” 
is the highest-ranking software quality alternative with 52% 
and “Has Sub- attribute” is the lowest ranking alternative with 
22%. The result also shows Maintainability as the highest-
ranking software quality attribute with 17%. Table XVIII also 
shows that the overall analysis is consistent since the value of 
CR is 0.057 which is less than 0.1. 

V. RESULTS AND DISCUSSIONS 
The software quality attributes have been evaluated and 

according to Table IV, Maintainability is seen to weigh 
17.37%, Testability has a percentage of 13.02%, Reliability has 
a percentage of 10.35, Efficiency has a percentage of 7.49, 
Usability has a percentage of 7.22, Portability has a percentage 
of 7.13, Reusability has a percentage of 6.86, Functionality has 
a percentage of 6.22, Security weighs 13.61, Availability has a 
percentage of 5.99 and Cost has a percentage of 4.73. This was 
pictorially represented in Fig. 2. 

Tables VII, VIII, …, XVII has shown that Maintainability 
has a higher weight of 74% for being mostly addressed and a 
lower weight of 11% for doubling up as a sub-attribute. 
Testability weight of 67% for being mostly addressed and a 
weight of 10% for doubling up as a sub-attribute. Reliability 
has 78% for being mostly addressed and a weight of 8% for 
doubling up as a sub-attribute. Reliability is seen to also have 
78% for being mostly addressed and a weighs 8% for doubling 
up as a sub-attribute. 62% was the weight of Efficiency for 
being mostly addressed and 10% for doubling up as a sub-
attribute. Usability’s weightiness for being mostly addressed is 
80% and 8% for doubling up as a sub-attribute. Portability also 
has a weight of 56% for being mostly addressed and a weight 
of 9% for doubling up as a sub-attribute. 41% was the weight 
of Reusability for having sub-attributes and 26% for doubling 
up as a sub-attribute. Functionality also has a weight of 57% 
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for being mostly addressed and a weight of 10% for doubling 
up as a sub-attribute. 60% was also the weight of Availability 
for doubling up as a sub-attribute and 17% for being mostly 
addressed. Cost has a weight of 77% for doubling up as a sub-
attribute and a weight of 11% for having sub-attributes. 
Finally, Security is seen to have 56% for doubling up as a sub-
attribute and 9% for having sub-attributes. 

VI. CONCLUSION AND FUTURE WORK 
The paper uses a multi-criteria decision-making analysis 

based on the expert’s evaluation and the use of the Analytic 
Hierarchy Process (AHP) to rank software quality attributes. A 
hierarchical model is presented for the AHP process. The 
results show the criteria weight of Maintainability to be 
17.37%, Testability to be 13.02%, Reliability to be 10.35%, 
Efficiency to be 7.49%, Usability to be 7.22%, Portability to be 
7.13%, Reusability to be 6.86%, Security to be 13.61%, 
Functionality to be 6.22%, Availability to be 5.99% and Cost 
Co(s) to be 4.73%. Maintainability is therefore the most 
important quality attribute followed by Security, Testability, 
Reliability, Efficiency, Usability, Portability, Reusability, 
Functionality, Availability and Cost. 

The future work will include the integration of AHP with 
Linear Programming (LP) to select the most important 
software quality attribute among several attributes. The criteria 
weights produced from the AHP technique will serve as 
function coefficients in LP to build a linear model. Sensitivity 
analysis will also be performed to check changes in criteria 
weight and effect on the attributes. 
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Abstract—The process of extraction of software entities such 
as system, use case, and actor from an English natural language 
description of a user’s software requirements is a linguistic and 
semantic process of a natural language processing application. 
Entity extraction is known to be a complicated and challenging 
problem by researchers in the fields of linguistics or 
computation, due to the ambiguities in natural languages. This 
paper presents a named entity recognition method called 
SyAcUcNER (System Actor Use-Case Named Entity Recognizer), 
for extracting the system, actor, and use case entities from 
unstructured English descriptions of user requirements for the 
software. SyAcUcNER uses one of the Machine Learning (ML) 
approaches, that is, the Support Vector Machine (SVM) as an 
effective classifier. Also, SyAcUcNER uses a semantic role 
labeling process to tag the words in the text of user software 
requirements. SyAcUcNER is the first work that defines the 
structure of a requirements engineering specialized NER, the 
first work that uses a specialized NER model as an approach for 
extracting actor and use case entities from English language 
requirements description, and the first time an SVM has been 
used to specify the semantic meanings of words in a certain 
domain of discourse; that is the Software Requirements 
Specification (SRS). The performance of SyAcUcNER, which 
utilizes WEKA’s SVM, is evaluated using a binomial technique, 
and the results gained from running SyAcUcNER on text 
corpora from assorted sources give weighted averages of 76.2% 
for precision, 76% for recall, and 72.1% for the F-measure. 

Keywords—Information extraction; named entity recognition; 
machine learning; support vector machine; software requirement 
specification; WEKA; I-CASE 

I. INTRODUCTION 
The system, use case, and actor are the main entities of the 

Software Requirements Specification (SRS), which is an 
unformatted Natural Language (NL) text description of a 
system. The extracting of these entities is considered the first 
step in the development of desired information system, as the 
actors are the individuals that use the system like humans, 
external software, etc., in which each actor has certain roles, 
and the use cases are used to (1) identify the functional 
requirements of the developed system that would be used by 
actors, (2) design the system's architecture, (3) control the 
implementation of the system, (4) verify and validate the 
developed system via generating test cases [1]. 

Based on the above, the extracting of the system, actor, and 
use case entities from SRS has been recognized as a key step in 
analyzing software user requirements and it is achieved by 
using systematic definitions of these entities [2]. Usually, a 

manual approach, which was described algorithmically by [3] 
and [4], is used to achieve the process of extracting SRS 
elements. 

Due to the unstructured style of the written SRS, certain 
problems exist that impose a careful linguistic analysis by a 
human to be accomplished properly. As a consequence, the 
manual approach can be error-prone and time-consuming [5] 
[6]. To facilitate and speed up the performing of extracting the 
SRS elements from an unstructured and natural language-
formed user requirement text, a set of solutions have been 
proposed to automate this process. 

The previously proposed solutions for automating the 
extraction of SRS fall into two approaches. The first one is the 
production rules approach, which is, in general, has 
shortcomings like vagueness, inefficiency (time-consuming 
execution, intelligent interpreter, and difficulty to follow the 
execution control), absence of learning ability, and the 
resolution's conflict [7] [8] [9]. The second approach is the 
connectionist approach – or the Artificial Neural Networks 
(ANN), which is (in addition to be computationally expensive) 
has some problems like the poor ability to predict, the 
excessive training required for developing a solution, the long 
time that is required to develop a network, and the 
unexplainable answer (Blackbox) [10] [11]. ANN approach is a 
Machine Learning (ML) method, which has other methods. 
Because of the problems that ANN has, this paper proposes the 
use of another ML method that is the Support Vector Machine 
(SVM) method to automatically extract system, actor, and use 
case entities from unstructured NL requirements text 
documents in English. 

An SVM is used to create a learning model based on a 
supervised learning approach that uses pre-labeled training data 
to train the model to classify these data [12]. SVM is a non-
probabilistic binary classifier that categorizes data into several 
classes. The binary classification SVM achieves classification 
by mapping input data to classes (hyperplanes) in an N-
dimensional space based on a maximal margin, where N  is  the 
number of features of a data point [12]. SVM is a very useful 
classifier of undistributed data and irregularly distributed data, 
which can be of different types like text, images, audio, and 
other types. This is seen in the different and many real-world 
applications where SVM is used such as sentiment analysis, 
handwriting recognition, a cancer diagnosis. 

Although there are many classification algorithms in 
machine learning, yet, SVM has been shown to achieve 
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significantly better and more robust classification than other - 
supervised learned- classification algorithms due to the 
following outstanding properties [12] [13]: 

1) SVM is distinguished in learning by: 

• SVM has no overfitting problem. 

• SVM can apply to semi-supervised learning models 
also. 

• SVM works stably and it generalizes well to data not 
included in the training data set or that data that its 
features would be changed. This is because the SVM 
classification approach is principally reliant on a subset 
of points only in its work to maximize the gap (margin) 
between nearby points of classes. It means that only an 
inliers subset of points is helpful and no need to 
consider outliers points. 

• SVM is a fast-learning algorithm as the kernel function 
of SVM is performed for the classification per training 
sample. Worthy to note that the Polynomial kernel was 
proved as a better factor in SVM. 

• SVM is robust, which is shown by its ability to produce 
a unique solution. 

2) SVM is more efficient in high n-dimensional space, in 
cases where the number of samples is less than the number of 
dimensions and is relatively memory efficient. 

3) SVM delivers accurate results due to the following: 

• The generated hyperplane creates a clear margin to 
separate classes, and as the large margin is as a more 
corrected classification of data would be gained. The 
soft margin is used with non - linearly separable data 
and the hard margin is used with linearly separable 
data. 

• The convex optimization nature of SVM makes the 
answer a global minimum rather than a local minimum, 
which in turn yields more optimality confidence in the 
results. 

4) SVM can be adapted to work with different data types. 
This is because SVM has a built-in kernel function, which is a 
technology that provides the ability to solve any complex 
problem. Note that Kernel is a non-parametric (linear or 
nonlinear) identifiable function that comes with different 
forms depending on the data it operates on. 

5) Generally, the SVM classifier has better computational 
complexity than the other classifiers. SVM has a very little 
execution time than the Artificial Neuron Network (ANN). 
SVM has a faster prediction with better classification accuracy 
than the Naive Bayes classifier. SVM has less time complexity 
than the logistic regression classifier. SVM is more robust 
than the logistic regression, just as there is some bias in the 
training data set. 

6) The availability of library SVM classifiers in many 
programming languages and packages such as MATLAB, 
Weka, and Python makes the work with SVM so easy. 

As shown, the advantages of SVM make it an attractive 
method that can be used instead of ANN. Worth mentioning 
that SVM will underperform and being unsuitable when the 
data sets are large has more noise (overlapped classes) and has 
no clear probabilistic justification to have classification [12]. 
To achieve the goal of automating the extraction of SRS 
elements, our work should answer the following research 
questions: 

• How can SVM be used to extract certain entities from 
an unstructured text, and. 

• What is the performance of a system that utilizes SVM 
for extracting SRS elements? 

Section 2 of this paper illustrates background theoretical 
issues and Section 3 examines related works and approaches. 
Section 4 describes the proposed approach, which is followed 
by a discussion and evaluation of the experimental results in 
Section 5, and finally, the conclusions, findings, and 
recommendations are presented in Section 6. 

II. BACKGROUND 
This paper is about using the SVM machine learning 

classifier as the main part of a Named Entity Recognition 
(NER) system to automate the extraction of SRS elements. 

NER is an ML-based process that is used to find and 
classify names in unstructured or semi-structured texts. These 
goals are achieved by annotating the words in the text words 
with the names of categorized entities in the real world, such as 
locations, places, organizations, companies, persons, 
individuals, etc. Stanford CoreNLP [14] and the Apache 
OpenNLP [15] are two well-known examples of NER that 
extract real-world entities from a text. Also, there are NER 
models for extracting beneficial information from biomedical 
texts, such as mentions of proteins and genes and the 
relationships between them [26]. There are two types of NER 
methods: the first is an ontology-based NER, which strongly 
relies on updates of knowledge to successfully distinguish 
known terms and concepts in unstructured or semi-structured 
texts [16], and the second is a deep learning NER, which aims 
(in addition to recognizing terms and concepts) to cluster 
words by using a word embedding technique that attempts to 
understand both the semantics of a word and the syntactic 
relationship between words [17]. As NER is a central 
subfunction that extracts and classifies certain information 
(names in a text) from either semi-structured or unstructured 
text, it is considered an important sub-task of open information 
extraction (OIE). 

OIE is a process that creates a structured representation of 
information in an unstructured or semi-structured text. The 
resulting structured representation is usually in the form of n-
ary propositions [18]. OIE aims to extract all types of relations 
that may exist in a text, whether these are pre-known relations 
or under discovery. Based on this approach, OIE supports the 
independent extraction of relations from small, large, and 
heterogeneous corpora within a specific domain. Automation 
of the OIE process needs to be efficient, to rely on 
unsupervised extraction strategies, and to consider corpus 
heterogeneity [19]. The OIE process is achieved by using 
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several types of NL processing approaches at the semantic 
level, all of which function to infer the semantics of a word 
from its particular linguistic attributes. These attributes are 
linguistic annotations of a word and are used by a processing 
technique to recognize a word's semantics (or connotation) 
within a specific domain. Annotation, for example with part-
of-speech (POS) tags, is accomplished by using natural 
language processing (NLP) tools such as parse trees, syntactic, 
and dependency parsers [20] [9]. 

NLP is of great importance in creating human-machine 
interfaces, and accordingly has become an attractive research 
field, aiming to find and define algorithms, methods, and 
approaches to give computers the ability to communicate with 
a human via natural language [9]. NLP is dedicated to allowing 
a computer system to perform analysis and comprehension, and 
to specify the meanings of words or even statements that are 
written in NL. NLP is a difficult issue in computer science; this 
is due to the nature of NL, as it naturally suffers from the issues 
of ambiguity and expressiveness, which easily lead to problems 
with misunderstanding [21]. In general, working with NLP has 
moved towards viewing the analysis processing of language as 
being disintegrated into different sub-processes, illustrating the 
theoretical linguistic singularity for each of the lexical, 
syntactic, semantic, and pragmatic levels of NLP [20]. The 
essential view is that the statements are first investigated 
according to their syntax; this gives a structure that is 
increasingly amenable to examination regarding semantics. 
The next stage, which is a pragmatic analysis, aims to specify 
the true meaning of the text or speech in the context. The three 
core subprocesses are syntax, semantic, and pragmatic, all of 
which serve as a starting point in the processing of texts 
formed using NL [20]. The standard analysis stages in NLP are 
[20] [9]: 

1) Tokenization: The process of breaking up a sentence 
into elements called tokens. 

2) Lexical analysis: A process that aims to check whether 
a word belongs to a language and to find the part of speech 
(POS) for the word, or to reveal the class of a word (i.e., verb, 
noun, or preposition). The lexical analysis also includes the 
morphological processing of a word, which aims to isolate the 
stem of the word and its affixes. 

3) Syntactic analysis: This applies the grammar of the 
language (using a parsing algorithm) to identify the legal 
structure of the input statement. 

4) Semantic analysis: This is the process of extracting the 
exact meaning from the text. 

5) Pragmatic analysis: This aims to infer the purpose of 
the use of the word/text in situations and requires knowledge 
about the domain of discourse. It is achieved by reinterpreting 
the text as it really implies. 

In short, the linguistic and semantic analysis of a text is 
carried out either as a semantic analysis of the whole text as a 
single unit or as a semantic analysis of individual words in a 
text. The first approach is used to recognize the intention or 
sentiment of a speaker, and the second is used to extract 
specific information from a text, or in other words to convert 
semi-structured and unstructured text to a structured form. 

Here, NER has a key role in the semantic stage of NLP in 
terms of extracting the meaning of words and sentences in 
addition to their relationships. 

III. RELATED WORKS AND APPROACHES 
Automation of the manual approach to extracting actors 

and use cases from software requirements statements shows 
that several types of NLP tools and approaches have been used 
for extracting certain semantics from software functional 
requirements described in natural language. 

The first approach described here is the use of the 
production rules that govern linguistic properties to extract the 
elements of the software requirements that are required to 
develop each use case diagram and class diagram. This 
approach was utilized by the UMGAR system [22]. A similar 
technique known as a rule-based approach was proposed by 
[23] for automatically extracting use cases and goal models 
from unformatted, NL, and textual documents of requirements. 
This approach combines a number of methods to detect goals 
and the entities of use cases along with their relationships from 
the textual document. The semantic parameterization of textual 
specifications is used to guide the detection process of the 
rules. Worth to report here that the Genetic Algorithm (GA) 
can be utilized as a supporting step – for optimization 
purposes- to select the best set of production rules that should 
be manually created earlier. The approach can be seen in the 
work of [24] to discover the best classification rules for the 
Car, Zoo, and Mushroom classes, and the work of [25] that 
used GA (with treebank) to develop a syntactic analyzer to 
enhance the Parseval score of seed grammar rules. 

Production rules may be supported by an NLP tool to 
facilitate the development of more precise recognition rules. A 
hybrid NLP tool that combines production rules with 
predefined types of use cases and actors is used by [1]. Also, a 
combined NLP and domain ontology approach was used in 
RAPID, a scheme proposed by [26] that takes textual 
requirements in NL form and extracts the primary concepts and 
their relationships to create unified modeling language (UML) 
diagrams. 

An approach using a set of semantic heuristics rules to 
generate the patterns used to extract the use case model, based 
on a general NLP tool, was proposed by [27]. The software 
requirements processed in this work are Arabic natural 
language texts, and the generated patterns depend on the 
sentence structure. The Stanford parser is the NLP tool utilized 
in this approach. This scheme follows the work of [21], which 
uses an open NLP tool called Semantic Business Vocabulary 
and Rules to extract object-oriented models from user software 
requirement specifications (SRS). 

Conversion of the description of requirements from a 
natural language form to structured natural language as a prior 
step in utilizing other NLP analyzing processes is the approach 
used by [28]. The conversion process is facilitated by an 
elicitation process, both of which form part of an expert system 
that elicits requirements from different stakeholders and 
maintains a knowledge base that supports the future extraction 
of certain elements from similar requirement descriptions. A 
very similar approach is used by [29], who proposes an 
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approach that takes requirements in NL form and converts 
them to an intermediate structured representation using 
grammatical knowledge patterns and the dependency analyzing 
of the requirements statements. This intermediate 
representation is used to create a class diagram. 

An approach using POS, pre-processing, and parsing to 
extract certain UML models, called GUEST, is proposed by 
[30]. This is a semi-automated rule-based approach that aims to 
specify models of the goal and use case from unformatted 
textual requirements documents. In this scheme, a number of 
different techniques are utilized to discover and classify the 
goals, use cases, and their relationships from a text, and 
semantic parameterization of the textual specifications is 
carried out. In two selected case studies, GUEST is used to 
process software user requirements described in NL text, and 
producing activity and sequence diagrams. A Recursive Object 
Model (ROM) diagram is utilized to extract semantic 
information from requirements by [31]. This extracted 
semantic information then forms the elements required by 
system modeling language (SysML), which is similar to UML, 
to produce different system models. 

Without denying the achieved results gained by supporting 
the rule-based approach by GA, NLP tools, heuristic style, and 
the modeling approach, the shortcomings of the rule-based 
approach still exist. The general shortcomings of the rule-based 
approach have been reported in the introduction. The best-
reported achievement of the rule-based approach is the one that 
comes from the work of Marinos et al [1], which was 96% of 
precision. 

The alternative approach to the rule-based approach is the 
connectionist approach that uses Artificial Neural Networks 
(ANN) to elicit the SRS’s elements. This is a Machine 
Learning (ML) approach that had been agreed as a good 
solution to the problems accompanied by the rule-based 
approach. ANN, together with Semantic Role Labeling (SRL), 
was suggested by Al-Hroob et al [32] to extract the use case 
and actor SRS entities from NL statements of user 
requirements, as this work is the best-reported achievement 
that is 47.2% of precision. 

IV. PROPOSED SYACUCNER APPROACH 
Examination of the related works and approaches described 

above inspired us to seek a new approach to extract SRS 

semantics, namely the system, actor, and use case. We aimed 
to find an approach that relies on the linguistic (lexical and 
semantic) attributes of a word to discover its true SRS 
semantics. 

In this work, we view NER as a process of extracting a 
structured form (that is, a system, an actor, and a use case 
form) from semi-structured or unstructured text (i.e. a user 
requirements text). Here, NER is applied to the specific domain 
of the user requirements of the software, rather than a real-
world domain. NER is accomplished as a mapping process of 
certain nouns into a predefined system or actor classes of the 
software requirement domain and certain verbs into a 
predefined use case class of the software requirements domain. 
In fact, NER has previously been used in a specific domain by 
[33], who developed a rule-based NER model for knowledge 
extraction of evidence-based dietary recommendations (in the 
biomedical domain). 

In our suggested SyAcUcNER approach, NER is an SVM-
based model that uses certain linguistic attributes of a word to 
recognize the entities of the system, the use case, and the actor 
from a textual description of software requirements. As 
illustrated in Fig. 1, SyAcUcNER is created during the training 
phase and is used for extraction during the testing phase. A 
subprocess involving the linguistic annotation of a statement’s 
tokens is performed in both phases to prepare the data that will 
be used for recognition by the SVM data mining model in the 
training phase and SyAcUcNER in the testing phase. 

A. NL Functional Requirements 
The data set used to train SVM contains 66 English 

language statements with different structures, representing 
software requirements. We collected these statements from 
various sources, such as books and examples in the literature, 
and also from actual software analysis tasks. In each statement, 
the tokens representing a system, an actor, and a use case of 
SRS are manually defined, and their linguistic attributes 
(lexical category, SRL, and dependency relations) are 
automatically extracted and exported to an Excel spreadsheet. 
Due to the exceptional importance of the data set in creating an 
effective classification model, certain properties are considered 
when selecting these 66 NL statements of functional 
requirements. These properties are the numbers and types of 
system, use cases, and actors that exist in an NL functional 
requirements statement. 

 
Fig. 1. The Proposed SyAcUcNER Approach. 
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B. Annotation of the Tokens of the Sentence 
The SRSs are tokenized into words, and each word is given 

linguistic attributes that are used to distinguish the word. The 
tokenization of a statement aims to isolate the words within it, 
as a first step in eliciting the system, actors, and use cases. In 
this paper, we use the following linguistic attributes of a word 
to distinguish its true semantics in an NL functional 
requirement statement (system, actor, and use case): 

• Lexical attribute: This is the linguistic type of a word in 
a language. In English, these include a noun, verb, 
adjective, adverb, conjunction, particle, and adposition 
[20] [9]. This attribute is usually given with the word 
in a dictionary. The realization of the lexical category 
of a word is automatically achieved using 
computerized NLP systems [9]. 

• SRL attribute: This is the thematic role property of a 
noun within a statement (rather than the lexical 
semantics of a word). 

The annotation of semantic roles is an approach in which 
the arguments (nouns) of a predicate (usually a verb) are 
classified based on a predefined set of participant types 
(annotations). These participant types are either the semantic 
relationships between the arguments of the verb or the 
circumstance that is described by the verb. The participant 
types (i.e., the annotations), which are known as semantic or 
thematic roles, are defined by linguistics [34] [35] [36], as 
illustrated by Table I, which lists the known thematic roles of a 
noun. SRL is the process of automatically assigning a semantic 
role to a noun [9]. In SRL, the verb is considered the predicate, 
and the semantic role labels or annotations that label a verb’s 
arguments (nouns) are used to specify the true meaning of the 
verb (predicate) itself. The author in [37] gives an example to 
illustrate the use of the SRL approach to realize the semantics 
of a verb by explaining how to differentiate between break and 
hit verbs: a hit verb has the argument (Agent, Instrument, 
Place) and the verb break has the arguments (Agent, 
Instrument, Object). In practice, the semantics of verbs have 
been used in a number of studies where the verb is the core 
element of a linguistic process, for example, the development 
of an approach for converting pseudocode to C# [38]. 

• Dependency (clausal argument) relations attribute: 
Dependency relations are a set of directed binary 
grammatical relationships that exist among the words 
of a text. These relations are used to encode significant 
hidden information that results from the analysis of a 
complex phrase structure. Dependency grammars are 
the formalisms that use clausal argument relation 
annotations to tag binary grammatical relationships 
between the syntactic words (or lemmas) in a sentence. 
This type of grammar and its parsing scheme is of key 
importance in dealing with morphologically rich 
languages that have a relatively free order of words 
[39] [9]. Fig. 2 illustrates an example of a method 
based on dependency grammars. 

Clausal argument (dependency) relations are defined 
(among other types of dependency) in a universal dependency 
(UD) set, and this annotation method uses a dependency 
parsing process to achieve this task [9]. UD dependency banks 
are available for more than 50 languages. This is due to the fact 
that each language has its own set of dependencies and may or 
may not share these with other languages; in addition, some 
languages have no UDs. This means that a balance must be 
found between universality and meaningful dependencies, and 
with other requirements such as parsing efficiency, ease of 
human annotation, etc. Another challenge is presented by the 
vagueness that limits the identification of all UD classes [8]. 

Although there are continuing efforts to define a cross-
linguistically and computationally useful set of dependency 
relations, it is worth mentioning here a linguistically motivated 
study of UDs that is handled by [41]. Table II shows a subset 
of the clausal argument relations in UD (others are found at 
https://universaldependencies.org/u/dep/). 

TABLE I. LIST OF THEMATIC ROLES 

Thematic Roles Definition 

Agent An action’s doer/instigator, denoted by the predicate 

Patient An action’s ‘undergoer’, denoted by the predicate 

Theme An action’s moved entity, denoted by the predicate 

Experiencer An action’s living-entity practitioner, denoted by the 
predicate 

Goal (direction) An object’s destination, indicated by a transfer event 

Beneficiary The entity that gets the benefit denoted by the predicate 

Source (origin) The location from which something moves  

Instrument The medium used to act, denoted by the predicate 

Locative The situation/location in which the action occurred 

Stimulus Accidental sensory trigger 

Force or natural 
cause The entity that does the action 

Recipient The entity that denotes a change in ownership, 
possession 

Time The time of occurrence of an action 

Manner How an action is accomplished 

Purpose The reason for performing an action 

Cause The reason for the action occurring 

 
Fig. 2. Results of Dependency Parsing of a Sentence [9]. 
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TABLE II. SELECTED DEPENDENCY RELATIONS FROM THE UD SET [40] 

Clausal argument relations Description 

advmod adverbial modifier 

amod  adjectival modifiers 

aux auxiliary 

cc coordinating conjunction 

ccomp clausal complement 

conj conjunct 

dep dependent 

det determiner 

dobj direct object 

iobj indirect object 

To facilitate the process of extracting the SRL and 
dependency relationships between the words in an SRS, we 
used an NLP software tool that can provide these linguistic 
attributes for SRS tokens in English. The LTH (Lunds 
Tekniska Högskola) System for Frame-Semantic Structure 
Extraction (or SRL) software tool is used in this work, as it 
allows for dependency parsing and SRL in addition to other 
NLP processes such as tokenization, POS-tagging, 
lemmatizing, morphological tagging, and graph visualization 
[42]. Fig. 3 illustrates the semantic parsing results yielded by 
the LTH system for an SRS. The LTH system provides a table 

of annotation data for tokens (the second table of parsing 
results) based on a CoNLL-2009 shared task. 

A CoNLL-2008 shared task is used to define the format of 
the data provided in a CoNLL-2009 shared task, with some 
modifications related to enhancing the performance of the 
CoNLL-2009 shared task over the CoNLL-2008 shared task. 
Although they are similar for all-natural languages, they may 
vary in terms of content [43]. The lexical attribute of a token is 
obtained from the predicted part of the speech (PPOS) field 
(coded as NN for the name, VB for the verb, etc.). The 
dependency relation attribute is obtained from the PDEPREL 
field. The semantic roles of the arguments of a predicate are 
obtained by following the hyperlink of the predicate (verb) that 
appears in the parsing table (the first table in Fig. 3). For 
example, the arguments of the predicate (verb) change.01 
shown in Fig. 4, are 'the user' (coded as A0, i.e. an Agent 
semantic role), and ‘the meal date’ (coded as A1, i.e. a Patient 
semantic role). 

It is important to note the differences between the standard 
values of the lexical, SRL, and dependency relations and those 
of CoNLL-2009 (the core of the LHT system used here). The 
latter aims to perform and evaluate SRL using a dependency-
based representation to predict syntactic and semantic relations 
[44]. CoNLL-2009 [45] provides a more complicated model of 
syntactic dependencies, based on a belief that more syntactic 
dependencies lead to more effective semantic processing, 
especially in applications such as IE. 

 
Fig. 3. Semantic Parsing of a Software Requirement Statement using LTH [42]. 
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Fig. 4. SRL for Predicate Change.01 [42]. 

C. Set of Tokens with Annotation 
The linguistic analysis information (lexical, dependency 

relationships, and SRL) resulting from the LTH system 
software tool were manually assigned to an Excel spreadsheet 
of tokens (for a given SRS) with their annotations. We 
considered only tokens that were system, actor, or use case. 

As shown in Fig. 1, there are two versions of the set of 
tokens with annotations. The first, which is used in the training 
phase, contains the tokens and their linguistic annotations 
(lexical, SRL, and dependency relations), which take the form 
of a table with text values. The SRS identity of a word (token) 
is specified manually, forming a training set of data that can be 
used to train the SyAcUcNER (SVM-based), model. The 
textual contents of this table can be converted to a numeric 
form, allowing them to be handled by the SVM in the next 
processing step. The second version of the set of tokens and 
annotations is used in the testing phase and is similar to the 
first except that the SRS’s entity is not manually assigned to 
each token. Instead, SyAcUcNER is responsible for performing 
this assignation or other word recognition of the SRS identity 
of a token. In both versions of the table, the contents are 
numerically coded and saved as a .csv file, conforming with 
the format required by Weka software, in which its SVM was 
used to perform the classification of the tokens. The coding of 
the word (token) was neglected, and coding only the linguistic 
features (lexical, SRL, and dependency relation) with their 
corresponding SRS. 

We developed and implemented an algorithm to code and 
save the table of the set of tokens, as shown. 

Create_Coded_Data_File (Table of tokens with their 
features and annotations) 

Begin 
For all tokens in the table  
− Code the lexical attribute field according to the 

LexicalCodeTable 
− Assign LexicalCodeValue to its column in the 

Coded_Data Table 
− Code the SRL attribute field according to the 

SRLCodeTable 
− Assign SRLCodeValue to its column in the SRLData 

Table. 
− Code the dependency relation attribute field according to 

the DepRelCodeTable 
− Assign DepRelCodeValue to its column in the 

Coded_Data Table 
− Code the SRS Field according to the SRSCodeTable 
− Assign SRSCodeValue (in term of char ‘c’ and a 

sequence) to its column in the Coded_Data Table 
End For 
Save Coded_Data Table in a .csv file. 

End 

We used Excel software to maintain tables of the software 
statements, their tokens, linguistic attributes, and codes. We 
used the VBA function in Excel to implement the 
Create_Coded_Data_File algorithm. In practice, this function 
forms a pre-processing step ensuring that the values of the 
targeted attributes conform to the constraints of Weka, which is 
used in the next processing step. 
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D. SVM Data Mining Model 
Based on our view of the system, use case, and actor 

semantics of SRS as classes, we used SVM to generate and 
optimize combinations of classifications for each of these 
SRS’s semantics. 

In the example shown in Fig. 5, where SVM is used for 
induction purposes, the training data are represented as vectors 
{X1, ..., Xn} in a domain D, where Xi ∈ D and their labels are 
represented as {Y1, …, Yn}. The vectors positioned on one 
side of a hyperplane would be labeled as Yα, and the vectors 
on the other would be labeled as Yε. The support vectors are 
the lying instances that closest to the hyperplane that is the 
decision surface [46]. 

Since we use SVM in this work, the training data vectors 
{X1 ... Xn} are required, where Xi is represented as {x1, x2, 
x3} in English language (El) space X ⊆ El. The labels {Y1, …, 
Yn} are also needed, where Yi ∈ {1,2,3}, representing 
{System, Actor, Use Case}. These training data were prepared 
using the Create_Coded_Data_File function given above. In 
general, SVM projects data in space (X) to a higher-
dimensional feature space (f) using a Mercer kernel operator K. 
A set of classifiers are formed as follows [46]: 

f (x) = ( ∑ α𝑖  𝐾(𝑋𝑖 ,𝑋))𝑛
𝑖=1              (1) 

In the case where K satisfies Mercer’s condition, K(a,b) we 
can be rewritten as [47]: 

K(a,b) = Φ(a)·Φ(b)             (2) 

where Φ: X→F, and “·” symbolizes the inner product 
operation. 

Thus, f in (1) can be rewritten as: 

f (x) = w. Φ(x), where w = ∑ α𝑖  Φ(𝑋𝑖)𝑛
𝑖=1            (3) 

Consequently, the use of K enables us to implicitly project 
the data into space (f), which usually has higher dimensional 
features. SVM can then be used to map the αis, which agrees 
with the maximal margin hyperplane in (f). Changing kernel 
functions would implicitly project the data from space X into 
space f, where their hyperplanes agree with the decision 
boundaries of the more complex features in space X [47] [46]. 
SVM is a supervised learning method, in which a learning 
algorithm utilizes pre-labeled training data to develop a 
classification model that outlines classes and their 
distinguished data values. The resulting trained classification 
model can be used to classify new data. SVM has been 
extended to perform non-linear classification, multi-class 
classification, and regression analysis [13] [48]; therefore, is 
recognized as a robust classifier. 

Weka (Waikato Environment for Knowledge Analysis) is a 
machine learning software technology that offers 
implementation of SVM in addition to other machine learning 
algorithms [49]. It is free software, licensed under the GNU 
General Public License, and was developed at the University of 
Waikato, New Zealand. 

The SVM in Weka can handle numerical input data saved 
in an Excel file with only one worksheet, as a .csv file. The 
Create_Coded_Data_File VBA macro yields the 
Coded_Data.csv file, which contains the coded SRS classes 
and the value of their linguistic attributes as a table. The header 
of this table is the metadata of its fields, which are a1 
(representing the lexical attribute code), a2 (representing the 
SRL attribute code), a3 (representing the dependency relation 
attribute), and a4 (representing the SRS class attribute code), 
where ‘a’ means ‘attribute’. It is important to note that the 
values a4 are nominally in the form of a char c (meaning 
‘class’) along with numbers such as c1, c2. Weka’s SVM is 
referred to as ‘SMO’ in its classifier list. This stands for 
sequential minimal optimization, and it is an efficient 
optimization training algorithm for SVM [13] [49]. 

The training data file was loaded via the Open file 
command button. The attributes of the data set were displayed 
in the Attribute submenu, in addition to other related 
information about the dataset. The classes (i.e. system, actor, 
and use case in this study) appear in different colors in the 
lower right-hand corner of the Weka Explorer interface. 

Weka’s SVM is a Java class with certain properties, and 
these can be displayed by clicking the text box near the Choose 
command button. In this work, the properties of the SMO were 
set using trial and error to obtain the most accurate SVM-based 
NER model. 

The SyAcUcNER model produced in this research is a 
multi-class classification model that maps input data to system, 
actor, or use case classes. To achieve multi-class classification 
with Weka’s SMO (i.e., an SVM), the classification method 
was set to Hastie and Tibshirani's pairwise coupling (also 
known as ‘1-vs-1’). In order to achieve accurate possibility 
estimates, an option is used that fits the calibration models to 
the SVM’s outputs [50] [51]. When the properties are set, the 
SMO is then trained, and this is achieved via the Start 
command button in the Classify tab of the Explorer window in 
Weka. The classifier output (analysis of the classification 
performance) is then displayed in the lower right-hand corner 
of the Weka Explorer window. Fig. 6 shows one of the training 
runs. 

 
Fig. 5. A Simple SVM for Induction [46]. 
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Fig. 6. Running (Training) Phase of Weka’s SMO Function [52]. 

The finalized and trained SMO model is then saved to an 
external file so that it can be loaded later and used to make 
predictions using the testing data. The SyAcUcNER Model 

The final trained SyAcUcNER model is a specialized 
named entity recognition model for software requirements 
engineering based on SVM. This model can then perform the 
classification of testing data (that have been pre-processed) in 
the same way as for the training data. The testing data represent 
the actual problems that a software requirement analyzer needs 
to solve. The saved SyAcUcNER model has first loaded it from 
its file; this is achieved by following the same steps used to 

save the trained model but selecting the option Load model 
instead of the Save model. Predictions are made for the new 
testing data by loading the test and then selecting the Classify 
tab, the Test options pane, and the Supplied test set option. The 
file format of the output predictions is set to .csv, and the 
evaluation metrics utilize each of the elements of the binomial 
approach (TP, FP, Recall, Precision, and F-measure) and the 
number of correct and incorrect predictions. When the Start 
command button is clicked, the predictions for each test 
instance are listed in the Classifier output pane. Fig. 7 
illustrates a testing run for 99 instances of the testing data. 

 
Fig. 7. Using the Trained SyAcUcNER Model on Testing Data [52]. 
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V. RESULTS AND EVALUATION 
The performance of the SyAcUcNER model and the 

selection of distinguishing features (lexical, SRL, and 
dependency relations) were assessed for a given testing data set 
by selecting the Supplied test set option in the Test option pane 
of the Classify tab in the Weka Explorer interface. 

We scored SyAcUcNER’s performance in terms of its 
accuracy, defined as the quality degree of a class achieved by 
the proposed model compared with the true quality degree for 
the same class [22]. Accuracy was quantified by calculating the 
ratio of the number of correctly classified cases to the total 
number of classified cases, and was mathematically described 
using the following formula [53]: 

Accuracy = number of correctly classified cases/total number 
of cases                (4) 

The use of this naïve definition of accuracy to score the 
performance of a classification model overlooks both the real 
threats from the different forms of errors and the ability to be 
free from error depending on the distribution of the classes in a 
dataset while calculating the accuracy. A better analysis of the 
error (in terms of recognizing the types of wrong classification 
results) can be achieved by using a two-dimensional confusion 
matrix. Each row of the confusion matrix contains a 
forecasting class and its recorded incidence number, while each 
column contains the actual class and its recorded incidence 
number. An increase in the number of classes in the 
classification leads to a larger confusion matrix, causing a 
significant problem; this can be solved by classifying the 
results as either positive or negative relative to the target class, 
thus giving four different numbers [54] [55]: 

• True positive (TP) value: The number of correct 
positive classifications. 

• True negative (TN) value: The number of correct 
negative classifications. 

• False-positive (FP) value: The number of incorrect 
positive classifications. 

• False-negative (FN) value: The number of incorrect 
negative classifications. 

As illustrated in Table III, these values are used to calculate 
the set of performance metrics. Finally, we made a number of 
train courses, each with different settings for the properties in 
the SMO object (Weka’s SVM). 

TABLE III. PERFORMANCE METRICS [54] [55] 

Metric Formula 

Percentage of TP value (TP rate) TP / (TP + FN) 
Percentage of FP value (FP rate) FP / (FP + TN) 
Percentage of TN value (TN rate) TN / (TN + FP) 

Percentage of FN value (FN rate) FN / (FN + TP) 
Percentage of TP to all true values (Precision) TP / (TN + TP) 

Percentage of all true results (Accuracy)  TP+TN / (TP+FN+FP+TN) 

Precision & recall harmonic mean (F1 Score) 2*(Precision*Recall) / 
(Precision+ Recall) 

We used a common agreement among the users of Weka, 
which is the trying of a suite of different values of kernels and 
C parameters could lead to the best achievement. Thus, we got 
good accuracy in terms of a weighted average of 76.2 percent 
for precision, 76 percent for recall, and 72.1 percent for the F-
measure. Using this configuration, we obtained the highest F1 
scores of 21.4 percent for the system entity, 82.5 percent for 
the use-case entity, and 76.8 percent for the actor entity. The 
weighted average of F1 was 72.1 percent. 

VI. CONCLUSIONS, FINDINGS, AND RECOMMENDATIONS 
In this work, we have proposed a solution to the problem of 

the automatic extraction of the SRS’s entities: the system, the 
use case, and the actor as a specialized SRS NER that is called 
SyAcUcNER and uses the SVM to extract SRS elements from 
an unstructured English language textual document of user 
requirements. This systematic approach was inspired by the 
Intelligent Computer Aided Software Engineering (I-CASE) 
principle [56] and the known NER’s function, which is the 
extraction of certain entities from an unstructured or semi-
structured text written in NL. 

The SyAcUcNER approach is implemented as software 
that has embedded other readymade free software tools such as 
the LTH system (for the extraction of NLP frame-semantic 
structure) and Weka (that offers SVM). This method facilitates 
and speeds up the development process and makes the work 
more robust. The proposed SyAcUcNER has been evaluated 
using a confusion matrix technique; we believe that this 
method is a realistic one since it gives the evaluation basing on 
a comparison with human achievement, rather than a 
comparison with other systems. The accuracy of SyAcUcNER 
can be described as good, based on a weighted average of 76.2 
percent for precision, 76 percent for recall, and 72.1 percent for 
the F-measure. A comparison of the results from IT4RE [32], 
which extracts only the use case and actor, with those of 
SyAcUcNER, that extracts the system, use case, and actor, 
gives some interesting results. The best F-measure for IT4RE 
was 71 percent, while for SyAcUcNER, this was 72.1 percent. 

The use of a new suite of linguistic properties, i.e., the 
lexical, SRL, and dependency relations, demonstrates the 
effectiveness of SyAcUcNER in reaching such good accuracy. 
We believe that SyAcUcNER can also be used to recognize 
more entities, especially if more effective NLP tools are used 
that can handle the linguistic problems arising from the 
particular text to be processed, as reported by [32]. The well-
structured design of SyAcUcNER also enables it to act as a 
framework for similar future works. Besides, the use of Weka 
may allow another data mining machine to be used in this 
specialized NER rather than SVM. In addition to the 
achievements in terms of accuracy, the contributions made by 
this work include a new definition of an SRS-specialized NER 
and the use of an SVM (i.e., a data mining machine) for NLP-
oriented applications at the semantic level. It should be noted 
that the work of [46] aimed to classify text, rather than 
engaging in deeper NLP tasks like SyAcUcNER, which 
performs semantic analysis in the SRS domain. The main 
contribution of this work is a framework for specialized NER 
applications, and hence, a general NER structure can be 
defined and implemented as an object for various discourses. 
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Last but not the least, we suggest, as future work, to consider 
the problem of revealing the true meaning of an entity as a 
complex ambiguity that may be handled by using the Relative-
Fuzzy approach, as defined and used by [57]. 
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Abstract—The use of machine translation as artificial 
intelligence (AI) keeps increasing and the world’s most popular 
translation tool is Google Translate (GT). This tool is not merely 
used for the benefits of learning and obtaining information from 
foreign languages through translation but has also been used as a 
medium of interaction and communication in hospitals, airports 
and shopping centers. This paper aims to explore machine 
translation accuracy in translating French-Indonesian culinary 
texts (recipes). The samples of culinary text were taken from the 
internet. The research results show that the semiotic model of 
machine translation in GT is the translation from the signifier 
(forms) of the source language to the signifier (forms) of the 
target language by emphasizing the equivalence of the concept 
(signified) of the source language and the target language. GT 
aids to translate the existing French-Indonesian culinary text 
concepts through words, phrases and sentences. A problem 
encountered in machine translation for culinary texts is a 
cultural equivalence. GT machine translation cannot accurately 
identify the cultural context of the source language and the target 
language, so the results are in the form of a literal translation. 
However, the accuracy of GT can be improved by refining the 
translation of cultural equivalents through words, phrases and 
sentences from one language to another. 

Keywords—Machine translation; Google translation; accuracy; 
culinary texts; artificial intelligence 

I. INTRODUCTION 
The information age has changed the social order of the 

world. Its presence allows global society to be able to 
interconnect countries with different language backgrounds. 
Language barriers are not a challenge in interacting and 
communicating between individuals and groups. Translation 
applications help people communicate easily. This can be seen 
in communication through social media, for example, 
Facebook and Twitter. 

Sergey Brin, the co-founder of Google, received a fan 
letter from Korea. Brin was very curious about the contents of 
the letter which was written in Korean. But Brin doesn't speak. 
He ran the message through GT that he had. The letter was 
translated into, “the sliced raw fish shoes it wishes. Google 

green union thing” [1]. From that moment on, he realized the 
importance of machine translation (applications) which aids 
people to communicate with each other from various parts of 
the world. Brin also developed a GT tool that can not only be 
used in the Windows version but also in the Android version. 

With the advancement of translation applications, machine 
translation can match translation done by humans. Based on a 
survey conducted by Google in 2016, GT can perform 
translations in various levels of accuracy that are equivalent to 
human translators, for example from Spanish, Chinese and 
French to English and vice versa GT is believed to have very 
high accuracy results in translating English to Spanish, 
French, Chinese, or vice versa from these respective languages 
to English. Also, Google asked bilingual people to compare 
the output of Google machine translation with GMNT (Google 
Neural Machine Translation) technology and human 
translation. The sentences used for translation example were 
taken randomly from Wikipedia or news article. On a scale of 
0 to 6, the GMNT machine-scored an average of 5.43 or only 
a slight difference from the human translation score of 5.55. 
Google concluded that the new version of Google translation 
(GMNT) is believed to be 64 to 87 per cent more accurate 
than the previous engine (PBMT). It means that the new 
version of GT has a high level of accuracy that matches the 
human reference translation [2]. 

With translation applications capabilities that can match 
human translation, the use of translation applications 
(machine) has increased. Based on Google data, 600 million 
people are using the GT application. With 90 per cent of users 
are outside the US USA [3]. A study showed that because 
limited English language proficiency (LEP) is common in 
emergency patients in Spanish hospitals and many hospitals 
do not have formal written translations, many providers use 
automatic translation software, such as GT. A recent study 
utilizing professional translators to evaluate machine 
translation outputs in Spanish and Chinese showed that GT 
has a very high level of accuracy. Google Translate allows 
hospital staff and patients to communicate with each other [4]. 

186 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

Indonesia itself is the top ten most countries users of GT in 
the world. The growth of GT users in Indonesia is considered 
very high. Each year, the growth of these machine translation 
users in Indonesia reaches more than 300 per cent on mobile 
devices and 94 per cent on desktop web. Indonesians use GT 
to read articles or chat [5]. In college learning activities, GT is 
used as a learning medium for translating foreign news items 
[6]. Although use of Google translate in Indonesia has been 
widely used as a communication medium, there has not been 
much research on the accuracy of the outputs of GT from 
Indonesia into English and so on. This paper will examine the 
accuracy of GT in translating French-Indonesian culinary texts 
(recipes) from a semiotic perspective. 

There has been many studies on translation, among others, 
translation accuracy using machine translation [7]; [4]; [8], 
times in novels translation [9], equivalence in translation [10], 
ideology in translation [11] and [12], gender-specific 
translation [13], metaphor translation [14] and errors in 
translation [15]. 

The main issue that has always been the focus of 
translation study is the transfer of messages (meaning) from 
the source language to the target language. The message is 
information conveyed from the source language and 
transferred to another language. The readers in the source 
language have the same understanding of the information 
conveyed to the target language readers. Semiotically, the 
message (information) is a signifier, and the meaning of the 
message generated by the message is a sign [16]. Information 
messages are signs formed from the relationship between the 
signified and signifier physically generated (media) by the 
sender (a person, author or device) to the recipient. 

The role of the translator (human) is to transfer 
information messages to the target language acquired by the 
translator. The role of the translator is how to make the target 
language reader understand the information message being 
transferred. The recipient (reader) gets direct information 
(message) conveyed by the translator. Whatever is conveyed 
by the translator as the receiver and the sender will be 
accepted by the reader as the receiver. This process is called 
interlingual translation [17]. The readers can understand 
information messages based on the meaning of the message 
from the translator and readers do not have direct 
communication with the sender (author) of the source 
language. 

In the context of machine translation with information 
technology, the translator in question is Artificial Intelligence 
(AI) which refers to a simulation of human intelligence in a 
machine programmed to think like humans and imitate their 
actions. Machine translation or translation applications are AI 
which has messages as translators that replace humans who 
have the role of diverting information messages from the 
source language to various other languages that have been 
provided by machine translators [8]. The machine translator 
already has a database of vocabulary and grammar from one 
language to another. Humans as application users run 
translation machines by entering information messages as the 
source language and translated into the target language. 

The issue that will be discussed in this paper is how the 
process of machine translation from one source language to 
another. The author will discuss it using a semiotic 
perspective. Questions related to machine translation are how 
accurate is the machine translator from French to Indonesian. 
The analytical data is French culinary texts (recipes) retrieved 
from the internet. 

II. MACHINE TRANSLATION AND SEMIOTICS 
The translation is an activity of transferring information 

messages from the source language to the target language. The 
focus of translation activities is to transfer information 
messages to another language acquired by the recipient 
(reader). The main objective of translation activities is how the 
target language reader understands the message being 
transferred. Catford [18] defines translation as the process of 
changing text from one language to another. Catford 
emphasizes translation activities on text transfer. Nida and 
Taber [19] states, “Translating consist in producing in the 
receptor language the closest natural equivalent to the message 
of the source language, first in meaning and secondly in 
style”. This definition focuses on how to find the closest 
equivalent of the receiving language to the source language. 
Larson [20] defines translation by re-expressing the same 
meaning using lexicons and grammatical structures that are 
appropriate in the target language and cultural context. Larson 
emphasized translation activities based on meaning. 
According to him, translation is a transfer of meaning from the 
source language to the target language. Meaning is more 
important because it cannot be changed, while form may 
change. 

Machine translation (MT) is a translation activity using 
computer software to translate verbal text (information 
messages) from one language to another. MT is a branch of 
computational linguistics that studies the use of computer 
software in translation activities. At a basic level, MT 
performs the simple substitution of words, phrases and 
grammar from one language to another. Online-based machine 
translation systems use machine learning technologies to 
translate large amounts of text to and from supported 
languages. The MT service translates text from the source 
language into different languages. 

In the semiotic perspective, information messages 
conveyed in verbal language are symbols, which are built on 
the elements of signifier and signified. A signifier is a physical 
record of an information message in certain media and a 
signified is a concept generated by a signifier (a physical 
record of an information message). The semiotic translation is 
a significant transfer activity [21]. MT is an activity of 
transferring signs (verbal language). A signifier is a physical 
record of an information message in the source language and a 
signified is the concept of a physical record of an information 
message. The transfer activity in MT is to transfer the concept 
(signified) of the physical record of information messages 
from the source language into a signifier, a physical record of 
information messages into the target language. Signifier in the 
target language of the concept transfer activity as signifier 
from the source language. So, the concept of an information 
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message as a signified in the source language has the same 
concept as a signified in the target language. 

The recipients (readers) get direct information messages 
conveyed by MT. Anything that the machine translator 
transferred will be received by the reader as an information 
message in the target language. The concept of information 
messages as signified of the source language is transferred by 
using the target language signifier. Concepts that are 
transferred by machine translators semiotically use other 
language codes as a signifier. 

The concept (signified) has universal properties in all 
languages. The signifier differentiates between one language 
and another by using the same concept. In a semiotic 
perspective, translation emphasizes the signified (concept). 
When we refer to the concept, something that is signified, then 
the concept of 'holiness', the signifier in English is 'horse', in 
Indonesian it is 'horse', and in French, 'cheval' and so on. The 
translation is the transfer of signifier from the source language 
to the original language based on the concept that is signified. 

III. RESEARCH METHOD 
The study used qualitatively. The research method used 

descriptive using qualitative analysis [22]. Semiotics is the 
theoretical framework for answering research problems. The 
author uses a semiotic model to examine the accuracy of MT 
(Google translate). The research object is culinary texts 
(recipes) taken from online media in French and GT is used to 
translate French text into Indonesian. The sample was culinary 
texts (cooking recipes). The writer chose one recipe text 
(pumpkin soup) which familiar in Indonesian culture. Thus, 
the primary data is the French culinary text retrieved from the 
internet and the translated text using GT. 

The online text data analysis procedure is entering primary 
data (culinary text) in the source text column (option in 
French). Then, the writer chose Indonesian as the target 
language. After the source text data is in Google translate the 
application, then the translate button was pressed. The author 
made a table of the translation outputs consisting of two 
columns. The first column is the source text and the second 
column is the translated text. The table of translation output is 
used as the main data for analysis. 

A semiotic model (signifier-signified-signifier) was used 
to assess the accuracy of translation with GT. The author 
analyzes the source text signifier and target text signifier and 
analyzes the concepts of equivalence (signified) in the target 
language (Indonesian). 

IV. RESULTS AND DISCUSSION 

A. Culinary Text Translation (Food Recipe) 
Source Texte (French): Soupe au potiron (Signifier/form) 

Ingrédients 
• 1 kg de potiron 

• 300 g de carotte 

• 200 g d'oignon 

• 200 g de poireau 

• Beurre 

• 3 gousses d'ail  

• 1 bouquet garni  

• 40 cl de crème fraîche  

• Sel 

Préparation 

Temps Total: 1h25 

Préparation: 25 min 

Cuisson: 1 h 

1) Tailler les légumes en gros dés. Les faire suer dans le 
beurre. 

2) Mouiller avec 1,5 l d'eau. Ajouter l'ail écrasé et le 
bouquet garni. Cuire 1 heure. 

3) Passer au moulin à légume ou au mixer. Ajouter la 
crème fraîche, et servir chaud. 

Target Texte (Indonesien): Sup Labu (Pumpkin 
soup/signifier/form) 

Bahan (Ingredients): 

• 1 kg labu (1 kg of pumpkin) 

• 300 g wortel (300 g of carrot) 

• 200 g bawang bombay (200 g of onion) 

• 200 g daun bawang (200 g of leek) 

• Mentega (butter) 

• 3 siung bawang putih (3 cloves of garlic) 

• 1 karangan bunga garni (1 bouquet garni) 

• 40 cl krim segar (1 bouquet garni) 

• Garam (salt) 

Meaning-Signified (concept): 

1) In the text title section, the name of the dish can be 
identified as the translation outputs from Google Translate 
have the same equivalent in the Indonesian text. This means 
that Google translate uses the same concept (marker) for 
French and Indonesian. 

2) Likewise, the ingredients translation for making 
pumpkin soup. Google Translate can translate using 
equivalents in Indonesian. Thus, Google translate uses the 
concept as the same marker in French as the source language 
and Indonesian as the target language. 

3) The same thing goes for translating pumpkin soup 
cooking preparations. Google translate can divert 
informational messages with the same equivalence in 
Indonesian as the target language. Google translate can 
translate concepts (markers) to produce meanings that are 
equivalent to the source language. 
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B. Google Translate: Translation Equivalent 
Translation equivalent is the equivalence of source text 

with target text [10]. Meanwhile, Liu argues [23] that 
equivalence is a relationship between words or phrases from 
two or more languages that have the same meaning. The 
definition of equivalence can be strengthened by Russell's 
statement (1959) that no one can understand the word 'cheese' 
unless he has non-linguistic knowledge about cheese [24]. 
Russel's opinion shows that the word 'cheese' as a marker in 
English cannot be understood if it is not associated with 
cheese as an external object, which then becomes a sign in 
one's mind. People cannot understand a word as a signifier, 
the word 'cheese' if the word is not associated with something 
signified, Russel calls it the term non-linguistic acquaintance. 
So, something signified (concept) is outside the sign itself 
(signifier). Jacobson [25] argues that there is no sign 
(signatum) without a signifier (signum). 

Catford [18] provides a different explanation of 
equivalence. According to him, translation equivalent 
activities are rarely found in the target language. One factor is 
the problem of grammatical differences, for example, 
demonstrative translation. The source language and target 
language can have equivalences when they are exchanged in 
certain situations. For example, the English demonstrative 
word, 'this' (singular), 'this book' and the plural "these", these 
books are translated in Indonesian into the demonstrative word 
'ini' (this) which means singular and Indonesian does not 
acknowledge plural demonstrative words. The plural 
demonstrative equivalence can be exchanged in other 
situations using the plural noun, namely 'these books' (these 
books). In Indonesian, the plural in demonstrative is the noun, 
while in English, the word demonstrative and noun. 
Concerning Catford's opinion, translation equivalent is a 
transfer not based on meaning but based on the exchange of 
situations from the source language to the target language. 

Equivalence in MT (GT) emphasizes the concept 
(signified) in the source language and target language. The 
translation process is the transfer of the form (signifier) from 
the source language to the form (signifier) of the target 
language using the same concept as the equivalent. So, the 
translation equivalent model in culinary texts is signifier 1 
(source language) - signified - signifier 2 (target language). 
GT can translate words, phrases and sentences denotatively 
which emphasizes the equivalence of concepts between the 
source language and the target language. We can take the 
example in Table I from the text of the recipe for pumpkin 
soup (French to Indonesian). 

Likewise, the conceptual equivalence of sentences. As an 
example, in the culinary text. GT translates sentences from the 
source language to the target language by emphasizing the 
equivalence of concepts (signified). 

The equivalence of concept in sentences on Google 
translate: 

1) Tailler les légumes en gros dés. Les faire suer dans le 
beurre. \ Potong sayuran menjadi kubus besar. Keringkan 
dengan mentega (Cut the vegetables into large cubes. Sweat 
them in the butter). 

2) Mouiller avec 1,5 l d'eau. Ajouter l'ail écrasé et le 
bouquet garni. Cuire 1 heure. Basahi dengan 1,5 liter air. 
Tambahkan bawang putih yang dihancurkan dan karangan 
bunga. Masak selama 1 jam. (Wet with 1.5 l of water. Add the 
crushed garlic and the bouquet garni. Cook for 1 hour). 

3) Passer au moulin à légume ou au mixer. Ajouter la 
crème fraîche, et servir chaud. Lewatkan mesin penggiling 
sayuran atau blender. Tambahkan krim segar dan sajikan 
panas (Pass through a vegetable mill or a blender. Add the 
crème fraîche, and serve hot). 

The semiotic model in the translation of equivalence of 
concepts in machine translation (GT) is Signifier (form) 1 in 
the source language - Signified (concept) - Signifier (form) 2 
in the target language. GT transfers the form from the source 
language to the target language with the same concept 
(signified) as the conceptual equivalent. 

TABLE I. EQUIVALENCE OF CONCEPTS IN GOOGLE TRANSLATE 

Source text (French) 
Signifier (form) 

Target text (Indonesian) 
Signifier (form) 

SOUPE AU POTIRON 
 
• 1 kg de potiron  
• 300 g de carotte  
• 200 g d'oignon  
• 200 g de poireau  
• Beurre  
• 3 gousses d'ail  
• 1 bouquet garni  
• 40 cl de crème fraîche  
• Sel 

 

Sup Labu (Pumpkin soup) 
 
- 1 kg labu (1 kg of pumpkin) 
- 300 g wortel (300 g of carrot) 
- 200 g bawang bombay (200 g of onion) 
- 200 g daun bawang (200 g of leek) 
- Mentega (butter) 
- 3 siung bawang putih (3 cloves of 

garlic) 
- 1 karangan bunga garni (1 bouquet 

garni) 
- 40 cl krim segar (1 bouquet garni) 
- Garam (salt) 

C. The Issue of Cultural Translation in Machine Translation 
(Google Translate) 
The issue found in MT (GT) is a cultural equivalence. Can 

GT know the culture of the source language and target 
language culture and how to differentiate the translation of 
words, phrases, sentences and culture? Previously, it has been 
explained that GT can translate words, phrases and sentences 
with the equivalent concept and denotation meaning. This 
means that the GT application has compiled a database of 
words, phrases and sentence grammar in the GT electronic 
dictionary. The issue found in machine translation is cultural. 

One of the definitions of culture that always becomes an 
issue in translation is the way of life, whose manifestation is 
seen in the form of behaviour and the results are visible 
materially, which is obtained through the process of 
habituation and learning in society and passed from generation 
to generation. Hoed [9] states that culture is unique to certain 
communities and its mastery is through a process of 
habituation and learning from generation to generation. 
Because it is unique to society, no culture is the same. The 
concept of translation in culture is the transfer of cultural 
equivalents from the source language into the target language. 
An example of an equivalent French culinary culture is the 
word ‘cuillère à café’ (coffee spoon) which has the Indonesian 
equivalent of 'teaspoon'. French people have the habit of using 
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a small spoon that is used to stir coffee drinks with the term 
‘cuillère à café’. Meanwhile, Indonesian people have the habit 
of using the word 'teaspoon' to stir tea, coffee, etc. French 
culture acknowledges the term cuillere a café for a small 
spoon that is usually used for drinking (coffee) and Indonesian 
culture acknowledges the term teaspoon used for tea drinks. 

MT such as GT cannot translate cultural equivalents from 
the source language to the target language. In the text of 
French recipes above, there are several cases of cultural 
translation. For example, the sentences (1) mouiller avec 1,5 l 
d'eau (wet with 1.5 l of water) and (2) ajouter le bouquet garni 
(add the bouquet garni), (3) passer au moulin à légume ou au 
mixer (pass through a vegetable mill or a blender). Sentence 1 
translated into Indonesian becomes wet with 1.5 litres of 
water. The context of the sentence referred to in Indonesian in 
the sentence is to pour 1.5 litres into the container (poor water 
into ....) which already contains pumpkin soup ingredients. 
The word mouiller according to the dictionary means to wet 
(wet). But in the context of this sentence, it is put, add water 
into the container. Indonesian culture (point of view) to put 
water in a container, for example, a pot is to use the word 
pour, add instead of wetting for the context of adding water in 
a container. Sentence 2 ajouter le bouget garni translates to 
add a wreath. The general term used in Indonesian culture in a 
culinary context is the word bouquet garni (the name for 
several spices tied together to add flavour to the broth). So, 
sentence 2 should be translated to add bouquet garni (add the 
bouquet garni). The term bouquet garni was absorbed from 
English and became a term in the culinary field in Indonesian. 
Sentence 3 Passer au moulin à légume ou au mixer translates 
to skip through a vegetable mill or a blender. The context in 
Indonesian culture in the sentence is to mix the ingredients 
into a vegetable grinder or mixer (mix the ingredients into a 
vegetable grinder or mixer). The word passer (verb) means to 
miss. However, the Indonesian cultural context referred to in 
this sentence is mixing pumpkin soup ingredients into a mixer. 
Indonesian culture does not use the term passing the 
ingredients into a mixer, but instead mix the ingredients into a 
mixer (mix the ingredients into a vegetable grinder or mixer). 

The different (cultural) perspective between the two 
languages (source and target) cannot be acknowledged by MT 
in culinary texts (recipes). MT has not been able to completely 
transfer the cultural equivalence from the source language to 
the target language. Thus, in the perspective of semiotics, the 
signifier is a form of the source language and signified is a 
cultural meaning or concept from the source language to the 
target language. In translation activities, the first signifier as a 
source is changed to the second signifier as the target language 
(Indonesian) and the signified (concept) is a cultural 
equivalence. 

GT is a translation tool that can certainly add to the 
cultural equivalence database of the various translation cases 
found. By updating translation engine databases such as GT 
which can include additional vocabulary, phrases, grammar 
and cultural equivalences, machine translators can improve the 
accuracy of translation from one language to another. Along 
with the increasing users of translation machines like GT, GT 
is not merely used as a translation application but has become 
a medium of communication between individuals, groups and 

organizations. Various machine translators have been 
provided in various public facilities, such as hospitals for 
communication services between hospital staff and patients, 
supermarkets, airports, etc. 

V. CONCLUSION 
Online machine translator, GT has become a translator 

application used all over the world. This shows the enormous 
benefits of this translation application. The function of the 
machine translator GT is not merely a translation application 
to obtain information from foreign languages, but this 
application has served as a medium of interaction and 
communication in public facilities, for example in hospitals, 
airports and shopping centres. The conclusion of the research 
on the accuracy of GT as machine translation with a semiotic 
perspective on French-Indonesian culinary texts in this paper 
is that GT uses the semiotic model of machine translation 
from the signifier (form) of the source language to the 
signifier (form) of the target language by emphasizing the 
equivalence of the concept (signified) source language and 
target language. GT can accurately translate the corresponding 
French-Indonesian culinary text concepts using words, phrases 
and sentences. The machine translator GT has encountered 
problems with translating cultural equivalents in French and 
Indonesian culinary texts. GT has not been able to accurately 
identify the cultural context of the source language and target 
language, so the results are in the form of a literal translation. 
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Abstract—During the coronavirus (COVID-19) pandemic, 

different exciting concepts around solutions, technical 

components, smartphone applications, and novel wireless 

services emerged, which were needed in order to adjust to the 

new lifestyle standards. In this context, social distancing was 

imposed to prevent or decrease further transmission of COVID-

19. In other words, research results have shown that slowing the 

spread of COVID-19 is the most efficient way to save people's 

lives and relieve the burden on health-care systems. This social 

distancing can be tracked using cell phone movement/data. This 

paper presents a new approach/algorithm for allocating and 

optimizing/adapting the movement permits during/outside 

curfew periods inside workplaces, buildings, companies and 

institutions. This approach is an effective tool to reduce the 

spread of COVID-19 by promoting health safety during the 

pandemic, especially in places where social distancing can be 

difficult. Consequently, this paper presents a technological 

solution to automate the process of distributing movement 

permits in workplaces. The research results showed that the 

proposed strategy of social distancing inside buildings is effective 

enough to flatten the curve. Furthermore, health authorities do 

not have to mandate stay-at-home orders to slow the spread of 

COVID-19. Consequently, this paper introduces a solution for 

the resource sharing problem (resource allocation problem), 

where multiple agents (people or robots) of a system move 

reliably in their environment. The biggest concern of these agents 

is to avoid collisions (infections). As a result, the experiments 

performed in this paper showed the high performance of the 

designed algorithm complying with COVID-19 social distancing 

regulations. 

Keywords—COVID-19 pandemic; social distancing; resource 

allocation problem; movement permits 

I. INTRODUCTION 

Nowadays, scientific research is announcing the opening of 
the application period around the world for the institutional 
funding initiative of strategic studies. Many universities or 
organizations have new priorities and research topics so 
proposals must align with the coronavirus (COVID-19) 
pandemic topic. In all instances, strategic research was 
approved by ministries for research and innovation, ministries 
of high education, and organizations such as the World Health 
Organization (WHO) [1]. Simultaneously, the future of 
distance education and E-Learning became more interesting 
and necessary during the COVID-19 pandemic. Furthermore, 

digital technologies in health services, new techniques in 
infectious diseases management, comprehensive approaches 
for COVID-19 prevention, screening and management, and 
state-of-the-art diagnostics of COVID-19 became critical 
enablers for our society. All these topics represent current 
challenges in population health. In this context, many brands, 
organizations, and governments are trying to find digital 
platforms such as special websites, mobile-friendly websites, 
virtual reality, and smartphone applications to manage 
particularly the new lifestyle standard of COVID-19 [2]. 

Another idea related to the concept of "flatten the curve" 
[3] is the social distancing strategy. Social distancing also 
called "physical distancing", can be tracked using cell phone 
data or movement. This data is important to identify how many 
times was a certain region, area, or intersection walked on. 

In essence, this paper focuses on designing a control 
algorithm for providing human agents inside workplaces with 
planned movement permits. This will enable agents to move 
safely in their shared environment during the COVID-19 
pandemic. Accordingly, avoiding infections (collisions) and 
reducing journey times are needed by implementing a social 
distancing strategy. 

This research paper is organized as follows: Section 2 
provides a survey of related work concerning social distancing 
policies implemented in response to COVID-19. In Section 3, 
the roles of software applications developed during COVID-19 
are discussed. Section 4 raises the question: Are technology 
solutions ready for life after COVID-19? After that the 
objectives of the proposed approach/algorithm will be briefly 
discussed in Section 5. Section 6 describes the scenario of this 
paper, where agents trying to move in a shared environment 
inside workplaces during COVID-19. Moreover, the new 
approach will be presented in Section 7, containing trajectory 
planning and the developed algorithm. Section 8 presents the 
evaluation of the proposed algorithm using two metrics. After 
that, Section 9 concludes this paper. Finally, the future work is 
explicated in Section 10. 

II. RELATED WORKS 

As mentioned above, various projects and research topics 
are dealing with the COVID-19 pandemic around the world. In 
this section, it is concentrated on related works that focus on 
implementing a social distancing policy due to the COVID-19 
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pandemic. It is also worth mentioning here that some concepts, 
algorithms, or policies related to social distancing are relevant 
to this work. Another aspect that is of interest is the allocation 
of movement permits during COVID-19, particularly in those 
places where ensuring social distancing is difficult. 

In honeybee systems, honeybees cannot practice any social 
distancing. However, they work together in very close spaces 
as a healthy community. Consequently, honeybees work 
together to fight diseases, whereas humans can learn how they 
can tackle the COVID-19 pandemic [4]. Furthermore, a 
beehive gives humanity important insights during pandemics, 
where all complex interactions are carried out in order to 
preserve a healthy life of groups within the beehive [5]. 

During the COVID-19 pandemic, the concept of "flattening 
the curve" became the most discussed and researched subject 
by governments and researchers. It is a public health concept 
reducing the spread of the COVID-19. Siobhan Roberts 
presented an interesting article towards flattening the COVID-
19 curve. He showed that reducing the spread of the COVID-
19 infection is as necessary as halting it [6]. Although the best 
goal would be to completely eradicate the pandemic, slowing it 
down is also extremely critical for managing COVID-19. In 
this context, the author presented some mitigation measures 
towards the COVID-19 pandemic, e.g., social distancing to 
keep the population apart in time and space, actual self-
isolation and quarantine [6]. 

Another related work in this context was introduced by 
Jackson Ryan in [7]. The author discussed the relation between 
social distancing and the concept of "flatten the curve" during 
the COVID-19 pandemic. He mentioned that many medical 
experts recommended more stringent social distancing, 
restricting/canceling mass gatherings, suspending business for 
many companies in certain sectors, etc. This means that such 
recommendations would help to impose social distancing 
during an epidemic and consequently slowing the spread of 
disease [7]. 

In this regard, several projects dealing with contact tracing 
applications. In [8], a new survey of COVID-19 contact tracing 
applications was conducted by Nadeem Ahmed et al. These 
smartphone applications are used to trace all recent contacts of 
people that were newly identified as positive infected with 
COVID-19. The authors presented an overview of several 
proposed smartphone tracing application examples. 
Additionally, they mentioned some future research directions 
for designing such applications towards improving tracing, 
large adoption by individuals, and safety performance [8]. 
Based on those, centralized/ decentralized/hybrid approaches 
(system architectures) used for developing tracing applications 
of COVID-19 were discussed. Additionally, the survey 
reported the pros and cons of each architecture, diverse attack 
and protection models, different implementation complexity 
and operating costs [8]. 

A more detailed discussion of such applications will be 
given in the section "Software application roles and 
responsibilities". 

Regarding the implementation of social distancing policies 
to prevent the COVID-19 pandemic, several approaches from 
the literature were pointed out. Interesting work was analyzed 
to study the benefits and also the costs in the case of enforcing 
social distancing with the aim to flatten the curve of COVID-
19 [9]. Linda Thunström and others pointed out that using 
social distancing, on one hand, will help save lives during the 
pandemic. Moreover, on the other hand, social distancing leads 
to very high costs for society as a result of decreased economic 
activities. The authors used epidemiological and economic 
forecasting to analyze the benefit-cost of controlling COVID-
19 [9]. 

Another related work in this context was introduced by 
Arnab Ghorai and others [10]. The authors suggested a digital 
solution that enforces a social distancing policy using the Deep 
Learning technique. This technique detects any violation of the 
imposed social distancing using a tolerated threshold (pre-
defined limit on several participants). To achieve this 
observation, a CCTV camera was installed so that a video 
stream could be captured. Accordingly, detecting and tracking 
the humans' motions are carried out by utilizing the PoseNet 
model (a machine learning model) [10]. 

Furthermore, the University of Texas M. D. Anderson 
Cancer Center presented an article dealing with the 
implementation of social distancing policies [11]. The article 
showed the relation between practicing social distancing and 
sustained reduction in COVID-19 transmission. It is a 
significant study that includes 50 US states and 134 nations, 
where its result indicates that social distancing can be enforced 
as an effective public health tool [11]. 

In addition to these studies, Per Nilsen and others introduce 
a new framework for analyzing a social distancing policy 
implementation in the context of the battle against the COVID-
19 [12]. This framework aims to merge knowledge from two 
fields, where elements from implementation science and policy 
research can be combined. Accordingly, the author suggested a 
protocol for a comparative study of two countries, Sweden and 
Denmark. The comparative study reveals similarities and 
differences between both countries towards preventing the 
spread of the COVID-19 [12]. 

Although there are many studies/works made in the 
literature aiming to reduce the spread of COVID-19, a study of 
developing a novel algorithm, which allocates movement 
permits inside workplaces during/outside curfew period, does 
not exist yet (it is at least extremely rare reported in the 
literature). 

Furthermore, most efforts introduced or suggested in the 
literature are trying to help the practice of social distancing 
towards "flattening the curve" during the COVID-19 
pandemic. Such attempts will ultimately cost humanity and the 
economy a lot, tragic human consequences and economic 
uncertainties, which lead to disastrous results. 

This work represents the first approach towards introducing 
an algorithm by enabling individual human agents to move 
safely inside workplaces avoiding infections according to 
COVID-19 social distancing guidance. 
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III. SOFTWARE APPLICATION ROLES AND RESPONSIBILITIES 

There is a wide variety of software applications, which are 
developed to protect people during the COVID-19 pandemic, 
to manage public health emergencies, or to reduce the number 
of COVID-19 infections. One of the more interesting roles of 
these applications was providing instant and live information 
about the number of COVID-19 infections in a city or a 
country. In this case, early detection of possible infections will 
be insured directly after a user of this application shows 
COVID-19 symptoms. Furthermore, some software 
applications are trying to distribute movement permits to 
people that request them during curfew in necessary cases. 
Additionally, these applications update the permit requesters 
status during the curfew period to warn them as soon as they 
are closing to isolated or infectious areas. The more important 
role of those applications could be played by reporting all 
suspected cases of COVID-19 so that other people can receive 
healthcare services timely. 

An interesting example of such an application is 
Tawakkalna App [13]. It is an official app issued by the Saudi 
Data and Artificial Intelligence Authority (SDAIA) in 
cooperation with the Saudi Ministry of Health. The goal of this 
app is to prevent the spread of COVID-19. Tawakkalna App 
makes it easy to issue movement permits during the curfew 
period. Additionally, it can be utilized for various health care 
purposes during the COVID-19 pandemic [13]. 

In this context, Corona-Warn is another aspect of the 
intended applications. For example, the Corona-Warn-App in 
Germany [14] is an app that traces infection chains of COVID-
19 in Germany. This application uses a decentralized approach 
to warn users about exposure to COVID-19. The German 
government asked SAP and Deutsche Telekom subsidiary T-
Systems to develop a Corona-Warn-App in May 2020. They 
are trying to integrate further information into the application, 
such as: the latest pandemic situation. The developers have 
summarized the steps of how the application works. Firstly, 
collect nearby identifiers using the Exposure Notification 
System on smartphones, where it should be regularly scanned 
for identifiers of other smartphones using Bluetooth, and 
consequently the identifiers can be stored locally. Secondly, 
communicate test results (optional) of users with symptoms. 
The tested users utilize the QR code that they received during 
their test to access their results themselves. Thirdly, distribute 
list of keys of COVID-19 confirmed users. Users with positive 
test results can voluntarily upload their last 14 days' temporary 
keys to the server. Fourthly, check for exposure to COVID-19 
confirmed users. In this meantime, the Exposure Notification 
System will locally check if there is any matching between the 
downloaded list of users' keys which were tested positive and 
the locally collected Rolling Proximity Identifiers. If there is 
any successful match (exposure), the app user will receive 
immediately suitable support, if necessary [14]. 

IV. ARE TECHNOLOGY SOLUTIONS READY FOR LIFE AFTER 

CORONA? 

Life after COVID-19 is new and not the same as before. 
Therefore, technology solutions should be the premier provider 
of services in society after COVID-19. In this context, 
movement permits during the COVID-19 pandemic is one of 
the more interesting solutions. 

To understand the main goal, the next comparison is 
performed between the public health strategy, flatten the curve, 
and establishing a robust technical computer system. 

Fig. 1 denotes how the public health strategy, called 
"flatten the curve", is used to slow the spread of a pandemic. 
The sharp curve shows the spread of a pandemic caused by a 
disease, for example, the COVID-19 virus, if no intervention 
(no proactive measures) strategies are provided through a 
community. This means that infected cases would rise rapidly 
if no interventions were made aiming to mitigate the spread. To 
reduce the daily infections and consequently to flatten the 
curve, some interventions (proactive measures, non-
pharmaceutical) would be necessary, such as social distancing, 
hand washing, isolation, etc. Therefore, with intervention, the 
second curve (successfully flattened curve) becomes much 
flatter in the scenario of the COVID-19 pandemic. 

Fig. 2 shows the main idea of establishing a robust 
technical system, which can tolerate faults, deviations, and 
disturbances that could be occurred in the system. The 
approach, in this figure, aims to make the system capable to 
return to its normal state with minimal central proactive 
measures (intervention) after disturbances, faults, or other 
problems [17]. Additionally, it can operate under real-time 
conditions, because a short response time is critical to the 
success of such robust systems. Moreover, robust technical 
systems should continue working effectively to fulfill their 
major tasks in cases of disturbances. Fault or disturbance 
tolerance plays an important role in avoiding system failures. 
This approach considers three cases of the system operation: 
firstly, operation without disturbance, secondly, operation with 
disturbance without intervention, and finally, operation with a 
disturbance with the intelligent intervention [17]. 

In this figure, the system performance is represented by 
throughput, as an example. If no disturbances occur, the 
performance of the system (throughput) should be equal to 1 
(i.e., at its best). However, in the case of any disturbance 
occurrence, the system performance would start to collapse 
over time, if no corrective actions are taken in time. Otherwise, 
the system performance will recover over time when any 
disturbance occurs, only if intelligent and corrective 
intervention is quick enough. In other words, the system 
performance lasts longer despite disturbance occurrence [17]. 
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Fig. 1. The Public Health Strategy "Flatten the Curve" [7] [15]. 

 

Fig. 2. Robust Technical System with Disturbance Occurrence [16]. 

Result of comparison 

According to the previously introduced comparison of both 
Fig. 1 and 2, this section summarizes the results of this 
comparison as follows: 

 The disturbance occurrence represents the start of the 
pandemic.  

 Systems continue working effectively and fulfilling 
their major tasks would represent the peak of 
hospitalizations. 

 System failures represent the peak of a pandemic 
spread. 

 Intelligent intervention represents precautionary 
measures, giving/adapting movement permits, imposing 
social distancing, etc. 

V. OBJECTIVES OF THE APPROACH 

This section will briefly discuss the objectives of the 
proposed approach/algorithm in this paper. It forms a 
connection to utilize computer science algorithms/concepts to 
adapt our life under the COVID-19 pandemic. A more detailed 
discussion will be given in the "The Approach" section later. 

In the context of this paper, a technology solution is 
presented to practice social distancing in certain places, where 

social distancing could be difficult. Such places can be inside 
workplaces, buildings, companies, and institutions. The goal is 
to optimize/adapt the movement permits in these places 
during/outside the curfew period. Additionally, it represents a 
strategy allowing the agents (people, robots) of the system to 
move reliably in their environment. For this reason, public 
health measures (precautionary measures) have to be enforced 
so that the spread of COVID-19 can be prevented or at least be 
reduced in workplaces. Furthermore, this paper proposes a 
solution for the resource allocation problem, called the 
resource sharing problem, where multiple agents (people, 
robots) moving in a shared environment trying to avoid 
collisions (infections). 

VI. THE SCENARIO 

This section presents the application scenario proposed in 
this paper, where agents (people, robots) move in a shared 
environment inside workplaces during the pandemic period. 
They are trying to cross and move around as fast as possible 
using movement permits during/outside the curfew period. 
Furthermore, this section describes the required technique, 
which may include various capabilities. These capabilities are 
necessary to ensure that all agents can move safely avoid 
collisions (infections) in their workplaces. 

Since many of the mitigation efforts of COVID-19 use 
computer models, graphics and simulations, an application 
scenario should be chosen so that it has a strong relationship 
with social distancing. Consequently, the application scenario 
introduced in this paper has a key role in giving/adapting 
movement permits for agents (people, robots) crossing a shared 
environment (resource allocation problem) inside buildings, 
e.g., the workplaces as depicted in Fig. 3. For this reason, a 
crossway control algorithm based on resource sharing is used. 
Such scenarios assemble the required concerns, which will be 
utilized to avoid collisions (infections) in workplaces. 

In this scenario, a resource-sharing conflict arises. It is 
called a resource sharing problem (resource allocation 
problem). This problem should be resolved to prevent any 
collision within the shared place. Therefore, the coordination of 
agents is used later for the evaluation of the proposed scenario. 
In this context, a route planning algorithm is responsible for 
calculating the route with the shortest overall distance, if it 
exists, where safety is not overlooked in the presence of 
infections during the COVID-19 pandemic. Therefore, crowds 
in workplaces can be avoided helping to reduce the spread of 
COVID-19. In this regard, the proposed approach in this paper 
can use trajectories, where every agent travels using its planned 
trajectory. Additionally, adapting these trajectories according 
to the degree of safety is needed. For the special application 
domain, agents can be categorized into two classes: people 
(human) and robots. 

When agents represent people in the applied scenario, then 
adapting trajectories (reallocation movement permits) is 
important to avoid infections in workplaces. However, if 
agents represent robots in other challenging scenarios, adapting 
such trajectories (adjusting movement permits) is required to 
avoid collisions in companies,workplaces or causing traffic 
jams. 
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Fig. 3. The Shared Environment. 

Finally, nowadays software products are using security 
cameras, which are based on AI to track social distancing. This 
is essential to counter the overcrowded facilities so that 
compliance with health guidelines, such as mask-wearing and 
social distancing, can be ensured or enforced as long as 
possible. 

VII. THE APPROACH 

The new approach presented in this paper is intended to 
allocate and optimize/adapt all permits of agent's (people, 
robots) movement during/outside curfew periods. These agents 
are trying to move safely inside workplaces, buildings, 
companies, and institutions. In this approach, safety measures 
will be taken into consideration during the COVID-19 
pandemic. This approach distinguishes between two different 
kinds of agents. 

In the first case, agents represent people so that this 
approach reduces the spread of COVID-19, where policies for 
promoting the health safety of workplaces during a pandemic 
are needed. Therefore, preventing infections and avoiding 
crowds in workplaces is one of the main keys to safety. 
Furthermore, determining the most suitable social distancing 
according to the actual conditions will be necessary. 
Consequently, the next step is observing the maintaining of a 
suitable social distancing range and readjusting it if needed. 

In the second case, agents represent robots that are safely 
moving in companies/workplaces aiming to avoid collisions. 
Additionally, agents are trying as quickly as possible to reach 
their target positions without any collision at all times. 

In both cases, the general problem domain of this paper can 
be represented as a resource allocation problem (resource 
sharing problem) where several agents must travel from a 
source to a destination in a shared environment. Therefore, any 
proposed solution should be able to cope with this problem. 
The introduced approach in this paper chooses coordination 
mechanisms that can deal with the resource allocation problem. 
The coordination of these agents can be achieved through 
trajectory planning or path planning. Such planning should 
consider all agents moving in the shared environment and also 
the environment geometry in the configuration space-time (x, 
y, t). That means, the environment can be seen as a shared 
space over time. 

According to the scenario presented in this paper, agents 
(people or robots) are trying to move safely in their 
environment to avoid collisions (infections). Additionally, 
every agent should get a reservation representing its route in 
the environment. This reservation can be configured as a 
recommendation to agents. It consists of the coordinates (x, y, 
t). This means that a reservation is a collision-free trajectory 
that can be used to coordinate the system agents. The agent 
should obey its planned reservations (trajectory), but this is not 
always guaranteed. Especially, in dynamic environments 
agents could have full autonomy and consequently, they have 
their own decisions and actions. Therefore, agents, in such 
cases, will not follow their recommended reservations. 
Consequently, an observation of the shared space 
(environment) is necessary to detect if agents obey the planned 
reservations (movement permits). If there is any deviation, then 
a reallocation process of resources should be initiated 
immediately so that all movement permits can be re-evaluated 
and consequently re-issued for all affected agents, if required. 

A. Trajectory Planning 

Nowadays, "safety measures", "keep a safe distance", 
"please keep your distance", "keep safe social distance", "keep 
physical distancing" are common signs everywhere. To achieve 
that, this section introduces the collision-free trajectories, 
which are required for all agents to move safely. These agents, 
using their planned trajectories, have to satisfactorily fulfill 
precautionary measures and health guidelines imposed by 
governments and safety authorities. 

Intuitively, there will not be any conflict if every agent gets 
its trajectory uniquely. Therefore, a centralized control unit is 
required to calculate unique trajectories. As mentioned above, 
the trajectory planning in this paper is used as coordination 
mechanisms so that resource sharing problems can be solved, 
where agents move in a shared environment. 

Firstly, all agents have local rules to move before they 
entered the shared environment as depicted in Fig. 4. This 
means, when people/robots leaving their rooms/base stations 
/home bases in workplaces and approaching a shared area 
(well-defined environment/crossroad/company yard), they do 
not need any planned trajectories from the centralized control 
unit. Otherwise, planned trajectories should be given for all 
agents inside the shared environment. These trajectories 
represent movement permits during/outside the curfew period. 
Additionally, these trajectories can be recalculated aiming to 
adapt/optimize the movement permits according to the actual 
conditions and safety degree. 

The centralized control unit (trajectories planner) can 
simulate the agent's route through the shared environment. This 
simulation must consider the latest reserved trajectories for 
other agents using the configuration time-spaces, which is an 
extension of the configuration space of robots by a time axis. 
This should be done for every agent approaching the shared 
environment. The trajectory planner used in this paper is 
centralized so that it possesses a global view of all shareable 
resources that leads in turn to allocate collision-free 
trajectories. 
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Fig. 4. Local Rules Outside the Shared Environment. 

Every calculated route (trajectory) can be represented and 
planned as a vector (n-tuple) of points. Each point is modeled 
as space-time entities (objects) so that the (xi, yi) coordinates 
will be occupied at a time moment ti. 

calculated route = {(x1,y1,t1), (x2,y2,t2),….., (xn,yn,tn)} with 

1≤i≤n; i,n ϵ N              (1) 

B. Algorithm 

The algorithm serves as a basis to give an overview of how 
the centralized control unit works. It reacts according to input 
possibilities: request permission, agent class (people/robots), 
social distancing size. After handling the input values, it plans 
the most suitable routes (trajectories) as movement permits for 
agents. Furthermore, it can send emergency instructions if 
needed to send any warning signals to the participants in the 
case of an emergency. Additionally, it will adapt/recalculate 
these movement permits in two cases: firstly, if agents do not 
obey the planned routes. Secondly, if the given social 
distancing size was changed based on a new defined degree of 
safety. Accordingly, the input and output of the proposed 
algorithm can be summarized as follows: 

Input: request permission, agent class (people/robots), 
social distancing size. 

Output: movement permits (giving/adapting), reservations, 
calculated trajectories (new/adapt), emergency instructions. 

In this algorithm, the Euclidean distance, which is a 
straight-line from a given point to the goal point, is the 
heuristics used to estimate the cost of reaching the goal point. 
Using these heuristics will ensure finding the shortest path (if it 
exists) and consequently planning optimal paths inside shared 
environments. This distance can be determined using the 
formula as described in the next equation: 

min  ||  (xs, ys) - (xg, yg)  ||  ; (xs, ys): start point, (xg, yg): goal 

point                (2) 

Comparing to the algorithm described above, an adapted 
algorithm, which can be used in this approach, can have the 
following features: 

 The function recalculateRoutesOfAffectedAgents() can 
be used to recalculate trajectories if some agents violate 
the planned routes. In this context, the presence of 
modified policies of social distancing size (SDS) can be 
taken into account. 

 The function ModifySocialDistancingSize (SDS) is 
used when the current social distancing policy is 
modified by the state or the city to force new 
requirements or to give recommendations. This can be 
possible by reopening after the COVID-19 lockdown 
but under modified social distancing orders and 
regulations. 

 

VIII. PERFORMANCE EVALUATION 

In this section, an initial evaluation of the algorithm 
proposed in this paper is presented. It uses the model of a 
shared environment inside workplaces during the pandemic 
period as depicted in Fig. 3. As mentioned above, in this paper, 
agents (people or robots) move within a shared environment. 
This application scenario served as a test bed for the evaluation 
of the approach presented in this thesis. 

Since the trajectories planning plays an important role in 
the user application scenario to achieve high throughput 
(performance), an evaluation of this algorithm is necessary 
under different loads of agents. In this regard, we assume that 
there won’t be any deviations from planned trajectories. 
Furthermore, we assume that the social distancing size (SDS) 
is equal to 1 cell in the modeled shared environment. 

-------------------------------------------------------------------------------------------- 

Algorithm: Overview of "Movement Permits During Corona" Algorithm 

-------------------------------------------------------------------------------------------- 

AlgorithmMovementPermitsDuringCorona (startPoint, 

goalPoint) 

BEGIN 

Input (RP,AC, SDS); // RP: request a permission, 

AC: agent class, SDS: social distancing size. 

Initialise (C, RSM, startPoint); //C: calculated 

Route, RSM: Resource Sharing Map 

 CostSoFar (startPoint) = 0; 

bestCalculatedRouteSoFar (startPoint) = startPoint;  

updatedRSM = insertToRSM (startPoint), Cost 

(startPoint) = 0; 

while not isEmpty (updatedRSM) do 

 nextPoint = 

returnNextPointFromRSM(updatedRSM); 

if (nextPoint = goalPoint) then 

return bestCalculatedRouteSoFar ();   

end if 

 for all neighbours in RSM(nextPoint) do 

= 

calculateTheRestPartOfRoute(nextPoin

t,SDS); RPR 

calculateTheCostOf(RPR); 

bestCalculatedRouteSoFar 

(neighbours) = nextPoint; 

end for 

end while 

if (situation = emergency) then 

findTheBeingWell-

preparedForTheEmergency(); 

return bestEmergencyInstructions();   

end if 

Output(movement permits, emergency instructions). 

END 

-------------------------------------------------------------------------------------------- 
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In future work, on one hand, the handling of deviations 
from planned routes should be studied and considered. 
Moreover, on the other hand, modified social distancing size 
(SDS) should be taken into account. 

Additionally, two metrics were used for evaluating the 
approach: throughput and mean waiting time. Firstly, 
throughput presents the total number of agents that left the 
shared area (environment) over time (#Agents/tick). Secondly, 
mean waiting time presents the average time (iterations/ticks) 
needed by agents to cross the shared environment. 

All required experiments have been carried out based on a 
MAS simulation using the "Repast" (Recursive Porous Agent 
Simulation Toolkit) framework [18]. 

A. Evaluation Scenarios 

To compare the system performance in different evaluation 
scenarios, two simulation parameters were used for measuring 
the system performance. Firstly, Amax presents the maximum 
number of all agents in the whole system. Secondly, Prate is the 
production rate of agents in the whole system (agent flow rate). 
Modifying the values of Amax and Prate will be useful for 
ensuring effective performance of the proposed approach in 
different combinations of the simulation parameters. 
Particularly, this effectiveness of system performance can be 
guaranteed even in crowding, e.g. during rush hour for 
employees arriving for their work; where it would be difficult 
for them to get their work done at their company during the 
pandemic. 

Both defined metrics for performance evaluation were 
measured in a simulation interval between 0 and 3000 ticks 
(time steps). As depicted in Fig. 4, agents can flow in all 
directions, and consequently, four directions should be taken 
into account. 

In this scenario, the shared environment is represented as a 
10x10 grid cell, where every cell can be considered as a 
reservation tile. For example, the throughput and the mean 
waiting time (MWT) of the system were measured in the case 
that the production rate of agents (Prate) in the whole system is 
5 agents/tick. Furthermore, the measurement was repeated in 
the cases that the maximum number of agents in all directions 
(inside and outside the shared environment) is 40, 60, 80, 100, 
120, and 500 agents. It is worth mentioning that the case of 500 
agents in all directions can be seen as a crowding threshold (an 
extreme case) in this scenario. Additionally, a series of 
experiments were performed by changing the production rate 
of agents (Prate) in the whole system: 10, 13, 18, 20 agents/tick. 

B. Results 

1) Throughput measurement: Fig. 5 displays the system 

throughput per time unit (#Agents/tick) for the evaluation 

scenario described above using some combinations of both 

simulation parameters: Amax, Prate. As mentioned earlier, 

The throughput was measured for a simulation interval 

between 0 and 3000 ticks. 

Fig. 5 shows that from the simulation time/iteration 115 (it 
is an approximation and not an accurate simulation time) 
agents start leaving the shared environment. This can be 

explained by the fact that the shared environment was free 
from agents at the simulation start. This in turn leads to the 
system throughput per time unit, which is 0 during the 
simulation interval between 0 and 115. However, shortly after 
that, the system throughput per time unit (#Agents/tick) is 
constantly increasing with the passage of simulation time. This 
can be traced back to the system throughput per time unit as it 
goes in fair proportion to the number of agents. However, there 
is a single exception to this statement only in the extreme 
case/crowding threshold (500 agents in all directions). In this 
case, the system performance reaches only a value of around 
9400 agents. That is because the maximum number of agents, 
in this case, is greater than the capacity of the whole designed 
environment. Consequently, it concludes that the system 
throughput per time unit is increasing steadily within the 
environment's capacity (resource consumption) with the 
number of agents for all possible combinations of both 
simulation parameters. It is worth reminding that one tick in 
the used "Repast" simulator means one-time step. 

 

 

 

Fig. 5. The System throughput Per Time unit (#Agents/Tick) for the 

Evaluation Scenario for a Simulation Interval between 0 and 3000 Ticks 
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2) Mean waiting time measurement (MWT): This metric 

can be evaluated in many cases as the first metric, throughput, 

mentioned above. However, it is noteworthy in this context 

that the mean waiting time is calculated in an extreme case. In 

this case, Amax= 1000 is the maximum number of all agents in 

the whole system inside and outside the shared environment. 

This case represents a crowding threshold, where the 

maximum number of agents is in fact greater than the capacity 

of the shared environment. Consequently, such measurement 

will give an environmental protection to authority by 

calculating the longest waiting time spent by agents crossing a 

shared environment during the pandemic period. 

In this context, several experiments have been carried out 
aiming to study the mean waiting time in different values of 
production rate (Prate) of agents. Therefore, the values of the 
mean waiting time of all agents and their standard deviations 
were calculated after the simulation end time in the extreme 
case (Amax= 1000) as depicted in Table I. 

As a result, despite having big values of agents, the 
designed system has low mean waiting times (Latencies) with 
small standard deviations. That applies in different production 
rates of agents, where the worst mean waiting time was Φ 
4.290499947151464 ± 1.3562567367584307 in case of the 
biggest Prate applied in simulation experiments of this paper. 

Furthermore, this exploratory qualitative study also 
measured total waiting times (aggregated latencies) and mean 
waiting times (mean latencies) in normal cases (not only the 
extreme case), e.g., by Amax=200, Prate=8 during the whole 
simulation period. 

Firstly, Fig. 6 shows the total waiting times (aggregated 
latencies) in the case of Amax=200, Prate=8 during the whole 
simulation. The experimenter here can see that the worst total 
waiting times which agents experience is about 250 ticks as 
depicted in Fig. 6. 

Secondly, Fig. 7 shows the mean waiting times (mean 
latencies) in the case of Amax=200, Prate=8 at any time during 
the experiment simulation. The designer here will see that the 
worst mean waiting time which can be measured is ca. 1.3 ticks 
as depicted in Fig. 7. 

Thirdly, Fig. 8 shows the maximum waiting times 
(maximum latencies) in the case of Amax=200, Prate=8 during 
the whole experiment. These measurements showed that the 
biggest waiting time which can be experienced is 7 ticks as 
depicted in Fig. 8. 

TABLE I. MEAN WAITING TIMES (LATENCIES) OF ALL AGENTS AND 

THEIR STANDARD DEVIATIONS AFTER THE SIMULATION END TIME IN THE 

EXTREME CASE 

Amax Prate 
mean waiting time 

(Latency in ticks) 
standard deviations 

1000 

5 2.7831321540062435 0.9451051160462923 

7 3.5283895921237694 1.4656030736537114 

10 3.872145144076841 1.836589145239349 

13 4.147975811584978 1.5825953904261338 

15 4.290499947151464 1.3562567367584307 

 

Fig. 6. Total mean Waiting Time (Aggregated Latencies) by Amax=200, 

Prate=8. 

 

Fig. 7. Aggregated mean Waiting Time (mean Latency) by Amax=200, 

Prate=8. 

 

Fig. 8. Maximum Waiting Times (Maximum Latencies) by Amax=200, 

Prate=8. 

IX. CONCLUSION 

The tightened measures against COVID-19 are supported 
by a clear majority all over the world these days. This in turn 
led many authorities in the world to restrict movement and 
range of motion or even impose nationwide shutdowns. In this 
case, lockdown also caused a shut down of social life during 
the COVID-19 pandemic. Therefore, studies were initiated 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 3, 2021 

200 | P a g e  

www.ijacsa.thesai.org 

aiming to prevent the imposition of such lockdowns and 
consequently to mitigate the bad economic impacts on society 
and businesses. In this context, this paper presented a new 
approach/algorithm as a technical solution towards achieving a 
desired target safety margin despite COVID-19 disturbances. 
This approach was trying to adapt the social distancing by 
movement permits inside workplaces, institutions, companies, 
and big buildings. On other hand, the paper proposed a 
possibility for solving the problem called "resource sharing 
problem" or "resource allocation problem". It supposes that the 
designed system consists of many agents representing people 
or robots aiming to reserve suitable resources of their shared 
environment. The evaluation of the proposed algorithm that 
manages all movement permits (resource allocations) showed 
the high performance of this algorithm (high throughput values 
and low waiting times or latencies). Additionally, all 
experiments were based on various loads of agents to ensure 
their safe and reliable operation. 

X. FUTURE WORK 

Comparing to the algorithm evaluation described above, an 
extension is necessary to incorporate detailed results and 
expanded experiments. Especially, detecting and handling 
possible deviations from routes planned from the algorithm 
would be the first step in future work. Furthermore, taking into 
account that social distancing size (SDS) can be modified due 
to changed policies and procedures would be the second step in 
the future work as well. After that, the paper extension will be 
satisfactory evidence of compliance with the applicable 
requirements of Corona-stipulated social distancing. 
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Abstract—The Internet of Things (IoT) has been widely used 
in every aspect of life. The rapid development of IoT technologies 
raises concerns regarding security and privacy. IoT security is a 
critical concern in the preservation of the privacy and reliability 
of users’ private information. The privacy concern becomes the 
biggest barrier to further usage of IoT technology. This paper 
presents a review of IoT application areas in smart cities, smart 
homes, and smart healthcare that leverage such techniques from 
the point of view of security and privacy and present relevant 
challenges. In addition, we present potential tools to ensure the 
security and preservation of privacy for IoT applications. 
Furthermore, a review of relevant research studies has been 
carried out and discusses the security of IoT infrastructure, the 
protocols, the challenges, and the solutions. Finally, we provide 
insight into challenges in the current research and 
recommendations for future works. The reviewed IoT 
applications have made life easier, but IoT devices that use 
unencrypted networks are increasingly coming under attack by 
malicious hackers. This leads to access to sensitive personal data. 
There is still time to protect devices better by pursuing security 
solutions with this technology. The results illustrate several 
technological and security challenges, such as malware, secure 
privacy management, and non-security infrastructure for cloud 
storage that still require effective solutions. 

Keywords—Internet of things; internet of things application; 
internet of things privacy; internet of things architecture; internet 
of things security; challenges; security protocol 

I. INTRODUCTION 
The modern technological revolution has become an 

integral part of our lives. Internet-enabled devices produce 
Internet crowding, as they contain large amounts of data that 
make the device useful. This technology provides access to 
information in real-time; one example of this is home monitor 
systems. IoT can improve productivity and reduce sudden 
breakdowns due to risks and disasters. Access to any 
information is made easy thanks to modern phones and 
technologies’ smart devices. IoT-enabled devices are 
characterized by sensors and small computing equipment that 
are used communicate with other devices and connect to them. 
With the progress of IoT, which focuses on increasing 
productivity, reducing costs, and improving quality of life, the 

privacy of the information transmitted through smart devices 
must be preserved. After the Internet managed to make the 
world a small village that is easy to navigate between its 
branches in less time and effort, it is now possible to attract 
things to connect them to the Internet automatically without 
the need for human intervention. 

There are security flaws in IoT technology that are 
difficult to correct with software updates, making IoT 
vulnerable to piracy and information manipulation. For 
example, home surveillance cameras are an easy target for 
hackers as a hacker can violate homeowners’ privacy. Some 
smart watches have also been found to contain security flaws 
that allow hackers to track users’ locations. Maintaining the 
confidentiality of user data is essential to consumer 
confidence. Still, in reality, many of these devices, especially 
the cheap ones, do not give importance to privacy issues such 
as data encryption. There is a need to address defects in IoT 
hardware and software, which, since they are difficult to 
correct through software updates, have to be tackled during 
the design of these devices [1]. 

This topic has been chosen because IoT technology 
facilitates our daily lives and makes communication between 
electronic devices more accessible. Besides these features, 
security and privacy must be provided during the connection 
of these devices. It is necessary to study IoT security to 
maintain user privacy, improve performance, spread security 
awareness related to IoT technology, and integrate the 
physical world and the security of IoT technology. Secure IoT 
helps improve data efficiency, accuracy, and privacy. 

A comparison of this paper with previous review and 
survey papers on IoT security is presented in Table I, and a 
summary of the previous work is outlined to summarize the 
key contributions of the present study’s review. The specific 
contributions of this paper are as follows: 

• IoT security challenges in the context of its 
applications are reviewed. 

• An overview of the various security tools and solutions 
for IoT is presented. 
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TABLE I. COMPARISON OF THIS PAPER WITH CURRENT IOT SECURITY SURVEY AND REVIEW PAPERS (COVERED: √, NOT COVERED: X) 
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2012 (Suo et al.) 
[38] 

Provided an in-depth analysis of the 
architecture and security features of the 
IoT and its requirements. The main 
security technologies such as encryption 
and its algorithms, communication 
security and sensor data protection, and 
the main challenges it faces it also 
discussed  

Review √ √ √ X X √ X X X X 

2016 (Yamashita 
et al.) [34] 

Discussed the challenges facing the IoT 
from the security aspect. Provided an 
overview of IoT securing features and 
discussed the security solutions to 
protect user data. 

Review √ √ √ X X X X √ X X 

2016 (Tyler) 
[36] 

 This review analysed the literature on 
IoT security, discussed the security 
standards, and proposed a framework 
for IoT’s key security requirements. 

Review X X X X X √ X X X X 

2017 (Khan & 
saleh) [32] 

Presented a review of security 
specifications, issues, challenges, and 
solutions according to the IoT-layered 
architecture and analysed blockchain 
technology for IoT security issues.  

Review √ X √ X X √ √ X √ X 

2018 (Joshi et al.) 
[14] 

Provided a review of different 
challenges and security defences in IoT-
layered architecture. 

Survey √ X √ X X √ X X X X 

2018 (Burhanuddin 
et al.)[39] 

Provided a review of IoT security 
challenges and analysed the primary 
and secondary IoT security 
specifications, followed by a description 
of the possible threats against these 
specifications. 

Review X X √ X X √ X X X X 

2019 (Perwej et 
al.)[40] 

Provided a review of IoT security 
attacks, solutions, and guidelines to 
secure IoT devices. 

Review X X X X X √ X √ X X 

2019 (Sultan et al.) 
[41] 

Provided a review of IoT security 
requirements, challenges, and outlined 
limitations after blockchain deployment. 

Review X X √ X X √ X X √ X 

2019 
(Abdullah et 
al.) 

[42] 

Provided a review of security issues, 
specifications in IoT layers and 
presented blockchain technology as a 
potential IoT security solution. 

Review √ X √ X X √ X X √ X 

2020 (Mrabetet al.) 
[20] 

Introduced a five-layer IoT architecture 
and reviewed security threats and 
solutions based on the proposed IoT 
architecture. 

Survey √ X X X X √ X √ X X 

2021 This 
research 

Presents a review of IoT security 
challenges in the context of its 
applications and various security tools 
to secure the IoT. Besides, it discussed 
the structure and layers of the IoT, 
protection protocols, IoT security 
features, and requirements. This paper 
dealt with challenges and issues in IoT 
technology and presented effective 
solutions to solve the issues. 

Review √ √ √ √ √ √ √ √ √ √ 
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Fig. 1. IoT Application. 

In this review, we select smart cities, smart healthcare, and 
smart homes as the main application fields of IoT, taking into 
consideration their corresponding use cases and security 
challenges. Fig. 1 illustrates these use cases. 

The remainder of this paper is structured as follows: 
Section II: Related works, Section III: IoT definition and 
value, Section IV: IoT architecture, Section V: IoT features, 
Section VI: IoT security requirements, Section VII: IoT 
security protocols, Section VIII: IoT applications, Section IX: 
IoT security challenge, Section X: Categorization of the 
security issue, Section XI: Security mechanism, Section XII: 
IoT security solution, Section XIII: Findings, Section XIV: 
Discussion solution, Section XV: Future works, Section XVI: 
Conclusion and recommendation. 

II. RELATED WORKS 
This section will discuss several studies related to the 

security of IoT-based technologies. 

In one study [2], the authors propose a solution to secure 
the IoT system with machine learning techniques. In the study, 
the researchers used artificial neural networks (ANNs) to 
analyse the data and discover anomalies. They used R 
programming tools to create an ANN and selected a neural net 
package that makes it possible to construct a neural network 
for forecasts. The result shows that the use of neural networks 

in the protection of an IoT device can be rigged for intrusion 
detection. 

In another study [3], the authors discuss different security 
challenges in IoT and develop security solutions for IoT 
systems. The primary technique applied in this study is 
EdgeSec, which is embedded at the edge layer. Moreover, the 
authors applied EdgeSec in multiple use cases in the Smart 
Home application. The result shows that EdgeSec tackles most 
of the significant challenges affecting IoT security. 

In yet another study [4], the authors discuss security issues 
and consider the problems of the large-scale, heterogeneous, 
resource-constrained IoT devices. They offer a list of cases, in 
which, different designs cover these low-capacity devices. The 
first case is to consider IoT end devices as conventional 
computing devices and to directly deploy specific protection 
solutions to those devices. Then, the correct protocols and 
algorithms should be considered; the end devices can assist 
with that. The second case is to gain assistance from edge 
devices and the cloud so that security-related activities can be 
moved to layers with large processing and storage capacities. 
The research shows that the security can be enhanced by the 
distribution of security information storage. 

Another research paper [5] discusses IoT security, where 
the author focused on IoT technology’s security aspects and 
the most prominent threats it faced as well as the security 
risks. Furthermore, the ability to effectively benefit from the 
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available opportunities by providing balance and security 
control is discussed, as are the rapid improvement of IoT 
technology and its ability to provide different types of 
growing services, impacting social life and work 
environments. Many innovations such as IoT, M2M, and 
artificial intelligence (AI) bring many cyber threats and 
solutions available to provide security. An excellent way to 
prevent these risks is the development of policies and strong 
controls. The author concludes that connecting more devices 
provides an opportunity to share more important personal 
information. However, the large number of devices that are 
connected causes some security problems. Thus, as 
technology rapidly evolves, its vulnerabilities also increase, 
which raises the chance for security crimes. This necessitates 
the ability to confront security threats. 

In another study [6], researchers focused on the 
widespread use of IoT devices, which requires the 
development of security and privacy, to help implement better 
security, identify weaknesses in IoT devices, and promote 
low-cost IoT security methods. Their research mentioned the 
use of IoT devices in the commercial and industrial fields. The 
companies must increase security solutions to mitigate 
potential damage from this technology. Furthermore, they 
mention that deploying IoT devices at risk in the field led to 
safety complications. Due to the services provided by these 
units, an attacker could use these devices to cause physical 
sabotage. For example, industrial IoT-embedded devices can 
use the CENTRON CL200 Smart Meter to damage cyber-
physical systems, such as the power grid. Excess consumption 
of uncensored energy can lead to an overload of the network, 
resulting in power outages and, in extreme cases, device 
malfunctions. Besides, it can lead to damage or loss, the 
attacker from hijacking the functionality of the devices the 
device performs intending to detect and attack the local 
network. For example, the Haier SmartCare device is used to 
deploy services in local networks and offers the user an 
operating system that is rich in capabilities. This device also 
enables participation in Address Resolution Protocol (ARP) 
and masquerades as a router, allowing targeted computer 
network traffic to be captured. Industrial devices pose a more 
significant threat if exposed to danger, as infrastructure may 
be corrupted, energy consumption information may be 
sabotaged by changing the smart identity, thus consuming 
energy while masquerading as a different device. Through the 
programming and debugging interfaces, the attacker can 
change the energy bill data. Thus, the power supply will not 
bill customers efficiently because the values recorded in the 
electricity meter’s capacity calculations are incorrect. 

Different research papers discuss the security of IoT. In 
one study [7], the researcher discusses some uses of IoT in 
manufacturing; for instance, the Walmart Corporation has 
already invested a lot into implementing IoT in its supply 
chain, retail, healthcare, and home services. The authors of the 
study point out security issues in IoT environments. Due to the 
volume of data, the primary security problems that are 
included are IoT default passwords and low-level devices on 
the transport layer with weak encryption. Additional issues 
include vulnerabilities in a web browser or mobile platform, 
which could grant access through IoT to gather and transfer 

private information without protection over the network, and 
unsecure code practices. All of these problems present as 
incredible security risks. In the aforementioned paper, the 
researchers state that there is no preventive solution to IoT 
attacks unless security is implemented in its production 
lifecycle. Moreover, they mention some measures and 
solutions, such as secure network traffic, code reviews, and 
device platform, to reduce threats. 

In another study [8], the researchers mention some 
background IoT security methods and techniques by 
researchers and organizations. The proposed security 
architectures have simple protection measures that cannot be 
automatically copied to construct IoT security systems due to 
the unique attributes of IoT. Standard network security models 
may be used for guidance through a dynamic approach to IoT 
security. Moreover, they suggest an approach where immune 
concepts and frameworks are applied to model IoT protection 
as an immune system in a real defence environment. This 
alters its security protection techniques along with the IoT’s 
changing security environment, making the suggested solution 
adaptable to actual IoT devices. In the experiments, the 
authors used simulation tools and equipment to simulate 
attacks using AIS concepts and frameworks to identify 
security threats and protect IoT devices. 

According to a further study [9], the concept of IoT 
includes defining the structure that controls the three basic 
elements of this technology: embedded devices, the cloud, and 
end users. It contains a set of protocols that regulate the 
procedure of data processing, and encrypt the transmitted 
messages to ensure data privacy. The IoT’s final 
implementation should also support the masking of complex 
infrastructure protocols to build a user-friendly IoT 
framework. 

III. IOT: DEFINITION AND VALUE 
A wide variety of different objects, such as lamps, 

cameras, mobile systems, alarm clocks, and locks, which can 
connect to the Internet and share data, is referred to as the 
Internet of Things. The network link function allows 
managing things remotely by structuring the network 
architecture, which contributes to alignment with the real 
world. Through the use of emerging technology such as cloud 
storage, networking capabilities, internet protocols, and 
applications, IoT transforms products from their classic state 
into smart devices [10]. 

IoT makes different smart devices communicate over the 
Internet Protocol, using wireless sensor networks (WSN) and 
RFID technology, by sending and receiving data without 
human intervention infrastructure for physical structures. IoT 
devices include tools, sensors, and various AI tools [10]. 

IoT’s importance is determined by enabling the user to 
monitor his computer when he/she is away from it. Today, it is 
possible to connect things that are used in our daily life to the 
Internet, such as cars, washing machines, fridges, alarm 
clocks, TVs, sensors, and many others. The process of 
exchanging data between smart devices may affect the privacy 
and privacy of individuals and their personal information. 
Among these issues, failure to properly monitor devices that 
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contain sensors as well as deliberately jamming operations, 
which some people perform with the aim of disrupting the 
communication between these smart devices in an illegal 
manner and with the motives of sabotage [10]. 

IV. ARCHITECTURE OF IOT 
The structure of IoT comprises physical devices, detectors, 

network computing, designers’ motors, and protocols. 
Researchers divide the IoT architecture into three layers, 
namely, the layers of perception, network, and application. 
There are comparable protection concerns to each IoT layer. 
The layers are outlined below [11]. 

A. Perception Layer 
In IoT, the layer of perception is also known as the 

“sensors” layer. With the assistance of sensors and actuators, 
this layer has the purpose of gathering environmental data. 
The sensors layer processes the data and then transfers it to the 
network layer. 

B. Network Layer 
The network layer performs data routing and transmission 

to multiple IoT hubs and devices over the network. This layer 
is composed of cloud servers, Internet gateways, switching 
devices, and routing devices. It operates by using some of the 
latest innovations, such as Wi-Fi, LTE, Ethernet, 3G, and 
Zigbee. The network gateways serve as intermediaries among 
different IoT nodes by collating, sorting, and transmitting data 
from different sensors. 

C. Application Layer 
In order to deliver services, the application layer ensures 

that the data is reliable, complete, and confidential. The main 
purpose of IoT, which is establishing an intelligent 
environment, is accomplished by this layer. 

The architecture of the three layers represents the core 
concept of IoT. More layered structures are classified by other 
researchers, namely five layers: perception, transport, 
processing, application, and business layers. As in the three-
layered architecture mentioned before, the perception and 
application layers have a similar role. The remaining three 
layers are described below [12]. 

D. Transport Layer 
This layer aims to transmit data from the perception layer 

to the processing layer, such as the wireless network, LAN, 
RFID, and Ethernet. 

E. Processing Layer 
Collecting, inspecting, and analysing all the data from the 

transport layer is the critical feature of this layer. It can 
accommodate the lower layers and offer various services by 
utilizing numerous innovations, such as servers, cloud 
computing, and big data processing. 

F. Business Layer 
This layer is concerned with meeting business 

requirements that focus on providing added value to 
businesses and end users. It is also concerned with promoting 
interconnected IoT applications in the business area. 

V. IOT FEATURES 
IoT is a dynamic system with a multitude of features. 

Some of the main and general IOT characteristics are as 
follows [13]. 

A. Interconnectivity 
With regards to IoT, the global information and 

communication infrastructure can interconnect anything. 

B. Things-Related Services 
IoT is designed to provide thing-related functionality 

within the limitations of things, such as privacy and semantic 
consistency of physical things and their corresponding virtual 
things. The distribution of things-related resources within the 
limitations of things would impact both the technology of the 
physical world and the world of knowledge. 

C. Heterogeneity 
IoT systems are heterogeneous as they rely on the various 

configurations of the hardware and network. They can connect 
with other systems or service channels over different 
networks. 

D. Dynamic Changes 
Dynamically, unit states vary, for example, modes of 

sleeping/operating and connected/disconnected, along with 
machine conditions such as location and speed. In addition, 
there could be rapid changes in the number of devices. 

E. Enormous Scale 
The data can be synchronized between a large number of 

devices according to the needs of the end user. Therefore, the 
data is managed and analysed in a comprehensive way, which 
can contribute to making decisions. 

F. Security 
One of the most important features that must be available 

in Internet technology is user safety. This includes all user 
data transferred over the network. 

G. Connectivity 
Connectivity allows accessibility and compatibility to 

networks. On a system, accessibility becomes usable, while 
compatibility provides the standardized ability to use and 
generate data. 

VI. SECURITY REQUIREMENTS FOR IOT 
There seems to be a security problem with IoT devices 

from being hacked or used for large-scale attacks. For safe IoT 
implementation, various methods and requirements must be 
dealt with as listed below [14]. 

A. Data Privacy, Confidentiality and Integrity 
Given that IoT data moves through multiple hops on a 

network, maintaining data protection by a reliable encryption 
mechanism is required. The data stored on a computer is 
susceptible to privacy breaches through the nodes in an IoT 
system due to the dynamic integration of services, 
applications, and networks. By modifying the data stored for 
illegal reasons, IoT devices will allow an attacker to affect 
data integrity. 
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B. Authentication, Authorization, and Accounting 
Authentication is required when two devices are 

communicating with each other to secure interaction in IoT. 
Due to the increasing heterogeneous systemic structures and 
ecosystems that sustain IoT schemes, a spectrum of IoT 
authentication mechanisms exists. Such environments raise a 
challenge in the identification of standard global 
authentication protocols of IoT-based devices. Additionally, 
the authorization processes ensure that access to systems or 
data is granted to those who are authorized. Successful 
integration of authorization and authentication assists in 
securing the communication environment. In addition, 
accounting and auditing, and monitoring of resource 
utilization provide a robust method for secure network 
management. 

C. Availability of Services 
It is essential to have a sustainable structure for the IoT. 

Information procured in real-time that help add quality to the 
lives of end user, such as predicting the future, are provided 
by IoT services. 

D. Energy Efficiency 
Generally, IoT systems are resource-constrained and 

feature limited power and capacity. Attacks on IoT networks 
may cause an increase in energy consumption by 
compromising the network and consuming IoT properties via 
redundant or fake service demands. 

E. Single Points of Failure 
The exponential growth of IoT networks may contribute to 

the degradation of IoT services due to a heterogeneous 
structure. It involves creating a tamper-proof framework for a 
large number of IoT networks and the implementation of 
alternative strategies for a fault-tolerant network. 

VII. MAJOR SECURITY PROTOCOLS FOR IOT 
Since there are many devices that connect different objects 

or items to each other intelligently, IoT still needs to integrate 
these tools, which use multiple communication protocols. The 
only way these smart devices can exchange data among 
themselves is through interaction. Protocols are important to 
define the spoken language of the IoT devices in terms of 
coordinating the messages exchanged between the linked 
devices, and to determine the correct limits that correspond to 
the different functions of each device. The popular features in 
all of modern IoT protocols and structural requirements are as 
follows. 

A. CoAP Protocol 
CoAP is used to carry messages and transfer lost packets 

with high privacy. CoAP is designed to be light in both 
applications and in the network’s use, making it more suitable 
for small and large devices in the IoT. CoAP and HTTP share 
the REST architecture and use methods to protect 
interconnected devices. CoAP protocol transmits data via IoT. 
It is designed to work on devices with limited resources. 
CoAP’s goal is to find a way to transfer data safely and 
reliably. It is also designed to be simple, and the devices can 
use it as an alternative to the HTTP protocol, which makes it 

an important protocol in IoT security. The four specific CoAP 
security modes are as follows [15]: 

1) NoSec: Assumes that security was not provided in this 
mode or in the transferred CoAP message. 

2) PreshardKey: Enabled by pre-programmed hardware 
sensing using symmetric cipher keys. 

3) RawPublicKey: Mandatory mode for devices requiring 
authentication. The devices are programmed with the list of 
keys previously available. 

4) Certificates: Supports authentication and assumes 
security infrastructure is available. Hardware that has an 
asymmetric key can be validated and provides reliable keys. 

B. Message Queuing Telemetry Transport 
Message Queuing Telemetry Transport (MQTT) is one of 

the most popular IoT protocols and is a convenient solution 
for embedded devices with limited and unlimited resources in 
the area of processing and storage capacity. It is a secure 
message transport protocol between the client and server in 
publish/subscribe mode. Light, open, and easy for 
implementation, it was designed specifically for the context of 
IoT applications in limited resource environments in the areas 
of energy, data exchange, and storage. The protocol offers 
benefits that reduce power consumption and bandwidth, both 
of which are very important factors in IoT devices. MQTT has 
three main parts, which are as follows [16]: 

1) The broker: Responsible for managing the network 
from clients who are a mix of publishers and subscribers. 

2) The publisher: The device that sends messages (posted) 
to the broker. 

3) A subscriber: The device that listens to a specific topic. 
There is no direct contact between the subscriber and the 

publisher. Rather, the subscriber simply informs the server 
that he is interested in specific topics and the broker will then 
send messages to the subscribers when they become available 
[18]. 

C. IEEE 802.15.4 
It is one of the protocols that define the operation of low-

priced wireless personal networks. IEEE 802.15.4 protocol 
includes several advantages, such as offering support for 
securing communications in an integrated manner and for 
applications to handle sensitive data while ensuring their 
ability to work, in addition to real-time compatibility. IEEE 
802.15.4-compliant devices use one of three operational 
frequency bands (868/915/2450 MHz) [17]. 

D. 6LoWPAN 
It combines Internet Protocol (IPv6) and Low Energy 

Personal Area Networks (LoWPAN). 6LoWPAN allows small 
devices with limited processors to transmit information 
wirelessly using the Internet Protocol [15]. 

E. TLS Protocol 
Transport Layer Security (TLS) is a protocol used to 

encrypt and provide a secure communication channel between 
two parties on the network during the exchange of data so that 
the data is encrypted to prevent any third party from disclosing 
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it or gaining unauthorized access within the IoT devices. This 
protocol is used to communicate over the network in a manner 
designed to prevent eavesdropping or tampering with the data 
being exchanged, as data is sent and received between the 
client and the server in conditions that prevent any party on 
the network from revealing what that data is or even 
tampering with it, since the software usually uses ports 
specially for safe communication [18]. 

TLS relies on trusted third-party certificate authorities. 
These are a group of entities that are considered authoritative 
references for issuing and authenticating protection 
certificates. These entities certify the protection certificates 
that TLS uses to encrypt data, which are distributed to IoT 
devices [18]. 

F. HomeKit Accessory Protocol 
In 2014, Apple developed the HomeKit platform for 

iPhone and iPad users. Using the HomeKit Accessory 
Protocol (HAP) which was designed for Apple devices, things 
can be interconnected to wirelessly operate with voice 
commands using Apple’s virtual assistant Siri. With HAP, 
lights, amplifiers, air conditioning, and other devices can 
connected to IoT and managed through a single interface that 
works with voice commands; as soon as a voice command like 
“Sleep” is issued, dim lighting will be turned on, turning off 
the TVs, and locking the doors of the house [15]. 

HomeKit is a closed platform that is not open-source, so it 
is well-protected. Apple works with several companies to 
provide IoT solutions such as August, which produces smart 
door locks, and Philips, which makes lighting devices that can 
communicate with each other via IoT technology [18]. 

G. Wi-Fi Protected Access 
Wi-Fi Protected Access (WPA) aims to improve security 

on WEP. The standard that is currently used to ensure the 
protection of the IoT is WPA2. WPA2 uses a more robust 
encryption device to encrypt the IoT network. The length of 
the IoT code is an improvement of security over WEP. 
Organizations often enforce security by using a certificate-
based system to authenticate the communication device using 
the 802.1X protocol [19]. 

H. RPL Protocol 
Also known as the network layer protocol, the RPL 

protocol supports distance-vector routing for low-power 
networks using IPv6. Connected RPL internet network devices 
that support data transmission security and integrity. Link-
layer mechanisms can be used in three basic safety modes 
[20]: 

1) Unsafe: Allows RPL control messages to be sent 
without additional security. 

2) Pre-installed: Applied by the device using identical 
keys that are pre-set to join the RPL protocol. The keys 
support integration, data authentication, and confidentiality. 

3) Authentication: Compatible with routers associated 
with Internet devices. When a new device can join the IoT 
network, the key will authenticate and license the devices, 

which can then join the rest of the connected devices in the 
network. 

RPL is used in IoT systems to check the consistency of 
messages and the effectiveness of the response production in 
order to provide security against attacks by adding the version 
number and to route the data authentication system. 

I. Thread Protocol 
Thread provides a solution to the complexities of IoT 

technology in terms of operation and security. It is one of the 
low-power wireless protocols based on the IP. 

Google, in cooperation with Samsung and other 
companies, introduced the Thread protocol to connect home 
appliances with limited resources to the IoT network. Thread 
works perfectly with Bluetooth and Zigbee to connect 250 
home devices to one home network. The homeowner is then 
granted the ability to control these home appliances remotely 
via the IoT network. The Thread protocol also provides a high 
level of security by encrypting communication between 
devices by AES encryption, as well as being energy efficient. 
[21] 

VIII. IOT APPLICATIONS 
Many applications work with IoT technology, the most 

important of which is the smartphone. This device acts as a 
connection point for many machines connected to the Internet; 
it is, hence, considered an IoT device. Additionally, wearable 
sports trackers are widely used by athletes and health-
conscious individuals. Processing equipment, sensing, and 
communication processes have been added to many devices. 
Smart thermostats, smoke detectors, and security cameras can 
monitor human behaviour and help them accomplish their 
daily tasks. 

A. Smart Home 
The deployment of smart home technologies has been in 

widespread use in recent years. IoT technology controls smart 
home devices using wireless technology through the power 
supply system and the access control system. Smart homes are 
based on several devices inside a home connected via IP. This 
technology enables the control of any device in the house 
remotely and quickly via the Internet, which makes life more 
comfortable for people. This technology allows the collection 
and sharing of data between them at the same time. For 
example, AI devices that depend on capturing sound will 
know the music an individual prefers at a particular time of 
the day and play them automatically, such as quiet music at 
bedtime. The individual’s watch will also check his/her daily 
task schedule and reset the alarm daily accordingly. 
Furthermore, when an individual wakes up from his/her sleep, 
the bathtub is prepared and filled with water that suits the 
person’s body temperature, in accordance with reading taken 
from the smartwatch that the individual wears. Some 
examples of devices that support IoT technology in a smart 
home are listed below [22]. 

1) Smart mirror: A smart mirror consists of a transparent 
mirror and a screen behind the mirror connected via the 
internet. It displays essential updates such as the weather, the 
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calendar, news, social media notifications, and more, 
depending on the homeowner’s lifestyle. 

2) Smart TVs: These devices help the home owner 
monitor their home in their absence, which increases security 
against thieves. If the individual switches off the TV, it will 
fold up automatically to save space. 

3) Illumination intensity sensor: It works by pre-setting its 
connection to the Internet and other devices through IoT 
technology. It balances the sun’s natural lighting during the 
day from the weather application, calculates the intensity of 
the lighting, and automatically creates the appropriate lighting 
for the user according to the user’s preferences. 

4) Smart alarms: It works in conjunction with all devices 
that operate on the security and safety principle in the smart 
home, so it issues a high-frequency alarm and sends a text 
message to the user through the application to inform him/her 
of emergencies. 

5) Smart doors and windows: A burglar alarm keeps 
doors, windows, and cupboard doors safe when homeowners 
are away. Furthermore, if a stranger opened it, a warning 
sound would be triggered, in addition to an alert message 
being sent to the user’s phone. 

IoT security challenges in smart homes: Despite the 
presence of smart home features, there are many security and 
privacy concerns. If this technology is exposed to a security 
breach by hackers, the entire house may be vulnerable to 
sabotage, leading to disruption of the system and the loss of 
personal information and items. 

There are two main threats to smart homes: The first threat 
is that of hackers being able to access information and 
controlling home appliances remotely or stopping their 
functioning. The second is that the data on these devices can 
be stolen and used for unethical purposes. If pirates succeed in 
accessing home cameras or surveillance devices, they will be 
able to know when the houses are vacant and use this 
knowledge to conduct a robbery [23]. 

Smart home privacy are a sensitive issue, and is one of the 
highest priorities in the protection of IoT-based smart homes. 
Cyber-physical systems (CPSs) are used to protect these smart 
homes. These are engineering systems that include interaction 
between physical and computational components, which 
intersect with IoT-based technology by creating a complex 
network of devices. Consequently, the common denominator 
between CPS and IoT is that user privacy is the main issue.  
Both systems are concerned with creating a smart and secure 
home. Since both systems (CPS/IoT) are in widespread use, 
they attract many attackers and hackers [23]. 

ISPC is an essential technology for the protection of smart 
homes security and provide a high advantage for IoT device 
privacy. It is a scheme that aims to protect personal 
information on connected smart home devices. It has four 
levels of privacy that are classified according to the degree of 
sensitivity: high, medium, low, and unclassified. Each 
provides different levels of data access. Usually, there are 
levels for each user account or family members present in the 
smart home. For example, parents can access all of their 

children’s information that are registered on IoT-based 
devices and determine children’s validity. ISPC technology is 
responsible for protecting devices connected to the IoT 
network and allows users the freedom to choose between these 
levels of privacy. 

Privacy has been divided into two types, namely, fixed 
privacy and dynamic privacy. The former describes the 
personal information of smart home residents and their 
properties, while the latter refers to the information that we 
create and grows automatically, such as text messages, phone 
calls, and banking transactions. A type of data called 
derivative data is created through a dynamic parameter 
analysis process to build a user profile. 

B. Smart Healthcare 
Over the past several years, IoT has changed healthcare in 

several ways, and continue to do so in the coming years. Some 
examples of devices that support IoT technology in the 
healthcare industry are listed below [24]. 

1) Implantable glucose monitoring systems: Patients with 
diabetes may have devices with sensors inserted in them, just 
under their skin. The sensors in the devices will transmit 
information to a patient’s smartphone if their glucose levels 
become too low, along with prior documented data. In this 
way, patients will be able to determine when they are most 
likely to be in danger of low glucose levels. 

2) Medical alert system: Users can wear objects that seem 
like jewellery, but are used to alert them of an emergency. For 
example, if an individual wears a medical alarm band and falls 
out of bed at night-time, whoever the users appoint to assist in 
an emergency would immediately be informed on their 
smartphones that the user needs their help. 

3) Wireless sensors: In laboratories and hospital 
refrigerators, wireless sensors are used to confirm that blood 
samples, frozen drugs, and other medicinal products are 
maintained at the required temperatures. 

4) Location services: Items such as wheelchairs, scales, 
defibrillators, nebulizers, pumps, or monitoring devices can be 
identified with IoT sensors and quickly located by healthcare 
personnel. Physical devices can be lost many times, and are 
challenging to trace, but with IoT-based technology, they can 
be located quickly and easily. 

IoT security challenges in smart healthcare: There are 
growing problems, often intertwined, related to the regulatory 
structure in which healthcare technologies are manufactured. 
Most security problems are related to the nature of use. 
Although they are not unique to healthcare, they rely on three 
elements: data availability, maintaining reliable 
communication, and service access. Interruption of the 
network’s operation and denial of service attacks can seriously 
affect healthcare delivery. It can also impact the protection of 
patients when connections are essential. Besides, a common 
defence-in-depth security measure is replication (replication of 
equipment, ready to be switched into a network). However, 
this replication is not generally realistic in healthcare, 
especially when devices are life-critical monitors or embedded 
devices [24, 25]. 
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C. Smart Cities 
Smart cities could be considered a series of fields in city 

management like public lighting, city transportation, 
wastewater management, emergency services, and traffic 
control. However, new smart cities are likely to emerge as the 
available technologies become more widely accepted and 
more oriented toward unique use case requirements [25] . This 
paper will describe the IoT traffic camera. 

1) Smart transportation: This smart service provides 
many benefits to the population. For example, smart 
transportation services enable people to avoid traffic 
congestion and accidents in the streets by collecting 
information about roads and traffic conditions using sensors 
and cameras on the roads and GPS technology. The control 
centre captures these signals and sends notifications to 
travellers on smartphones, radio channels, or map 
applications. This system helps the police to automatically 
regulate traffic by managing traffic lights as well as bus and 
bicycle routes [26]. 

2) Smart energy: This technology leverages power usage, 
electric car charging, smart grids, etc., by using broadly 
distributed sensors to track electricity supply storage, 
transmission, and consumption. It can reduce electricity usage, 
chances of power supply failure, and loss of individual 
electricity consumption [26]. 

3) Smart tourism: This feature helps to individuals obtain 
information about tourist cities. The system relies on cities’ 
tourism infrastructure that is connected to the IoT network in 
order to implement tourism solutions. Furthermore, the system 
provides tourism management services such as customer 
relations management, operational city control, and local 
tourist market development using tourism information and 
development expectations. Smart tourism integrates with 
government agencies and the private sector to provide 
integrated data to enhance tourism [27]. 

IoT security challenges in smart cities: As cities aim to 
become “smarter”, smart city technologies pose security and 
privacy challenges. As a model for information and 
networking, the smart city must protect the data engaged from 
unauthorized access, adjustment, examination, and 
destruction. The information, interaction, and physical 
environments should fulfil underlying security and privacy 
specifications like reliability, honesty, efficiency, and privacy. 
In addition to these general criteria, there are several other 
unique challenges with regards to the security of a smart city. 
A smart city collects sensitive private data, such as the habits 
and behaviours of citizens. Due to these particular features, 
security and privacy challenges are becoming difficult and 
preventing the smart city from being adequately attractive to 
facilitate greater use [28]. 

D. Wearable Devices 
IoT provides wearable technologies and devices that 

support activities and performance. This section seeks to 
define wearable Internet of Things (WIoT) and to discuss 
these systems’ potential. Wearable body-area sensors (WBAS) 
are front-end components of WIoT and envelop the body to 

capture central body data. WBASs are responsible for the 
following [29]: 

• Utilizing sensors that capture user data and providing 
specialized data on the user’s situation, preferences, 
and health status. 

• Preparing data and sending it to the related devices 
through IoT technology to support analysis and 
decision-making. 

One of the most common wearable devices is the 
smartwatch. A smartwatch offers many features to save time, 
such as receiving notifications and speedily controlling audio. 
It also operates independently from smartphones. Users can 
monitor their health, fitness status, and heart rate. Health 
metrics such as amount of burned calories, pulse rate, and 
heart rate can also be assessed. There are portable devices 
associated with motion sensors, which operate through 
algorithms and power control to measure activity and enable 
individuals to perform healthier activities. 

These wearable devices represent opportunities for users to 
increase efficiency. However, the main challenges faced by 
WIoT devices are security concerns. Many wearable devices 
store data on the local device without encryption, which is 
considered a real problem. There is no biometric security, and 
there is no strong authentication to protect users’ data. If the 
wrong hands fall into the data, security and privacy threats 
could be raised. Some third-party applications neglect basic 
security standards and send or store unencrypted information, 
which is the type of data that is automatically collected by 
wearables via the IoT technology. 

During synchronization and data replication on cloud 
servers, there are security concerns. Wearable devices remain 
a priority for hackers. It is, therefore, important to prevent 
security flaws on these devices [30]. 

IX. CHALLENGES IN IOT SECURITY 
IoT networks face several challenges. These challenges are 

broadly divided into two: technology and security challenges. 
Key IoT security issues are from the complexity and the large 
scale of things. The researchers will address these security 
issues in more detail in this section [31]. 

A. Security Challenges 
Initially, companies focused on financial returns, so they 

rushed to keep pace with the market by deploying smart 
devices connected to the IoT network without providing 
adequate attention to security issues. Therefore, collection of 
user information was prioritized to raise the efficiency of 
devices to match their needs [31]. 

1) Object identification: One of the challenges in using 
data integration in naming architectures is the identification of 
objects. DNS provides a translation service for users of IoT. 
However, one of the disadvantages of DNS is that it is an 
insecure naming system. In contrast, it may be subject to 
multiple types of attacks, such as poisoning and man-in-the-
middle attacks, which affect the determination of the accuracy 
between the naming structure and the addressing structure. A 
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botulism attack inserts fake DNS records into the victim’s 
memory, and as such, the entire naming structure is insecure 
without data integrity protection. When sending a Domain 
Name Security Service Extension (DNSSEC, IETF RFC4033) 
as DNS security extensions, DNSSEC will ensure the 
trustworthiness and reliability of the Resource Record (RR). 
Thus, public cryptographic keys will be published. While 
DNSSEC is a naming service solution, proper implementation 
of DNSSEC in IoT is challenging due to the aspects of high 
data and communication processing costs. 

2) Authentication and authorization: Public key 
cryptography is one of the essential features in building 
authentication or licensing schemes. The lack of a Global Root 
Certificate Authority (CA) prevents specific, potentially 
feasible systems from being implemented. It is becoming 
increasingly challenging to model an IoT authentication 
system without the Global Root CA. It could be difficult to 
issue a license to an IoT object since the total number of 
objects is indeed huge. Consequently, the concept of delegated 
verification and delegated approval must be taken into account 
for IoT. 

3) Privacy: This type of issues can be categorized into 
two: data collection policy and data anonymization. 

The data collection policy enforces the form of data to be 
obtained and the regulation of access to the data by IoT. The 
form and amount of information gathered during the data 
collection phase are limited through the data collection policy. 
Given that collection of private information and storage is 
restricted, privacy protection can be assured. 

Anonymity is the other challenge in this categorization. To 
ensure data confidentiality, both, encryption protection and 
anonymization, of data relationships are used. Due to the 
variety of things, several cryptographic schemes may be 
implemented. For instance, lightweight cryptographic schemes 
are more suitable for resource-constrained devices. The 
dissimulation of a data relationship examines the elimination 
of direct data relationships with its user. Data encryption can 
be used to implement this approach. Nevertheless, information 
needs to be spread in IoT; thus, encrypted computing data is 
another barrier to data anonymization. Some research work in 
homomorphic encryption may be applied to address the 
problem. [31] 

4) Security protocols and lightweight cryptography: 
Public-key cryptosystems offer greater security features than 
symmetric-key cryptosystems. However, it leads to high 
computational overload. Moreover, it often requires data 
authenticity to encrypt the public key. Therefore, among the 
major challenges in IoT security are the decrease in overhead 
computing systems relying on public-key cryptography and 
the complexity of security protocols. 

5) Software vulnerability and backdoor assessment: 
Dynamic analysis is used to discover security vulnerabilities 
before the software is released. Dynamic research might be 
inefficient to implement in an IoT system due to resource 
constraints. Simulation can be used to duplicate machine 

action in a database with more computational power to make 
dynamic analysis feasible. Nevertheless, a significant issue to 
address is the semantic distance between the actual computer 
and the replicated system. It is hard to avoid the inconsistency 
between computer and replicated systems. Various elements, 
including GPS and sensor in a system, make it even harder to 
narrow the distance. Many analysis methods are strongly 
reliant on the system underlying it, such as taint analysis and 
symbolic execution. An analytics program must be versatile 
enough to consider different frameworks with highly 
diversified conditions. In addition, a good interface and the 
intermediate layer must be established to split system 
dependence. Therefore, to adopt a range of systems, 
extensibility can be obtained. The dynamic analytics approach 
is also a successful way to remove backdoors. However, it is 
not just a technical problem. It also plays an essential role in 
both management and policies. Multilevel analysis to reduce 
system flaws, reverse engineering discovery of backdoors, and 
system auditing helps prevent backdoor use. 

6) Malware in IoT: As already mentioned, due to the 
limited assets of IoT systems, the threat of IoT-targeted 
malware is high. Furthermore, traditional malware security 
mechanisms can be impossible when moving straight from the 
standard x86 architecture systems to the IoT system. For 
example, antiviruses are considered one of the most effective 
security tools in the real-time model for identifying known 
malware. However, unlike the x86-architecture PC, the IoT 
systems have relatively little computing power. Antivirus’s 
real-time scanning feature can lead to an inexpensive overhead 
for IoT systems. Meanwhile, malware developers will develop 
their malware into the separate downloader and the main 
body, given IoT’s processing power concerns. The 
downloader has a small software body as a pioneer in 
infecting all IoT networks, thereby humiliating the retrieval of 
its unique, dangerous signature. Besides the above case, other 
problems exist, such as the differentiation of physical 
frameworks between different devices. Without a current IoT 
malware specification, existing approaches and strategies can 
be ad-hoc and impossible to enforce [31]. 

7) Unsecured public cloud infrastructure & untrusted 
cloud service provider: It is the integration of most 
information security areas such as network security, systems 
security, and application security related to the IoT network 
and the devices linked to each other. The protection of user 
data that is available on the cloud service provider involves 
protecting and separating the data is from mixing between 
users and storing safely. The data should be able to move 
securely from one location to another. Further, the data must 
be encrypted according to the best encryption technology [20]. 

8) Data leak in transmission: Data leakage in IoT 
technology occurs when sensitive data is accidentally exposed 
on the Internet. This means that cybercriminals can gain 
unauthorized access to sensitive data and personal devices 
associated with the IoT. Data leaks stem from bad data 
security practices or individual failure [16]. 

210 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

B. Technological Challenges 
Due to the various methods for running IoT systems, 

technology difficulties emerge, and security issues are linked 
to innovations and features applied to achieve safe internet 
connectivity. Wireless networks, distributed devices, and 
nature are frequently correlated with technological problems 
[11]. 

X. CATEGORIZATION OF SECURITY ISSUES 
Since IoT architecture involves a wide variety of devices 

and hardware, from small, embedded processing to massive 
high-end databases, it is essential to fix security vulnerabilities 
at different levels. The classification of the security risks to 
the IoT installation architecture are listed below [32]. 

A. Low-Level Security Issues 
As described below, the first level of security concern is at 

the interaction layers of physical and data connections [31]. 

1) Enemy jamming: Jamming attacks on smart devices 
target network failure by sending radio frequency signals 
without adopting a specific protocol. 

2) Low-level sybil and spoofing attacks: Sybil attacks are 
triggered by fraudulent Sybil nodes in a wireless network that 
use fake names to compromise IoT features. A Sybil node 
may use randomly fabricated MAC values on the physical 
layer to masquerade as a different device, thus minimizing 
network resources. Legitimate nodes may ultimately be 
refused access to resources. 

3) Insecure physical interface: Many physical factors 
intensify threats to IoT functions. The protection ratio of the 
IoT application can be manipulated and access to physical 
hardware systems can be controlled via software interfaces to 
overcome this problem. 

4) Sleep deprivation attack: The danger of this attack is 
that the sensor nodes remain awake. This causes battery 
depletion when running a large number of functions to be 
executed in the 6LoWPAN environment, thus shortening 
battery life. 

B. Intermediate-Level Security Issues 
Mid-level IoT security issues relate to the 

communications, transport and network layer, as mentioned 
below [29]. 

1) Transport level end-to-end security: Provides a secure 
approach to efficiently receiving data from the sender node by 
the desired endpoint node. This approach requires 
authentication mechanisms that ensure secure communication 
of encrypted messages in complete privacy, with minimal 
overhead. 

2) Buffer reservation attack: Since a receiving node needs 
reserving buffer storage to reassemble arriving packets, it may 
be abused by an attacker, who may send unfinished parcels to 
it. Discarding of other fracture packets are discarded due to 
the space being filled up by the incomplete packets from the 
intruder results in denial of service. 

3) Privacy violation in cloud-based IoT: Multiple attacks 
that may infringe identification and position security could be 
conducted on a cloud-based or delay-tolerant IoT network. 
Similarly, a fraudulent cloud service company focused on IoT 
implementation can control sensitive information forwarded to 
the desired location. 

4) Replay or duplication attacks due to fragmentation: 
For devices that conform to the IEEE 802.15.4 standard, 
which is defined with small frame sizes, fragmentation of IPv6 
packets is necessary. A rebuilding of the packet fragment 
areas at the 6LoW- PAN layer can lead to resource depletion, 
buffer overflows, and devices restarting. The duplicate 
fragments sent by malicious nodes impact the packet’s 
reassembly and thus impede the processing of other legal 
packets. 

C. High-Level Security Issues 
High-level security issues are associated with IoT 

applications, as mentioned below [32]. 

1) Insecure interfaces: To access IoT resources, device 
and cloud-based interfaces are subject to various attacks that 
can seriously affect data protection. 

2) Insecure software/firmware: Numerous IoT 
vulnerabilities include those generated by unsafe 
firmware/software. Careful testing of code with languages 
such as JSON, XML, SQLi, and XSS is required. Likewise, 
operating system/firmware updates must be executed securely. 

3) Middleware security: The IoT middleware built to 
make communication between IoT model heterogeneous 
entities sufficiently safe for service delivery. To ensure secure 
communication, various interfaces and environments must be 
integrated using middleware. 

XI. DIFFERENT MECHANISMS FOR ENSURING IOT SECURITY 
Different methods can be adopted to ensure the security of 

IoT devices, as listed below [33]: 

• For authorized users, the applications in all computers 
connected to the IoT network must be authorized for 
permitted users. 

• When operating the IoT device, it must authenticate the 
network data before sending the data over to the 
devices. 

• The use of a firewall is essential in applying IoT 
technology to ensure packets’ integrity from attacks 
and penetration. 

• Updates must be installed in the devices through secure 
protocols to secure communication between users, 
programs, things, and related processes. 

XII. IOT SECURITY SOLUTIONS 
Business investment in IoT-based security has increased in 

recent years. Table II shows some security tools and solutions 
offered by different companies for IoT networks [34]. 
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TABLE II. SECURITY SOLUTIONS 

Company Description 

Cisco 

Provides security solutions for IoT. Collects & automates 
data management with IoT. Cisco engineers have been 
the leaders in developing networking technologies based 
on the IP. 

Bitdefender 
BOX 

Provides protection for the whole home network and for 
all IoT devices. It also deactivates viruses, stolen keys, 
identity theft, and hacker attacks on all networked 
computers that are used in a VPN, even those that do not 
have a local anti-virus built into them.  

ZingBox 
A cloud-based cost-efficient IoT solution that provides 
IoT networks with secure infrastructure. 
Provides applications to solve the complexity of the IoT. 

Subex 

Covering real-time reaction and monitoring recovery. It is 
a leading supplier of software solutions, working through 
its security offerings on the IoT, including an IoT security 
solution, VAPT, managed services, and advisory services, 
to ensure a stable digital business future. 
Helps secure companies’ systems reliably to protect them 
from security threats. 

Kaspersky  

Due to the need to protect IoT-based technologies, 
Kaspersky Lab initiated a trusted release of its Kaspersky 
Internet of Things Threat Data Feed that provides detailed 
data on IoT threats that affect security. 

A. Solutions Provided by Edge Computing to Overcome IoT 
Security Risks 
Edge computing serves or may provide solutions to IoT 

security risks, as discussed below. 

The threat of the man-in-the-middle: The edge acts as a 
security layer between the end user and the cloud or the IoT 
platform. Any risks or attacks on the IoT system must pass the 
fog layer in between. This layer will detect and prevent 
suspicious activities before they are forwarded over the 
device. 

Incident response services: Edge devices can be 
configured in order to provide incident response services in 
real-time. As soon as unusual data or queries are observed, fog 
nodes will trigger a flag for the IoT device or end users. Edge 
computing facilitates the identification of malware and 
problem-solving in transit. It might not be necessary to 
interrupt the whole device to address malware incidents in 
specific sensitive applications. Edge devices will assist in such 
solutions when the device is fully operational [35]. 

B. Solutions Provided by Blockchain to Overcome IoT 
Security 
The industry and the academic community have 

anticipated blockchain technology as a promising technology 
capable of playing an essential role in managing, controlling, 
and critically protecting IoT systems. This section explains 
how blockchain could be an essential tool in enabling the 
delivery of possible solutions for IoT security issues. Some of 
blockchain’s essential functions that are of enormous use to 

IoT in general and IoT security in particular are outlined and 
addressed in this section as well [32]. 

1) Address space: Compared to the IPv6 address space, 
which has an address space of 128 bits, blockchain has 160 
bits. A 20-byte blockchain address is a 160-bit public key hash 
created by Elliptic Curve Digital Signature Algorithm 
(ECDSA). For roughly 1.46*1048 IoT devices with 160-bit 
addresses, blockchain will attract and delegate disconnected 
addresses. An address crash risk is around 1048, which is 
assumed to be sufficiently secure to obtain a Global Unique 
Identifier (GUID) while assigning and allocating an address to 
an IoT system that does not require registration or recognition 
of uniqueness. Unified authority and leadership were 
eliminated with blockchain, such as that of the Internet 
Assigned Numbers Authority (IANA). Currently, IANA 
handles worldwide IPv4 and IPv6 address delivery. In 
addition, blockchain provides 4.3 billion additional addresses 
more than IPv6, making blockchain an IoT solution that is 
more scalable than IPv6. Finally, it is necessary to note that 
many IoT systems are restricted in terms of memory and 
processing capacity and are not ideal for operating an IPv6 
stack [32]. 

2) Authentication and data integrity: The data sent by IoT 
connected devices to the blockchain system are always proved 
to be cryptographically and agreed to be signed by the real 
sender, which has a unique key and GUID, thereby 
guaranteeing the authentication and validity of the transmitted 
data. Additionally, all operations performed on or through an 
IoT machine are documented on the blockchain and monitored 
securely [20]. 

3) Secure communications: Protocols for IoT 
communication, such as HTTP, MQTT, CoAP, XMPP, and 
routing protocols, such as RPL and 6LoWPAN, have not 
designed securely. These need to be covered in other security 
protocols, such as DTLS or TLS, to ensure safe interaction. 
Similarly, for RPL and 6LoWPAN protocols, IPSec generally 
provides protection. In processing and memory requirements, 
DTLS, TLS, IPSec, or the lightweight TinyTLS protocols are 
weighty, difficult, and complicated with unified key control 
and management and transmission using the standard PKI 
protocol. 

Key control and distribution are omitted for the 
blockchain. Once enabled and linked to the blockchain 
network, each IoT device will have its unique guide and 
asymmetric key pair. This results in significant simplification 
of other security protocols such as DTLS, without the need for 
handshake-handling and PKI-sharing for DTLS or TLS (or 
IKE in IPSec). and for the main and session keys to be 
configured. Lightweight security protocols that would fit the 
specifications and memory properties of IoT devices are, 
therefore, possible [32]. 

4) Authentication, authorization, and privacy: Blockchain 
smart networks can provide single and multi-party 
authentication for an IoT device with de-centralized 
authentication principles and logic. 
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Involving far less complexity than standard authorization 
protocols such as OAuth 2.0, OpenID, RBAC, LWM2M, and 
OMA-DM, intelligent networks can provide more effective 
authorization controls for IoT systems. As a result, intelligent 
protocols are widely used for the authentication, authorization, 
and control of IoT systems. In conjunction, data protection can 
also be maintained by using smart networks that set standards, 
limitations, and time limits for access to allow certain groups 
or individual users to own, track, or access data while resting 
or traveling [36]. The smart network can also determine who 
is allowed to upgrade, update, patch the IoT 
hardware/software, restore the IoT device, include new key 
pairs, trigger a service or maintenance request, change 
ownership, and supply or replenish the device [32]. 

5) Blockchain vulnerabilities: Although the blockchain 
systems have robust frameworks for protecting IoT networks, 
some vulnerabilities still exist. 

It is possible to manipulate private keys with limited 
randomness to breach blockchain records. Effective systems 
also need to be developed to assure the security of transactions 
and the elimination of various attacks [32]. 

XIII. FINDINGS 
The current Internet of Things systems have shown their 

effectiveness through their ability to communicate with 
connected devices, which makes life more efficient. However, 
connecting multiple devices via the Internet poses a 
tremendous security challenge, as it has become a significant 
target for hackers. The wide field of the Internet of Things 
poses a greater risk on users’ privacy. Also, the similarity in 
the protocols used on identical IoT devices increases security 
vulnerabilities. This calls for looking at tools and technologies 
associated with IoT security. 

With the advancement of cyberattacks, research into 
security risks that change over time must be continued to 
create security solutions commensurate with the security 
problem’s size. Companies must continuously update their 
applications because continuous updates help reduce changes 
in the systems, and thus the chances of cyber-attacks are 
reduced. The development of awareness guides contributes to 
raising the percentage of security awareness, as organizations 
can establish training and awareness programs to enhance 
security awareness. Some research papers suggested 
developing tools for monitoring devices. The monitoring tools 
detect unusual or harmful activities and assess the risks. All of 
these technologies contribute to developing the security of 
Internet of things applications. 

XIV. DISCUSSIONS 
Most people own devices associated with the technology 

of the IoT. For example, mobile devices in their smart homes 
and blood sugar monitoring devices in smart healthcare. It has 
become easy to distribute and publish information via IoT 
devices. 

This review illustrates one of the most critical problems 
facing the application of IoT with regards to data privacy and 
security. These devices show some security weaknesses 

caused by specific threats such as unauthorized access, 
privacy breaches, and systems sabotage. 

The increase in the usage of the Internet has helped 
organizations stay up-to-date with new developments and with 
essential support to run their business, and efficiently and 
rapidly acquire information. However, at the same time, this 
distributed information has made it easy to obtain, infiltrate, 
and manipulate and misuse. It also enables the likelihood of 
security incidents with IoT. An enhanced understanding of the 
current value of information security may reduce the rate of 
such incidents. Therefore, raising security awareness is an 
important aspect of the solution for these issue [37]. 

The security of IoT devices is part of emergency 
management. Security systems function by detecting the most 
critical vulnerabilities in the IoT device and the areas where 
the users are exposed, such as malware, extraction of user 
information, and destruction of networks. Unfortunately, there 
is the concern of not implementing security policies to the 
Internet of Things usage because some businesses did not 
identify their devices’ information security policies from the 
beginning. That further puts them in many difficulties when 
enforcing these security policies to minimize the negative 
actions. The value of information security policies is often 
overlooked by users, which leads to formulating security 
policies without actually applying them to practice. 

Business investment in IoT devices will continue to grow 
in the future as the advanced technology sector advances, 
consequently increasing business opportunities and making 
life easier for individuals. IoT security will experience a great 
deal of development, such as control of unauthorized access, 
trust management, and the implementation of specific policies 
and global standards, by better defining the authorized user’s 
identity when accessing wireless devices and software. 

This research has shown that leaders of information 
technology organizations who support the security of the IoT 
are trying to increase security and reduce vulnerabilities by 
making various efforts. 

XV. FUTURE WORKS 
In this section, some of the promising future research 

directions will be discussed. 

The possibilities for integrating different security 
approaches within IoT-based applications, including privacy-
preservation machine learning (PPML) techniques, should be 
explored. Therefore, more research should be conducted on 
PPML techniques within IoT-based devices, which would 
provide a high degree of protection and ease of use at the same 
time. 

We must aspire to develop a dynamic framework to 
support security and adapt to new IoT technologies’ 
continuous research changes in the future. 

XVI. CONCLUSION 
IoT poses many challenges that must be considered and 

addressed before widespread implementation. Security and 
privacy challenges are among the most critical problems for 
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IoT devices, which must necessarily be addressed to ensure 
the safety and integrity user information. 

This study primarily focused on IoT security due to the 
vast developments in IoT of late. The research was extended 
to include industries, such as the healthcare sector, which 
requires strong privacy protection. 

This paper focused on the applications that used IoT 
technology the most, namely, smart cities, smart homes, and 
smart healthcare, along with their security challenges. 
Furthermore, an overview of the various security tools and 
solutions to the IoT was provided. In addition, IoT security 
along with its more comprehensive and varied aspects was 
discussed by providing an overview of common issues and 
different security solutions. The IoT’s hierarchical structure, 
the value and advantages of IoT-based technology, and the 
most important protection protocols used to secure data were 
covered. Blockchain and edge computing technology’s role in 
providing modern solutions to IoT security was also 
highlighted. 

Through this review, several recommendations can be 
made that contribute to developing IoT security. 

Users’ IoT security awareness must be increased to 
minimize security breaches. Users must also be responsible 
for protecting their own devices by following several steps, 
such as adopting protection systems for the home network, 
constantly updating systems, avoiding phishing sites, and 
continually changing the passwords for the devices connected 
to other devices through IoT-based technology. 

When purchasing IoT devices, users should choose reliable 
and expert sellers. Even though devices from these sellers are 
expensive, they support the best protection systems. The user 
must also verify the protection protocols that the device 
supports and the manufacturer’s privacy policy. 

Governments must provide advanced IoT security 
solutions, develop security policies to counter security threats, 
and apply penalties for hackers of IoT-based devices. 

In future studies, the researchers recommend using modern 
tools and algorithms to develop an IoT environment equipped 
with more secure technologies through the participation of 
information technology security professionals and to study the 
effectiveness of new technologies and their ability to maintain 
data confidentiality. 

At the end of the research, it can be concluded that IoT 
networks are vulnerable to many attacks. Accordingly, many 
security requirements must be applied. IoT technologies 
facilitate our life. Therefore, achieving security and 
confidentiality is an issue of critical importance. 
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Abstract—Customers are more concerned with the quality of 
services that companies can provide. Customer churn is the 
percentage of service for subscribers, who stop their 
subscriptions or the proportion of customers, who discontinue 
using the product of the firm or service within a given time 
frame. Services by various service providers or sellers are not 
very distinct that raise rivalry between firms to maintain the 
quality of their services and upgrade them. This paper aims at 
manifesting the service quality effect on customer satisfaction 
and churn prediction to reveal customers who have meant to 
leave a service. Predictive models can give the extent of the 
service quality effect on customer satisfaction for the correct 
determination of possible churners shortly for the provision of a 
retention solution. This paper analyses the impact of service 
quality and prediction models that depend on data mining (DM) 
techniques. The present model contains five steps: data-pre-
processing, feature selection, sampling of data, training our 
classifier, testing for prediction, and output of prediction. A data 
set with 17 attributes and 5000 records used - which consist of 
75% training the model and 25% testing- are randomly selected. 
The DM techniques applied in this paper are Boruta algorithm, 
C5.0, Neural Network, Support Vector Machine, and random 
forest via open-source software R and WEKA. 

Keywords—Quality of service; churn prediction; classification; 
data mining; prediction model; customer retention 

I. INTRODUCTION 
In  the world of works, customers are the source of gain 

and revenue for the service of organizations and 
improvements in QoS that lead to customer loyalty. 
Organizations become increasingly customer-focused and 
meet their requirements. QoS is a very effective factor as it 
becomes equal difficult to please and preserve customers. 
Research indicates that both QoS and customer satisfaction are 
distinctive structures but effectively related. This is especially 
true for companies’ service where a higher level of customer 
satisfaction leads to higher profits [1]. Those facts eventually 
focus on predicting customer churn as a necessary part of the 
Communication firms' procedures and decisions, which are 
the major goal of customer relationship management (CRM) 
also. The increasing of importance of this tool has led to the 
enhancement of many predicting tools that reinforce some 
pivotal tasks in the predictive modeling and operations of 
classification [2]. Identifying a predicted churn is a beneficial 
tool to predict a customer in danger of churn. In general, 
service providers are blamed for poor quality, but the real 

problem is the design of the service system. Predicting the 
level of service, good service planning, and knowing customer 
behavior and desires are way to improve the QoS [1]. The 
purpose of churn management is to decrease the loss of 
subscribers generally since subscribers raise profits by 
handing over a stable and profitable customer basis. [3]. Most 
Data Mining (DM) techniques play a very substantial role in 
telecom firms to enhance their marketing efforts, identify a 
scam, manage their telecom networks, demographic data, 
behavioral data, and many disciplines [4]. DM techniques are 
set in telecoms for CRM due to the fast growth of the huge 
quantity of data, high speed in the market rivalry, and rise in 
the churn rate. DM techniques can be used in the 
classification, clustering of customer data to predict churners. 
And have affected Genetic Algorithms (GA), Fuzzy Logic 
(FL), Random Forest (RF), Decision Tree (DT), Support 
Vector Machine (SVM), and Neural Networks (NN) [5]. 

This paper is organized as follows: Section 2 demonstrates 
the definition of the impact of service quality on customer 
satisfaction. This section presents, also, the concept of churn 
prediction, and shows the types of churners. Section 3 gives an 
overview of DM techniques and used algorithms. While 
Section 4 describes the proposed model for churn prediction; 
in addition to the results proceed of a case study. Finally; the 
conclusion and future work. 

II. IMPACT OF SERVICE QUALITY ON CUSTOMER 
SATISFACTION 

1) Quality of services and Customer Satisfaction: QoS can 
be explained as superiority, measuring the ability of the 
service that reaches the customer and corresponds to his 
expectations. Also, it means that the organization’s designs 
deliver the service correctly. Moreover, it enjoys competitive 
advantages. Perfect QoS leads to the retention of current 
customers, reduced costs, in addition to reinforcing customers 
‘loyalty’ [6]. Customer satisfaction is a measure of the range 
of products and services that a company provides to meet 
customer expectations. Noticed, noticeable emergence of the 
term customer satisfaction, especially the increasing numbers 
of business organizations operating in the same sector with the 
expansion of local and global markets [7], [1]. 

2) Churn prediction and customer retention: Churn’s 
prediction is used to identify potential churners, before they 
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leave the firm. This helps CRM to prevent potential customers 
from leaving the company, in the future, via retention policies. 
Thus, the loss possibility of the firm can be averting [8]. In 
telecoms-based industries, companies supply customers with 
rewards to tempt them into switching to their services. Toward 
off this, the firm must grasp the reasons why the customer 
decides to depart to another telecom firm [9]. 

Customer retention is the primary goal of the CRM. It is 
taken to ensure customer loyalty and reduce churn to move to 
serve supporters for higher quality, better offers, or more 
advantages. For this target, churn prediction is an essential 
part of a proactive scheme to retain a customer [8], [9]. 

3) Type of churners there are two types of churners: 
voluntary and involuntary churners. Voluntary churn happens 
as a result of a customer’s resolution to moving into another 
service provider or another company. Involuntary churn 
happens because of conditions, as a customer moving to 
longtime care, death, or moving to a remote place. Involuntary 
churners are considered the easiest type of churners to 
determine. The company can decide to exclude them from the 
subscribers' list. This denomination includes people, who are 
churned for the scam, not paying, not using the phone [3]. 
Voluntary churn can be split into two primary classes: 
“incidental” and “deliberate” churn. Incidental churn happens 
not for the customers' intention but the actual reason lies in 
something that has happened in their lifetimes. For example, 
Change in the financial situation, location. Deliberate change 
occurring technological reasons; customers wanting new or 
better technology, economy, price fluctuation, dissatisfaction 
with the QoS factors, too high prices, no rewarding for 
customer loyalty, bad support, Social or psychological 
elements, and/or amenities. Deliberate churn is the issue that 
the churn department tries to get for solutions (Fig. 1) [3]- 
[10]. 

 
Fig. 1. Churn Classification. 

III. DATA MINING TECHNIQUES 
Data mining looks for hidden and unexpected information, 

such as the optimum classification for customers. DM looks, 
also, unimportant trends and beneficial patterns in large data 
sets. DM relates to discovering unexpected or previously-
unknown relationships between data. It is a multidisciplinary 
skill that uses machine learning, statistics, artificial 
intelligence technology, and database. Numerous main data 

mining technologies are enhanced and used in recent DM 
projects, such as association, classification, clustering, 
prediction, sequential patterns, and decision tree [10], [11]. 

1) The neural network: The neural network is a group of 
connected (I /O) input/output units and each communicates 
with a weight. Through the learning stage, the net learns by 
tuning weights even predicts correct row classifications for 
input groups. The NN has a noteworthy ability to extract 
meaning from complex or inaccurate data and can be used to 
extract patterns and reveal very complex directions that cannot 
be observed by humans, or computer technologies e.g., 
computer training to vocalize English text after reorganizing 
handwritten letters [9]. 

2) Random forest: Random forest is considered to be one 
of the most powerful techniques of machine learning, it almost 
does not need any data preparation or any modeling 
experiences, and it is, also, considered as a tool that embodies 
the power of decision trees in addition to wise randomness and 
collective learning to produce accurate predictive models, 
insightful classifications of the values of lost, and new 
divisions, to help understand the deepest data [11]. 

3) Support vector machine: Support vector machine is a 
powerful supervised learning method for regression and 
classification problems that makes expectations via a linear 
combination of kernel basis functions. SVM is an 
implementation of the structural risk minimization (SRM) 
principles which attempt to minimize an upper bound of the 
generalization error instead of minimizing the empirical error. 
Depending on these transformations to find the optimum 
border between the possible outputs; simply, they perform 
some very complex data conversions, then they reveal how 
data is separated based on the labels or outputs that are 
specified [12]. 

4) The decision tree: The decision tree is the technique of 
the most communally DM techniques where its model is very 
easy to grasp and realize for users. DT is a model that breeds a 
structure as the shape of a tree that exemplifies a group of 
decisions. The DT root is an easy question or status that has 
various answers. All answers lead to a set of questions or 
situations that help determine the data to be able to make the 
final decision. The decision trees are created by the C5.0 
algorithm work almost well, but are easy to understand and 
spread [13]. 

IV. PROPOSED MODEL 
The suggested model consists of many steps: the first step 

is to define the problem and data selection, the next step is 
data pre-processing (data transformation, data cleaning), the 
next step is feature selection. Feature selection methods are 
used to eject the iterative and not relevant features that do not 
contribute significantly to predict performance. The next step 
sampling stage, represented in the training set, is applied to 
train our classifier; Moreover, a predicting model builds to be 
ripe for testing. The last step is the performance and accuracy 
evaluation, the prediction Outputs and Results. Fig. 2 shows 
the proposed churn prediction model. 
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Fig. 2. The Proposed Churn Prediction Model. 

1) The initial stride: Prior to applying specific analytical 
models to the data, which is previously prepared to be more 
appropriate for the analysis, by defining the problem, data 
selection, and analyzing data explicatory? 

2) Preparing data: The data, used in this study, is a 
telecom company database containing a set of statistical data 
for customers that are 17 illustrative features regarding the use 
of customers’ service daytime, Intl-calls, and customer-
service-calls 14.14% of notes have a variable target of "true", 
and 85.86% of notes have a "false" value. Viewing data set 
variables of "customer transactions”, and their characterization 

is manifested in Fig. 3, and Table I demonstrates the 
distribution of every feature and describing a set of data. 

Description of the quantiles of a data set is the numbers 
whose percentiles are the quarter marks of the data set. 
Specifically, they are the values in the data set that are at 1%, 
25%, 50%, 75%., and 90% these are also known as a quartile , 
mean usually what one means by an average - the sum of 
dataset, mean usually what one means by an average - the sum 
of dataset. Standard Deviation (sd) contains percentiles of the 
measurements, mad = the median absolute deviation (from the 
median), trimmed = a trimmed mean (by default in this 
function, this removes the top and bottom 10% from the data, 
then computes the mean of the remaining values - the middle 
80% of the full data set), The range of a quantitative variable 
is interpreted as the difference between the (maximum 
(max)and the minimum(min)), a measure of skew, which 
refers to how much asymmetry is present in the shape of the 
distribution. a measure of excess kurtosis, which refers to how 
outlier-prone, or heavy-tailed the shape of the distribution is, 
as compared to a Normal distribution, se = the standard error 
of the sample mean, equal to the sample (sd) divided by the 
square root of the sample size.as show in Fig. 3. 

a) Data Transformation: Converting the explicatory 
variables (Intl-plan, voicemail-plan) to a binary form to be 
more appropriate (yes = 1 /no = 0) in a specific model. 

b) Data clean: This stage involves processing 
/calculating lost data: Some specified algorithms cannot 
handle lost data like SVM. For this reason, the lost value can 
be alternated with average or (0). Yet, it is better option to 
replace the lost data by the calculated statistical value 
(computation option), including the data set utilized to the lost 
values in several variables numerical (total-day-charge, total-
evening-minutes, total Int’l-calls, total Int’l-charges, and total 
nighttime-charges), and nominal variables (Voicemail-plan, 
Intl-plan). Numerical data is alternated using various RF 
techniques. Bilateral values are calculated via techniques [13], 
[14]. 

 
Fig. 3. Description of the Data Set (Data Set Variables of Customer Transactions). 
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TABLE I. ATTRIBUTES OF THE DATA SET 

Data Type Description Variable 

Account Length Customer subscription period by 
weeks Integer 

International plan participation in the international plan 
(yes, no)  Categorical 

Voice. Mail plan participation voicemail plan (yes, no) Categorical 

Vmail. messages No. of voicemails Integer 
Total. Day minutes Total daily minutes  Integer 

Total. Day. calls Total of calls that was during the day Integer 

Total. Day. charge Total daily charge Integer 
Total. Eve. minutes Total eve minutes used  Integer 
Total. Eve. calls Total calls in the evening used Integer 

Total. Eve. charge Total evening call charges Integer 
Total.night.minutes Total nighttime minutes used Integer 

Total.night.calls Total nighttime calls used Integer 
Total.night.charge Total nightly calls charges Integer 

Total.intl.minutes total International minutes usage Integer 
Total.intl.calls Total International calling used Integer 
Total.intl.charge Total invoice international charges Integer 

Customer.service.calls No. of calls used serving of 
customers Integer 

Churn Customer's case (True = churn, False 
= no churn) Categorical 

3) Feature selection: Feature selection is one of the most 
vital elements that can influence model performance. It is also, 
the operation in which actions are performed automatically or 
manually, and features that contribute most to the variable or 
the prediction result. Inappropriate data features can reduce 

the accuracy of forms and make the model based on irrelevant 
features. The selection feature helps to give a clearer 
understanding of the data by identifying the important features 
of the data and their relationship to each other. In this study, to 
assess the relationship between each input variable and the 
target variable, these scores are applied as a basis for selecting 
(filtering) and arranging the most important variables and 
reducing dimensions. The RF technique that is used in 
selection the feature using the average accuracy decrease. 
Average deficiency means that each feature affects the 
accuracy of the model. The model allows the values of every 
feature and estimates the model's accuracy change. Features 
that have a high effect on accuracy are only important [15], 
[16]. Technique known as "Boruta" is used for other feature 
selection. It is amelioration on RF, in which all the features 
have to be linked to the target variable, while most 
technologies are following the minimum optimization method 
interplay among features. Both techniques are used to rank 
predictors depending on the mean significance of Boruta, and 
the average decreasing error calculated by RF. The results, 
indicated in Table II, clarify that the initial three variables 
correspond to the identical rank (customer-serve-calls, Intl-
plan, total-day-minutes). Models agreement is the following 
ten features of various ranks: (total day-charges, Total-Intl-
calls, Total-Int’l-minutes, Total-Int’l-charges, voicemail-plan, 
total-evening-charges, total-evening-minutes, v-mail-
messages, total-nighttime-minutes, and total-nighttime-
charges). Models show a low ranking for the remaining 
variables (total-day-calls, total-nighttime-calls, total-evening-
calls, and account-length). Outcomes are indicated in Table II 
and Fig. 4. Where 13 variables were confirmed and 4 variables 
rejected. 

TABLE II. FEATURES MEAN IMPORTANCE (DESCRIPTION STATISTICS OF NUMERICAL VARIABLES IN THE DATABASE) 

Feature Mean Import Median Import Min Import Max Import Norm Hits Decision 

customer_service_calls 79.7030451 79.8658717 76.297333 82.8529157 1 Confirmed 

international_plan 65.5254351 66.0630689 62.212469 68.7058141 1 Confirmed 

total_day_minutes 39.9455885 40.0260729 36.90489 42.4116863 1 Confirmed 

total_day_charge 38.8683454 39.0927738 36.539083 40.806327 1 Confirmed 

total_intl_calls 37.9153817 37.3873506 35.874353 41.182217 1 Confirmed 

total_intl_minutes 22.8759486 22.7362083 22.02165 24.0693349 1 Confirmed 

total_intl_charge 22.7810105 22.9715311 20.817315 24.2876061 1 Confirmed 

voice_mail_plan 22.6492168 22.8422342 20.877226 23.6341128 1 Confirmed 

total_eve_charge 22.1410863 21.8842483 20.407409 23.6509283 1 Confirmed 

total_eve_minutes 21.8988284 21.8339512 20.498661 23.4987201 1 Confirmed 

number_vmail_messages 21.8944202 21.3996754 21.096311 24.4659916 1 Confirmed 

total_night_minutes 13.4130025 13.4427115 12.759512 14.3821655 1 Confirmed 

total_night_charge 13.0082163 12.924208 12.121582 14.3744161 1 Confirmed 

total_day_calls -0.5188858 -0.4468013 -1.95245 0.6344864 0 Rejected 

total_night_calls -0.6262422 -0.3491468 -2.672444 0.874702 0 Rejected 

total_eve_calls -1.3878873 -1.1726735 -2.787194 -0.175634 0 Rejected 

account length -1.0827182 -1.1550063 -2.631888 0.9322869 0 Rejected 
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Features Importance processing of finding and specifying 
the most beneficial features in a data set. The top essential 
variables are from the top tier of boruta’s selections and 
features for RF models. In Fig. 4 show in mean decrease 
accuracy, it indicates that the right of the blue line is the 
number of customer service calls, international plan, and total 
daily minutes. 

This means that these are the most important factors in 
determining customer churn, it is logical the customer, who 
has to receive many customer service calls to resolve a 
problem, may become disappointed and leave his business 
with the company [16] shown in Table II and Fig. 4, is also 
illustrated cases in Fig. 5. 

 
Fig. 4. Features mean Importance (Mean Decrease Accuracy). 

 
Fig. 5. The Result of Churners. 
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4) Calculation of variable importance: This step for 
sampling training and testing through this stage predicts uses 
the dataset containing 5000 records. A data set with 17 
attributes 75% is used to train the model and 25% are applied 
as testing. Training is used to explore data and build models, 
while testing will be used to measure model performance. For 
significance grades generated from varImp.train, the drawing 
method can be used to visualize results. Variable importance 
is only 5 of the 17 features are utilized by “rpart”. The tree 
structure shown here provides a neat and easy-to-follow 
description of the problem under consideration and its 
solution. Note that the implementation of R for the CART 
algorithm is called RPART (Recursive Partitioning and 
Regression Trees). Dataset and constructing an algorithm, 
used in the training, can be used to calculate the variable 
importance (varImp), model. The varImp is, then, used to 
value the different importance, which is plotted. It shows that 
the number of customer-service-calls, international-plan, total-
day-minutes, total-day-charger, and voicemail-plan attributes 
are the top 5 most essential attributes. Ranks of features 
variable importance is shown in Fig. 6 and 7. 

 
Fig. 6. The Rank of Features Variable Importance. 

 
Fig. 7. Variables Importance Distribution (Ranks of Features Variables Distribution). 
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b) Data visualization of descriptive statistics: After 
taking various steps including calculating variable importance, 
descriptive statistics for data are examined under some simple 
plots, which define several important predictive variables for 
the model and which represent the five variables shown in 
Fig. 6. Fig. 7 shows illustrates the distribution of this feature 
concerning the churn class, the churn rate via the categorical 
predictors (red = false) and (blue = true). While the percentage 
of change for customers, who do not use voicemail plans, 
seems higher, the rate of change in the international plan is 4 
times the average, and there is a higher increase in the rate of 
calls with the increase of customer calls exceeding 4 customer 
calls. Many churning customers use more "minutes of the time 
of day" while charges are high. It also shows (increases and 
decreases) between churners’ factors, find an increase in the 
number of calls to customer of service and a rise in using 
international plan, increases charge process daily, daily 
contact ,and Less use on voicemail. 

c) Neural Networks: Neural networks are built via 17 
inputs, 2 outputs, and 1 hidden layer with 6 neurons. The 
algorithm that is used in neural net by default is based on the 
resilient back-propagation without weight backtracking, to 
perform a classification (linear. Output = FALSE) in this case. 

d) Support Vector Machine: Support vector machine 
builds and specifies a type for c-classification, in addition to 
using two extra parameters: gamma and cost. Gamma is the 
argument used by the function kernel= radial "the default". 
Test with various gamma and cost values to find better 
classification accuracy. Whereas, actual support offer1018 
detects the model support vectors dispenser in the categories 
(false for 585 and 433 for true). 

e) Random forest: Forests of 500 DT are built by using 
RF 100 trees; they do not decrease in the error. Besides, the 
parameter is metric, which refers to the number of predictors 
that are sampled to divide by every node. Optimum 
performance at metric Mtry= 5. 

f) Results and discussion: A dataset of 5,000 customers 
dissected, included 707 churnings. The results reveal that there 
are five correlations between customers’ behavior and 
variables that affect the QoS, which affects customer loyalty. 
A dataset was applied to an available dataset of publicly, 
obtained from the KDD library. The data is acquired from a 
wireless communications operator. For a complete description 
of the dataset, one can refer to D.Larose (2014) [17]. 

1) Number customer service calls: About 50% of 
customers who contact the company more than 3 times are 
classified as "Churn" while only 5 % of "non-churners” Called 
for service more than three times, this reveals that 27 % of 
churners have done so. The company must monitor the QoS in 
its call centers in an attempt to solve technical problems in 
less than three calls. Besides, customers who call more than 
three times should be noteworthy. As shown in Fig. 3 and 7. 

2) International plan: It reveals that customers who have 
an international plan quadruple their odds to be churn. The 
company should examine its Intl plan and its suitability for 
customer needs. For every unit of increase in international 

fees, there is an 18% increase in the possibility of high rate 
(leaving the company) 10% of those without an international 
plan are classified "Churn" and 8% of those who own an 
international plan is churn. A high rate of churn among 
customers has international plans. The count of customer 
service calls, the international plan, and the total of 
international calls. This means that it is the most important 
factor that determines churn. The customer who has to receive 
many customer service calls to solve a problem is likely to 
become frustrated. And leave his dealings with the company. 
This is shown in Fig. 3 and 7. 

3) Total day minutes and total day charge: Total day 
minutes & Total day charge: Apparent that many churn 
customers use more "daytime minutes", and as an outcome for 
paying high invoices. They are "the significant use". These are 
the company's most values customers because of the high fees 
they pay. Higher charges may push these customers to find a 
cheaper plan or other providers. Targeting these higher in-use 
customers by promoting the best prices may be an incentive 
for them to remain as customers. This is shown in Fig. 3 
and 7. 

4) Total day minutes and total eve minutes: If the whole 
minutes per day exceed 277.7, and the total evening minutes 
are 152.7, the customer is probable to depart the company. 
This is shown in rule 9 in Fig. 5. High churn rate among 
intense time users today, it is probably customers who pay 
high bills and some of these customers seek to find cheaper 
options. Show in Fig. 5. 

5) Voice- mail- plan: customers who have a voicemail 
plan are less probable to "churn" than customers without a 
voicemail plan. This is shown in Fig. 3 and 7. 

The proposed model categorizes churn customer data by 
using classification algorithms to identify the root causes of 
amplification [18]. By knowing the important churners factors 
from customer the data. CRM can improve productivity; 
recommend related promotions to set of potential churners 
[19], [20] Results have been discussed based on the 
performance of three classifiers; NN, SVM, and RF were 
evaluated as confusion matrix mentioned in the basic 
abbreviations used in confusion matrix (Table III). 

Accuracy defines the percentage of rightly classified cases 
from test assigned by the classifier [11] - [13]. 

Accuracy =  tp+tn
tp+tn+fp+fn

             (1) 

(TP)Are statuses where predicted churners by correctly 
“churn" 

(FP) Are statuses where the predicted churners by incorrectly 
“churn" 

(TN) Are statuses where the predicted churners by correctly 
"non-churn" 

(FN) Are statuses where the predicted churners by incorrectly 
“non-churn" 
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The results performed by the tool R, considering the NN, 
SVM, and RF techniques, are shown in Table IV. The results 
performed by the WEKA tool considering the NN, SVM, and 
RF techniques are shown in table 5. The summary of the total 
results of tools and techniques are shown in Table VI. 

Table VI compares the accuracy of the R and WEKA tools 
considering the NN, SVM, and RF techniques. For the NN 
technique, the accuracy of the R tool is 96.9%, which shows 
better results than the WEKA tool that is 95.92%. Considering 
the SVM technique, the accuracies of the WEKA and R tools 
are 94.8% and 92.1%, respectively. That means the WEKA 
tool outperforms the R tool in such a case. For the RF 
technique, the accuracy of the R tool is 96.4%, which shows 
better results than that of the WEKA tool that is 95.44%. 

TABLE III. CONFUSION MATRIX 

Confusion matrix Predicted value Predicted value 

Actual True False 

True TP FP 

False FN TN 

TABLE IV. CONFUSION MATRIX R TOOL 

Tool and 
Techniques using Actual Class 

Actual Prediction 

Non-churners Churners 

R Tool 

NN 
Non- churners 1405 11 

Churners 39 211 

SVM 
Non- churners 1417 79 

Churners 20 150 

RF 
Non- churners 1078 35 

Churners 10 127 

TABLE V. CONFUSION MATRIX WEKA TOOL 

Tool and Techniques 
using Actual Class 

Actual Prediction 

Non-churners Churners 

Weka 
Tool 

NN 
Non- churners 1059 11 

Churners 40 140 

SVM 
Non- churners 1403 20 

Churners 65 178 

RF 
Non- churners 1063 7 

Churners 50 130 

TABLE VI. ACCURACY, ERROR RATES COMPARISON FOR R TOOL AND 
WEKA TOOL OF TECHNIQUES 

Tool Technique Accuracy Error rate 

R 
NN 96.9% 3.1 % 
SVM 92.1% 7.9% 
RF 96.4% 3.6% 

WEKA 
NN 95.92 4.08 % 
SVM 94.8% 5.2% 
RF 95.44 4.56% 

V. CONCLUSIONS AND FUTURE WORK 
This study manifests an effective methodology to expect 

fluctuations in industries depending on customer service; the 
customer is affected by the quality of service, and that the QoS 
is one of the most important factors affecting the survival and 
continuation of the customer. Besides, the higher costs, 
associated with purchasing new customers, highlight the need 
for telecom operators to identify the churn to reduce costs, 
increase revenue, and analyze case types of churners. The 
model depending on DM techniques is offered to aid in the 
CRM management tracking its customers and their conduct 
versus disturbances Using 3 various techniques predicting NN, 
SVM, and RF for classification results hint that the best output 
for the data set used is the NN technique. In the future, the 
present methodology can be used to modern data sources such 
as flowing data in real-time to obtain a prediction of churn in 
real-time and would be more fit for data-based industries. The 
idea of churn prediction can be expanded to include other 
areas such as employee churn, drop-out customers' 
expectations. Customers can also learn about the best services 
suitable for them through a detailed stride-by-stride guide 
without communicating with the service providers. 
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Abstract—Now-a-days, speech is used also for communication 
between humans and computers, which requires conversion from 
speech to text. Nevertheless, few studies have been performed on 
speech-to-text conversion in Indonesian language, and most 
studies on speech-to-text conversion were limited to the 
conversion of speech datasets with incomplete sentences. In this 
study, speech-to-text conversion of complete sentences in 
Indonesian language is performed using the deep bidirectional 
long short-term memory (LSTM) algorithm. Spectrograms and 
Mel frequency cepstral coefficients (MFCCs) were utilized as 
features of a total of 5000 speech data spoken by ten subjects 
(five males and five females). The results showed that the deep 
bidirectional LSTM algorithm successfully converted speech to 
text in Indonesian. The accuracy achieved by the MFCC features 
was higher than that achieved with the spectrograms; the MFCC 
obtained the best accuracy with a word error rate value of 
0.2745% while the spectrograms were 2.0784%. Thus, MFCCs 
are more suitable than spectrograms as feature for speech-to-text 
conversion in Indonesian. The results of this study will help in the 
implementation of communication tools in Indonesian and other 
languages. 

Keywords—Speech-to-text; Deep Bidirectional Long Short-
Term Memory (LSTM); spectrogram; Mel frequency cepstral 
coefficients (MFCC); word error rate 

I. INTRODUCTION 
Speech is a longitudinal wave that propagated through a 

medium, which can be solid, liquid, or gaseous [1]. Humans 
utilize speech as a primary component of communication to 
exchange information. Today, humans communicate also with 
computers; generally, this communication requires the 
conversion of speech into text [2]. This process involves 
various stages of conversion and outputs data consisting of 
numbers that can be processed by a computer into text [3]. 
Speech-to-text conversion can be implemented in various 
applications, such as communication tools for deaf people [2], 
smart homes [4], and translators [5]. 

Some studies have investigated speech-to-text conversion 
in various languages. Ahmed et al. utilized a hidden Markov 
model (HMM) for English and Arabic speech recognition [6]. 
Hotta [7] and Othman [8] performed speech-to-text 
conversion using neural networks in Japanese and Jawi, 
respectively. Kumar et al [9] used a recurrent neural network 
(RNN) for speech-to-text conversion in Hindi, and Laksono et 
al. [10] used connectionist temporal classification (CTC), 
which is usually applied on top of an RNN, for speech-to-text 

conversion in Indonesian and Javanese. Abidin et al. presented 
an approach to obtain Indonesian voice-to-text data set using 
Time Delay Neural Network Factorization (TDNNF) [11]. 

Mon and Tun [12] proposed the HMM method, which uses 
Mel frequency cepstral coefficients (MFCCs) as features. 
Because they used a large dataset of English words, the HMM 
was ineffective owing to the high probability of similarity 
between words. Zhang [13] used a combination of the deep 
neural network (DNN) and HMM model for English speech 
recognition and showed that DNN-HMM was superior to the 
traditional Gaussian mixture model (GMM)-HMM method. 
Nevertheless, it still had low accuracy. Liu et al. [14] had 
shown that the RNN together with Long Short Term Memory 
(LSTM) improved the performance of speech recognition on 
the ChiME-5 dataset. Meanwhile, Wu et al. [15] and He [16] 
utilized RNN-LSTM for Chinese dataset, and the accuracy of 
speech recognition was improved. 

Most studies on speech-to-text conversion were limited to 
the conversion of words or incomplete sentences from a 
dataset, and very few studies considered speech-to-text 
conversion in Indonesian. Laksono et al. [10] used DNN and 
CTC with MFCCs as the features for speech-to-text 
conversion in Indonesian and Javanese with a small number of 
Indonesian and Javanese words. However, the result showed 
low accuracy for both Indonesian and Javanese; thus, they 
might not be suitable for speech-to-text conversion. 

In this study, we perform speech-to-text conversion in 
Indonesian using a deep bidirectional long short-term memory 
(LSTM) algorithm. We determine the features suitable for the 
deep bidirectional LSTM and consider complete sentences 
consisting of subject, predicate, object, and adverb spoken by 
some respondents. 

The rest of this paper is organized as follows. In Section 2, 
the research method used in this study is presented. Section 3 
reports and discusses the results. Finally, the paper is 
concluded in Section 4. 

II. MATERIALS AND METHODS 

A. Data Collection 
The speech data were obtained from ten speakers (five 

males and five females). Every speaker uttered ten sentences 
in Indonesian consisting of a subject, predicate, object, and 
adverb, as presented in Table I. Each sentence was uttered 50 
times; thus, a total of 5000 sentences were recorded. Data 
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were manually divided as follows: 70% for training, 20% for 
validation, and 10% for testing. Thus, 3500 training, 1000 
validations, and 500 testing data were obtained. The data were 
recorded in the Control and Robotics Laboratory, Universitas 
Sriwijaya. 

B. Proposed Speech-to-Text Conversion Process 
Fig. 1 shows a block diagram of the proposed speech-to-

text conversion process. The speech is recorded using a 
FIFINE K669B microphone with a sampling frequency of 16 
kHz. Speech data undergo the preprocessing stage, which 
involves normalization, silence removal, and pre-emphasis, to 
correct the speech signal by reducing noise and removing the 
silence area on the speech signal. Then, the speech features are 
extracted into spectrograms and MFCCs. The features are fed 
to the deep bidirectional LSTM to determine the probability of 
each label. In the deep bidirectional LSTM training process, 
CTC is used to determine the loss. Subsequently, the network 
performs the decoding for the process of labeling from the 
output of the deep bidirectional LSTM network and language 
model obtained from the Kompas newspaperFinally, text if 
obtained as the output. 

TABLE I. SENTENCES UTTERED BY THE SPEAKERS 

No. Sentence 
1 saya bermain bola di lapangan 
2 ayah membaca buku di ruang tamu 
3 nenek memasak sayur di dapur. 
4 kakak bermain sepeda di halaman 
5 paman menggembala sapi di kebun. 
6 bibi mengantar tas ke sekolah. 
7 dia membaca buku di rumah. 
8 adik memakai sepeda ke sekolah 
9 kakek menanam padi di sawah 
10 ibu menonton tv di kamar 

 
Fig. 1. Block Diagram of Speech-to-Text Conversion Process. 

C. Evaluation 
The word error rate (WER) is used to determine the 

percentage of success of speech-to-text conversion. It is 
determined by calculating the number of insertions, 
subtractions, and substitutions of the word used to convert 
speech into text as follows: 

𝑊𝐸𝑅 = 1
𝑧
∑𝐸𝐷�ℎ(𝑥)�             (1) 

where 𝐸𝐷(ℎ(𝑥)) is the number of insertions, subtractions, 
and substitutions of the word in the target sentence and 𝑧 
represents the total words in the reference which were actually 
said [17]. 

III. RESULTS AND DISCUSSION 

A. Preprocessing Signal 
The preprocessing stage involved normalization, silence 

removal, and pre-emphasis, which were performed using the 
Python library Pyrus. Normalization is performed by dividing 
the data in the speech signal by the maximum value of the 
amplitude to equate the amplitude of the speech signals. 
Owing to the recording process, the speech signal may have 
different intensities and consequently, different amplitude 
values. Silence removal is performed to determine the silence 
area to be erased on the speech signal. Finally, pre-emphasis is 
important to remove the noise while maintaining the 
frequency of the speech signal. 

Fig. 2(a) and (b) show the speech signal before and after 
the preprocessing stage, respectively, displayed using the 
audacity software. From the figure, it can be seen that before 
preprocessing, the speech signal has an amplitude of less than 
0.5 and silence areas are at the beginning and end of the 
speech. On the other hand, after preprocessing (Fig. 2(b), the 
amplitude of the signal is approximately 0.5, which is the ideal 
value for speech signals [18], and the silence areas are smaller 
than those before the preprocessing stage; the duration of the 
speech signal changes from 3 to 2.4 s. Furthermore, the noise 
in the speech signal was reduced by using a high pass filter to 
eliminate speech signals with frequency below 250 Hz. 

B. Feature Extraction 
Using the contrib audio library of TensorFlow, we 

extracted the log power spectra, i.e., spectrograms, and 
MFCCs as features and determined which is more suitable as 
input to the deep bidirectional LSTM. 

To obtain the spectrograms, the preprocessed speech signal 
was divided into sections with window lengths of 32 ms and 
window steps of 16 ms. A fast Fourier transform (FFT) was 
performed to convert the speech signal from the time domain 
to the frequency domain. 512 frequency bins were used, and 
only half of the frequency bins plus one (257 bins) were used. 
Then, the log power spectra, which were the density of the 
FFT spectra, were used as input for the training process. The 
visual representation of log power spectra is known as 
spectrogram. Fig. 3 shows an example spectrogram. As shown 
in the figure, an x-axis shows the time length and a y-axis is 
the power spectrum of the speech signals. 
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(a) 

 
(b) 

Fig. 2. Speech Signal (a) before and (b) after Preprocessing. 

 
Fig. 3. Example of a Spectrogram. 

The MFCCs are generated using the result of the spectral 
density, which is filtered with a Mel scale and filter bank to 
obtain the energy at each point. The resolution of the Mel 
filter bank was 40 with lowest and highest frequencies of 0 Hz 
and 8 kHz, respectively. The Mel spectrum, which is the 
output from the Mel filter bank, is converted into the time 
domain using a discrete cosine transform (DCT) with a 
coefficient of 13. The output from the DCT process is called 
an MFCC plot. Fig. 4 shows an example MFCC plot. 

 
Fig. 4. Example MFCC Plot. 

C. Language Model 
A language model is used to perform the decoding process 

on the network output for the speech-to-text conversion 
process. The decoding process is performed by calculating the 
probability of appearance of each word based on the exact 
word order [19]. This probability is calculated from the word 
chunks based on word order in the N-grams model. The 
language model can be built using Corpus text with a large 
amount of data, e.g., words and sentences in a newspaper. 
Accordingly, in this study, Corpus text in .txt format derived 
from the Kompas newspaper [20] was used. The Kompas 
newspaper has published more than 5000 articles, which were 
merged to create the language model. Before using, the 

Corpus text is sorted in alphabetical order from A to Z, and 
invalid data such as space and blank () are removed. 

A 5-gram language model was built with outputs in 
lm.arpa format using the KENLM library. The lm.arpa output 
was transformed into binary format to be processed and read 
by the computer. Then, a trie that works by tracking the 
minimum probability for the word prefix was created as a data 
structure to assist in using the memory to construct the 
language model. 

D. Training Dataset 
The DeepSpeech library was used in the training process 

of the deep bidirectional LSTM algorithm. This algorithm 
consists of a combination of bidirectional RNN and LSTM, 
commonly known as bidirectional LSTM. The bidirectional 
LSTM exploits long-range context dependencies in the past (t 
− 1) steps and future (t + 1) steps. This algorithm has a deep 
architecture, which can performe high-level representations of 
acoustic data [21]. The DeepSpeech architecture consists of 
the input layer derived from the extracted features, i.e., 
spectrograms and MFCCs. Then, there are five stacked hidden 
layers: three linear hidden layers, one LSTM hidden layer, and 
one linear hidden layer. The last layer is an output layer that 
uses the Softmax activation function to determine the 
probability of a transcript label. Fig. 5 shows a schematic of 
the DeepSpeech architecture. 

 
Fig. 5. Schematic of DeepSpeech Architecture. 

The training performance can be determined from the loss 
values on the network. To prevent overfitting on the network, 
we use the early stopping technique, which involves the 
comparison of the loss value of the network during validation. 
The output of the network will be processed by CTC to 
perform the decoding process with the prefix beam search 
method according to the probability generated by the SoftMax 
layer and language model. CTC is used to model the training 
results obtained by a network. Because it can classify labels 
without having to know the alignment given, it is suitable for 
the deep bidirectional LSTM [22]. The CTC value decreased 
as the number of layers used increased, a phenomenon known 
as the CTC loss. The CTC loss value is a representation of the 

227 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

accuracy of the training results; a smaller CTC loss value 
indicates a higher accuracy. Nevertheless, an excessively 
small CTC loss value leads to overfitting. In the training, we 
used five scenarios denoted as A, B, C, D, and E, as presented 
in Table II, to find the most suitable parameters. 

In scenarios B, D, and E, the training process is continued 
until the epoch is ended, while in scenarios A and C, it is 
stopped early. We used 3500 speech data for training and a 
batch size of 70; thus, the number of steps in each epoch was 
50. These steps were repeated for all data in each epoch. The 
training process resulted in a model called output graph, which 
could be stored and used to transcribe the data. Table III 
presents the results of each training scenario. 

From Table III, it can be seen that when spectrograms 
were used as the input to the deep bidirectional LSTM and 
early stopping was activated (scenario A), training ended after 
12 epochs within 5 h, 13 min, and 23 s with training and 
validation loss values of 0.746044 and 4.590043, respectively. 
When MFCC were used as the input and early stopping was 
activated (scenario C), training ended after 9 epochs within 2 
h, 53 min, and 5 s with training and validation loss values of 
0.424811 and 0.914198, respectively. These results indicate 
that MFCCs are more suitable as input to the deep 
bidirectional LSTM than spectrograms. These results may also 
imply that the MFCC features are better in terms of the 
computation time and loss value, and provide more useful 
information for the classifier. 

On the other hand, when spectrograms were used as the 
input to the deep bidirectional LSTM and early stopping was 
not activated (scenario B), the loss values were lower than in 
scenario A. Furthermore, when MFCCs were used without 
early stopping (training scenario D), the loss values were 
lower than in scenarios A, B, and C. In particular, in scenario 
B, the training and validation loss values were 0.084932 and 
2.765626, respectively, and training was completed within 16 
h, 6 min, and 40 s; in scenario D, the training and validation 
loss values were 0.016846 and 0.505358, respectively, and 
training was completed within 15 h, 13 min, and 14 s. 
Therefore, when MFCCs are inputted, the training and 
validation loss values are smaller than when spectrograms are 
inputted. Although overfitting occurred in training scenario D, 
the training process could be re-adapted as shown in Fig. 6. 
Overfitting may have occurred owing to the presence of noise. 

To prevent overfitting, we reduced the number of epochs 
before the occurrence of overfitting (scenario E). The process 
of training in scenario E is performed to determine the best 
training results before overfitting. Training ended at epoch of 
24 within 7 h and 23 min with training and validation loss 
values of 0.077836 and 0.494393, respectively. Fig. 7 shows 
the plot of the loss values in scenario E. Compared to training 
scenario D, scenario E has higher training loss value but lower 
validation loss value. In scenario E, the training process took 
only 24 epochs, which is less than in scenario D. 

E. Testing Model 
The model obtained from the training results was tested. 

The test involved speech-to-text conversion of 500 speech 
data samples not included in the training process. As a 

measure of the accuracy, we considered the WER, which has a 
range of 0–1; a smaller WER value indicates a higher testing 
accuracy. Table IV shows the results obtained from a different 
model of training scenarios. 

TABLE II. SCENARIOS USED FOR TRAINING 

Parameter Spectrogram MFCC 

Training scenario A B C D E 

Train Batch Size 70 70 70 70 70 

Validation Batch Size 4 4 4 4 4 

Test Batch Size 1 1 1 1 1 

Learning Rate 10-4 10-4 10-4 10-4 10-4 

Epoch 50 50 50 50 24 

Early Stopping Yes No Yes No No 

TABLE III. RESULTS OF THE TRAINING SCENARIOS 

Parameter Spectrogram MFCC 

Training 
Scenario A B C D E 

Actual 
Epoch 12 50 9 50 24 

Time (h) 5:13:23 16:06:40 2:53:05 15:13:14 7:23:00 

Training 
Loss  0.746044 0.084932 0.424811 0.016846 0.077836 

Validation 
Loss 4.590043 2.765626 0.914198 0.505358 0.494393 

 
Fig. 6. Training and Validation Loss Values in Scenario D (using MFCC 

and 50 Epochs). 

 
Fig. 7. Training and Validation Loss Values in Scenario E (using MFCCs 

and 24 Epochs). 
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TABLE IV. RESULTS OF TESTING USING DIFFERENT MODELS 

Parameter Spectrogram MFCC 
Training scenario A B C D E 
WER 0.035686 0.020784 0.004706 0.002745 0.002745 
% WER 3.5686 2.0784 0.4706 0.2745 0.2745 

From Table IV results with a WER of 2.0784% in training 
scenario B, testing with MFCCs yielded the best results with a 
WER of 0.2745% in training scenarios D and E. These results 
indicate that the MFCCs are more suitable than spectrograms 
for speech-to-text conversion with the deep bidirectional 
LSTM algorithm. Training with MFCCs can identify linguistic 
content and remove unimportant parts of speeches, which may 
contain noise. Furthermore, training with MFCCs can 
demonstrate the vocal tract of human speech in the form of a 
power spectrum. Fig. 8 shows the accuracy of each model. 

 
Fig. 8. WER Graph for each Training Scenario Model. 

F. Testing Process using Speech Variations 
Testing was also performed using five speech variations, 

namely regular (normal) conversation, speech with high 
intonation, speech with low intonation, speech with fast 
rhythm, and speech with slow rhythm. The test involved two 
speakers: a male and a female. The speakers uttered sentences 
1–5 (see Table I) with the five styles listed in Table V. We 
tested the model obtained from training scenario E (using 
MFCCs as features) because it yielded the best results among 
the five training scenarios. Table V shows the WER obtained 
from the testing using different speech styles. 

The results reported in Table V indicate that the model 
detected normal speech effectively. It can be seen that the 
intonation of the speech did not significantly affect the results. 
The model also detected the speech with fast rhythm well. 
However, the WER value obtained with the slow-rhythm 
speech is 40%, which indicates that many errors occurred 
during speech-to-text conversion. This may be due to the time-
lapse between the words spoken and the large number of 
silence areas on the speech signal. These results indicate that 
the rhythm of the speech tends to affect the speech-to-text 
conversion process, while the intonation does not. 

G. Testing Process with Secondary Datasets from TITML-
IDN 
The model obtained with training scenario E was also 

tested using five sentences obtained from the TITML-IDN 
dataset [23]. Table VI presents the results of speech-to-text 
conversion using speech corpus data for males and females. 

TABLE V. RESULTS OF THE TESTING USING DIFFERENT SPEECH STYLES 

Variation WER (%) 

Normal 0 

High Intonation 9.3 

Low Intonation 1.7 

Fast Rhythm 6 

Slow Rhythm 40 

TABLE VI. RESULTS OF SPEECH-TO-TEXT CONVERSION USING THE 
TITML-IDN DATASET 

No. Target 
Transcript 

Speech Detected 
from Male Speaker 

Speech Detected from 
Female Speaker 

1 dia tidak datang 
ke sekolah 

diadi kakak ke 
sekolah diadi eka ke sekolah eu 

2 

ketika 
kuatrianus 
hendak 
menelepon di 
wartel di 
halaman parkir 
bandara 
penjahat radin 
melarikan tas 
dengan mobil 
feroza. 

kakak kakek muka 
selaku depkeu abu di 
halaman take pea 
asapa kakak di 
menanak ka sea budi 
rusun ke 

kakak kakak sae aka di 
mana di halaman 
taeuk di aibak adi naik 
asean men sakka 

3 

kalian boleh 
lihat saya tidak 
apa apa padahal 
saya juga 
mengonsumsi 
produk 
transgenik 

ada media saya ia 
kakak kakak saudi 
kamanan ke kekakuan 

ayah menamai sa saya 
ie kakak kakak da sau 
iea bermasa ke sekaa 
sea edi 

4 
adi pandai 
bermain alat 
musik keyboard 

aibak bermain skea 
babibu mena 

adi aak benenain kaka 
aib mena 

5 

minggu depan 
ada main bola 
bareng anak 
kelas dua f 

ibu mentan kakak 
main telapak kakak 
kakak 

nenek kakak bermain 
bola aur aa seka 

The results indicate that the model could detect the words 
in the TITML-IDN. For example, the target transcript “dia 
tidak datang ke sekolah” spoken by the male and female 
speakers is converted to “diadi kakak ke sekolah” and “diadi 
eka ke sekolah eu,” respectively. Therefore, the model 
successfully detected the word "ke sekolah" and it detected the 
word “dia” as “diadi.” However, the model did not recognize 
all words successfully because they were not in the transcript 
of the training data. Besides, the number of words in the 
model was much smaller (only 39 different words) than that in 
the TITML-IDN dataset. In addition, speech data from 
TITML-IDN have a different structure of sentences used in 
our primary data. ITITML-IDN either contains complete 
sentences (subject-predicate-object-adverb) or non-complete 
sentences or only phrases, as these data were obtained from 
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the text corpus. Meanwhile, the speech in our primary data 
recorded from 10 respondents consists of complete sentences, 
as described in the section Data Collection. 

IV. CONCLUSIONS 
This study tested the performance of a deep bidirectional 

LSTM algorithm on speech-to-text conversion in Indonesian 
using MFCCs and spectrograms as features. The data used 
were complete sentences consisting of subject, predicate, 
object, and adverb spoken by some respondents. With the 
MFCCs and spectrograms, the algorithm achieved the highest 
WER of 0.2745% and 2.0784%, respectively, indicating the 
higher performance of the MFCCs on speech-to-text in the 
Indonesian language. 

The algorithm was shown to successfully convert speech 
with different intonation and rhythm and achieved reasonable 
accuracy when applied to the TITML-IDN dataset. 

However, the variation of words used in this study is still 
limited. Thus, in the future, the algorithm should be tested 
with speech with the higher variation of words and rhythms to 
increase its universality. 
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Abstract—In our days, the cyber world is developing due to 

the revolution of smart cities and machine learning technologies. 

The internet of Things constitutes the essential background of 

cyber technology. As a case study, the Internet of Vehicles is one 

of the leading applications which is developed quickly. Studies 

are focused on resolving issues related to real-time problems and 

privacy leakage. Uploading data from the cloud during the data 

collection step is the origin of delay issues. This process decreases 

the level of privacy. The objective of the present paper is to 

ensure a high level of privacy and accelerated data collection. 

During this study, we propose an advanced Internet of Vehicle 

architecture to conduct the data collection step. An occlusion 

detection application based on a deep learning technique is 

performed to evaluate the IoV architecture. Training data at 

Distributed Intelligent layer ensures not only the privacy of data 

but also reduces the delay. 

Keywords—Internet of vehicle; deep learning; collaborative 

technologies; cloud; edge computing 

I. INTRODUCTION 

The recent development of network technology gives birth 
to cyber intelligence technologies. The Internet of Vehicles 
(IoV) is a subfield of the Internet of Things (IoT) that has 
evolved a new generation of network technology [1]. 

The IoV case analyzes data based on artificial intelligence 
(AI) and Machine Learning (ML) methods. This field is still 
challenged by analyzing big data, privacy, and computational 
power limitation. 

The IoV cooperates with the cloud platform to ensure 
permanent services. Two issues are faced with the IoV 
applications: (1) delay problem and (2) privacy violation [2]. 

We define an intermediate layer called edge computing to 
manage the vehicle network layer and cloud layer to overcome 
these problems. The edge computing layer is determined by the 
location information and the low latency. This is obtained 
because edge nodes are constituted by the Road Side Unit 
(RSU) [3]. 

The edge computing layer indeed solves the above 
problems, but other difficulties are bred as (1) increase in the 
amount of data, (2) an increase in the amount of data types, 
(3) difficult to adapt existing data collection related to 
embedded data, (4) need for intelligent methods to collect data, 
and (5) need for smart methods for the transmission [4]. 

Deep learning methods provide a solution for the above 
difficulty. They ensure the simulation of the data analysis to 

avoid forged data based on interpretation mechanisms. Besides, 
deep learning methods reduce redundancy and provide high 
robustness of the system by following the inspection's high 
quality. 

Therefore, moving from a centralized approach to edge 
computing reduces the unnecessary jumps to the network and 
improves latency [5]. Privacy is enhanced by adopting a 
Collaborative Learning (CL) technology. It manages data 
through multiple decentralized edge devices without 
exchanging them. It follows a training method different from 
the traditional cloud data center. The trained data were not 
collected directly from terminals [6]. The CL technology 
ensures privacy by gathering models and their updates from 
each RSU. 

All RSU shares the model of the cloud data center. The CL 
performs the following steps: (1) the user provides data, (2) the 
local model trains the provided data, and (3) the trained model 
is uploaded to the cloud data center. 

However, the CL mechanism provides more privacy and 
reduces delay by decreasing the training time of the sharing 
model in the cloud. 

In light of this introduction, we can summarize 
contributions into three points: 

1) Propose an advanced architecture at the edge computing 

layer for the IoV. The proposed ensures intelligent data 

collection. 

2) Propose a deep learning method for the preprocessing 

step. The proposed reduces the delay. 

3) Deploy the CL technology between the local model 

from the edge node and the cloud edge. 

The next section presents the literature review. The 
proposed IoV architecture is introduced in Section III. The data 
preprocessing schemes designed according to a deep learning 
method and collaborative learning are described in Section IV. 
Results and analyzes are discussed in Section V. A conclusion 
is highlighted at the end of this article. 

II. LITERATURE REVIEW 

This section attempts to summarize the latest research 
related to the Internet of Vehicles based on the following 
directives: (1) The assessment of the quality of services, 
(2) occlusion detection. 
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A. Quality of Service Assessment 

The safety of the road and the crowd's reduction is 
enhanced according to the evaluation of the QoS [7]. Van der 
Lee et al., [8] propose a scheduling method to evaluate the 
vehicle network QoS. This method was named a Time 
Synchronized Channel Hopping (TSCH). It introduces the 
interference diagram, which is dependent on internal 
interference and conflict. This attempt provides accurate 
analyzes of the network performance. The ratio of packet 
reception and latency compose the performance metrics. 

Zhang et al., [9] introduce an open access geometry-based 
efficient propagation model. This model is composed of a 
connected vehicle in the traffic network that analyzes the QoS 
according to the principal component, multidimensional 
scaling, and variance. The QoS is carrying out for vehicle-
infrastructure and vehicle-vehicle. 

B. Occlusion Detection in IoV Systems 

Avoid occlusion in traffic is the subject of many related 
works. Determine the density of the crowded in urban is still 
challenged [10]. The process aims to detect vehicles and 
exploit the crowded density. This is ensured through 
preprocessing, motion detection, feature extraction, and 
classification steps [11]. There are many traditional and new 
techniques used for classification [12]. Deep learning is the 
kernel of these new approaches like CNN approaches. 

In the traditional approaches, features are determined 
manually, and the classification step computes the similarity 
according to these predetermined features. For example, the 
authors in [24] applied HOG algorithm to detect humans. 
Hadjkacem et al.  [13] used Gait-Appearance-based Multi-
Scale Video Covariance (GAMS-ViCov) to detect a pedestrian. 
The estimation of a high-dense crowd through images is the 
main subject discussed in [14]. The author used Balanced 
Communication-Avoiding Support Vector Machine classifier 
for the detection. In [15], the authors are focused on the case of 
the detection of vehicles by applying Harr-like and Adaboost 
features. The limitation of representation is the main issue of 
the traditional approaches. 

In the deep learning approach, features are determined 
automatically according to the provided dataset. This approach 
offers a broad representation ability [16]. We focus on related 
works based on CNN with two-stage because it enriches higher 
performance compared to the one-stage approach [17][18]. The 
CNN-two-stage includes a region-based convolutional neural 
network [19]. Martinez et al., [19] perform CNN as a selective 
search. The purpose is to detect two thousand candidate 
regions through a fixed-sized input image. The obtained result 
in terms of performance is higher than the traditional approach 
but this method is time-consuming. The authors in [20] and 
[21] attempt to reduce the time consuming. They used the 
selective once (SPP-Net method) to remove it (Fast R-CNN 
method) as described in [21]. This led to announce the region 
network method instead of selective search. The region 
network ensures convolutional operation and sharing 
computation. These advancements provide a higher accuracy at 
minimum time-consuming. 

III. PROPOSED IOV ARCHITECTURE SCHEME 

We introduce the proposed IoV architecture for the 
collection and transmission of data on an edge computing layer 
during this section. This architecture is composed of four sub-
layers, as described in Fig. 1. 

Data collection layer: This layer is built based on nodes. 
RSUs collect data related to vehicles and roads as vehicle 
location and traffic information [22]. These data are sent 
continuously to the distributed intelligence layer through edge 
devices. 

Distributed intelligence layer: This layer aims to ensure 
preprocessing and data analysis received from the data 
collection layer. This intermediate layer between RSU and 
centralized cloud computing provides a powerful step to 
increase storage capabilities, share communication resources, 
and improve computing. The distributed intelligence layer is 
responsible for data transfer methods and the network's 
evaluation [23]. 

Data processing layer: In this layer, the collecting sensing 
data are trained. Three functions are verified in this step: 
(1) Detect the data quality, (2) Detect data similarity, and 
(3) Detect relevant data. This step decreases the amount of data 
transmitted to the cloud. Only the training results are sent to the 
cloud instead of direct transmission to the centralized cloud. 
The data processing layer reduces delays related to 
communications and increases the privacy level [24]. 

 

Fig. 1. Proposed IoV Architecture. 
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Application service layer: This layer offers information and 
helps make a decision based on the results obtained from 
sensing data. It monitors vehicle status, manages traffic lights, 
and updates route planning and directories. 

Road sensors and systems embedded in vehicles transmit 
data to the RSU. The data collected by RSUs are moved to the 
core network. In this layer, data are conducted based on types. 
The data are verified according to the redundancy, quality, and 
relevancy at the data processing layer. When the verification is 
done, feedback is sent back to the distributed intelligent layer. 
Finally, the application service layer receives trained 
information. According to these results, the IoV systems are 
managed. 

The proposed IoV architecture is built in terms of the 
network environment. The IoV model took into consideration 
network traffic and road environment. We carry out a strategy 
based on adaptive upload of the network bandwidth, 
environment, and transmission delay to enhance the collection 
data layer's performance. 

The model divided the domain to ensure the Qos 
requirements. Divisions conditions are described by equation 
(1). 

{
 
 

 
 
𝐷𝑖 ∈ [𝑥𝑖 , 𝑦𝑖]

𝐴0 =
𝑥0+𝑦0

2

𝐴𝑖 =
𝑥𝑖+𝑦𝑖

6

𝐻𝑒 = 𝐶𝑜𝑛𝑠𝑡

              (1) 

Therefore, building standards for the targeted network QoS 
evaluation was a necessity [25]. The Assessment standard is 
constructed by transforming qualitative data into quantitative 
data [26]. The network QoS is defined by the next parameters: 
namely, assessment indexes, bandwidth, delay, and rate of the 
lost packet. 

Assessment indexes are composed of five levels of 
standard. Digital features are computed using the conditions 
presented in equation 1. Table I presents QoS features in the 
edge model. 

TABLE I. DIGITAL FEATURES OF QOS ASSESSMENT IN EDGE MODEL 

Assessment Level Division Digital features 

Excellent 0.8-1 1.0,0.2 / 3,0.02 

Good 0.65-1 0.78,0.15 / 5, 0.05 

Average 0.5-0.65 0.64-0.1 / 5, 0.05 

Poor 0.25-0.5 0.45-0.2 / 5,0.05 

Very Poor 0.0.25 0,0.25 / 3,0.02 

Then, we look for the optimal weight value. To achieve the 
target, we compute each secondary index's weight by applying 
the entropy method and the analytic hierarchy process. Then 
the square model is performed as described in equation 2. 

min𝑔(𝑤) = ∑ ∑ 𝑤[(𝑠𝑗 −𝑤𝑗)𝑝𝑖𝑗]
2
+ [(𝑂𝑗 − 𝑤𝑗)𝑝𝑖𝑗]

2𝑛
𝑗=1

𝑚
𝑖=1      (2) 

Were 𝑠 = [𝑠1 𝑠2… 𝑠𝑛]
𝑇  is the computed weight through 

subjective analysis method, 𝑂 = [𝑂1 𝑂2… 𝑂𝑛]
𝑇  is the 

computed weight through objective analysis method w =
[𝑤1 𝑤2… 𝑤𝑛]

𝑇 is the combined weight, the matrix 𝑃(𝑝𝑖𝑗)
𝑚∗𝑛  

is the result of the standardized process of the measured data, 
m is the number of data, and n is the number of indicators. 

The Lagrangian function is applied to reach the optimal 
weight, as mentioned in equations 3 and 4. 

𝑤 = 𝑀−1[𝐵 +
1−𝐸𝑇𝑀−1𝐵

𝐼𝑇𝑀−1𝐼
 𝐼]            (3) 

Were 

{

𝑀 = 𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙 [∑ 𝑝𝑖1
2 , ∑ 𝑝𝑖2

2𝑚
𝑖=1 , … ∑ 𝑝𝑖𝑛

2𝑚
𝑖=1

𝑚
𝑖=1 ]

𝐼 =  [1, 1, … , 1]𝑇

𝐵 = [∑
(𝑠1+𝑣1)𝑝𝑖1

2

2

𝑚
𝑖=1 , ∑

(𝑠2+𝑣2)𝑝𝑖2
2

2

𝑚
𝑖=1 , … , ∑

(𝑠𝑛+𝑣𝑛)𝑝𝑖𝑛
2

2

𝑚
𝑖=1 ]

    (4) 

Then, digital features related to each level index are 
computed to determine the evaluation of the target layer edge 
using the entropy method (equation 5). 

{
 
 

 
 𝐸𝑖 =

𝐸𝑖1𝐸𝑛1𝑤1+ 𝐸𝑖2𝐸𝑛2𝑤2+ …+ 𝐸𝑖𝑞𝐸𝑛𝑞𝑤𝑞

𝐸𝑛

𝐻𝑒 =
𝐻𝑒1𝐸𝑛1𝑤1+ 𝐻𝑒2𝐸𝑛2𝑤2+ …+ 𝐻𝑒𝑞𝐸𝑛𝑞𝑤𝑞

𝐸𝑛

𝐸𝑛 = 𝐸𝑛1𝑤1 + 𝐸𝑛2𝑤2 + …+ 𝐸𝑛𝑞𝑤𝑞

               (5) 

Were 𝐸𝑛  measures the fuzziness and the probability of 
qualitative concept,  𝐸𝑖  defines the qualitative concept in the 
number domain space, 𝐻𝑒  is the doubt measure value of 𝐸𝑛. 

The achieved digital features define precisely the adequate 
level of the edge model highlighted in Table I. 

Table I applies many upload strategies based on selected 
network states. During this step, the scale of data is sent. The 
network congestion evaluation in this phase is composed of 
three levels: Good, Average, and Poor. 

Results of the network status vary based on upload 
strategies. The network status is good when the RSU processes 
the image. The status moves to average when little videos are 
transmitted to the cloud. When the IoV uploads images and 
much video, the network status becomes poor. 

IV. OCCLUSION DETECTION APPLICATION 

The type of collected data is so crucial for the privacy and 
the amount of transmitted data. The proposed IoV architecture 
is evaluated via an occlusion detection application. Privacy is 
ensured by using a deep learning method to avoid the storage 
of the input data. 

The detection of occlusion in urban traffic presents the 
main objective of each urban traffic surveillance video. This 
application is the most suitable to evaluate the proposed IoV 
architecture. The RSU applies the Convolutional Neural 
Network (CNN) for the input video to detect urban traffic 
status. The training is ensured at the distributed intelligent 
layer. 

During this section, we focus on the detection of occlusion 
using the CNN method. The occlusion is considered based on 
global and local characteristics targets to detect precisely the 
vehicle position. Fig. 2 shows the occlusion detection 
framework.
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Fig. 2. Occlusion Detection Approach. 

The local feature is extracted based on the position of the 
Region of Interest (RoI). A convolutional layer with size one 
and r2x(C+1) channels are added to the last convolutional 
layer, where r defines the mask size, and C+1 defines the 
background and the classes. The average of pooling related to 
the RoI indicates the probability of vehicle. Then, the 
bounding-box is labeled the same. Some channels are added to 
the bounding-box to compute the average pooling on the 
convolutional layer. The obtained result defines the values of 
bounding-box regression. 

We consider the global feature of the video streaming of 
urban traffic enhances the accuracy of vehicle detection. The 
RoI pooling is used in this case to avoid errors related to the 
size of vehicles. Then, we apply 1x1 convolutional layer to 
select the global feature. 

The concatenation of these features provides accurate 
detection. 

V. EXPERIMENTATIONS 

The proposed IoV architecture and the occlusion detection 
application are verified during this section. We start to display 
the achieved results related to the occlusion detection 
application. 

The occlusion detection using a deep learning algorithm is 
tested based on UIUC dataset [27]. This dataset is composed of 
550 grayscale image cars. Images are both single-scale and 
multi-scale. We use 400 images for training and the rest for 
testing. 

The learning rate starts from 0.01, then changes to 0.001 
after 18000 iterations. The training requires 302s to be 
performed. The training is characterized by momentum, which 
is about 0.92, and weight decay which is about 0.002. 

In the complete evaluation of the proposed architecture, we 
use 150 images. We introduce two metrics: (1) True Positive 
Rate (TPR), and (2) False Positive Rate (FPR). 

Fig. 3 shows the Receiver Operating Characteristics graph 
(ROC) of occlusion detection. The ROC is defined as the 
relationship between TPR and FPR. The ROC curve 
overgrows. 

The best baseline highlighted in Fig. 3 is 0.8. In comparison 
with Shivani et al., in [27], we demonstrate that our method 
had the best baseline. 

We drew also, the accuracy rate curve according to the 
baseline, as shown in Fig. 4. The curve is composed of one 
peak which is achieved at value 0.91. Then, the curve go-down 
and stabilizes under the accuracy rate value is 0.2. The baseline 
is selected at 0.9. 

The processing requests 54.2 ms to be performed. The 
proposed architecture of data collection and transmission is 
evaluated according to the detection of occlusion in traffic. 

 

Fig. 3. ROC Curves. 

 

Fig. 4. Baseline and Accuracy of Image Traffic. 
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The recognition accuracy and latency is computed to study 
the performance in-depth. In our case, the evaluation is done 
through 550 images in which the number of cars per image 
varies between two and ten. The latency is computed using 2.4 
G network environment. Its curve is reduced and did not 
exceed 6s, as shown in Fig. 5. In contrariwise, the recognition 
accuracy curve (Fig. 6) depends directly on the data size. The 
more the data bigger, is more the accuracy is improved. This is 
well justified due to the use of deep learning. The accuracy 
achieves a rare about 95%. 

 

Fig. 5. Latency Curve. 

 

Fig. 6. Accuracy Curve. 

The experimental results prove that the proposed IoV 
architecture obtains high performance in the detection of 
occlusions in decreasing delay and ensuring a high level of 
privacy. 

VI. CONCLUSION 

The network intelligence technology is faced with the 
leakage of privacy problem. Provide a new preprocessing 
technique to detect redundant data is so important. Therefore, 
this paper uses deep learning and edge computation to design 
an accurate data collection and preprocessing scheme. The 
cloud data centers and edge devices are managed through 
collaborative learning technologies and deep learning models. 
The IoV architecture describes the enhancement of the 
adaptability and efficiency of data collection. Detection of 
occlusion is performed to verify the correlation of data. 
Achieved results highlight the reduction of data uploaded to the 
cloud and the safety of the user's privacy. 
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Abstract—Home energy management system has been 
selected as an attractive research issue due to its ability to 
enhance energy security by including devices, entertainment 
systems, security systems, environmental controls, etc. Home 
automation is incorporated as a potential technology to ensure 
efficient electricity performance without interruption, solve 
power demand problems and coordinate devices with innovative 
technologies. In this context, our proposal seeks to implement an 
accurate home energy management system. The proposed 
approach aims to improve uninterrupted electricity production 
and provide comfortable services to families. To implement 
correct system operations and meet each device's power demand, 
a Reel Time Energy Management System (RT-EMS) will be 
implemented and discussed through some required tasks using 
the Multi-Agent System (MAS). Each agent will be determined 
according to some criteria to implement the appropriate design 
and meet each device's power demand. The obtained results will 
show that the proposed system meets the general objectives of 
RT-EMS. 

Keywords—Home energy management; multi-agent system; 
real-time system; energy recovery 

I. INTRODUCTION 
Home Energy Management System has been selected as a 

potential technology for connecting devices, sensors, etc., 
using communication technologies and platforms. Innovative 
home technologies are gradually integrated into our daily 
activities and our physical and emotional relationships with our 
communities [1] - [2]. This means that we are starting to create 
a separate structure with transparent social interaction. This 
concept is similar to that predicted by Mark Weiser in 1991 
[3]. The authors suggest in [4] that the idea of home 
automation is designed to interfere with specific components, 
especially labels, air conditioning, light switches, default rates 
and many consumer activities. Simultaneously, the authors 
stated in [5] that this trend could be primarily justified by the 
lower cost and financial advantages of industrial manufacturing 
and technologies in academic research. In this context, the 
economic impact of improving knowledge will also have the 
potential to generate $ 5-7 trillion in the economy during 2025. 
The authors mentioned in [6] that in the past, the smart home 
was limited to strategic sectors (engineering, infrastructure and 
satellites) but that it is now actively interested in domestic 
activities, for example, network control systems, intelligent 
park systems and smartphone applications. 

In [7], innovative technologies are designed and 
incorporated to ensure comfort, enhance excellence and 

improve safety and health. To achieve this goal, the automation 
house has developed a detection and management system 
capable of using the integrated data of various detectors and 
hierarchical sensors. While the authors have shown in [8] - [9] 
that the home automation environment will create a 
considerable amount of data, it helps to build new approaches 
and branches of research such as the Internet of Things (IoT), 
Big Data, artificial intelligence etc. In [10], the smart home's 
conception has changed due to different contexts (domestic 
platforms, innovative technologies, IoT, etc.). Besides, smart 
home technologies are aimed at identifying, monitoring and 
coordinating devices. The authors have shown in [11] that the 
intelligent home is chosen as an environment in which 
consumers are integrated into all these modern innovations, 
which are also appreciated. Software-defined network (SDN) 
has been seen as a good research question and has been 
explicitly used to replace older innovative home instruments 
[12]. The authors mention in [13] - [14] that SDN seems to 
offer new ways of proposing cross-platform concepts. The 
control and application of machine learning technology quickly 
update SDN capabilities. The authors reported in [15] - [16] 
that data from the QianJia.com survey show that smart homes' 
future growth in China is about 20%, to 357.6 billion yuan, 
from 2012 to 2020. Improving the age of smart homes will 
dramatically improve people's daily lifestyles. The authors 
report in [17] that at CES, the smart home continued to evolve 
aggressively two years later. Many new elements, including the 
Parrot flowerpot and the robot Soma bar, have attracted 
attention. 

In [18], the smart home consists of an infrastructure that 
provides precise communication between devices and 
equipment using a combination of wired and wireless 
technologies. This combination allows for seamless integration 
that facilitates access to home systems and provides a 
personalized home environment. In [19], several methods were 
selected and implemented to coordinate, collect and process 
data between the two devices. The authors suggest in [20] that 
machine learning was chosen as an exciting research question 
because of their opportunities and their efficiency in processing 
the data collected between devices. Computing and data 
challenges in innovative home systems focus on effective ways 
to manage data sharing between devices [21]. In [22], several 
approaches including advanced measurement infrastructure 
(AMI), intelligent sensor technology, home energy storage 
system (HESS), intelligent home systems and local area 
network (HAN). 
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Home Energy Management (HEM) was seen as a potential 
solution due to its ability to manage appliances and control 
energy demand in a smart home. HEM refers to using energy 
management systems to monitor and collect data that includes 
generation, distribution, and transmission of electricity [23]. 
HEM is a monitoring and data collection application for energy 
management systems, covering power grid production and 
delivery, i.e. the idea of an intelligent grid. This definition has 
been widely supported to suggest a way forward for electricity 
supply [24]. In [25], HEM is the key to successful, intelligent 
grid management on the demand side for home system users. 
HEM works with real-time monitoring and regulation of 
various home appliances according to user needs through smart 
assistive devices controlled by human interfaces in intelligent 
homes to reduce electricity prices and improve energy 
efficiency. The authors have mentioned in [26] that due to 
growing concerns about the sustainability of renewable 
energies and environmental emissions, HEM was created to 
manage renewable energies locally (wind turbines, solar 
panels, etc.). The authors stated in [27] that according to the 
rapid developments in the field of advanced innovations in 
electricity and sustainable energy, these intelligent systems 
could be introduced in HEM. SHEM was faced with a crucial 
concern in a decentralized generation, demand reduction and 
peak periods to provide consumers or service providers with 
adequate solutions [28]. 

The smart home is a growing emerging technology 
continuously now. It incorporates many new technologies to 
improve the quality of human life. Indeed, Home automation 
devices often do not handle issues independently, as most are 
single-use tools. However, it is different when it comes to a 
home automation system connecting various devices and 
applications to all data. For this reason, households are also 
looking for forms and methods to change their lifestyle by 
taking advantage of newly accessible IoT technologies. Energy 
demand and measurement are considered the primary goal of 
householders. For this reason, this paper extends the ideas of 
previous studies by using: 

(+) As we are convinced, an intelligent HEM is confident 
that the used energy management systems are still incapable of 
controlling and coordinating properly among sources. 

(+) we tend to monitor and request power for each device, 
which will help us in the future to keep costs and electricity 
consumption under control and extend the life of appliances. 
We intend to make intelligent devices capable, through some 
agents of the predictive control system, to forecast, control and 
measure voltage, which can regulate power consumption. A 
HEM system will be implemented and discussed through many 
required tasks using MAS to implement correct system 
operations and meet each device's power demand. 

(+) we introduce the Smart Home Device Scheduling 
(SHDS) issue that formalizes the MAS scheduling problem. 

The remaining part of the paper is organized as follows: 
Section I introduces Introduction and related works. Section II 
provides a brief description of the whole system. Section III 
discusses in details the Hierarchical Home Energy 
management. Section IV discusses the obtained results 
"Finding and results". We conclude our work in Section V. 

II. DESCRIPTION OF THE WHOLE PROPOSED SCHEME 
This sub-section describes the overall Home energy 

management system using MAS given by Fig. 1(a); the 
presented hierarchical scheme explains the relationship 
between appliances and Smart home blocks based on MAS. 
So, the proposed Smart Home agents tend to produce an 
enormous amount of data that can be calculated in the local 
server, limiting access to service requirements. Additionally, 
each agent will transfer data collected from a neighbor agent 
using intelligent devices, IoT applications, and wireless to 
perform tasks (see Fig. 1(b)). As we can see, the proposed 
scheme is composed of three main blocks, which are: 

1) BLOCK-A: Home Devices and Data Management 
2) BLOCK-B: Monitoring and Data Processing 
3) BLOCK C: System Control for User Request 

The Supervising agent is used to administer a new system 
control measure based on the updated BLOCK C data, 
ensuring: 

• All (BLOCK A and BLOCK C) should be synchronized 
in decisions allowing each agent to minimize slow 
reaction response and increase performance speed 
during data processing. 

• Send new control measures to alert agent devices to pre-
stop those with a high peak using a fixed system 
parameter threshold, thereby minimizing power 
consumption levels. 

Request: Send current energy consumption to Recovery 
Agent in real-time. The monitoring agent should verify and 
confirm the following tasks: 

• Data is already broadcast in real-time per hour. 

• The broadcast data is then compared appropriately 
controlled with the user's need to recover the energy 
demand. 

• All decision functions of each agent are synchronized at 
the regional level. 

• Any data change will be tracked after being compared 
and permitted by the alert outside the threshold. 

• Rotate a new loop request for fresh input 

Action: Send the updated household appliance consumption 
data to the supervisor agent to confirm the following tasks: 

• According to its highest consumption level, data is 
collected in an orderly fashion, the lowest level in a 
recovery agent. 

• Recovery agent compares data high/low peaks are 
measured between current and past. 

• Check for simultaneous changes to update the system 
panel, informing the supervisor agent of the decisions to 
be involved in the coming hours. 

• The changes determine the user's pre-request for the 
following hours, which devices should be chosen to 
minimize his operation during the daily routine. 
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Fig. 1. Innovative Home Energy Management Design: (a) Descriptive Design; (b) Proposed Multi-Agent System Control Design. 

To execute the proposed model in real-time, quick 
prototyping is used, providing that the quick concept checks 
with the versatility to produce acceptable outcomes is done 
with the right environment. Since the design will be evaluated 
on Python / Thread Simulator AOP (Fig. 2(a)), which has an 
interacting Toolbox dealing with real-time control diagrams, 
the algorithms established can quickly be loaded into a 
microcontroller STM32 Discovery F4. Thus, the coordination 
between the STM32F4 board and device can be carried out 
quickly without any problems with a Processor-in-the-Loop 
(PIL) simulation check. In reality, the design can be run in the 
discovery board of STM32F4 while holding a PIL block. The 
method can also be used in the STM32F4 discovery board via 
the development of the PIL block while keeping the simulation 
on the device connected to the on-board board via ST-LINK 
(see Fig. 2(b)). PIL verification allows loading and executing a 
hexadecimal output file launched on the goal microcontroller 
with understandable map generation from the software. 

 
Fig. 2. Real-time Implementation Scheme. 

Modelling system constraints is vital in achieving overall 
action arrangements, including interconnections and interaction 
with other agents and systems to automate and plan challenges 
(see Fig. 3). Our work evaluates four different types of 
residential loads, storage loads and moving non-moving and 
thermal loads. To exploit their complex behaviors for 
intelligent home automation, we consider several electrical 
devices representing each charged class (see Table I). Two 
periods (TH, TL) are considered to assess and control energy 
demand. Thus, these periods denote high and low peak hours. 

TH: High Peak hours and Shoulder Peak hours 

TL: Low Peak hours and Off-Peak hours 

A. Device Schedule 
We need to define the behavior of smart devices operating 

in Smart Home (SH) over the time horizon to monitor the 
energy needs [29]. The scheduling time horizon for household 
appliances is generally fragmented into an amount of times 
slots that are expressed by: 
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TABLE I. APPLIANCES CLASSIFICATION 

Appliances 
Categories 

Operational 
Time (Hours) 

Power Ratings 
(KWh) 

Appliances 
Class 

Air Conditioner 14 1.5 Shiftable 
Steam Iron 3 1.2 Shiftable 
Oven 4 1.23 Fixed 
Watching Machine 3 5 Non-shiftable 
Blender 2 0.3 Fixed 
Tumble Dryer 4 3.3 Non-shiftable 
Water Pump 8 1 Shiftable 
Electric Water 
Heater 8 2.6 Shiftable 

Ceiling Fan 12 0.1 Fixed 
Desktop PC 0.3 10 Fixed 
Refrigerator 20 0.22 Shiftable 

dHEM represents the length of the time slot, and s represents 
the time slot per hour, meaning the scheduling time horizon 
[30]. The time duration authorized for intelligent home 
Appliances (App1… App) scheduled is expressed by (3): 

[ ]1, 2, 2,....( )HEMS HEM HEM HEM HEMd d d nd dφ − −= − −           (2) 

The consumed power by equipment during time slots is 
shown as follows: 

1 1 1 1
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III. HOME ENERGY MANAGEMENT 
Home Energy Management's main objective is to provide a 

smooth, continuous electrification operation in housing 
developments, with a demand rationalization that facilitates the 
reductions in energy product prices. Thus, a practical and 
intelligent supervisory approach may be used to preserve, on 
the one side, an equilibrium between demand and output and, 
therefore, regulating the allocation of household electricity to 
change the system stability. Furthermore, 
activating/deactivating household appliances, the data on each 
household appliance’s power usage, the overall consumption, 
and the house’s self-generated electricity through the provided 
power, carry out the monitoring. These intelligent devices can 
remotely process and evaluate all home appliances. Thus, using 
an appropriate communication protocol between smart devices 
becomes a necessity that must be partnered with the Energy 
Management Unit to achieve steady and optimal performance. 
More broadly, in automated systems management, multi-agent 
technology has proven its efficiency and sustainability. In this 
vein, the multi-agent system is based on the concept of agent 
interaction that can be integrated into hardware or software 
hardware. Thus, this proposal aims to develop an energy 
management unit based on hierarchical agents created to 
control the distribution of flows to provide a comfortable and 
intelligent electrification service for the household. The 

proposed design methodology is defined through a state 
machine model that offers the opportunity to describe the 
system events encountered and the transitions from one state to 
another. Home Apps produces early large volumes of 
streaming data, the sensor is configured to extract that flow of 
data in hours frequently skips so it can to take benefit of this 
data, warn agent input the system a new data each time with 
the correct data intervals 24\7 (Fig. 3), and then track agent 
responds to changes from the real-time agent Simultaneously 
outputting the results throughout the pc simulations. 

Fig. 4 describes the status of each appliance using agent 
coordinators. As seen, a supervisory agent's value is found by 
decision-making sent to each agent after obtaining its state of 
knowledge. The two primary system processes, "Total Energy" 
and "Energy Recovery," are outlined as noted. The diagram 
summarizes both previously mentioned states and 
transformations as well as the two apparent states (ST'4"/SR"4) 
"relevant total energy and recovery Agent, respectively. The 
state of SR "4" illustrates the system's response against 
incapability to provide energy demand. In this situation, the 
system controls the operation of household appliances to align 
the energy dues with the output of flows taking into 
consideration the following activities: 

Task1: Set the number of home appliances on; 

Task2: Check the threshold by comparing the levels, 
response time, and recovery rate via agent recovery; 

Task3: Turn off household devices one by one considering 
operation priority until reaching the power balance between the 
production and demand; 

State machine Control: Home appliances and energy 
demand and consumption are cited as below: 

• Onset Storage Process (SS "1" ): Time Ts= "1". 

• Onset Recovery Process (SR "1") : Time TR= "1". 

• Home Battery Storage process (SS "2") : Time Ts= "2". 

• Home Battery Consumption process (SR "2") : Time 
TR= "2". 

• Battery Charging Process (SS "3") : Time Ts= "3". 

• Battery Discharging Process (SR“3”) : Time TR= “3”. 

• Battery Charging (on/off) (SS“4”) : Time Ts= “4”. 

• Appliances Operation Control (SR“4”) : Time Ts= “4”. 

 
Fig. 3. Operation Priority of Home Appliances. 
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The home appliances control system aimed to equilibrate 
the energy efficiency dues with the flows, considering the 
following everyday household priority. 

• Track 1: Set the lower and highest priority energy usage 
during Morning/Night of home appliances; 

• Track 2: Check the high and regular peak updates of 
consumed power level thresholds from each appliance 
via recovery agent; 

• Track 3: Switch off/on household appliances one by one 
consider the higher operation level consumption 
prioritized until reaching the stable power between the 
production, and demand which can be recovered from 
the recovery agent deficiency; 

 
Fig. 4. State Machine Control Algorithm: Energy Consumption and Storage 

[31]. 

In the multi-agent system, the behavior is presented and 
discussed in Fig. 5. The Multi-Agent System presented four 
agents: 

• A Supervisor Agent, which controls and synchronizes 
all system agents. The Supervisor Agent is also in 
charge of making data requests, triggering alerts for 
energy consumption outside the established thresholds 
and training a Machine Learning model capable of 
predicting the system's energy consumption. 

• The Tracker Agent is the type of agent that monitors 
and controls each device, providing consumption data 
to the Supervisor Agent and the Alert Agent. 

• The Alert Agent is the type of agent who receives the 
Supervisor Agent's alert requests when the Tracker 
Agent has notified energy consumption outside the 
established thresholds. 

• The Recovery Agent is the type of agent in charge of 
data persistence in the system. The Recovery Agent 
also receives data request requests from the Supervisor 
Agent to train the Machine Learning model of power 
consumption. 

 
Fig. 5. The Proposed Multi-Agent System. 

IV. FINDING RESULTS 
To assess and demonstrate the feasibility of the developed 

system and the sophistication of the approach to energy 
management, a real-time prototype home energy design is 
tested, taking into account the regular use of various appliances 
in the Python AOP / Simulation real-time environment. The 
sustainable energy demand includes multiple electrical devices, 
the energy source, and energy recovery for the backup and 
storage unit. To perform the test simulation, a home energy 
database is used to collect the devices' actual energy profiles on 
four consecutive days during High Peak hours, Shoulder peak 
hours, and Low peak hours and off-peak hours. The calculated 
device profiles of different household appliances. 

We have chosen the Matlab / Simulink environment to 
increase the feasibility of the proposed control approach, 
demonstrate the autonomous hybrid-electric system's capacity, 
and satisfy the load demand, whatever the instances. The 
analysis involves a variety of electric equipment, photovoltaics 
sources, and energy recovery and storage systems. For more 
than four days, the KSA forecast database offered advice on 
actual solar radiation and ambient temperature profiles, 
grouped into two successive periods: 

TH: High Peak hours and Shoulder peak hours 

TL: Low Peak hours and Off-Peak hours 

We have often used a realistic load profile that is the most 
critical aspect for designing any electric power system. In 
reality, the load variance typically represents the electricity 
usage of various appliances, taking into account different 
household requirements. Fig. 6 and Fig. 7 Display measured 
household appliance consumption profiles during TH and TL 
periods. 

According to the obtained results, solar energy supply 
generates less power in TL than during TH. This belongs to the 
irradiation change influenced by climate change. Low power 
consumption was reported due to the lack of frequent 
electricity systems (see Fig. 8). Both phase and deficit levels 
are observed simultaneously during winter and summer system 
operations. The transition between the states monitored by the 
original power management defines the flow of power 
distribution and the behavior of the system. The above requests 
to multiple control situations are to determine decision (Fig. 9) 
appropriately. To analyze system performance, Table II 
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summarizes the average distributed power flow over four 
consecutive days. The device achieves consumption peaks, 
evidenced by the intense activity of household appliances, for 

the reported performance. The transported active flows are 
mainly affected by changing conditions. 

 
Fig. 6. Household Appliances: (a): Set of Operating Appliances during TL 

 
Fig. 7. Household Appliances: (a): Set of Operating Appliances during TH. 

 
Fig. 8. RHES Specification Input Parameters during "TL, TH". (a) Overall Energy utilization. (b) Solar Radiation. 
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Fig. 9. RHES Power Balance during "TL"; During "TH" (a, b): (c) Both Energy Demand and Generated. 

TABLE II. AVERAGE OF ENERGY FLOWS DISTRIBUTION 

Peak Hours 
Generation 
Average 
(A) 

Consumption 
Average 
A) 

High Peak 
Hours (TH) 

Day 1 11.10 11.71 

Day 2 11.50 15.57 

Day 3 11.25 17.95 

Day 4 10.59 7.93 

Low Peak 
Hours (TL) 

Day 1 11.70 16.04 

Day 2 11.72 16.23 

Day 3 11.10 16.23 

Day 4 11.09 16.23 

V. CONCLUSION 
The current research has been performed on a precise home 

energy management system (EMS). The proposed HEM is 
designed to control the power requirements between the home 
appliances and the power supply components meet to meet the 
MAS's Home load demand. The proposed system has been 
combined as a renewable source database and home 
appliances. The HEM approach, based on a multi-agent 
system, was implemented to control energy production and 
consumption. This approach aimed to improve system 
performance by speeding up response times and enhancing 
synchronization between all components during TH and TL 
periods. 
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Abstract—Mobile Ad-Hoc Networks are decentralized 

systems of mobile nodes where each node is responsible for 

computing and retaining the routing and topology details. The 

autonomous nature of the nodes stresses more on the way of 

handling power consumptions. This raises a concern about how 

to improve the power efficiency that leads to a better battery life 

of the mobile nodes. It is important to balance between power 

and transmission rates to improve the network lifetime and 

reduce the sudden failure of the nodes. In this paper, a new 

transmission power control-based scheme is proposed that allows 

the mobile nodes to achieve a tradeoff between balancing 

transmission rate and power consumption. Through defining and 

updating two tables for every node that contain the average 

transmission rate for the neighboring nodes and number of times 

the neighboring node is used for data transmission. We validate 

our proposed scheme using several test cases. 

Keywords—Coalition; MANETs; power-aware routing; power 

consumption; transmission power control-based; transmission rate 

I. INTRODUCTION 

Mobile Ad-Hoc Networks (MANETs) are wireless 
networks where a group of mobile nodes operate 
independently in order to configure and hold their ad-hoc 
network routing and topology information. MANETs do not 
rely on present infrastructure, but instead each mobile node 
broadcast messages to the neighboring nodes. They are 
popular in different military and domestic applications such as 
ship-to-ship, law enforcement communications and ecological 
monitoring [1]. 

MANET provides a decentralized control with uncertain 
connections among nodes and a rapid mobility of hosts. The 
mobile nodes act as routers, monitors and decision makers. It 
has a limited availability of resources where the processing 
power, memory capacity, battery performance, and bandwidth 
relies on the mobile nodes of the network. MANET provides 
vulnerable and insecure operating environment; and it suffers 
from low transmission rate, data overhead according to not 
choosing the optimal bandwidth and power consumption. 
Since its topology varies dynamically and frequently, mobile 
nodes may appear and disappear abruptly. 

Cooperation between mobile nodes in MANETs is 
important to assure the best performance and utilization. For 
that purpose, game theory is used to solve interactions 
between nodes in the network. Game theory is the best 
practice to study situations of mutual interest among mobile 
nodes, solve conflict between them and find the suitable 

actions for an individual node [2]. There are two kinds of 
game theory: a) Non-cooperative game where the strategic 
choices of each node are chosen based his own interest 
without any commitment with the others; and b) Cooperative 
game where nodes have mutual interest with each other and 
can make binding commitments. All nodes in this paper are 
cooperative, have mutual interests and exchange transmission 
details between the neighboring nodes. 

The efficient utilization of power is a major concern in 
MANETs where nodes in the network are constrained by 
power consumption and computational resource. The battery 
life time determines the mobility time of a node in a network. 
With the increasing of mobility time, the power consumption 
increases and the remaining node battery life decreases. The 
decision of route selection decision is becoming more 
challenging than just selecting the route with the lowest power 
consumption [3][4]. Using the power-aware routing to 
examine the power consumption of the nodes when making 
routing decisions improves the performance of routing in 
MANETs [5]. 

Transmission rate is another concern in optimizing the 
performance of routing in MANETs. The transmission rate in 
MANETs is normally unstable and keeps changing during the 
time. In order to assure the stability of transmission rates, it is 
important to select the right rate between the neighboring 
nodes for data exchanging and avoid data overhead or data 
loss in the transmission channel. A previous research in [6] 
proposes a mechanism called Hand-shake Rate Adaptation 
(HRA) that avoids wrong selections of transmission rate in 
MANET by specifying the average transmission rate between 
its mobile nodes. Mobile nodes can select the appropriate 
transmission rates to ensure that bandwidth requirements are 
met. The mechanism adopts a decentralized approach where 
nodes are involved in calculating transmission rate for the 
neighbors, therefor by knowing the neighbors’ transmission 
rates, individual node is able to select the proper rates. Mobile 
nodes in MANETs also have different transmission power 
based on the amount of transmitted data. Choosing a wrong 
transmission rate increases the power consumption and affects 
the efficiency of its power utilization [7][8][9][10]. 

A literature survey in [11] summarizes 51 reviewed papers 
about power-efficient routing schemes in MANETs based on 
topology information and protocol operations. The survey 
categorizes the routing schemes into six approaches: 
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1) Link state-based where each node finds the shortest 

path through exchanging the routing table information with 

the neighbors. 

2) Source initiated-based where the sending node perform 

the discovery procedure when it is necessary to find the path 

to the destination node. 

3) Transition power control-based which focuses on 

adjusting the transmission power between the source node and 

the destination node. 

4) Load balancing-based which focuses on balancing 

energy usage among all nodes by choosing a routing path that 

includes previously unused mobile nodes instead of choosing 

the shortest path. 

5) Location-based which selects the routing path between 

the source and destination nodes using the geographic position 

techniques such as global positioning system GPS or location 

aided routing (LAR) [12]. 

6) Multicast-based which broadcasts the data from one 

source to all destinations within a multicast group. 

In this paper, we propose a scheme based on transmission 
power control-based approach to provide a balance between 
the transmission rates and power consumption of mobile 
nodes. The scheme uses a cascaded single-hop to discover the 
utilization and the average transmission rate of the 
neighboring node. Each node maintains two tables: one 
contains number of times that a node utilizes the neighbor 
nodes in data transmission, and another table contains the 
assigned average transmission rate between each node. Based 
on the two tables, nodes can select the suitable neighbor node 
in transmitting data. The scheme increases the life time of the 
network and reduces the rate of failing nodes. 

The paper is organized as follows, Section II presents the 
background and related work; Section III presents the 
proposed model; Section IV presents the proposed algorithm; 
Section V presents the simulation and results; Section VI 
provides conclusion and future work. 

II. BACKGROUND AND RELATED WORK 

MANET is a decentralized type of networks where each 
node contributes in forwarding data to the neighbor nodes 
[13]. MANET does not rely on routers, access points or other 
communication infrastructure; instead data is transmitted 
through the neighboring nodes based on defined routing 
algorithm. Several applications are available for simulating the 
behavior of MANET. A common one is called Network 
Simulator NS-2 [14]. NS-2 is an open source simulation tool 
which provides a discrete event simulating for TCP, routing, 
and multicast protocols over wired and wireless networks. 

The transmission power control-based approach is 
introduced in a survey [11] with eight reviewed papers that are 
similar to our proposed scheme. Chang and Tassiulas in [15] 
propose a flow augmentation routing (FAR) protocol to 
balance the traffic between the nodes by selecting the routes 
and the corresponding power until the batteries of the nodes 
drain-out is maximized. This allows defining the optimal 
levels of transmission power and the optimal route. Li et al. in 
[16] propose an online max–min power-aware routing 

protocol (OMM) that uses Dijkstra’s algorithm to find the 
optimal path for a given source–destination pair. An empirical 
competitive ratio is developed to optimize the lifetime of 
MANET through minimizing the consumed power and 
maximizing the minimal residual energy of the node. Doshi 
and Brown in [17] introduce a minimum energy routing 
(MER) scheme to select a path that minimizes the energy 
required for routing a packet from the source to the 
destination. The path is selected by finding the link cost in 
terms of the packet transmission energy, the energy required 
for route discovery and the energy consumed to maintain 
routes. Avudainayagam et al. in [18] propose a device- and 
energy-aware routing (DEAR) protocol for heterogeneous 
wireless ad hoc network with two types of nodes: externally-
powered nodes and battery-powered nodes. Based on the 
energy and the device awareness of the routing protocol, the 
externally-powered nodes have higher priorities of the 
transmission and perform more routing functions. Rishiwal et 
al. in [19] propose a power-aware routing (PAR) protocol to 
improve the network lifetime through selecting a less 
congested and more stable routes for data transmission. The 
selection is based on three metrics: the overall energy of a 
path, the status of battery lifetime and the type of data to 
transfer. Yanez-Marquez et al. in [20] introduce a minimum 
spanning tree (MST) to select the optimal routing by 
calculating the minimum spanning tree using a low 
complexity algorithm based on the binary decision diagrams 
(BDDs). Lalitha and Rajesh in [21] propose an hoc On-
demand Distance Vector Range Routing (AODV_RR) that 
improves the overall energy consumption of MANETs by 
reducing the communication overhead. Finally, Katiravan et 
al. in [22] propose an Energy Efficient Link Aware Routing 
with Power Control (ELRPP) to select the optimal routing 
using three metrics: residual energy, signal to noise ratio 
(SNR) and link quality. A comparison between the proposed 
scheme and the previous routing schemes within the same 
category is presented in Section V. 

There are also recent researches which have been devoted 
great efforts on power in mobile ad-hoc networks. Kannan and 
Rajaram in [23] design and develop strategy of QoS aware 
power efficient multicast routing protocol (QoS-PEMRP) 
suitable for mobile nodes. The development is based on QoS 
metrics such as average group delivery ratio, average power 
consumption and average delay. Papageorgiou et al. [24] 
propose an energy-efficient multicasting algorithm that select 
the optimal energy-efficient set of nodes for multicasting. 
Three parameters are considered: the node residual energies, 
the transmission powers, and the set of covered nodes. Khan et 
al. in [25] focuses in reducing the coast of coding mechanism 
by reducing the size of data used for permutation. The idea of 
the mechanism is that the source permutes global encoding 
vectors only and not considering the whole message symbols 
to achieve better energy consumption. Rahman in [26] 
proposes an algorithm that selects the route over earlier most 
forward within radius (MFR) method based on weighted 
combination of metrics of distance, velocity and battery 
power. The proposed algorithm improves the load balancing 
and increases the network performance. 
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Ghode and Bhoyar in [27] introduce energy constraints in 
Zone Routing Protocol (ZRP) in order to make the protocol 
works efficiently in MANET and improves network lifetime. 
Hassan and Muniyandi in [28] propose a QoS-routing 
algorithm that supports the QoS parameters of energy and 
delay using Cellular Automata (CA) with Genetic 
Algorithm+African Buffalo Optimization (GAABO) 
techniques. The research aims to improve the network lifetime 
as well as the end-to-end delay. Lu and Zhu in [29] propose a 
new protocol called EDCMRA. EDCMRA is a multicast 
routing that maintains the energy efficiency and delay of data 
transmission. It uses the possible multicast trees those traced 
in route request process as initial input chromosomes, and uses 
the common subtree of the any of given two multicast tress as 
crossover point. 

Kamboj and Sharma in [30] introduce modern solutions 
and models that enables multicasting. The models aim to 
improve the network life time. While Zhao et al. in [31] 
present a measure called Energy Efficiency Metric (EEM), 
that is the result of aggregate hop-count values and relative 
levels of increment of lifetime. Papanna et al. in [32] 
addresses the consumption of energy and maximizing the 
route lifetime in MANETs using the Energy Efficient and 
Lifetime Aware Multicast (EELAM) modeling topology and 
compare the results the other bench marking models like 
EACNS, EDCMRA. Sarkohaki et al. in [33] utilizes the 
artificial immune system (AIS) to improve the efficiency of 
the Optimized link state routing protocol (OLSR). OLSR is a 
mobile routing protocol that uses Dijkstra's algorithm to 
define the shortest route between source and destination. Ray 
and Turuk in [34] propose an energy conservation technique 
to reduce the transmission power of a node in MANETs. The 
technique is called Location Based Topology Control with 
Sleep Scheduling that allows a node to go to sleep state based 
on the traffic condition. Alani et al. in [35] propose a new 
method to improve the energy efficiency and routing 
performance through adapting lion optimization algorithm 
after specifying all possible paths in MANET. Bhatia et al. 
[36] propose an algorithm that is an extension of Dynamic 
Source Routing (DSR) routing protocol. The algorithm is used 
to optimize the routing bandwidth and improve the energy 
consumption. 

In summary, it is obvious that the works above have 
addressed features similar to our work. The major advantage 
of the proposed scheme is that it achieves a tradeoff between 
balancing transmission rate and power consumption. The 
scheme algorithm is simple and developed based on cascaded 
single-hop discovery. The scheme algorithm selects the 
routing path by creating routing tables for each neighboring 
node. The table contains the average transmission rate for the 
neighboring nodes and number of times the neighboring node 
is used for data transmission. The proposed approach affects 
the overall network lifetime by increasing the battery power of 
the nodes and decreasing the power consumption in the 
network. 

III. PROPOSED NETWORK MODEL 

MANETs suffer from different challenges that affect their 
operations. One of these challenges is battery life time and 

restriction of battery power. Operations of mobile nodes in 
MANETs depend on the power consumption. When mobile 
nodes run out of battery, their ability to operate in the network 
traffic are affected which then affects the overall network 
lifetime. The lifetime of MANETs can be improved by 
decreasing the power consumption in the network. 

The proposed model of the network is considered as a 
coalition repeated game, where network nodes cooperate with 
each other’s during the repeated network life cycle. For each 
node in the network, a scheme of two routing tables is created. 
The first routing table defines the number of times the node 
used its neighbor for data transmission within period of time. 
It provides an approximate of power consumed in each node 
by finding how many times it’s been used for data 
transmission. The second routing table defines the 
transmission rates between the node and its neighbor. The 
purpose of the scheme is to balance between the battery power 
consumption of the nodes and the transmission rates. The 
tables are shared with the neighboring node to guarantee 
fairness between nodes and control node usage in the network. 

The proposed model uses cascaded single-hop routing to 
define the connection path between the source and destination 
nodes. In a cascaded single-hop routing, a sending node 
selects an optimal next neighboring node in a sequence of 
single hops. Using the routing tables at each single-hop, the 
sending node forwards the data to the next node based on the 
neighbor minimum number of time the node is used for 
transmission and the average rate. 

Fig. 1 describes a sample of the network model of our 
scheme with five nodes. The scheme can be applied to any 
number of nodes. Each node has its own scheme where  𝑟𝑖𝑗  is 

the average transmission rate between two neighbor nodes i 
and j;  𝑡𝑖𝑗 is the number of times that node i used node j for 

data sending. Based on the proposed scheme, a node selects 
the neighbor for data transmission as follows: 

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 (𝑟𝑖𝑗) × 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠(𝑡𝑖𝑗) = min(𝑟𝑖𝑗 × 𝑡𝑖𝑗) (1) 

 

Fig. 1. A Sample of the Proposed Network Model. 
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The tables are updated every T time period where T is 
inversely proportional to the amount of data transmitted across 
the whole network. Each node is allowed to define its own T 
time period in order to provide reasonable parameters of its 𝑟𝑖𝑗   

and 𝑡𝑖𝑗. As a definition, the average transmission rate between 

a node and itself is zero (𝑟𝑖𝑗 = 0, 𝑖 = 𝑗) and the number of 

times a node used itself for data sending is infinity(𝑡𝑖𝑗 =
∞, 𝑖 = 𝑗). 

In the proposed network model, mobile nodes 
communicate with their neighboring node to exchange the 
average transmission rates and the number of time that each 
node has been used for data transmission to decide which node 
the data will be sent through. In order to prioritize the 
importance of the two parameters in the proposed scheme, we 
introduce relative weights that is used to tradeoff between 
them based on the user demand and network condition. The 
purpose of the relative weights is providing a flexibility to the 
network model and comply with network demands. For a 

given network model with N number of nodes, let  is a 

relative weight of the average transmission rates r and  is the 
relative weight of number of times a node used its neighbor 
for data transmission t. The characteristic function 𝑓𝑇  is 
defined as: 

𝑓𝑇(𝑁) =   . 𝑟 +   . 𝑡             (2) 

where 0 <  < 1, 0 <  < 1 and += 1 

Due to the mobility in MANETs, it is important to keep 
tracking and monitoring of the neighboring nodes at any time. 
The relative weights provide the network the flexibility and 
reliability of prioritizing the important parameter based on the 
network condition. The relative weight α helps to provide the 
maximum weight of the transmission rate parameter, while β 
helps to provide the power usage of a given node. 

IV. PROPOSED SCHEME ALGORITHM 

In this section, we introduce the algorithm of our proposed 
model. Several assumptions are considered in order to operate 
the algorithm. For mobile nodes, we assume that there N 
rational mobile nodes, all nodes have the same battery 
capacity, individual nodes have weak chance to survive alone 
and all nodes are able to create two tables one for the 
neighbors average transmission rate and the other one is for 
the neighbors’ power. For the network, we assume that 
network is not of a hierarchical type and the goal of the 
cooperative game is to form a stable network. 

The algorithm below describes the data transmission of a 
node after selecting the proper neighboring node within a time 
slot T. The time slot T and the weight parameters ∝ and β can 
be changed according to the network requirements. Initially, 
the weight parameters ∝ and β are assigned equally to all 
coalition nodes. Then each node checks the transmission rate 
of its neighbor nodes and the number of times that a node has 
been used for data transmission. If node i selects a specific 
node j, then node i announces to all neighboring nodes, 
otherwise it sends nothing. When node i uses node j, all 
neighboring nodes updates the power usage table. The 
algorithm is repeated every T time slot to keep tracking the 
nodes power usage. 

1. Assign values for ∝ and β  

2. Start for all nodes 

3. Node i checks its transmission rate table and power table to 

assign Neighbor node j for data sending according to 
equation (1) 

4. If node i used node j for sending data then 

4.1. Announce a node power usage for this specific node 

4.2. Else find another node 

4.3. End if 

5. Store this power usage value in the power table 

6. Share power usage value with neighbors at every timeslot. 

7. All nodes continue to update their power and transmission 

rates tables. 

V. SIMULATION AND RESULTS 

The proposed approach is implemented using NS-2 
Simulator (NS-2, 2021). The parameters for the simulation is 
shown in Table I where several test cases are produced based 
on the variations in number of neighboring nodes, weight 
parameters, network delay, network overhead, transmission 
rate and power consumption. Some of test cases show the 
effect of increasing the neighboring nodes with respect to their 
life time while others shows the effect of varying of the ∝ and 
β weight parameters of the characteristic function with respect 
to, the network delay and overhead. A sample of 50, 80, 100 
and 150 as size of coalition nodes are used in simulating the 
test cases. The following sections describe the results of the 
simulated test cases. 

TABLE I. PARAMETERS FOR SIMULATION 

Parameters  Level 

Area 4000 * 3200 

Speed 18 m/s 

Radio range 800 m 

MAC 802.11 

Simulation time  1200s 

Size of the coalition nodes 50, 80,100 and 150 

Network interface type  Wireless 

Channel type Wireless channel 

Transmission rate Vary 

Initial energy 100 Joule  

Transmission power 0.4 Joule 

Receiving power  0.05 Joule 

A. Energy Consumption 

In this section, the test case focuses on the amount of 
remaining energy based on specific node. The selected node is 
tested based on different coalition sizes. For fairness and 
precise results, we assume equal energy consumption for 
every transmitted data. Fig. 2 describes the percentage of the 
remaining energy based on the coalition sizes defined in 
Table I. The figure shows that by increasing the size of 
coalition, the energy consumption for a given node is 
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decreased (the remaining battery energy are 51%, 60%, 66% 
and 80% for coalition sizes 50, 80, 100 and 150, respectively). 
This is because the number of neighboring node increases, so 
the number of times a node is used for data transmitting is 
reduced. 

Fig. 3 shows a comparison of the overall remaining energy 
(in percent) of a network before and after using our scheme 
for a sample of 150 coalition size. As the time passes, the 
saving of coalition energy is improved by the proposed 
scheme (energy saved by 19% at 60 sec. and 28% at 120 sec). 

B. Weight Parameters 

In this section, the test cases focus on ∝ and β weight 
parameters. These parameters allow the network to monitor 
the bias towards either the data transmission rate or the energy 
consumption of mobile nodes. The default situation is to have 
an equal value of (∝ =β = 0.5). We investigate the effects of 
changing the weight parameters on network overhead and 
number of dead nodes. 

1) Network throughput and delay: Fig. 4 describes the 

relationship between the network throughput and the coalition 

size. The test case uses a sample of 50, 80, 100 and 150 

coalition sizes. Initially all coalition sizes have an equal; and 

as time passes the throughput of higher coalition size becomes 

greater. At time= 60 sec, throughput of 50 coalition size is 

51% while it is 68% for 150 coalition size. At time= 120 sec, 

throughput of 50 coalition size is 83% while it is 98% for 150 

coalition size. 

 

Fig. 2. Percentage of the Remaining Energy for a Coalition of Nodes. 

 

Fig. 3. Overall Coalition Energy Percentage with and without using the 

Proposed. 

 

Fig. 4. Throughput for different Coalition Sizes. 

The same time applies in Fig. 5 where the relationship is 
described between the network delay and the coalition size. 
The test case shows that the network delay decreases as the 
coalition size increases. Initially, the network delay of 50 
coalition size equals to 80%, while it is 27% for 150 coalition 
size. At time= 10, the network delay equals to 15% for the 50 
coalition size and 1% for 150 coalition size. 

2) Dead nodes and ∝ weight parameter: Fig. 6 describes 

the relationship between the weight of the average 

transmission rate (∝ ) and the dead nodes. The test cases of 

different coalition sizes show that as the weight parameter ∝ 

increases the number of dead nodes increases. This is because 

as the average transmission rate increases, the power 

consumption of mobile nodes increases and that would 

increase the chance of dead nodes. Also, the test cases show 

that the chances of having dead nodes decreases as the 

coalition size increases. 

 

Fig. 5. Delay for different Coalition Sizes over time. 

 

Fig. 6. Number of Dead Nodes with different Weights of ∝. 
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3) Network overhead and β weight parameter: Fig. 7(a), 

7(b) and 7(c) describe the relationship between the network 

overhead and the weight of number of times a node used its 

neighbor for data transmission. The network overhead is a 

reflection of network delay. The β weight parameter monitors 

the nodes remaining power battery. The test case in Fig. 7(a) 

shows the overhead of four coalition sizes when β= 0.8. 

Initially all coalition size have the same overheads. At time= 

60 sec the overhead of less coalition size becomes greater, 

38% for 50 coalition size and 20% for 150 coalition size. 

While at time=160 sec, it is 53% for 50 coalition size and 29% 

for 150 coalition size. The same thing applies to Fig. 7(b) and 

7(c) where β= 0.6 and β= 0.2, respectively. Notice that as β 

increases for the same coalition size, the overhead increases. 

As an example, for 50 coalition size, the overhead equals 13% 

when β= 0.2 and it is 45% β= 0.6 and it is 53% when β= 0.8. 

C. Scheme Evaluation 

In this section, we compare the proposed scheme with 
respect to the other schemes within the same category as 
described in Section 2. The comparison described in Table II 

covers five criteria: power model, discovery method, merits, 
route metrics and performance metrics. Some of them are 
defined in [11]. The power model can be constant when the 
link cost is fixed regardless of the source–destination distance 
or variable when the link cost depends on the source–
destination distance. The routing scheme uses single-hop 
discovery method when its procedure rely on the neighboring 
nodes or multi-hop when the procedure relies on the overall 
path from the source to destination. 

Table II summarizes a comparison between the related 
schemes and the proposed one. Some of the features are 
similar in all routing schemes. However, our proposed scheme 
differs in the discovery method since it uses cascaded single-
hop. The cascaded single-hop supports the optimal selection 
of routing path at every source-destination hop with minimum 
transmission overhead. Also, the algorithm of the proposed 
scheme is simple since the selection of the routing path 
depends on two metrics, the average transmission rate for the 
neighboring nodes and number of times the neighboring node 
is used for data transmission during the network life cycle. 

 

  
(a). Network Overhead with β= 0.8.    (b). Network Overhead with β= 0.6. 

 

Fig. 7. (c). Network Overhead with β= 0.2. 
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TABLE II. COMPARISON BETWEEN THE PROPOSED SCHEME AND RELATED SCHEMES 

Routing scheme Power Model Discovery Method Merits Route Metrics Performance Metrics 

Proposed approach Variable Cascaded single-hop 

Simple algorithm, Direct 

trade-off between the power 
consumption and number of 

transmissions  

Number of 
transmissions of a 

node and number of 
times the neighboring 

node  

Network life time, normalized 

residual energy and minimum 
transmission over Head 

FAR [15] Constant Multi-hop  
Maximize the network life 
time 

Link and node costs 
Network life time and normalized 
residual energy 

OMM [16] Variable Multi-hop 
Maximizes the network life 

time 

Max–Min Residual 

power 

Maximum of transmitted messages 

and ratio the optimal solution, 

MER [17] Variable Multi-hop 
Direct tradeoff between 
routing overhead and lower 

energy consumption 

Minimum hop route Normalized energy 

DEAR [18] Variable Multi-hop 
Based on energy-aware 
devices 

Device-aware Network lifetime 

PAR [19] Variable Multi-hop 

Selection of the less 

congested path and energy 

efficient. 

Link status ratio 

Network energy consumption, 

number of failed Nodes and 

average of residual energy 

MST-BDD [20] Variable Multi-hop 

Simple algorithm, Decreases 

the network power 
transmission 

Minimum SPT Time complexity 

AODV_RR [21] Variable Multi-hop 

Lower overall Energy 

Consumption and 

communication overhead 

Received signal 
strength 

Multiple of QoS such as 

throughput, delay, amount of 

overhead 

ELRPP [22] Variable Multi-hop Improves QoS 
Link availability and 

existing energy 

Multiple of QoS such as 

throughput, delay, total energy 

consumption, drop ratio and 
execution time 

VI. CONCLUSION AND FUTURE 

In this paper, we propose a new scheme based on 
transmission power control-based approach to provide a 
balance between the transmission rates and power 
consumption of mobile nodes. The scheme uses a cascaded 
single-hop to discover the utilization and the average 
transmission rate of the neighboring node. The scheme 
algorithm selects the routing path by creating routing tables 
for each neighboring node. The table contains the average 
transmission rate for the neighboring nodes and number of 
times the neighboring node is used for data transmission. The 
proposed approach affects the overall network lifetime by 
increasing the battery power of the nodes and decreasing the 
power consumption in the network. Through simulating 
several test cases, we discussed how nodes can select a proper 
node for transmitting data using a unique mechanism that 
keeps track of the transmission rates and energy consumption 
of individual nodes in the network. The simulation showed 
how varying characteristics function weight parameters can 
affect the network sensitive parameters.  

As a future, we are planning to study the model to that it 
can be scaled up to include thousands of nodes and consider 
the features of the proposed scheme to operate in a bigger 
coalition size; also, to study the response of the algorithm 
under different types of attacks. 
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Abstract—Real-time prediction model of indoor thermal 

comfort depending on Momentum Back Propagation (MBP) 

function is established by using Arduino hardware and mobile 

application. The air temperature indoor, air velocity, and relative 

humidity are gathered via temperature sensor and transferred 

via Bluetooth to the mobile application to predicate thermal 

comfort. A significant challenge in designing MBP is to decide 

the best architecture and parameters as the number of layers and 

nodes, and number of epochs for the network given the data for 

the AI issues. These parameters are usually selected on heuristic 

and fine-tuned manually, which could be as boring as the 

performance assessment may take hours to test the output of a 

single MBP parameterization. This paper tends to the issue of 

determining appropriate parameters for the MBP by applying 

chicken swarm optimization (CSO) algorithm. The CSO 

algorithm simulates the chicken swarm searching for the best 

parameter employs the Fitness function of these parameters 

which yielding minimum error and high accuracy. The proposed 

accuracy approximately equals 98.3% when using the best 

parameters obtained from Chicken Swarm Optimization (CSO). 

The proposed methodology performance is assessed on the 

collected dataset from weather archive and in the context of 

thermal comfort prediction, that mapping relations between the 

indoor features and thermal index. 

Keywords—Thermal comfort; chicken swarm optimization; 

momentum back propagation; neural network; bio-inspired 

optimization algorithm 

I. INTRODUCTION 

In the production of building architecture, thermal comfort 
proves to be one of the most critical factors. People always 
wanted to create a thermal climate. Thermal comfort means a 
"condition of mind" in compliance with ISO 7730(1993) and 
ASHARE Standard 55(2010) [1, 2], which reflects pleasure 
with the thermal environment in which the thermal 
environment is situated'. Thus, in work, people must be 
pleased with the thermal atmosphere surrounding them or they 
will suffer from and won't work like they used to be. The 
principal necessity is preserving thermal comfort and it need 
to be achieved with the appropriate thermal equilibrium of the 
human nature. The basic thermal comfort factors can influence 
the safety or the health of the employees [3], e.g., the 
possibility of a rise in heat, decline or much worse could be if 
temperatures are too high. Also, the possibility of employee 
headaches, loss of focus or nausea, may also occur when the 
temperature drops too much. Being sleepy or not feel at all 
well when they function, all these could be happened due to 

the temperature in their offices or spaces. There are four 
fundamental thermal comfort factors [4]; first, moisture that 
ensures a significant amount of water is present in the air 
which keeps the sweat evaporation from the skin. Second, the 
ambient air temperature surrounding the body. Third, the air 
speed or the rapid flow of air in the employee's atmosphere 
that is the primary thermal comfort component. Thus, the air 
in a warmed indoor atmosphere will relax workers. There is a 
certain range of thermal comfort for each of the fundamental 
factors. 

II. RELATED WORK 

Thermal comfort is largely attributed to environmental and 
human influences. The fundamental adaptive thermal comfort 
theory stated that, people living in one place already seemed 
to be adapted to the thermal local environment [5] and their 
thermal history could contribute to different conditions of 
thermal comfort [6][7]. Thermal conditions in thermal systems 
can be more effectively modeled locally and internationally, 
helps to design and improve building thermal systems [8][9]. 
Thermal conditions in humans are best viewed in terms of 
their thermal comfort needs. 

Two distinct models, named the adaptive model and the 
PMV/PPD model [10], can be calibrated according to 
literature for the thermal comfortability measurement. The 
predict mean vote (PMV) should be the conventional 
dominant thermal comfort model [11], based on the thermal 
equilibrium between the human body and the environment. 
The model based on the heat balance concepts and the data 
was obtained from the chamber experiment where detailed 
monitoring of indoor conditions could be accomplished. In 
terms of the four environmental and the two personal factors 
mentioned before, the PMV model presents a statistical model 
to forecast the thermal sensation of a wide group of subjects. 

These six major thermal comfort factors are grouped into 
environmental factors are; air temperature, mean radiant 
temperature, relative humidity and air speed and personal 
factors are; metabolic rate and clothing insulation, that directly 
affect the thermal comfort [12]. The PMV/PPD model is 
appropriate with air conditioning buildings and ventilation 
systems, while the adaptive model is most suited with 
naturally conditioned buildings without mechanical condition 
systems [13]. 

ASHRAE uses the PMV index to estimate the average 
reaction of a broad seven-points thermal scale of a large 
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number of people from cold (3) to hot (3) [14] this is known 
as the 'ASHRAE scale'. Zero stands for the desired value of 
thermal neutrality. A consumer will define a value similar to 0 
for the PMV in a setting he/she finds convenient. The 
expected unmet percentage (PPD) is an indicator used to 
measure the proportion of people unfulfilled with a certain 
thermal condition feeling that is whether too cold or too hot as 
recommended from their PMV values [15]. 

The PPD index is thus closely connected to PMV. This 
dependency is seen in the Fanger equation [12]. 

The ThermCont model, that learns a regressor which takes 
the six vector parameters of PMV as an input and provides a 
corresponding PMV value as an output, is designed to avoid 
and monitor the thermal comfort of the occupant by using 
machine learning tools. ThermCont utilizes Multiple Linear 
Regression [16] (MLR) algorithm, which is focused on 
subjective thermal comfort findings performed in a building of 
an office [17]. In addition, a genetic algorithm [18] has been 
developed to detect thermal comfort (PMV) in real time to 
enhance thermal comfort for indoor people. 

Data-driven approach [19] is developed to forecast thermal 
comfort of individual in real-time using a range of human 
factors and environmental factors including the six Fanger 
elements and the three new factors which are; gender, age and 
outdoor weather. The outdoor weather and three new features 
were added. Eventually, data of the outdoor weather was used 
by effective temperature because effective temperature is 
reflective of the weather, unlike air temperature. 

The ANN is practically utilized to estimate non-linear 
relationships between input features and output [20]. The 
artificial neural networks are applied to predict PMV index 
values of thermal comfort in a room. In order to select the 
right conditions, the ANN modeling can be performed many 
times. But the globally optimal solution in this case is not 
guaranteed. We propose in this paper a better way to address 
this issue by using CSO to ensure an optimum modeling 
parameter for a neural network is the Global Minimum Square 
Error (MSE). The use of the CSO means that the minimum 
number of time slots generated also matches the real-time 
limit. 

This paper is organized as follows: in Section 3, the 
overall architecture of the proposed real-time intelligent 
thermal comfort prediction model is introduced. In Section 4, 
the proposed methodology that solves the predication problem 
is explained. Section 5 introduces and discusses the 
experimental and finally the conclusion in Section 6. 

III. REAL-TIME INTELLIGENT THERMAL COMFORT 

PREDICTION MODEL 

Fig. 1 shows the indoor air speed, air temperature and 
relative humidity are gathered by hardware interface. The 
Hardware interfaces includes the components; LM35 
temperature sensor, Ardunio-uno and Bluetooth HC-05. The 
data are collected using the temperature sensor (LM5) which 
transferred using Ardunio-uno hardware. Then the data are 
transmitted via hardware to connected Bluetooth. The 
Bluetooth send the collected data to the mobile application for 
thermal comfort prediction. To receive the last temperature, 

form the indoor atmosphere, the user just presses a button in 
the application. Since the data was received in Fahrenheit, it 
has to be converted into Celsius. The gathered data are sent 
via cellular network or WiFi to trained model to predict 
thermal comfort which is then sent back to the mobile 
application according to Table I. 

A. Data Collection from Arduino 

The current air speed, relative humidity and air 
temperature are collected from the Arduino-Uno while the rest 
of the input features are entered from the dataset [25] used in 
the experiment. 

B. Hardware Interface 

There are three components of the hardware interface: 
(1) LM35 temperature sensor are included in the Hardware 
Interface: LM35 is developed for indoor climate 
measurement; if the sensor and the Arduino is connected as in 
Fig. 2(a). The Arduino will begin receiving data from this 
sensor immediately; the Arduino-Uno board as shown in 
Fig. 2(b) by Arduino [21]. (2) The Arduino-Uno is a 
microcontroller board. The digital and analog input/output 
pins are given. This is coded in C language for every second 
from the temperature attached to the Arduino-Uno, for 
sending and receiving the temperature. The result shows that 
the present temperature affects the consumer at home. (3) HC-
05 Bluetooth: In order to start receiving android data through 
Bluetooth for this part as shown in Fig. 2(c). HC-05 only 
connects to android operating systems. 

 

Fig. 1. Real-time Thermal Comfort Prediction Model. 

TABLE I. INDEX LEVEL SCALES WITH THERMAL COMFORT 

Index Level Thermal Comfort  

-2 Cold 

-1 Cool 

0 Comfort 

1 Slightly hot 

2 Hot 
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Fig. 2. Hardware Interface (a) LM35 Temperature Sensor, (b) Arduino-Uno 

and (c) Bluetooth HC-05. 

C. Mobile Application 

The smartphone framework is designed to obtain real-time 
temperatures from the hardware. Measured data will be 
transmitted privately via Bluetooth to the inhabitants' 
smartphones. Officers can still send input and aggregate 
information through a mobile network or WiFi to our backend 
server. Fig. 3(a) displays a range of standard mobile app user 
interfaces (UIs). The current temperature, air velocity, relative 
humidity and current thermal comfort/discomfort are provided 
to the operators. 

The thermal navigation button bar leads the user to another 
big operation, where it consists of two predictions "Predicted 
temperature" and "Predicted thermal comfort/discomfort" as 
seen in Fig. 3(b). The user will be given an opportunity to alert 
the application to submit a default sound on the lock-screen 
for the expected temperature and thermal comfort/discomfort. 

 

Fig. 3. (a) Home Page, (b) Thermal Page Interface. 

IV.  PROPOSED METHODOLOGY 

In this section, the approach proposed is clarified to 
efficiently solve problem of prediction of indoor thermal 
comfort using artificial neural network (ANN) with 
momentum function. The novel swarm algorithm (CSO) is 
utilized that automatically generate the most effective 
architecture model of NN to maximize classification 
performance and minimize the mean square error (MSE). 

A. Chicken Swarm Optimization (CSO) 

Chicken Swarm Optimization focused on computational 
optimization algorithms with bio-inspired behavior as 
discussed in [22]. There are a variety of communities in the 
chicken swarm. A dominant rooster, multiple hens and chicks 
are included each. The classification of these classes depends 
on the fitness values of the pigs. The best of the chickens 
would be roosters, each of whom would be the head rooster in 
a party. The most fitness-intensive chickens will be called 
chicks. The remainder is the hens. The hens chose the 
community in which they reside. The relationship of mother 
and child between hens and chicks is often formed randomly. 
In a collective there will be no shift in leadership, superiority 
and mother-and-child relationships. The hen selects classes 
arbitrarily in which to live and can only be changed for many 
generations. Chickens are hunting their group mate’s rooster 
for food while avoiding consuming their own food, each group 
coordinates as a team and explore food according to a certain 
hierarchical order [23]. The chicken of the best fitness values 
of the next generation are picked of flocks. 

Xi,j
t+1 = Xi,j

t ∗ (1 + Randn(0, σ2))             (1) 

𝜎2 = {
1, 𝑖𝑓 𝑓𝑖 ≤ 𝑓𝑘

exp (
𝑓𝑘−𝑓𝑖

|𝑓𝑖|+𝜀
), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 𝑘 𝜖 [1, 𝑁], 𝑘 ≠ 𝑖           (2) 

𝑋𝑖,𝑗
𝑡+1 = 𝑋𝑖,𝑗

𝑡 + 𝑆1 ∗ 𝑅𝑎𝑛𝑑 ∗ (𝑋𝑟1,𝑗
𝑡 − 𝑋𝑖,𝑗

𝑡 ) + 𝑆2 ∗ 𝑅𝑎𝑛𝑑 ∗

(Xr2,j
t − Xi,j

t )                (3) 

𝑆1 = exp ((𝑓𝑖 − 𝑓𝑟1) 𝑎𝑏𝑠(𝑓𝑖) + 𝜀)⁄ )            (4) 

𝑆2 = exp((𝑓𝑟2 − 𝑓𝑖))              (5) 

𝑋𝑖,𝑗
𝑡+1 = 𝑋𝑖,𝑗

𝑡 + 𝐹𝐿 ∗ (𝑋𝑚,𝑗
𝑡 − 𝑋𝑖,𝑗

𝑡 )             (6) 

At time t, The N number of chickens, are referred as Xi,j
t+1 , 

where i 𝜖 [ 1, 2, …, N], j 𝜖 [ 1, 2, …, D] in D-dimensional 
space. The optimization problem is actually the problem of 
finding the minimum value of nonlinear equations. Therefore, 
the best Par corresponds to the minimum fitness value. Fit, is 
the corresponding fitness value. Algorithm 1 defines the 
original CSO algorithm [23]. 
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Original Chicken Swarm Optimization (CSO) Algorithm 
[21] 

Step 1: Initialize a Maximal generations (M), Population 
size(pop), Dimension(d), How the chicken swarm can often 
be updated(G). The roosters population size (rPercent), hens 
accounts (hPercent), mother hens accounts for (mPercent).  

Step 2: Initialize randomly using Gaussian random generator 
the size of (rooster rNum, hens hNum, chicks cNum, mother 
hens mNum). 

 Step 3: Evaluate the N chickens’ fitness values,t=0; 

 Step 4: Check If(t%G==0) then ort the chickens’ fitness 
values and establish a swarm hierarchal order; 

 Divide different swarm groups, and identify the relationship 
between chicks’ hens in a group 

 Step 5: For i=1:N : Update roosters solutions, hen and 
chicken solutions (locations) 

Check if i==rooster thus, modify its rooster’s location using 
Equation 1 

Check if i==hen thus, modify its hen’s location using 
Equation 3 

Check if i==chick thus, update its chick’s location using 
Equation 6 

New solution evaluation; 

Cheek if the new solution is better than the previous solution, 
then update it; 

Check if (t<M) go to step 4 else output results 

B. Learning Model: Momentum Back Propagation (MBP) 

Algorithm 

The dynamic back propagation (BP) approach was also 
used to adapt artificial neural networks to different problem 
typing patterns. One significant drawback of this system, 
however, is that it is highly dependent on these choices of 
momentum and size values [24]. Supervised learning will be 
needed for this study. In the classification, the momentum 
algorithm was used to find common properties from different 
classes. Also, it helps in enhancing the training speed and 
accuracy of finding values for weights so that given input and 
the computed output values are closely correctly match the 
known. Momentum also, consists of 3 phases. The first phase 
is the forward phase in which we begin the net and s(net) 
computation. The backward phase is the second phase that 
measures the error. The final and third phase is the weight 
update in which weights are updated from the output to the 
hidden layer and then to the input layers, if the error square is 
greater than the mean square error to get the final weights. 

𝑠(𝑛𝑒𝑡) =
1

1
+ 𝑒−𝑛𝑒𝑡               (7) 

The backward phase calculates errors at all nodes using 
equations 1, 2. 

For output error: 

𝑦1(1 − 𝑦1) ∗ (𝑑 − 𝑦1)              (8) 

For hidden error: 

𝑧1 ∗ (1 − 𝑧1) ∗ ∑ 𝑠1𝑘 𝑤1𝑘𝑚
𝑘=1              (9) 

The last step, if the Error square is greater than the MSE, 
thus it is going to apply weights update to get the final weights 
resulted using Equation 4. 

𝑊𝑛𝑒𝑤 =  𝜇 ∗ 𝑆 ∗ 𝑍 + [𝛼 ∗ 𝑊𝑜𝑙𝑑]           (10) 

After doing all of this, the final weights are used for 
thermal comfort prediction in android application. 

V. EXPERIMENTS AND RESULTS 

A. Dataset 

From July 2005 to July 2019 data are collected for one 
year, from weather archive in Cairo, Egypt [25]. Totally, there 
are 30,354 records in the dataset, and ten input features which 
are; time, air velocity, air temperature, global temperature, 
weight, height, sex, solar radiation, temperature gradient, 
relative humidity, and the eleven attribute is the index value 
that corresponds to the comfort value associated with the input 
features. 

B. Experiments Evaluation and Results 

The experiment results are shown based on the iterative 
nature of chicken swarm optimization algorithm. Table II 
shows some examples of predicted results of CSO. 

Table II and Fig. 4 illustrate that optimal solution has been 
found by chicken swarm optimization algorithm where the 
objective value is to minimize the error. The performance 
comparison between the fine-tuned neural network 
experiments and optimization of neural network is using the 
chicken swarm optimization experiment (CSO-NN). We will 
note that CSO algorithm produces a little time. Therefore, a 
low overall complexity is for modelling and forecasting. The 
runtime can be reduced by 1.281. It then enhances the 
credibility of the forecast and minimizes all MSE. The MBP 
architecture in Fig. 5 achieved a classification performance of 
98, 25% by training the classifier using 7-folds. 

Table III shows the overall confusion matrix that evaluated 
the performance of the developed model using the best 
architecture of MBA. The confusion matrix represents the five 
thermal comfort classes {Cold, Cool, Comfort, Slightly hot, 
Hot}. The results proved that the model developed is able to 
predict thermal comfort. 

TABLE II. EXPERIMENTS RESULTS 

k-fold 
Learning 

Rate 

Max 

epochs 
No. of nodes Accuracy (% ) 

27 0.2 2 (10,8,9,5) 69.246 

17 0.4 44 (10,8,10,5) 88.231 

21 0.4 62 (10,4,9,5) 89.300 

9 0.6 66 (10,8,1,5) 93.710 

9 0.2 22 (10,2,4,5) 92.130 

7 0.5 46 (10,7,7,5) 98.252 
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Fig. 4. Experiments Results of MBP. 

 

Fig. 5. Best Architecture of MBP using CSO. 

TABLE III. CONFUSION MATRIX OF THERMAL CLASSES 

Class Label Class 1 Class 2 Class 3 Class 4 Class 5 

Class 1 (Cold) 347 4 1 0 0 

Class 2 (Cool) 55 7536 57 4 0 

Class 3 (Comfort) 35 40 8120 69 0 

Class 4 (Slightly hot) 0 26 80 10820 82 

Class 5 (Hot) 0 0 18 60 3000 

C. Evaluation Metrics 

As shown in Table IV, we calculate the evaluation metrics 
to the best structure of the trained neural network from CSO 
optimization that consists of 10 input features and 7 nodes in 
the first hidden layer, 7 nodes in the second hidden layer and 5 
nodes in the output layer; with 46 epochs and 0.5 learning 
rate; we can see that the proposed method gave us a better 
result in all metrics. 

TABLE IV. EVALUATION METRICS 

Metrics 
Results  

10,7,7,5  
Formula Evaluation Focus 

Accuracy 

(acc) 

0.9825 𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑓𝑝+𝑡𝑛+𝑓𝑛
 (11) 

Typically calculates the 

percentage of accurate 

forecasts over the total 
number of measured 

instances 

Error Rate 
(err) 

0.0175 
𝑓𝑝+𝑓𝑛

𝑡𝑝+𝑓𝑝+𝑡𝑛+𝑓𝑛
 (12) 

The error of misclassification 

tests the ratio of false 
predictions to the actual 

number of cases assessed 

Sensitivity 

(sn) 
0.9595 

𝑡𝑝

𝑡𝑝+𝑓𝑛
 (13) 

Calculate accurately 

classified fractions of positive 
patterns 

Specificity 
(sp) 

0.9914 
𝑡𝑛

𝑡𝑛+𝑓𝑝
 (14) 

Calculate the proportion of 

the negatively patterns 

classified correctly 

Precision 

(p) 
0.9774 

𝑡𝑝

𝑡𝑝+𝑓𝑝
 (15) 

Determine the positive 

patterns that are adequately 

predicted in a positive class 
by the total predicted patterns 

F-Measure 
(FM) 

0.9683 
2×𝑝×𝑟

𝑝+𝑟
 (16) 

Describes the harmony 

among recall and precision 

values 

Negative 
Predictive 

Value 
0.9844 

𝑡𝑛

𝑡𝑛+𝑓𝑛
 (17)  

The percentage of negative 
test outcomes reported 

correctly 

False 
Positive 

Rate 

0.0086 
 

𝑓𝑝

𝑓𝑝+𝑡𝑛
 (18) 

The risk that the null 
hypothesis for the given test 

will be denied falsely. 

False 

Discovery 
Rate 

0.0226 
𝑓𝑝

𝑓𝑝+𝑡𝑝
 (19) 

The significant features rate is 

truly null  

False 
Negative 

Rate 
0.0405 

𝑓𝑛

𝑓𝑛+𝑡𝑝
 (20) 

Used to conceptualize Type I 

error rates when evaluating 

null hypotheses with many 
comparisons. Intended to 

monitor the estimated 

percentage of false 
discoveries. 

VI. CONCLUSIONS 

Thermal comfort impacts working efficiency at work sites, 
and it is very important for consumers to be conscious of the 
performance of such thermal environments. This paper 
demonstrates the practicability of the intelligent thermal 
comfort application for individual’s thermal comfort 
prediction in the android application by automatic collect the 
relative humidity, air temperature and air velocity. The 
predication model proposed is based on momentum algorithm 
which achieved an accuracy result of 98.25% for thermal 
comfort, taking the final weights of the classification model, 
which is optimized using bio-inspired optimization algorithm 
(CSO). Furthermore, the analysis of the results showed that 
our proposed optimization model provides the optimal 
solution that achieved the minimum MSE of 1.7477. 
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Abstract—System Dynamics (SD) modelling is a highly 

complex process. Although the SD methodology has been 

discussed extensively in most breakthroughs and present 

literature, discussions on data collection methods for SD 

modelling are not explained in details in most studies. To date, 

comprehensive descriptions of knowledge extraction for SD 

modelling is still scarce in the literature either. In an attempt to 

fill in the gap, three primary groups of data sources proposed by 

Forrester: (1) mental database, (2) written database and 

(3) numerical database, were reviewed, including the potential 

data collections methods for each database by taking into 

account the advancement of current computer and information 

technology. The contributions of this paper come in threefolds. 

First, this paper highlights the potential data sources that 

deserved to be acknowledged and reflected in the SD domain. 

Second, this paper provides insights into the appropriate mix and 

match of data collection methods for SD development. Third, this 

paper provides a practical synthesis of potential data sources and 

their suitability according to the SD modelling stage, which can 

serve as modelling practice guidelines. 

Keywords—System dynamics modelling; data collection 

methods; data source; system dynamics methodology 

I. INTRODUCTION 

System Dynamics (SD) was developed by a former 
electrical engineer and researcher from the Massachusetts 
Institute of Technology in 1956, named Jay W. Forrester. He 
successfully incorporated the knowledge of a system control 
theory in electrical engineering into management science 
through a simulation model [1]–[3]. 

Generally, in simulation, the word “system” is referring to 
as “what, from the real world, is being simulated” [4]. The 
subject of “what” can refer to people, machines or/and 
resources. A model is a “representation of an event and/or 
things that are real (a case study) or contrived (a use case)”. A 
simulation is “a method for implementing a model over time” 
[4]. With SD, real-world problems or interest systems are 
modelled through concepts (qualitative) and quantitative 
methods [5]. The interest system’s available information is 
collected and organised in SD software to form computer 
simulation models [6]. 

Interestingly, pieces of information can come from various 
sources and types. They are not just in numerical form, but also 
comprise mental knowledge and other qualitative forms as well 
[3], [7], [8]. Modellers or SD experts have to depend on their 
expertise and skills to collect and synthesise this information 

and transform it into an SD model through SD methodology 
[9]. 

Although the SD methodology has been discussed 
extensively in most classic literature, methods to incorporate 
qualitative and quantitative data during the modelling process 
are not explained in detail by the most influential authors [10]. 
To date, there are still no fixed guide or comprehensive 
descriptions on how to incorporate them in SD development 
[11]. This has raised a few questions. 

What method should be used to gather data as a suitable 
information source? At what stage in the modelling process 
should these data can be regarded as useful? How are 
qualitative data and numerical (quantitative) data linked to SD 
methodology? Therefore, this paper aims to provide an 
overview of potential data sources and possible data collections 
methods that can be practically helpful in SD model 
development. 

In an attempt to answer the questions, the initial searching 
began in online publications databases. Related papers on data 
sources and data collection methods for SD modelling were 
compiled for review [12]. Throughout this process, relevant 
articles were collected from search engines including Google 
Scholar, System Dynamics Reviews, Science Direct, Taylor & 
Francis, Sage Publications and Emerald Publishing. Keywords 
such as ‘knowledge elicitation for System Dynamics’, 
‘knowledge elicitation for System Dynamics modelling’, ‘data 
collection methods for System Dynamics’, ‘data collection 
methods for System Dynamics Modelling’, ‘data source for 
System Dynamics’, ‘data collection methods for System 
Dynamics modelling’, were used. The papers were further 
analysed to connect any identified keywords with the related 
questions. Further elaborations were added based on expert 
suggestions. 

The remainder of this paper is divided into three sections. 
Section II presents a literature digest based on the three 
primary data sources for SD modelling. Section III explains in 
details of potential data collections methods based on four SD 
methodology stages. Lastly, Section IV serves as the 
concluding remarks. 

II. DATA SOURCE FOR SYSTEM DYNAMICS MODELLING 

The forefather of SD, Forrester suggested three important 
sources. The first is the mental database, the second is written 
or textual database and the third is the numerical database [13] 
(see Fig. 1). The first two are crucial in defining the non-linear 
relationships that control and generate normal behaviour [6]. 
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Unlike the two databases, numerical does not reveal the cause 
and effect directions of the variables. It is still crucial in model 
testing and serving as an input for running the SD model [14]. 

Although the three types mentioned earlier were already 
known for SD modelling, the descriptions were still too 
general. The method to obtain the data needed was not 
explained in detail. Moreover, with today’s technology, new 
methods may appear to be more beneficial than traditional 
methods. Several researchers had proposed several 
suggestions. Unfortunately, the papers were focusing only on 
one or two specific data sources, not all three. For examples, 
some researchers suggested that potential data sources be 
retrieved through social sciences data collection methods and 
analysis [10][8], but this works well mostly with mental 
database and written database. Whereas in separate papers, 
other researchers pointed out their suggestions to borrow 
methods from Artificial Intelligences, Data Sciences and Big 
Data domains [15]–[17], which suit well with the numerical 
database. Therefore, this section provides a revised literature 
review on the data sources and data collection methods for SD 
modelling based on the three categories aforementioned. Each 
is explained in Section A, B and C, respectively. 

A. Mental Database 

The first data source is a mental database. The mental 
database is the knowledge that lies inside the stakeholder’s 
head [2], [13], [18]. This type of expertise involves the internal 
representations of reality that stakeholders use to understand, 
believe, reason about, and predict events [2], [6], [19], [20]. It 
is commonly expressed in oral linguistic communication by the 
stakeholders [21]. 

The stakeholders are the leading players or actors in SD 
modelling projects. Usually, the actors are the problem’s owner 
or clients, analysts, modellers, facilitators and other experts 
involved in the interest case study. Stakeholders are generally 
the valuable primary source of information [13]. Their 
information values reside in the local contextual knowledge, 
perspectives, preferences and values. It is also noted that 
stakeholders’ reasoning, observation and imagination are not 
bounded by scientific rationality. From one end, this can be 
beneficial when dealing with poor-structured and complex 
problems [22]. At the same time, some may argue about its 
accuracy in representing reality [20]. Forrester acknowledged 
that mental database is trickier because it is very rich with 
knowledge, often missed and hard to elicit [6], [23]. 

 

Fig. 1. Three Types of Data Sources for System Dynamics [13]. 

In line with Luna-Reyes and Andersen’s suggestion, most 
SD researchers agree that social sciences methods are a 
suitable approach to be used for extracting mental database 
[10]. Fig. 2 shows knowledge elicitation from the mental 
database to written database and numerical database. The data 
collection methods can be applied whenever it is possible. 

 

Fig. 2. Extracting and Collecting Mental Database for Written Database and 

Numerical Database [10]. 

As further explanation, listed below are ten suggested data 
collection methods for the mental database. 

1) Interviews: Interviews allow for two-way 

communication between interviewer and interviewee(s) [10]. 

Interviewees are free to communicate their stories, opinions, 

provide descriptions in their own words. Ethically, any 

recordings done should be with permission. Interviews can be 

carried out in four ways. 

First, it is face to face communication. Usually, this type of 
interview is set through appointments, as agreed by both 
parties. Interview sessions can be recorded using a voice 
recorder or written down in a notebook. Secondly, interviews 
can be done via a communication medium such as phone or 
Voice over Internet Protocol (VoIP) applications like Skype 
and Internet Phone [24]. The conversations can be recorded 
with supporting software. Thirdly, digital interview using text 
applications like Telegram, WhatsApp [25], Facebook or 
electronic mail (e-mail) [26] can also be conducted. The 
conversation is carried out in a textual form. With this method, 
no transcribing effort is needed. Fourthly, interviews through 
video conferencing such as Zooms, Cisco Webex and 
Microsoft Teams. These platforms are proven useful, 
especially when the interviewer and interviewee are 
geographically apart. The interview sessions can be digitally 
recorded and safely stored (depending on applications) with 
permission. 

After the interviews were over, all the collected interviews 
data will be transformed into text. The text was analysed based 
on patterns, themes, definitions, stories or any key aspects that 
the researcher is looking for. This method is incredibly useful 
in discovering and building a dynamic hypothesis and 
understanding of the overall system process. 

2) Oral history: Oral history is one of the main research 

methods to study historical information about past events 

through planned interviews, either verbal or video recordings 
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[27]. Oral history helps to obtain specific information or gain 

perspectives where there is no written evidence no available. 

This method helps discover and provide a basis for building 

dynamic hypotheses and how the system works, and changes 

happened [10]. 

3) Focus group: Focus groups are group interview session 

with eight to twelve individuals. This method also can be 

employed in pairing with either in-depth, individual interviews 

or surveys [28]. It is useful for discovering and building 

dynamic hypotheses and understanding how the overall 

system works based on respondents’ shared beliefs. 

4) Delphi groups: Delphi is a similar focus group 

extension method, but it can also be accompanied by surveys 

or interview analysis [29]. Besides face to face, Delphi also 

can be done through online discussions. The Delphi method 

helps the researcher reach a good understanding of critical 

issues, fact-finding, exploration, or discovering what is 

actually known or not known the problem situation, including 

the group’s consensus and disagreements. 

5) Observation: Observation can provide a great deal of 

information regarding social structures, cultures, processes, 

and human interactions [30]. Observation needs to be in 

written form, either on paper or digital. This method requires 

strong dedication as an observer may need to observe and 

collect data for a long time. A skilful observer will capture 

useful observational data that can satisfy the requirements for 

the SD model. 

6) Participants observation: In this method, the 

researcher is visible to participants under the non-strict 

assumption that the researcher will interact with the subject of 

study in his/her study situation. During observations, 

researchers may collect data through diaries, notebooks notes, 

or any other documents produced by the participants that are 

being studied. These are precious sources of information as 

these sources can be used to support primary data sources (i.e. 

interviews data) [10]. 

7) Experimental approach: Data collections in an 

experimental approach can be in many forms. Some data from 

the experimental approach can come in numerical form and 

qualitative form. If the data’s findings show a different sight 

of the issues, the modeller can contact the actors and discuss 

the other views. If possible, the modeller may record the 

differences for further analysis [10]. 

8) Questionnaires: Some modellers begin the 

questionnaires by building a small SD model first and giving 

the questionnaire to the participants to get their feedback. The 

questionnaires can be closed-ended or open-ended. The 

closed-ended type is primarily employed when the modeller 

wants respondents to see whether they agree or disagree with 

specific issues. Open-ended questions are mainly used when 

the modeller wants respondents to brainstorm (identifying 

variables), rank order information, and produce causal 

reasoning. A questionnaire can also be used as a means to 

search parameter value for variables [31]. Questionnaires are 

suitable for a group of people who are geographically not 

together, or when the number of people in the interest group is 

large [23]. This type of data collection can also be employed 

within the Delphi approach and in multiple focus groups. 

9) Group building: Using this method, selected group 

members or stakeholders are gathered together physically in 

one place and brainstorm together [23]. The aim is to build the 

model in a team where team members can communicate and 

share their mental databases [9], [20], [32]–[35]. Group 

building might involve one or more sessions to build the 

conceptual model. By communications, stakeholders from 

different domains can share knowledge, build understanding 

and reach the same level of consensus [34][36]. For SD, 

developing a model in a team has been familiarised under 

several names such Participatory Modelling, Participatory 

Simulations, Mediated Modelling, Group Model Building, 

Shared Vision Planning, Collaborative Learning and perhaps 

many more [32]. In Operation Research, this can be 

established in two ways. One is building with an expert, and 

the other is building with a facilitator [37]. Building with an 

expert involves OR consultant handling the client’s 

problem/situation. Appointments and meetings are set up. 

Based on the information shared, the OR consultant will build 

a model to develop an optimal solution. Whereas in facilitator 

form, the consultant and the client co-develop a model 

together, perhaps in a series of workshops. Even though both 

approaches have slight differences, both methods are very 

interactive, making them suitable approaches in engaging 

stakeholders. 

10) Meetings in social media: This method requires all the 

participants to have reliable internet access, the same 

applications installed in their computers or phones (e.g. 

Zooms, Cisco Webex and Microsoft Teams), and registered 

accounts. These platforms are proven useful, especially when 

participants are physically far away [38]. This method is 

believed able to replace physical meetings whenever required. 

For example, during the lockdown, quarantine time or work 

from home during COVID-19 outbreaks. Social media 

meetings for data collection can be employed with other 

approaches such as interviews, focus groups, Delphi, group 

model building and perhaps many more. Several SD experts 

have recently promoted social media as a platform for data 

collection and communication medium for SD development. 

B. Written or Textual Database 

The written database contains information in the form of 
text. Some researchers even recommended the use of text 
analytics tools and text analysis software [39] or namely as 
Computer-Aided Qualitative Data Analysis Software 
(CAQDAS), to support analysis activities [40]. For examples, 
Nvivo, Atlas.ti etc. With these softwares, analysis on non-
textual evidence such as videos, images, audio recordings, 
pictorials and many more can be used as supporting evidence. 
Despite that, this still possesses challenges as modellers are 
required to move between qualitative and quantitative data. 
However, qualitative analysis helps modellers ground textual 
information and apply it in the model building process. This 
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also allows modellers to create a storyline of the system of the 
case [10] (see Fig. 3). A close example of this approach is a 
document-model-building strategy [41]. 

 

Fig. 3. Extracting Knowledge from a Written Database and Translate it into 

an SD Model [10]. 

For this, five qualitative analysis from social sciences field 
seems a suitable approach to be utilised here, as suggested by 
Luna-Reyes and Andersen [10]. However, this paper extends 
another one more, Semantic Analysis [42], into the group. In 
total, the six methods are briefly explained from (1) to (6). 

1) Hermeneutics 

 Description: A qualitative analysis of any written text 
from documents, transcribed conversations, images, 
analogue recordings (audiotapes or videotapes), digital 
audio recordings and video recordings. 

 Purpose: To find meanings and the pattern of 
relationship. This includes how they are linked to 
specific characteristics or expressions of specific 
themes in a particular study context, supporting 
evidence or contradicting one another. 

2) Discourse Analysis 

 Description: A qualitative method used to study 
people’s interactions in their natural settings. This 
method is suitable to be applied with observation as a 
method to collect data. 

 Purpose: To understand how interactions and pattern of 
behaviours. 

3) Grounded Theory 

 Description: A set of techniques employed to spot 
themes or concepts across texts. The methods can be 
performed on any textual data such as promotional 
adverts, interview transcriptions, memoranda, 
memorabilia, meeting minutes. 

 Purpose: to link these concepts and to generate 
meaningful theories. 

4) Ethnographic decision model 

 Description: The researcher’s interviews are oriented 
toward a specific decision or policy in the system. 

 Purpose: To understand the reason behind a person’s 
decision in a particular circumstance. This approach can 
help the modeller to build a decision tree (or 

dendrogram) describing the decision alternatives and 
processes. 

5) Content analysis 

 Description: consists of a deductive coding technique, 
where the researcher chooses and defines a set of codes 
to be used. Then, researchers organise their data into a 
matrix of codes and texts according to the unit of 
analysis selected for the study. The matrix data will be 
analysed using almost any statistical method to test the 
level of agreement between coders or do qualitatively. 

 Purpose: to analyse meanings of content, or causal and 
relationships within texts, photographs, films or digital 
resources. This is carried out by quantitatively using 
statistical methods, or by qualitative methods. 

6) Semantic analysis 

 Description: consists of a process of extracting meaning 
from text or digital resources such as video recordings. 
This process is useful in obtaining the understanding of 
the system and meaning from documents. 

 Purpose: to build or validate knowledge representations 
about the problem domain in a particular context. 

C. Numerical Database  

The third data source is a numerical database. According to 
Forrester, the numerical database is valuable in several ways 
[6]. Firstly, the numerical database is useful for a parameter 
value. Mainly, this serves as the input of the model. Secondly, 
numerical data can summarise characteristic behaviour 
between variables. Thirdly, numerical data can contain time-
series information. This information is often best for 
comparison with model output. Fourthly, numerical data allows 
SD simulation to work for quantitative analysis. It brings out 
the quantitative side of SD that can provide insights for 
possible improvements [43].  

In some sense, it is believed that numerical data can 
provide more accurate and reliable insights than qualitative 
data [14]. Simultaneously, numerical data are often being 
discriminated against for determining model parameters [6]. 
Sterman specifically highlighted in his book Business 
Dynamics that “…no numerical data are available for many of 
the variables known to be critical to decision making…” [14]. 
For some time, this has been true for years. As a solution, 
Sterman suggested proper statistical methods to estimate 
parameters and assess the model’s ability to replicate historical 
data when numerical data are available and suggested to look 
for alternative ways to measure whenever no numerical data is 
available [44].  

Looking back in the early years, SD was not designated for 
numerically data-intensive applications. SD is initially intended 
for small data or poor data situations [45]. Traditional SD 
applications are usually fed with data from spreadsheet or CSV 
files or Microsoft Excels [46]. However, as years go by, in the 
era of Big Data (BD), Data Science (DS), Internet of Things 
(IoT), Business Intelligence and Analytics (BIA) and Industry 
4.0, opportunities for SD to expand its capability seems 
promising and very inviting [16], [47]–[52]. With the blooming 
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of new technologies and applications, new arguments are 
starting to emerge. This can be seen from the enormous 
technological advances in computer technologies over the last 
decades. It seems fair to say that the limitations for data and 
storage are no longer valid. According to Pruyt, the massive 
amount of numerical data can enriched SD potentials in three 
ways “(1) to obtain useful inputs and information from (big) 
data, (2) to infer plausible theories and model structures from 
(big) data, and (3) to analyses and interpret model-generated 
data” [15]. Thus, the usage of these available data sources 
deserved to be reflected. Not every case can be considered as 
big data cases. Some numerical data is not big but adequate. 
Therefore, this arguably depends on the case study. 

Apart from the mental database and written database, 
databases or data warehouses have become new goldmines of 
potential numerical data sources. Although many more 
specialised tools have yet to be developed [46], several SD 
software can support database connectivity. For examples such 
as (1) VenSim (DSS version) [53], (2) Anylogic [54], 
(3) PowerSim, and (4) iThink Some use csv-files transfer such 
in STELLA [46]. There are also free opensource tools such as 
SimSyn. This comes with a graphical user interface (GUI), 
connecting VENSIM to a PostgreSQL database [46]. Other 
examples of third-party tools such as PySD can connect the 
traditional SD from Vensim; iThink, or STELLA with 
databases and models [16]; XMILE (eXtensible Model 
Interchange LanguagE), which allows SD model’s connection 
with the database and other analytical tools [55]; or DEE 
protocol (dynamic data exchange) allows data transfer between 
SD and other models, tools and databases. 

Besides database, outputs from other simulation models 
also can be potential data sources for SD model [9], [15], [16], 
[48], [56]. If one model’s output becomes the input to the 
second model in s single flow, ‘loose-coupling’ between two 
models seems a good approach. There are many possible ways 
to couple the models for more complex interactions between 
two (or more) models, including a multi-directional flow of 
data. This depends on the functional suitability of the 
modelling approaches [9]. Potential data sources can also come 
from Data Science methods such as data mining. Machine 
learning can be mould into techniques that can catch selected 
data from a pool of data and use as inputs to feed SD models. 
Besides Big Data, some studies are already jump in to real-time 
data streams [15], [48], [56], [57]. Up to the present, it is no 
longer a surprise to see that initiative to using big data sources 
are already initiated by many SD researchers [17], [46], [56]–
[58]. 

III. ALIGNING DATA COLLECTIONS METHODS WITH 

SYSTEM DYNAMICS METHODOLOGY 

SD researchers classify SD methodology into two 
mainstreams. One is Qualitative SD, and one is Quantitative 
SD. Some SD researchers may argue that developing 
qualitative models alone may not be enough to complete the 
problem. This is because SD relies on quantitative data to 
generate feedback models in simulation. This feedback 
provides insights for further improvements and provides a 
sense of certainty in prediction [21]. However, some 
researchers had claimed to have utilised both types of SD in 

their work. The rationale of this is because the early stages of 
SD methodology are emphasising on qualitative knowledge. 
Based on qualitative knowledge, the latter then becomes the 
foundation of the quantitative approach [43]. This perception 
seems mutual among SD experts. Therefore, this paper is 
focusing on the combination of both types. 

Based on classic literature, SD methodologies are organised 
in several stages, ranging from three to seven stages [10], [59]. 
Although they have different numbers of stages, the modelling 
process foundations are pretty similar [10]. For this paper, the 
four stages of SD methodology proposed by [9] and [10] are 
adopted together. The stages are distinguished as follows: 
(1) problem conceptualisation, (2) model formulation, 
(3) model verification and validation, (4) model use and 
application. This SD methodology framework will be used as a 
reference frame to discuss further how qualitative data and 
numerical (quantitative) data are linked to the SD methodology 
and at what stage are they useful. As a result of this alignment, 
potential data collection methods for SD methodology is 
organised in Table I. 

A. Problem Conceptualisation 

Problem conceptualisation stage is considered as 
‘qualitative stage’ by most SD researchers [10], [39], [60]. In 
this stage, the SD model’s purpose needs to be determined and 
justified through problem identification activities [9], [60]. 
Problem conceptualisation process involves framing and 
structuring the problem of the case. How stakeholders see the 
problem situation, how they perceive it can be diverse and very 
subjective. If the uncertainty issue is of concern, then the 
uncertainty elements must be considered in the context of the 
model’s purposes. This process strongly relies on experts’ or 
modellers’ ability to extract the knowledge that resides in the 
heads of experts, modellers, and the rest of the stakeholders 
[61]. 

After critical stakeholders are identified, meetings and 
appointments are set up and scheduled. This is important 
because qualitative understandings of the problem case can be 
successfully gained through communications and interactions 
with stakeholders and not without [33]. These activities may 
include social learning by interest groups, knowledge 
elicitation and review, data assessment, discovering coverage, 
limitations, gaps, inconsistencies and many more, as explained 
in [9]. 

The suggested data collection method at this stage is mostly 
the qualitative approach. Examples are group model building 
team, interviews, oral history, focus groups, hermeneutics, 
discourse analysis and content analysis [10]. This is important 
to fulfil the SD model requirements. Suitable data will be 
collected and selected for model developments in the early 
stage. The rationale is to ensure that the case data must be 
enough to describe key variables at a minimum. This ensures 
the system feedback needs to be understood well enough to 
provide plausible estimates representing the relationships 
mathematically [9]. 

Traditionally, face to face communication interactions is 
encouraged throughout the SD stages, especially in the early 
stage. It is the most effective way to increases the 
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understanding with better engagement and fewer distractions. 
However, one may opt to have social media meetings as an 
alternative option if physical contact is impossible. This is 
useful, particularly during the quarantine period due to 
COVID19 [38]. Although online discussions may seem to be a 
promising solution, most communication theories argue that 
online discussion is not as effective as face-to-face discussion 
[62]. Therefore, if this approach is chosen, modellers have to 
embrace the advantages and bear the technology’s 
disadvantages. They have to plan their data collections as best 
as they can. 

B. Model Formulation 

Model Formulation is a stage where the concept of a 
dynamic hypothesis model is translated into the formal 
quantitative model. In other words, this can be described as the 
transfiguration of a qualitative conceptual model to a 
quantitative numerical model. 

Formulating and designing a model is not a straightforward 
process. In this process, the modeller needs to use their 
understandings and judgmental data to build the model. The 
initial SD model will slowly evolve and expand in more than 
one attempts iteratively. Modeller’s judgments on 
methodologies selection for developing SD models are critical 
to ensure the model’s results. Since different SD mappings will 
lead to different results, selections would depend on how well 
specific SD mapping can support the model objective [9], [63]. 
This is also to determine whether the method can satisfy 
possible interests, decision options, and impacts. This is 
because the formulations of non-linear functions and linear is a 
highly qualitative process. In this stage, the modellers must 
gather as much information as possible. 

Most of the times, modellers have to utilised what they can 
to incorporate variables and parameters into the model. 
Usually, modellers will look at (published and non-published) 
academic and industry documents, including reports to get the 
parameter values, to get the model variables, or to get ideas of 
similar models’ structures and components of a system. A 
systematic or non-systematic reviews framework can be 
employed on documents collection to seek relevant resources 
in a more organised manner [41]. In qualitative modelling 
especially document model building approach in SD, 
hermeneutics, content analysis like Decision Making Trial and 
Evaluation Lab (DEMATEL) [64], and text analysis [39] are 
helpful to address the cause and effects relationships among 
components of a system [41]. On the same side of the coin, 
grounded theory and ethnographic decision models can guide 
and enrich the identification of critical structures and 
formulations based on meaning and connections [10], [39]. In 
some cases, statistical analysis, such as regression analysis, 
helps address the relationships between components from 
multiple sources [65]. 

With today’s technology, knowledge is more than just in 
straight textual forms. Digital information can be a valuable 
pool of information too. For example, the information in 
pictorial forms like info-graphics from social media, such as 
Facebook, Twitter, or online newspapers. Furthermore, 
essential information can lies inside video recordings or audio 
recordings, too (analogue and digital). So, knowing where to 

search, how to capture information and analyse information are 
critical. This is because the types of available data can shape 
the model’s mapping [9]. 

It is also widespread practice for the modeller to consider 
variables and non-linear relations for which quantitative data 
are not available. Interestingly, this process can be 
accompanied by additional qualitative techniques to add 
formality to the process. Vital sources can come from 
interactions with individuals, groups, and clients [37]. For 
mental database elicitation, a number of methods appear to be 
more beneficial to obtain the system structures, parameters, 
and the policies to be included in the model [10], such as 
interviews, focus groups with Delphi, observation, from 
participant observation [14] and many more. Besides physical 
communications, online communications [38] can also play an 
essential role in data collection, such as online meetings via 
social media, including online interviews, phone interviews, 
interview via e-mails or in combination with other methods 
such as focus groups with online interviews, or surveys. 
Typically, all of the collected information will be transcribed 
into text and analysed. 

Later in this stage, qualitative data could appear less useful 
and quantitative data start to take over interchangeably [10]. 
The most common way to elicit parameter values from 
stakeholders is through interviews, group sessions, or Delphi. 
Modeller can ask group members to estimate an unknown 
parameter individually. After collecting initial individual 
judgments, the modeller gives back a summary of the values 
gathered. Besides mental and written sources, numerical data 
sources can be retrieved from CSV files or database [46] or 
direct connection from databases, data warehouses [65] or 
devices like sensors or meters [66]. These data are usually 
favoured because of their completeness. These numerical 
figures can be presented in a single number or in time series 
[16], [66], or in streaming data [15], [46], [65]. If multiple 
simulation models are involved, the output data from other 
simulation models can also serve as input for SD depending on 
the model objectives [9], [16]. Apart from that, modellers have 
to determine the adequacy of data in term of size. If a real-time 
simulation is part of the model objective, then the suitable tools 
must be used to feed the SD model smoothly. 

C. Model Verification and Validation 

The validity of a model is assessed according to the 
purpose for which it is developed [42]. Knowing the purpose of 
the model can help determine which data patterns are important 
for model evaluation. This stage always interchangeably back 
and forth with the “Model Formulation” stage if there are 
additional changes in the model structure. To be useful, 
simulation models must resemble the problem owner’s 
environment in the real world. Generally, there are two 
common testings to increase confidence in the SD model [9], 
[42], [67]: structural testing and behavioural testing. 

In structural testing, testing is done by direct comparison 
with the real system structure. These tests are performed to see 
how well the model’s logic represents the system’s real-world 
structure [9], [67]. These tests also look into the sense of the 
model (including mathematical equations). Evaluation of the 
model structure is often hard to formalise and quantify. This is 
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usually conducted qualitatively. To ensure the logic is right, 
stakeholders verifications are needed [35]. The stakeholders 
can be experts, or analysts, or problem owners. This can be 
done through face to face or online interviews, focus groups, 
Delphi groups, experimental approaches, walk-through, formal 
inspections, or semantic analysis [10], [42]. Cross-checking 
with secondary sources like reports, statistical yearbooks, and 
observations can increase the model's reliability and validity 
[68]. 

In behavioural testing, testing is done to assess how close 
the model outputs can replicate the real-world system 
behaviour. Typically, this is achieved by looking at general 
patterns produced by the model, for examples, growth, decline, 
and oscillation [67]. One way of doing this is by using a 
statistical comparison of the data against the model output. 
This is usually done through goodness-fit measures such as 
correlation coefficient, root mean squared error, mean absolute 
relative error, maximum relative error and discrepancy 
coefficient in cases where adequate data were available. In this 
context, numerical data from historical data, operational data, 
from database or data warehouse or any observed data from the 
fields are precious for testings. 

Both of these structural test and the behavioural test is 
highly needed, especially in poor data situation. After all, most 
SD practitioners agree that it is rare to have sufficient data for 
all variables. It is very uncommon to have adequate data for 
every SD model variable [9], [60]. Therefore, formal model 
testing should be done whenever necessary. Simultaneously, 
other evaluations such as sensitivity analysis, peer review, 
results from patterns analysis and model comparison analysis 
can be used as complement [42]. All these are to ensure the 
output produced by the model is reasonable and acceptable. 

D. Model use and Application 

The key activities in this stage are model simulation, 
decision analysis, and discussions. At this stage, the model is 
believed ready to be used and serve its purposes. In order to 
run the model, numerical data should be made available and 
ready for simulation, either in real-time mode or otherwise. For 
examples, in CSV files, from database or warehouses, or 
output from models. The size may vary. Sometimes this can 
take a series of simulation runs. 

Model-based simulation, like SD, can act as an analysis 
enabler of various situations by modelling and simulating the 
model over time within a computer program [4]. With the SD 
model, the decision-maker can design and simulate a series of 
tests for system change [69]. Thus, they can test specific 
policies, narrate insightful stories about policy experiments, 
and generate discussion about the problem actors related to the 
result. This means that decision analysis can be evaluated 
through experimental approaches and evaluated qualitatively 
through active discussions [9]. That is why, in this stage, the 
uses of qualitative data and data analysis in SD are rich, and 
could be richer still. 

Apart from the experimental approach above, oral history 
and grounded theory can help the sense-making from the 

simulation results and from the modelling process itself by 
providing a record of how variables or pieces of the structure 
can be formulated or reformulated along the way [10]. With 
today’s communication technology, group discussion (via face 
to face or online) methods such as Delphi or focus groups are 
useful for generating discussion among actors about the 
meaning of the policy experiments’ model results and the 
stories generated by the model. In oral history, discourse 
analysis, and grounded theory, the modeller also uses the 
learning accumulated during the modelling process. If a survey 
or questionnaires is needed, it might be helpful to be applied 
here too, depending on its suitability. 

IV. CONCLUDING REMARKS 

Data sources are very important for SD development. 
Based on the three primary pools of databases (mental, written 
and numerical) suggested by SD forefather Forrester, it is 
noted that no data are entirely perfect. Either mental data, 
qualitative data or numerical data, all of them possess the 
tendency to be flawed, biased and unreliable. The mental 
database is hard to capture because it is in the head. The mental 
database needs to be shared, so the context of the problem case 
is understood. The written database requires mental digestion 
by the modeller to translate them into knowledge mapping in 
SD. Numerical is reliable, but back then, numerical data was 
not available as much as today. Due to technological 
advancements, the numerical data base’s traditional 
perceptions are now no longer fit in today’s era. Thus, this 
deserves attention and highlighted. Due to this reason, the three 
sources are worth to put into consideration depending on the 
problem case. 

At the end of this paper, suggestions of potential data 
collection methods are elaborately discussed and aligned with 
four staged SD modelling methodology. According to Sterman, 
system dynamics modellers should master the state of art and 
use these tools and follow new developments as the tools 
continue to evolve and innovate to develop new methods 
appropriate for the models. Hopefully, the alignment of SD 
methodology with the potential data collection methods can 
impact the entire modelling procedure whilst respecting the 
traditional SD modelling approach’s key components. This is 
shown in various options, where the best selections of the 
methods to be used in an SD modelling process can be selected 
from Table I. 

In summary, this paper provides a brief overview of the 
currently existing knowledge extraction methods for SD 
modelling. It mainly emphasises the potential data sources and 
their suitability for each stage/step in the process of modelling. 
It also gives a good foundation for understanding the existing 
alternatives in the field of SD modelling. Moreover, the 
adaptation presented in Table I for suggested data sources in 
each modelling phase represents a practical synthesis of 
existing choices as guidelines for current practice. Since 
different cases might face different types of problem situations, 
the selection of data collection methods should be based on 
what is feasible and how they can complement or compensate 
each other. 
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TABLE I. SUMMARY OF SUGGESTED DATA SOURCES FOR SD MODELLING. ADAPTED FROM [9], [10], [42], [67] 

SD stage Modellings steps 
Suggested methods to extract mental, written 

and numerical databases 
Suggested numerical data sources 

Stage 1: Problem Conceptualization 

Model purpose 

1. Define the model purpose  

2. Specify modelling context and 
objectives 

For problem articulation and developing 

dynamic hypothesis. 
• group model building 

• face to face interviews 

• oral history  
• face to face focus groups 

• hermeneutics  

• discourse analysis  
• content analysis 

• online interviews 

• online meetings  
• online focus groups 

Usually, numerical data sources are not determined 

in this stage yet. However, this will depend on the 
case and modeller. Dynamic 

hypothesis 

conceptualisation 

3. Conceptualize system, specify 

data and other prior knowledge 

Stage 2: Model Formulation 

Simulation model 

development 

4. Select the model features  
5. Determine how to find model 

structure and parameter values 

6. Select estimation/ performance 
criteria and algorithm 

7. Identify the model structure and 

parameters 

For parameters, policies and model 

formulations 

• group model building 
• interviews  

• oral history  

• focus groups  
• Delphi groups 

• content analysis  

• observation 
• grounded theory  

• ethnographic decision models 

• online interviews 
• phone interviews 

• interview via e-mails  
• online meetings  

• online focus groups 

• questionnaires 

For running the model: 

Potential Sources:  

• CSV files or spreadsheets 
• databases, or data warehouses,  

• outputs from a single model. 

• outputs from multiple models 
• devices (sensors, satellites, etc.) 

 

For obtaining parameter values  
• statistical analysis  

• outputs from other models 

Stage 3: Model Verification and Validation 

Model structure 
and model 

behaviour test 

8. Carry out model verification 

and diagnostic testing 
9. Quantify uncertainty 

10. Perform model evaluation and 

testing 

To obtain expert judgment about model 

structure and behaviour 

• interviews  

• focus groups 
• Delphi groups  

• experimental approaches 

• walk-through 
• formal inspections 

• semantic analysis 

• online interviews 
• online meetings  

• online focus groups 

For running the model: 

Potential Sources:  

• CSV files or spreadsheets 
• databases, or data warehouses,  

• outputs from a single model. 

• outputs from multiple models 
• devices (sensors, satellites, etc.) 

Stage 4: Model Use and Application 

Model usage 
Revisit model purpose and 

evaluate the achievement. 

Techniques to test policies  

• experimental approaches 
 

Techniques to create insightful stories to 

communicate model results: 
• oral history  

• grounded theory  

• discourse analysis 
• group model building 

• online meetings  

 
Techniques to generate discussion among 

problem actors  

• Delphi groups  
• focus groups 

• survey/questionnaires 

• online meetings 

For running the model: 

Potential Sources:  

• CSV files or spreadsheets 
• databases, or data warehouses,  

• outputs from a single model. 

• outputs from multiple models 
• devices (sensors, satellites, etc.) 
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Abstract—A datacenter in a cloud environment houses a 

massive quantity of data in a distributed manner. However, with 

the increasing number of threats like data deduplication attack 

over the cloud environment, it is quite challenging to ascertain 

data's full-fledged security. In this regard, data integrity and 

security are highly questionable. A review of existing literature 

shows that the existing solutions are not much suitable to meet 

the requirements and support the existing distributed storage 

system's security demands concerning data integrity due to the 

usage of the inferior authentication mechanism. Also, the most 

frequently used public-key encryption is found not to be purely 

suitable resource constraint devices. Therefore, this manuscript 

presents a unique model of authentication of data where a 

simplified hashing proposition has been designed towards 

scheduling a distributed chain of data. The idea is to perform 

dynamic authentication that is present of any form of the 

adversary. The design of proposed scheme is lightweight which 

offers cross-verifiable hash-based challenges matching scheme 

with the provision of the non-repudiation of the tractions using 

the inclusion of a cloud auditor units. The experiment was 

carried on numerical computing tool considering, data volume, 

verification count and verification delay as prime performance 

metrics. The simulation outcomes shows that the proposed 

system excels in better security performance as well it is flexible 

compared to the existing system. 

Keywords—Cloud computing; data deduplication; data 

integrity; data privacy; data security 

I. INTRODUCTION 

The collaborative network-based application essentially 
requires cloud infrastructure to gain various advantages of 
availability and scalability including data storage requirements. 
There is various critical application used in the different 
functional domains of life including healthcare [1], banking 
[2], automated navigation system [3], transport safety [4], data 
security [5], secured vehicular network [6], query assessment 
[7], data authentication [8], selective authentication [9]. In all 
these applications, compromise of data integrity poses 
substantial security concerns. If their data are compromised, 
then a potential economic loss and fatal threats occur on the 
human being. Therefore, designing an efficient, flexible, 
robust, and cost-effective data authenticator for verifying 
integrity is an essential requirement for the data's security. The 
cloud service usually focuses on building the cloud services' 
core components, so they outsource the security requirement to 

the Trusted Third Parties (TTP) [3]. There are pros and cons of 
relying on the TTP for the data authenticator, and even many 
of the collusive attacks have taken place in the recent past [10]. 
Though traditionally there exist many data authenticators, it 
lacks its feasibility because of few aspects such as the 
computing system evolving very dynamically. Another factor 
is that the attackers understand the data-authenticator's working 
principle and finds a way to break it. Thus, designing a robust 
and efficient data-authenticator to verify data integrity is an 
open research problem that requires researchers' attention. 

The resource constraint devices fail to verify the integrity 
by running a local data-authenticator; some of the recent 
studies recommend blockchain for this purpose. Still, it is at a 
very nascent stage [11]. In recent times, healthcare systems 
potentially utilize pervasive computing integrated with the 
cloud infrastructure, where cloud storage is used to store 
patient information (P.I.). If these data are exposed to 
unauthorized users with malicious intension, then the data's 
integrity gets compromised, and in turn, a wrong diagnosis is 
performed. Therefore, it is an essential requirement to have a 
system or a method to verify P.I.'s integrity before utilizing it 
for medical references. The traditional approach for the 
verification of data-integrity involves the proprietary 
stakeholder itself as an authenticator. Another domain of the 
future system of intelligent transport system aims for a zero 
tolerance to the accidents that demand higher scalability on 
message verification operations in lower latency. Therefore, 
the requirement of data-authenticators adds, also, a low latency 
based fast data or message authentication. Blockchain 
technology may be promising to design distributed and strong 
data authenticator. There are many other applications such as 
the Internet of Vehicle, Spatial Query in geospatial, big data 
storage, and data sharing. These exhibit unique challenges and 
require customized treatment for data authentication for 
integrity verification. The applications like VANET require 
low delay-sensitive data authenticator. In contrast, the service-
oriented architecture-based application needs to have a data 
authentication valid for the cross-domain. Another popular 
application based on the location requires verification of 
unique queries in low computational complexity. The WSN is 
used either independently or as a sub-network of IOT; the 
success of the application solely depends upon the timely 
delivery of the data using geographical routing protocols, 
whereas the simple denial of attack brings disruption into the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 3, 2021 

270 | P a g e  

www.ijacsa.thesai.org 

data delivery process that demands a suitable verifies to isolate 
the attacker nodes. Apart from these approaches, in the recent 
past, hardware-level security using FPGA implementation is 
gaining researchers' attraction, where the IoT devices to the 
cloud get authenticated at the hardware layer itself. The 
popularity of content delivery models through the cloud 
demands a computationally efficient and errorless joint 
protocol of auditing privacy-preservation and authentication 
[12]. One another challenge arises in Shared Storage Service 
(SSS), where it is essential to verify the data integrity 
effectively in the SSS for data, which is usually performed by 
the members-based auditing mechanism that poses higher 
computational overhead. However, the use of the lightweight 
method ignores security risk [13]. The process of data 
deduplication and integrity auditing efficacy requires optimal 
balance to establish a trust and cost factor [14]. The forensic 
process always requires access to reliable data that might be 
vulnerable to numerous exploits that. This problem requires a 
suitable verification system to verify the device's integrity, 
which fetches the records from the cloud [15]. The third-party-
based auditor facilitates the auditing as a service (AaaS) model 
suffers from many challenges while providing data verification 
services; such challenges include non-repudiation proof sought 
by between the auditor and cloud service provider [16]. 
Integrity verification by cost-effective ways is generally not a 
very responsible way. The cloud infrastructure is an obvious 
choice today for the storage as well analytics platform for big 
data. The service providers make multiple replications to 
ensure reliable availability of the data. The existing auditing 
processes lack the security standards, and the overheads and 
synchronization of the authentication with auditing do not take 
place simultaneously [18]. The cloud infrastructure is now not 
only supporting data storage. In contrast, it also provides 
facilities to operate on it for modification of the data blocks. 
Still, the traditional remotely operated approach to ensure data 
integrity lacks the public auditing mechanism, which brings 
lots of conflicts of interest and credibility [20]. The evolution 
process will continue as the data verities keep coming into 
reality and its storage mechanism. This paper proposes a 
method of authentication of the cloud user over the vulnerable 
deployment scenario. Simultaneously, the proposed system 
also implements a mechanism towards auditing the integrity of 
the cloud data. The paper's organization is as follows: 
Section II discusses the current work towards data integrity, 
followed by briefing the research gap and different challenges 
from the existing system in Section III. Discussion of the 
proposed method is carried out in Section IV while obtain 
outcome of the study is briefed in Section V. Finally, 
Section VI discusses the summary of the proposed paper. 

II. REVIEW OF LITERATURE 

A data-authenticator method for verifying the integrity of 
the data in the resource constraint context of IoT-based medical 
record system is proposed in the work of Ding et al. [1]. The 
model proposes using an edge server as a data authenticator in 
place of an IoT device, with an objective of cost-effective and 
independent of the third-party verifier. Blockchain technology 
is gaining popularity for designing suitable data integrity 
approaches for the resource constraint devices, as Alotaibi et 
al. [2] advocated. In the context of the Internet of Vehicles 

(IoV), only and unique message integrity verification on edge-
fog computing layer along with 2-factor authentication is 
present by Tsaur et al. [3]. The use of the hash chain-PKCS 
eliminates the use of the certificate that ensures low latency. 
Spatial query integrity is very sensible for many geospatial 
applications; a KNN based query message verification method 
is introduced by Jing et al. [4]. The Hadoop framework for the 
big data storage (HFBDS) in the cloud does not provide any 
security support system; Chattaraj et al. [5] proposes a fault-
tolerant authentication protocol suitable for HFBDS. Data 
sharing (D.S.) is quite useful but challenging. Its security is 
taken care of by ring signature for authenticating data by the 
data owner itself using certificate and PKI. Still, it suffers 
bottleneck while scalability that can be overcome by Identity-
based ring signature (IBRS). The work of Huang et al. [6], 
Enhances the IBRS by provisioning forward security to make 
the system suitable for large scale D.S. In the context of 
VANET, the message authentication takes place by a joint 
operation of certificate and signature verification that cause 
privacy compromise concern. This delay-intensive process 
problem is studied by (Jiang et al. [7] and proposes an 
anonymous authentication to completely replace the certificate 
and signature verification by using the hash code of the 
message. Still, it limits the conditional security aspect of 
privacy. The cloud storage is essentially used for storing the 
spatial GPS data from the location-based applications. Strong 
authentication provides a vaccine for the possibility of 
compromising the integrity of the query. The work of Hu et al. 
[8] proposes a client-side query-result verification 
authentication model. The model uses a smaller object for the 
verification, so comparatively less computationally complex 
computationally, whereas it is not tested for scalability and 
lacks the auditing. The success of distributed and integrated 
service-oriented architecture (SOA) is the key mantra of 
today's web-based service in various domains of function 
application. Since the information moves out of the original 
content owner's control that requires a strong verifier for 
integrity. In this context, a cross-domain verifier is extensively 
used. Alam et al. [9] describe the cross-domain data 
authenticator, namely 'xDAuth' that fulfills the integrity and 
security protocols essentials.To overcome the effect of the 
denial of attack in geographical routing adopted in WSN, an 
opportunistic authentication scheme is proposed by Lyu et al. 
[10], where a cooperative verification process creates a 
partition between the regular and attacker nodes. An FPGA 
realization of the verification modules for the data integrity is 
carried out in Al-Asli et al. [11], which use a re-encryption 
scheme in a faster way for a huge data file. The content owner 
hosts their data to the cloud, which is being used by the 
subscribers. A robust and efficient auditing system requires 
performing the integrity check by minimizing error. Tian et al. 
[12] propose third-party management (TPP) light-weighted 
hash graph auditing method that handles the tradeoff between 
the security and the computational complexes [13]. Light-
weighted secure deduplication for the cloud's data storage 
provides a balance between encryption and the storage cost by 
the third-party auditor [14]. The fingerprint of the accessing 
device and the human attributes are used in designing the 
verifier for the forensic stakeholder to access the cloud data 
[15]. To strengthen the third-party auditing system, Liu et al., 
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the author in [16] proposed a computationally light-weighted 
scheme for formal analysis by fine-grain updates of the data. 
The computational cost for integrity verification is reduced by 
adopting a new data storing process [17]. Public auditing 
methods combining the authentication using a hash tree is 
proposed in the work of Liu et al. [18]. The auditing system for 
accounting the integrity shall be immune to the impersonation 
attack; one such work is proposed by Yuan et al. [19]For 
auditing the shared file integrity in a lower cost. Wang et al. 
[20] propose data dynamically using a hash tree for the block 
authentication with strong auditing support to the existing TPA 
authentication process. A mathematical model of a multi-party 
agent-based data integrity scheme is proposed by Wang et al. 
[21] use a multi-copy data process. Sun et al. [22] introduce a 
hash authentication for big data using the homomorphic 
scheme; in the work of Lu et al. [23], a remote data integrity 
scheme is proposed using the homomorphic authenticator with 
index verification for big data using big graph representation. 
Zhang et al. [24] proposes a method to balance the cost of 
storage with lightweight verification. The work carried out by 
Kavuri et al. [25], Anitha and Nair [26], Kumar & Shafi [27] 
have also emphasized data security. Apart from this, our prior 
work [28] [29] and [30] has also studied data integrity. 

III. RESEARCH PROBLEM 

After reviewing all the work of existing data integrity 
approaches, the following research problems have been 
identified. 

 The existing approaches towards data integrity don't 
consider the user's role much, which is one significant 
indicator of vulnerability within any form of network. 

 The security is entertained in the form of user 
authentication and not much on data authentication, 
making it the server challenging to understand the 
legitimacy of the data. 

 Adopting third parties is more to carry out secure data 
validation; however, it also affects the data's ownership 
by the cloud tenants. 

 Majority of the existing approaches includes a highly 
sophisticated set of operation and is quite specific to 
the form of attack leading to vulnerable data integrity. 

Therefore, the problem statement is as follows "Validating 
the legitimacy of the data over the vulnerable cloud 
environment and maintaining the highest degree of data 
ownership is quite challenging." The next section discusses the 
proposed solution. 

IV. RESEARCH METHODOLOGY 

The design of a framework adopts an analytical modeling 
approach for data integrity to enhance the security level for 
data privacy. The proposed study's exceptional contribution is 
to offer a cost-effective solution to authenticate the 
communicating nodes in a cloud environment. Unlike the 
existing system, the proposed course emphasizes a more 
lightweight validation approach with no retention of stale 
information within the network. Hence, all possibility of any 
intermediate intrusion is avoided. It is quite challenging to 

achieve synchronization between data integrity and data 
deduplication. The cloud storage system achieves an optimal 
balance between data privacy and storage bottleneck by 
deduplication. This tradeoff is made feasible using the divide. 
It conquers rule, so this framework mainly focuses on the 
auditing aspects of data integrity. Future research direction 
considers a joint implementation of more robust authentication, 
data integrity, and data duplication to provide a process 
protocol for the secure distributed cloud storage system. 
Therefore, this system model is a sub-framework for offering 
robust data integrity as a complement contribution to data 
privacy. The system model consists of three building blocks of 
the framework that includes: 1) Identity-based Registration and 
Authentication Block (RAB), 2) Cloud Data-Storage Service 
Dashboard (CDSSD), and 3) Access Cloud Auditing 
Management Dashboard (CAMD). This section discusses the 
modules and their respective design with algorithm 
implementation towards a research aim elaborately addressing 
the existing research problem. 

A. Identity-based Registration and Authentication Block 

The Registration and Authentication Block (RAB) provides 
access to both the stakeholders, namely, Cloud Tenant (CT) 
and the Cloud Auditor (CA). The CT allows two operations = 
{ctR, ctA}, where ctR is the registration process for the new 
C.T., and the ctA is the authentication process for the legitimate 
C.T. The ctR takes three attributes to complete the registration 
process. These attributes are the set (SctR) = {ctN, ctE, ctP} 
which gets updated into the RAB's registration database (auth-
RAB). Whereas the ctA performs authentication of the 
legitimate C.T. by accepting and matching the value pair of ctE 
and ctP with the corresponding tuple: (ctE,ctP) stored in the 
auth-RAB-CTto gain access into the next block of operation of 
Cloud Data-Storage Service Dashboard (CDSSD). A closer 
look into this module shows that it offers a hierarchy of 
operations that is beneficial for the inclusion of maximum 
effort for attackers to have access, which will eventually lead 
to failure. The process flow of the RAB unit of the framework 
is shown in Fig. 1. 

{ctE,ctP}

Registration and Authentication Block

CT CA

ctA ctR caR caA

CT’s Credentials CA’s Credentials

{caE,caP}

auth-RAB-CT auth-RAB-CA

CDSSD CAMD

{ctN,ctE,ctP} {caN,caE,caP}

 

Fig. 1. Process flow of the RAB Block of Framework. 

In Fig. 1, the process of registration and authentication of is 
shown for both cloud tenant and cloud auditor. The registration 
process takes place considering credential in form of name, 
email and password, which further gets updated into the 
identity based registration and authentication database. The 
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authentication process executes by taking and matching the 
value pair of credential provided at the time of registration and 
followed by corresponding tuple set to gain access to the cloud 
services. 

Algorithm 1. Registration and Authentication Block 

Input : ctN, ctE, ctP 

Output: Auth 

Start : 

auth-RAB ctR(ctN, ctE, ctP) 

while Authentication: 

if ctR(ctE, ctP) = = auth-RAB(tuple: ctE, ctP) 

PassAuth 

Access  CDSSD 

else 

Suspect Dictionary attackAccess 

Denied 

end 

End. 

In the same manner, the new C.A. performs registration by 
providing {caN, caE, caP} credentials to 'caR' and while 
authentication of C.A., by match process of the {caE, caP} with 
the auth-RAB-CAto gain access cloud auditing management 
dashboard (CAMD). 

B. Cloud Data-Storage Service Dashboard (CDSSD) 

This module acts as a bridge of communication between 
the system and the user. The term dashboard will refer to the 
user-friendly interface, which the stakeholder uses to store or 
access their contents over the cloud storage units. Unlike the 
existing approach, the proposed system offers flexibility to 
access the user's data and not system-defined, which provides 
more strength to ownership of data. The CT dashboard, 
namely: CDSSD, provides a handler to upload the C.T.'s 
data(ctD) to the cloud bucket storage (CBS) in an indexed 
manner as record-ID(rID), and every upload of the ctD maintains 
a times-stamping instance(ctD-TS) is updated along with the 
respective ctD and rID. The respective C.T. can view their 
records with the rID. The simple presentation of the record 
upload and view is shown in Fig. 2. 
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Fig. 2. Cloud Bucket Indexed Data. 

The process algorithm is for the Cloud Tenant (CT), where 
the Data Transaction updates carried out to Master Meta-Data 
Record (MMDT) of cA is described in Algorithm2. 

Algorithm 2. Cloud Tenant (C.T.) Data Transaction update to 

Master Meta-Data Record(MMDT) of cA 

Input: ctE, ctP, CDSSD 

Output: 

Start : 

∀ “i” ctD∈ (CT)k∈{ auth-RAB } 

(TraID)i(ctData)i 

(ctD-TS)if-time(clock) 

MMDT{TraID, ctD-TS, auth-RAB}kth 

Challenges[cA]RPGF(cT-P1, cT-P2) 

Update: 

cA[SD] MMDT ∪ Challenges 

End. 

The CDSSD provisions a dashboard to all the 
registeredCloud Tenant. Whenever any registered and 
authenticated cloud users upload their data, the identity of the 
cloud tenant and the data records with timestamps gets updated 
into the Master Meta-Data Record (MMDT) matrix of cA 
shown in Fig. 3. 
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Fig. 3. Kth – cT Data Transaction update to Master Meta-data Record 

(MMDT) of cA. 

To maintain a random seed for the data authentication, two 
initial seed: {cT-P1, cT-P2} gets generated by the random 
prime generator function (RPGF), in a very chaotic 
permutation of randomness, which goes as a challenge to the 
cA and the complete information of the transaction with the 
transaction I.D., timestamp and challenges (cT-Ch) gets 
updates for the commerce of data upload by the respective cTs 
as seeded data into the cA as cA[S.D]. 

C. Cloud Auditor Data-Authentication Dashboard (CADAD) 

This module is called a cloud auditor, which is meant for 
performing authentication of the data. This module cross-
checks the basic legitimacy of the data. Unlike any existing 
method, the proposed system harnesses the potential of 
hashing-based methods to incorporate data security. The 
novelty of this mechanism is to ensure data integrity and 
privacy at the same time. The CADAD maintains the updates 
of the ∀  cT with details of {ctE} and gains access to the 
number of transactions made by the (cT)k from cA[S.D.]. For 
each record, the cA generates a challenge message (Chmsg) 
with the ctD-TS and cT-Ch using an SHA-256 hashing 
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algorithm. The algorithm for this process is given in 
Algorithm 3. 

Algorithm 3. Data integrity flag using cA and CPS hashed 

challenge 

Input: ctE, cA[SD].  

Output: DIF 

Start: 

for ∀ cA[SD], Generate,  

Chmsghash-function (ctE, cA[SD]) 

ChcspHash-fucntion (caE,cA[SD]) 

end 

 

Data Integrity flag  [Chmsg ~ Chcsp] 

End. 

The cA's {Chmsg} and another corresponding challenge 
message from the CSP as {Chcsp} is used for verifying the 
proof of authenticity with all the credential matches between 
thecT, cA, and the CSP with the cT's identity, in-charge 
auditor, timestamp of data records, data identification number, 
respective challenges from the cA and the CPS. Based on 
mutual verification between [Chmsg ~ Chcsp], each data upload 
gets a Data Integrityflag (DIF) as verified or not verified. 

V. RESULTS AND DISCUSSIONS 

To perform an assessment, the proposed system constructs 
a test-bed where there are 50 accesses given for cloud auditors 
and 100 accesses provided for cloud tenants. The proposed 
method's implementation is carried out using MATLAB, where 
the idea is to testify the effectiveness of the proposed algorithm 
concerning defined performance parameters. The system model 
maintains and auditing ledgers for non-repudiation. Fig. 4 
illustrates the traffic of cloud device access and data 
authenticator at any time, ∆t. 

Table I and Fig. 4 above show the traffic count of cloud 
device access to the data panel either for uploading new data or 
accessing the uploaded data and delivering the frequency count 
of access to the security panel of the data authenticator model. 
From Fig. 4, it can be seen that the analysis is carried out on 
test sample values of 3 and 6 frequency count of access for 
cloudlet device and data authenticator showing that data 
authenticator is capable of validating double the number of the 
cloud tenants. 

Fig. 5 exhibits the analysis of data volume per cloud let 
devices followed by quantified observation in Table II. The 
graph trend it can be analyzed that each cloudlet device can 
hold different volumes of data. 

Fig. 6 and Table III exhibits analysis concerning 
verification count per Data-Authenticator. The analysis from 
graph trend shows that the data authenticator can validate 
multiple scores and volumes of data. 

 

Fig. 4. Analysis of Traffic. 

TABLE I. NUMERICAL OUTCOMES OF ACCESS COUNTS 

Traffictype (Stakeholders) Frequency count of access 

Cloudlet Device 3 

Data-Authenticator 6 

 

Fig. 5. Analysis of Data Volume. 

TABLE II. NUMERICAL COUNT OF DATA VOLUME 

Cloud Device Traffic of Data 

CD-1 3 

CD-2 5 

CD-3 1 

CD-4 3 

CD-5 6 
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Fig. 6. Analysis of Verification Count. 

TABLE III. NUMERICAL OUTCOME OF COUNT OF VERIFIED DATA 

Data Authenticator Count of Verified Data 

DA-1 1 

DA-2 4 

DA-3 1 

Fig. 7 highlights that the proposed system offers better 
performance in contrast to the existing authentication system. 
Although, with an increase inthe number of entities, the 
verification delay increases, which is expected, the proposed 
method exhibits considerably less duration for verification as 
compared to the existing system. The prime reason behind the 
proposed system getting better performance is that a simplified 
hashing-based authentication mechanism is designed which 
performs a faster assessment without much depending on 
computational resources dependency or storage demands 
unlike any existing protocols (shown in Table IV). The 
conventional technique is associated with complex operation 
involves a recursive operation in its implementation design and 
requires large storage space. 

 

Fig. 7. Analysis of Verification Delay. 

TABLE IV. NUMERICAL OUTCOMES OF VERIFICATION DELAY 

No of Entity to be 

Audited 

Verification Delay 

(Hash-DA) 

Verification Delay 

(Traditional-DA) 

1 4 2 

2 11 9 

4 12 10 

6 15 13 

8 19 17 

10 19 17 

12 19 17 

14 26 24 

15 66 64 

16 73 71 

18 115 113 

VI. CONCLUSION 

The continuous adaptation of the cloud eco-system for data 
storage, even for critical applications, raises the robust and 
efficient data authenticator design for data integrity 
verification. This paper introduces an analytical framework for 
a scheme for cross-verifiable hash-based challenges matching 
scheme for assign a flag of data integrity verified by the data 
authenticator with the provision of the non-repudiation of the 
tractions using the inclusion of a cloud auditor units. The 
performance metric justifies its scalability for the data traffic 
volume, several devices connected to the cloud for the data 
upload, and the verification delay lower and consistent. The 
scheme can be fine-tuned for the adoption in the real cloud 
scenario for non-repudiated auditing for the data integrity 
verification by the authenticator. The contribution of this 
manuscript are: i) a simplified hashing-based authentication 
mechanism is constructed which performs a faster assessment, 
ii) The authentication is performed for both the user as well as 
data for any target nodes, iii) the proposed system offers almost 
nil key dependency or storage demands unlike any existing 
protocols, iv) higher scope of resiliency is incorporated which 
provides security without having any dependencies of any 
apriori information of attacker or network. In the future, the 
system can be extended to synchronize within data 
confidentiality issues while data deduplication in the cloud 
storage system. The study intend to adopted lightweight design 
of encryption technique for data security and hashing 
mechanism for integrity verification. 
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Abstract—Cybersecurity plays an important role in reliance 

on digital equipment and programs to manage daily lives chores 

including the transmission and storage of personal information. 

Therefore, it is a global issue in our growing society, and it 

becomes increasingly important to measure and analyze the 

awareness of it. In this paper, a questionnaire has been designed 

to measure the current level of cybersecurity awareness (CSA) 

among Saudi university students. Cybersecurity students' 

awareness level questionnaire has been adapted from few other 

previous cybersecurity awareness campaigns. In this 

questionnaire, a total of 136 students have participated in the 

survey. The questionnaire was collected to measure the 

cybersecurity students’ awareness level through their knowledge, 

culture, and surrounding environment or through students’ 

behavior by thee affected factors. These are: gender, location, 

and study department of the students. The study findings reveal 

that the students’ awareness is in an average has no significant 

difference in cybersecurity awareness level between male and 

female students, but females show a bit more concern about 

cybersecurity. However, there is a clear and high awareness of 

students of computer and information technology departments 

compared to others. Moreover, urban students outperformed 

students in remote areas in awareness of cybersecurity. The 

survey results indicate that the study model has been effective in 

measuring students' awareness. 

Keywords—Cybersecurity; awareness; protection; internet; 

students; higher education; security awareness; survey; APAT 

I. INTRODUCTION 

The huge technological revolution in every aspect of our 
everyday life, such as smart devices, smart homes, and smart 
cities, cybersecurity has become an important component of 
any information system as it includes all elements of 
computer/network security that secure devices from 
unauthorized access, changes and destruction of information 
systems [1]. Cybersecurity vulnerabilities are the elements that 
put a system or network at risk of being infected with 
malicious software. When one recognizes that a system was 
influenced by an assault, this illustrated that an assault on the 
framework occurred and being effective. This can be assumed 
that the system was powerless against the assault, then the 
expression vulnerability can be used to refer to the peculiarities 
or features of the framework that causes it defenseless and 
helpless against all assaults [2]. Malwares are shown all over 
internet services to influence devices daily and carry out 
assaults that render devices, networks and data vulnerable. 
Osterman’s research survey discovered that eleven million 

malware differences were detected by 2008 and ninety percent 
of the malware derived from concealed downloads from trusted 
and prominent sites. 

Network security is a huge referent question, yet its 
political significance emerges from associations with the 
aggregate referent articles of “The State”, “The Society”, “The 
Nation” and “The Economy” [3]. 

A. Statement of the Problem 

IT represents all the technology available from hardware, 
software, and all applied techniques such as communication. IT 
risks can be classified into three main types; they are 
operational risks, security risks, and risks from the organization 
and people living within it. With the increase in the spread and 
use of the internet, those risks have increased [4]. In security 
risks, the computer infrastructures components may predispose 
a device at a risk, they include software, hardware, and 
network. Securing these three elements or components implies 
accountability that is utilized to detect malicious elements and 
a perimeter defense system. This system is used to defend and 
resist the breach of infrastructure by malicious elements. It has 
also an access control mechanism that is used for authorization 
of incoming/outgoing data. 

On the other hand, college students are the most groups that 
use a network, and they are supposed to be the most aware 
group of cybersecurity, also cybersecurity awareness culture 
should be established at an early stage [5]. University students 
are on this stage which is edge to enter the workforce. There is 
a great variety in the quality, capacity, importance, and nature 
of the students’ data, but no one denies the importance of 
preserving them and not changing, falsifying, or distorting 
them, and preserving data even exceeds to include their 
formats and arrangement. It is a very sensitive nature, and any 
slight change may cause many problems to the users. IT 
systems, cyber networks need special treatment as they contain 
numerous data for students; they should be maintained and 
kept confidential, otherwise they will be exposed to many 
threats. All universities need to secure their students data, 
avoid risks, and avoid all potential associated effects or at least 
minimize the effects of these risks [6]. The unawareness of 
students about threats and risks that can face them in 
cyberspace, can cause successful execution of such threats. 
Students should establish a culture of cybersecurity awareness 
before entering the workforce. One of the most important steps 
in this way is measuring the cybersecurity awareness of 
university students. 
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B. Research Objectives 

The end user is seen as a weak link [7]. Therefore, if 
students are not aware enough to recognize a security threat, 
they cannot be expected to avoid it, report it or remove it. 
Students are on the edge to enter the workforce, should be 
prepared and aware of security risks to avoid being a victim of 
cybercrime. They need cybersecurity awareness. The aim of 
this study is to evaluate the level of information security 
awareness among KSA university students. Online security is 
important to any society because it is part of the world which is 
viewed as a global village. Thus, it must be at the beginning of 
every educational system to secure the safety within cyber 
environments. 

C. Research Questions 

Identifying the research questions is the first step that must 
be concise and clear. In the context of this study, the research 
questions are stated as follows: 

 RQ1. How much do KSA university students know 
about information security? 

 RQ2. Is there an impact of gender, study department, or 
residential area on awareness levels? 

This paper is organized in 5 sections. An introductory was 
clearly elaborated in section 1. While section 2 contained the 
related work. The research method discussed in section 3. The 
survey result findings were thoroughly discussed in section 4. 
The review concludes by discussing research limitations and 
conclusion. 

II. RELATED WORKS 

A log analyst needs good cyber situation awareness to 
perceive malicious activity, comprehend the impact and type of 
threat, and predict future consequences. The paper of [8] 
describes the development and validation technique to measure 
log analysts' situation awareness, especially when it comes to 
practical examples. The validation was conducted in a realistic 
setting by forming two questionnaires designed for the two 
different roles in log analysis and during an exercise involving 
five professionals. The results suggest that the technique can be 
used to evaluate cyber situation awareness for log analysts to 
keep track of incidents. To address the same issue, a 
framework was proposed [9] to help network analysts to 
evaluate the security situation of the network and increase their 
awareness from three dimensions: threat, vulnerability, and 
stability, and merge the results at decision level to measure the 
security situation of the overall network. 

In [10], the security awareness of data in the Middle East 
area, especially in educational environments such as 
undergraduate students, researchers, academic staff, and 
employees has been studied to analyze and identify the 
awareness level of IS in this environment. The results revealed 
that there is a clear lack of knowledge of IS principles, the 
participants do their daily work and practical application 
without the requisite knowledge and understanding of the 
importance of IS basics. The researchers were interested in 
investigating the impacts associated with security risks and the 
lack of the security awareness in the institutions. The paper set 
several recommendations to reduce the harms of this situation, 

the important one of these recommendations was through 
supporting the training and awareness programs as well as 
adopting all the necessary safety measures by academicians 
and employees of the institution to enhance the security and 
safety of their data. Other studies [11-13] focused on the 
analyzing and raising the awareness of cybersecurity on 
college students. Researchers [14] attempted to measure the 
level of cybersecurity parental awareness to protect their 
children. A quantitative data analysis was performed using 
statistical software. 

In [2], employees are the most vulnerable links, they need 
cybersecurity awareness and training to protect themselves and 
the company against new evolving cyber-attacks. An (Analyze-
Predict-Aware-Test) APAT based Model along with Algebraic 
Equation has been adopted in developing a proactive approach 
towards enhancing the cybersecurity by making employees 
aware of new forms of security threats and what measures to 
follow when a suspicious activity is identified. Other research 
[15, and 16] developed and validated a model which assists in 
reducing big data security and privacy risk caused by employee 
weakness. 

In the research paper [17], the researchers investigated the 
cybersecurity awareness of the public people in Saudi Arabia. 
The investigation was based on various aspects and contexts 
including demographics, cybercrime awareness, cybersecurity 
practices, and incident reporting as well as, a quantitative 
online survey was used to collect information related to 
cybersecurity awareness among Saudi nationals. The results 
revealed that the Saudi citizens had a good knowledge of IT, 
but they have limited awareness of the threats associated with 
cybersecurity practices, cybercrime, and the organizations and 
government roles in guarantee information safety across the 
Internet. Additionally, Internet skills influence cybersecurity 
practices from the end users. The study recommended to 
develop a model to create cybersecurity awareness in the 
region to reduce cybercrime. 

In the same field and in the Middle East region and in a 
different country other than Saudi Arabia, Fadi [3] discussed 
the need for security education, training, and awareness 
programs in United Arab Emirates. The study involved and 
focused on the chances of the fall victims to phishing, a 
comprehensive wireless security survey of access points in 
Dubai and Sharjah and the Radio-frequency identification 
(RFID) security awareness. These determinants and aspects 
have been studied and discussed in Emirati schools, 
universities, and private and government organizations. Many 
counter measures that enhance the security awareness among 
students and professionals in UAE were reported. Recently, a 
study conducted by Moti [18] was carried out in four countries 
Palestine, Slovenia, Poland, and Turkey. The aim was to 
investigate cybersecurity awareness, beyond the differences of 
the respondent’s country or gender. 

Many researchers, such as Ashish [19, and 20] set models 
to measure accurately cybersecurity awareness and enhance the 
level of effective information security measures taken against 
all types of attacks. These models defined awareness as a 
problem not a solution, to solve this problem, one must be able 
to measure it and promote the awareness level according to the 
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measurements. Dynamic model is superior to other models set 
by the researchers [5, and 21] because it was designed in a 
stepped structure with leveling standardization, applicable to 
all groups/levels and capability-based approach used. After 
displaying most of our research-related ideas, the researcher of 
the current study can conclude that there is a lack of addressing 
some of the concepts that authors must deal with in measuring 
and analyzing the cybersecurity awareness of university 
students in KSA, such as effects of gender, study department 
and residential area as affected factors in awareness level of 
cybersecurity; also, awareness analysis and measurements 
through knowledge, culture and surrounding environment or 
through student behavior. 

Authors studied in-depth survey about the awareness of 
cybercrime amongst the people of Bangladesh [21-23]. The 
survey has been carried out through responses both the online 
and offline questionnaires. Statistical Package for the Social 
Sciences (SPSS) software was accompanied for detailed 
analysis. Based on this study, the results shown negative results 
about people which were unaware of standard practices for 
cybersecurity and the government which was not vibrant 
regarding cybercrime related issues. 

The information warfare and security awareness grabbed a 
high research attention recently and will be the on the research 
scope of many information security researchers in future [21, 
24], and, thus of significance of this work. 

III. RESEARCH METHODOLOGY 

A survey is formed and carried out to gather data of 
evaluating students’ awareness about cybersecurity threats. The 
target subjects of the survey are KSA universities students, 
students need to be educated about security issues early, the 
earlier they are aware of Information Security vulnerabilities, 
the safer they will be in the future as they will be able to pay 
more attention to security matters and avoid engaging in illegal 
behavior. The location, gender, and department are all the 
possible variables that may affect the security awareness level 
of the students. Therefore, the sample who answer the 
questionnaire should be students from different departments 
and from different areas in KSA. The data of the students’ 
responses will be used to determine how students are aware of 
the information security threats. To achieve this goal, this study 
uses of the research methods. 

A. Research Design 

This research used the descriptive and quantitative method 
of gathering data to offer a clear view of the security awareness 
level of the universities students and it guarantees the validity 
and reliability of the research. In the quantitative design, the 
descriptive statistics are used to indicate the scores' distribution 
using a few indices. Structured of the questionnaire was 
distributed manually. These methods are preferred because 
they are fast, suitable, and economic for each questionnaire. 
The main steps can be listed as follows: (1) Students from 
different Universities, gender, location, and departments were 
asked to take part of this survey, (2) Students were evaluated 
based on their responses, (3) Survey is carried out voluntarily 
and randomly, (4) The questionnaire required approximately 

10 to 15 minutes to be completed, and (5) Survey was 
distributed in a period of 2 months. 

B. Data Sources 

Two sources of data collection were used in this study, the 
first is primary data sources which is the data were collected by 
developing a structured questionnaire to study, analyze and 
discuss Saudi university students’ awareness of cybersecurity 
and their affected factors. In the questionnaire, 136 completed 
samples were collected, and the second is secondary data 
which is the data that were collected from websites, previous 
scientific research, books, journals, articles, and thesis. The 
main objective of collecting these data is to design a suitable, 
structured questionnaire that accommodates all aspects of the 
university students’ awareness of cybersecurity. 

C. Questionnaire Analysis 

The research depended on the structured questionnaire as 
the main tool for data collection, which was distributed on the 
research's sample to fill the required information. In the 
questionnaire, there are 24 questions in the Survey. This 
questionnaire includes two directions, they are: 

 Awareness through knowledge, culture, and 
surrounding environment, which covered by 11 closed 
questions. 

 Awareness through student behavior, which covered by 
13 closed questions. 

The answers to all the questions were closed, cast in the 
positive direction for each direction and designed on 4 score 
Likert Scale from 1 to 4 values as follows: (a) Strongly 
Disagree= 1, (b) Disagree =2, (c) Agree= 3, and (d) Strongly 
Agree= 4. After the collection of questionnaires from 
respondents, the data were entered into the computer and 
processed by using the Statistical Package for the Social 
Sciences (SPSS V.20). SPSS is a widely used program for 
statistical analysis in social science. It is also used by market 
researchers, health researchers, survey companies, government, 
education researchers, marketing organizations, data miners, 
and others. 

IV. SURVEY RESULTS AND ANALYSIS 

In this study, the data from the questionnaire answered by 
the Saudi universities’ students are used to determine how 
students are aware of information security threats. This chapter 
presents the statistical results which were collected from the 
questionnaire responses. Data were analyzed using SPSS to 
compute various statistics. The responses were collected and 
recorded on tables to compute the frequencies and percentages 
of each question. Authors selected descriptive statistic as 
analytical approach for analyzing the collected data from the 
questionnaire. 

A. Quantitative and Descriptive Analysis 

The questionnaire was distributed, which includes two 
directions, they are: 1) Awareness through knowledge, culture, 
and surrounding environment (covered by 11 closed questions) 
and 2) Awareness through student behavior (covered by 13 
closed questions). There are two influencing factors that were 
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considered; namely: (a) student gender, (b) student department 
or learning background. 

Nevertheless, 136 samples were collected; Table I and 
Fig. 1 show the details. The answers to all the questions were 
closed and cast in the positive direction for each direction. The 
Likart scale was used for their analysis, Table II collected the 
answer to questions and the answers were as follows. 

SPSS is used to extract the quantitative and descriptive 
analysis of these results. The arithmetic mean clearly indicates 
the trend in answering each question. Of course, mean values 
indicate the tendency of the respondents to the questionnaire to 
one of the four answers, and this is evident by the appearance 
of the top (Maximum) of the bell curve at or near a specific 
value. The thinner and higher the curve, the greater the 
conformity of the participants ’opinion towards a specific 
answer. Where, the standard deviation is a measure of the 
amount of variation or dispersion of a set of values. A low 
standard deviation indicates that the values tend to be close to 
the mean (also called the expected value) of the set, while a 
high standard deviation indicates that the values are spread out 
over a wider range. 

B. Effects of Factors and Directions 

To analysis the effects of factors and directions authors use 
the following procedures: 

 Authors set three hypothesis that have determinant 
factors, they are Gender, Location and department, but 
the expectation that department will have high, direct 
and clear effects so, authors will investigate the effects 
of the department as in dependent factor, where location 
and gender as dependents together with department. 

 The Stem-and-leaf plots are used which it is a method 
for showing the frequency with which certain classes of 
values occur. Also, plots window will fulfill this 
purpose; there are three different display options for 
boxplots: Factor levels together, Dependents together, 
and none. The Factor levels together and Dependents 
together settings only affect analyses with two or more 
numeric variables. 

 Calculate the Pearson Correlation, is a statistic that 
measures linear correlation between two variables it’s 
suitable to measure of the strength of a linear 
association between our two directions. 

The windows or boxplot appearing in the form of the stem-
and-leaf plots each of them show how many participants are 
associated with one of the factors in the answers, and indicate 
the distribution or concentration of the values of their answers 
in each question, and through that, it is possible to know the 
effect of the parameter in each question. 

C. Answering Research Questions 

This section summarizes and discusses the answers to the 
research questions. 

RQ1. How much do KSA students know about information 
security? The analysis of the collected questionnaires showed 
that students’ awareness of urban cities about cybercrime 

greater than remote areas and the countryside (rural), of course, 
due to the availability of modern technologies. 

TABLE I. FREQUENCY SAMPLES 

Location Department Gender 

Perc

ent 

Frequ

ency 
 

Perc

ent 

Frequ

ency 
 

Perc

ent 

Frequ

ency 
 

71.3 97 
Cit

y 
69.9 95 

Comp

uter 
53.7 73 

Fem

ale 

28.7 39 
Ru

ral 
30.1 41 

Theor

y 
46.3 63 

mal

e 

100.

0 
136 

Tot

al 

100.

0 
136 Total 

100.

0 
136 

Tota

l 

 
(a) Gender. 

 
(b) Location 

 
(c) Department. 

Fig. 1. Pie Chart of Samples, a) Gender, b) Location, and c) Department. 
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TABLE II. THE ANSWER OF SURVEY'S QUESTIONS 

4 3 2 1 value 

samples 
 

 %  %  %  % 

99 72.8 19 14.0 11 8.1 7 5.1 Q1 

111 81.6 22 16.2 3 2.2 0 0 Q2 

131 96.3 4 2.9   1 .7 Q3 

123 90.4 7 5.1 6 4.4   Q4 

105 77.2 18 13.2 9 6.6 4 2.9 Q5 

135 99.3 1 .7     Q6 

136 100.0       Q7 

100 73.5 22 16.2 12 8.8 2 1.5 Q8 

101 74.3 17 12.5 14 10.3 4 2.9 Q9 

33 24.3 68 50.0 24 17.6 11 8.1 Q10 

7 5.1 87 64.0 31 22.8 11 8.1 Q11 

107 78.7 28 20.6 1 .7   Q12 

136 100.0       Q13 

39 28.7 90 66.2 7 5.1   Q14 

14 10.3 13 9.6 109 80.1   Q15 

93 68.4 6 4.4 37 27.2   Q16 

77 56.6 23 16.9 31 22.8 5 3.7 Q17 

136 100.0       Q18 

70 51.5 44 32.4 17 12.5 5 3.7 Q19 

24 17.6 81 59.6 16 11.8 15 11.0 Q20 

5 3.7 5 3.7 84 61.8 42 30.9 Q21 

24 17.6 29 21.3 70 51.5 13 9.6 Q22 

15 11.0 22 16.2 43 31.6 56 41.2 Q23 

33 24.3 37 27.2 48 35.3 18 13.2 Q24 

RQ2. Is there an impact of gender, study department, or 
residential area on awareness levels? The female participated 
are more exclusive and more knowledgeable about cybercrime, 
and at the same time the knowledge of the computer 
department’s affiliates increased on the theoretical 
departments. But, there is no clear effect of the relationship of 
the department with gender from the provided answers. 

Nevertheless, both genders were fully agreed that 
increasing training will increase awareness, and the students of 
the computer department are more aware of the importance of 
training in increasing cyber. 

It is worth to mention that Gender, Location, and 
Department have significant effects of the two (culture and 
behavior) direction. Students of the computer department are 
the most fortunate and the most knowledgeable, aware, and 
safe of cybercrime risks. 

Finally, the Pearson correlation coefficient can take a range 
of values from +1 to -1. A value of 0 indicates that there is no 
association between the two variables. A value greater than 0 
indicates a positive association; that is, as the value of one 
variable increases, so does the value of the other variable. A 

value less than 0 indicates a negative association; that is, as the 
value of one variable increases, the value of the other variable 
decreases. From SPSS the entering data give Pearson 
correlation coefficient between our two directions as +0.411, 
this mean the relation is Positive with medium strength of 
association. 

V. CONCLUSION 

The objective of this research study was to measure 
students' cybersecurity awareness level. The study elaborates 
on the literature related to cybersecurity awareness among 
university students. For this purpose, a questionnaire was 
developed. The proposed questionnaire focused on students' 
awareness as part of the information security concepts and 
intended to measure cybersecurity awareness level. 
Nevertheless, study findings indicate that students have had 
average levels of awareness regarding cybersecurity concepts. 
It is worth mentioning that students’ awareness levels did not 
differ significantly in terms of gender, and student's class level, 
but female showed bit more concern about cybersecurity. 
However, there is a clear and high awareness of students of 
computer and information technology departments. This study 
recommends necessary policy measures to be taken by 
universities to ensure that students from all places have same 
level of cybersecurity awareness. The results show that urban 
students outperformed students in remote areas in awareness of 
cybersecurity. 

Cybersecurity awareness is normally neglected by 
educational institutes. University students should be aware of 
the possible threats that can face them while using the internet. 
Therefore, a culture of awareness must be established for 
students to be able to identify possible threats. This culture 
should be establishing from an early stage. Furthermore, 
students should be well prepared and aware of security 
measures that users can apply to avoid being a victim of 
cybercrime. 
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Abstract—Cryptography algorithms play a vital role in 

Information Security and Management. To test the credibility, 

reliability of metadata exchanged between the sender and the 

recipient party of IoT applications different algorithms must be 

used. The hashing is also used for Electronic Signatures and 

based on how hard it is to hack them; various algorithms have 

different safety protocols. SHA-1, SHA-2, SHA3, MD4, and MD5, 

etc. are still the most accepted hash protocols. This article 

suggests the relevance of hash functions and the comparative 

study of different cryptographic techniques using blockchain 

technology. Cloud storage is amongst the most daunting issues, 

guaranteeing the confidentiality of encrypted data on virtual 

computers. Several protection challenges exist in the cloud, 

including encryption, integrity, and secrecy. Different encryption 

strategies are seeking to solve these problems of data protection 

to an immense degree. This article will focus on the comparative 

analysis of the SHA family and MD5 based on the speed of 

operation, its security concerns, and the need of using the Secure 

Hash Algorithm. 

Keywords—Blockchain Technology; IoT; Secured Hash 

Algorithms; IoT Security; SHA; MD5 

I. INTRODUCTION 

The Internet of Things is a connecting network of multiple 
things that are not only connected to one other but are also 
connected to the Internet. The basic services of IoT are rapidly 
increasing owing to its enormous range of applications by 
providing scalable solutions with lowered expenditure [1]. 
These scalable solutions always need fast and efficient 
authorization, information protection, confidentiality, 
intrusion responsiveness, fast implementation, and self-
maintenance. Through implementing blockchain technology, 
certain specifications can be provided to the IoT solution of a 
business. 

Blockchain is a program with a vast variety of 
implementations, typically related to cryptography. Besides 
that, it has subsequently been recently implemented as a 
distributed and permanent ledger that enables the phase of 
transfer registration and consultation. One should think about 
transactions happening in banking sectors as blockchain 
network transactions as a hypothetical example [2]. These 
days, to transact currency, the individual is dependent on 
banking and perhaps other reputable financial institutions. The 
payment respondents confirmed that the entity handling the 
transfer has the requisite infrastructure to ensure that it is 

conducted efficiently and, quite notably, in a secure way. 
Besides that, as in the event of unforeseen failure, these 
intermediate institutions can collapse and therefore the faith is 
violated and so will be the transactions and products entrusted 
to them [3]. In distributed ledger technology, the confidence 
element is taken into account through the use of encrypted 
structures to include the statistical evidence of the total 
transaction performance. This testimony is unequivocally 
valid that the members in a blockchain are equipped with 
safety and integrity. 

IoT systems can exchange data with others, to improve the 
knowledge of all members of the network and the 
surroundings. The IoT operation consists of a mixture of 
Interconnection, actuators, programmable controllers, and 
sensors [4]. Methods of a certain level IoT are applied at a 
quick speed with ideas such as smart homes, smart cities, and 
wearable devices which map out their characteristics 
prospective and efficient usage. Provided that blockchain is a 
hierarchical ledger system and also the IoT framework is 
naturally decentralized, it can be concluded that, in a real 
possibility, their synergy can be advantageous, thereby adding 
to the protection and accountability of IoT transactions. In 
view to improve the effectiveness of applications, Blockchain 
uses a technology in which computers consume large 
quantities of resources and processing power. IoT, on the 
contrary, is a network of objects that usually have a 
comparatively fewer number of resources, but it may even be 
of significant impact to merge these solutions [5]. The goal of 
this study is to explain the application of blockchain 
technologies in IoT applications, and even the effect on 
resource-constrained systems of many hash functions. At first, 
as we seek to explain how the system performs and the 
mechanisms involved, the blockchain concept will be explored 
in specific. This study investigated certain hashes methods 
that have been submitted by academics, but the majority of 
them have not been checked against blockchain and IoT 
threats. Section II summarizes the literature review of 
cryptographic hash functions in blockchain technology. 
Section III introduces the Blockchain technology and 
Cryptographic Hash functions, Section IV addresses the 
potential threats in blockchain and IoT, Blockchain 
Implementation to IoT is depicted in Section V, Section VI 
analyzes the proposed scheme for an effective hash function, 
and Section VII comprises the result and conclusion. 
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II. LITERATURE REVIEW 

Zeyad et al. [6] suggested the Pros and Cons of the 
optimization techniques and the impact on the performance 
level by performing experimental setup for SHAs by FPGA 
optimization methods. 

B.P. Kosta et al. [7] demonstrated a Strong and a Secure 
lightweight cryptographic hash function is proposed in which 
each 512-bit of a data is compressed to 256-bit. Afterward, it 
is divided further into 8 blocks having 32-bits each. 

F. Pfautsch et al. [8] validated the SHA-1 and SHA-3 hash 
functions because of the brute force threats on UltraScale+ 
FPGA dual-core systems. They have evaluated the passwords 
with 6 characters in 3 minutes time span and because of high 
complexity, the time raises by 5.5 for the SHA-3 Hash 
Algorithm. 

N. Khan et al. [9] surveyed a thorough and in-depth survey 
of traditional authentication and the hash function is 
performed in this article, supported by a reasonable contrast of 
the period and computer processes usage of such 
methodologies. 

C. White et al. [10] suggested Blockchain technology and 
picture hashes are used to create an image verification system. 
The concept developed in this paper, however, needs to be 
refined, as it tends to strive in some circumstances. This 
research demonstrates whether blockchain can be used to 
authenticate images, especially through picture hashing. Other 
findings provide the fact that in certain instances, utilizing 
adjacent frames hash operations around the same time will 
enhance efficiency, but that each type of cryptocurrency 
experiment will have its own distinct set of data. 

Table I and Table II summarize the literature review for 
the given context. 

III. BLOCKCHAIN TECHNOLOGY AND CRYPTOGRAPHIC 

HASH FUNCTIONS 

A Peer to Peer network may be a decentralized computing 
model if any of its technical services, such as computing 
power, space, and scanners, are shared by its members. To 
provide the infrastructure and information provided on the 
platform, these common services are essential. Blockchain is a 
distributed platform with no data analysis resources and no 
users to order them [12]. A node, therefore, depicts a system 
member. Every member has the authority to function as a 
server as well as the client, leading to the absence of a 
hierarchical system between them and providing the identical 
function in all networks. A protection scheme should be 
perceived when blockchain technology is decentralized 
because, unlike a centralized system where there is a single 
point of failure, is not the case here and can be targeted, thus it 
is tougher to interpret the information. This characteristic, 
even then, is not adequate to secure information passes 
through the system security and reliability. Blockchain is 
based on encryption to accomplish that. Generally, the 
cryptographic hash functions are of various types that provide 
different bit values depending on the type of hash and the 
same is depicted in Fig. 1. 

 

Fig. 1. Types of Cryptographic Hash Function. 

Typically, two cryptographic methods are used for the 
blockchain framework: private and public key for the hash 
functions. The public key, which confirms the authenticity of 
whoever made the transfer, has to be used for exchanges to be 
digitally authenticated. It relies on a key to encipher and a 
dissimilar key to decipher [13]. Two very different keys are 
conceptually difficult to find, understanding only the 
encryption techniques used to produce them. This ensures the 
security and authenticity of the information if somebody 
confirms their transfer through its secret key since decrypting 
is only primarily driven by that of the hash value that is public 
in nature. 

When the decoding results are positive, clients realize that 
the author of the secret key is someone who validated the 
agreement, and the information is not compromised or altered, 
else the decoding will not be efficient. The conversion of 
some form of data into a sequence of words is translated by 
these mechanisms. The same knowledge will still lead to 
almost the same key, and the slightest shift in the source 
information will create a hash that varies from the previous 
one. It's a minor processing operation to create a hash, but the 
reverse does not occur. It is virtually impossible to execute the 
reverse process to retrieve the actual data once the hash data is 
known [14]. As soon as the new block is generated, these hash 
functions are being utilized to confirm the block. Each block 
is connected to the previous block with the hash key and if 
someone wants to intrude in between, the hash value will 
change and will no longer be the same value in the blockchain. 
So there the frauds can be detected. hen an intruder happens to 
alter a block that is a member of a blockchain, together with 
its key, its value will alter in that way that this will not fit with 
the hash value present over the upcoming block in the chain. 
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The SHA functions in the SHA family comprise SHA-0, 
SHA-1, SHA-2, and SHA-3; while there are functionally 
distinct ones from that very same group. SHA-0 had several 
bugs and was not very common So, SHA-1 was subsequently 
developed in 1995 to fix suspected SHA-0 vulnerabilities. Of 
the current SHA algorithms, SHA-1 might be the most 
commonly used one for SSL authentication. It has many 
variations in bits, for example, SHA-224, SHA-256, SHA-
384, and SHA-512. It is based on the number of hash bits in 
the hash function. However, SHA-2 is a good cryptographic 
algorithm but it follows the same architecture as SHA-1 [15]. 
NIST introduces another algorithm that is Keecak algorithm 
considered as the SHA-3 Hash function. It presents various 
advantages, including efficient quality and reasonable 
tolerance for threats. 

However, SHA-2 is a good cryptographic algorithm but it 
follows the same architecture as SHA-1. NIST introduces 
another algorithm that is Keecak algorithm considered as the 
SHA-3 Hash function. It presents various advantages, 
including efficient quality and reasonable tolerance for threats. 

IV. POTENTIAL THREATS IN BLOCKCHAIN AND IOT 

Each technology comes with its pros and cons so is 
blockchain technology. Several threats that deal with 
blockchain technology include double-spending threats, 
threats involved in mining, threats in wallets, threats based on 
the network, and threats in the smart contracts. Each above 
mentioned has many threats/attacks associated with it that can 
have a significant impact on the blockchain network and is 
shown in Fig. 2. Whenever a network infrastructure is 
affected, a double-spending threat can occur and virtual 
currency is generally seized. To make it appear valid, the 
hacker will indeed send a duplicate copy of the currency or 
could expunge the transfer of funds entirely. However, it is not 
widespread, double-spending does happen. This type of threat 
includes a 51% attack in which a node miner or team of 
miners on a public ledger tries two times to invest one's digital 
currency on that public ledger [16]. They are trying to invest 
twice in them; thus, the title double-spending attack is given. 
This is not always aimed at doubling crypto spending, but 
almost always discrediting a particular crypto or blockchain 
technology by influencing its credibility. 

It informs us that more successful clustering power 
contributes to greater protection against a 51 percent attack 
while testing the Proof of Work (PoW) algorithm [17]. 
However, small-size blockchains that run on PoW could be 
slightly more prone to this kind of attack, given that the 
intruder does not cope with even more computing power 
which is the reason that 51% of attacks tend to happen on 
smaller blockchains whenever these occur in any way. The 
Bitcoin blockchain still hasn't experienced a 51 percent 
intrusion yet. 

 

Fig. 2. Threats at Blockchain Levels. 
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is a Denial-of-Service intrusion and is a tactic to interrupt 
connectivity to a network interface or internet platform by 
normal nodes. Usually, this is done by overburdening the 
endpoint with a large amount of activity or by injecting fake 
requests that enable the targeted system to fully fail or 
collapse. Sybil attacks are prominent in P2P systems where 
several nodes are successfully run simultaneously by a 
network interface and compromise the power in credibility 
schemes [19]. The primary purpose of this threat is to obtain 
the bulk of the power in the systems to enable unlawful acts in 
the framework. Such numerous false profiles tend to be 
legitimate specific attributes for the system. The absence of 
smart contract technology requirements passes more of the 
pressure to the organization as it opens its connection details 
to possible damage. As when the event reveals, the contract 
applied cannot reflect the agreeing partners' real purpose. In 
IoT, some architectural levels layers include the Physical 
layer, Network layer, Middleware, and Application layer [20]. 
On each layer of IoT, there are different threats and are shown 
in Fig. 3. 

As IoT is growing at a rapid so its challenges include 
security issues in many IoT applications, it is cost and traffic, 
increased load capacity on Cloud Service and services 
insufficiently, Issues in System infrastructure/Architecture, 
and manipulating information [21]. Table I shows the 
challenges towards IoT applications, various attacks included, 
and the possible blockchain solution for the same. 

 

Fig. 3. Security Threats at IoT Architectural Levels. 

TABLE I. CHALLENGES OF IOT APPLICATIONS AND THE POSSIBLE BLOCKCHAIN SOLUTION 

Challenge Towards  IoT Inclusion Attacks Specification Possible Blockchain Solution 

Security Issues in IoT 

Applications 

• Node Capturing 

IoT applications are prone to 
exposure to personal 

information. 

For this issue, permission type blockchain 
can be used that can enhance 

security[15]. 

• SQL Injection Attacks 

• Man-In-Middle-Attack 

• Data Thefts 

• Sniffing Attacks 

Cost and Traffic 

• Phishing Site Attack 

To handle exponential 

growth in IoT devices 

It can be solved by the decentralization 

feature of the blockchain. In this, central 
servers are not being used as every node 

can directly communicate to each other 

[27] [28] [29]. 

• Booting Attacks 

• Data Transit Attacks 

• Routing Attacks 

• Access Control Attack 

Increased load capacity on Cloud 

Service and services insufficiently 

• DDoS/DoS Attack 
Owing to security 
issues/threats or the attacks 

on the cloud, the services 

from the cloud discontinues 

Each file is updated separately as a ledger 
on every node/device on the network so 

single point failure is not possible in such 

a case [31]. 

• Firmware Updates 

• Service Interruption  Attacks 

• Flooding Attack in  Cloud 

Issues in System 

infrastructure/Architecture 

• Side-Channel Attacks 

Every section in IoT are 

prone to single point failure 

and it affects the systems and 

whole infrastructure 

Verification of data is done with the help 

of encryption techniques utilizing the 
blockchain[28]. 

• Eavesdropping and  Interferences 

• Sleep Deprivation  Attacks 

• Secure On-Boarding 

• Extra Interfaces 

• Reprogram Attacks 

Manipulating Information 

• False Data Injection  Attack 

Information is deliberately 
taking out from IoT units and 

manipulating the information 

maliciously. 

A blockchain ledger is updated at every 
node so if there is any malicious node 

that updates the information, other nodes 

will decline that[30]. 
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• Access Attack 

• Signature Wrapping  Attack 

• End-to-End encryption 
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V. BLOCKCHAIN IMPLEMENTATION TO IOT 

Today many IoT implementations rely on a centralized 
server/client model, in which clients link across the Network 
to services virtualized on to the cloud. While these methods 
are feasible, as IoT expands a new mechanism is required. 
Decentralized alternatives have been suggested yet Peer to 
Peer alone cannot assure security and confidentiality [32]. 
Blockchain has the power to respond to a number of the 
problems that come from the use of IoT: IoT implementations 
are costly because of the expense of central server 
management in the cloud. To improve protection and loyalty, 
accountability is important. An open-source approach is 
desired and should be considered in the development of the 
next version of IoT products. Since IoT usually requires a 
central agency, the central level failure problem is prevalent. 
Factors such as time synchronization, registries, anonymity, 

and reliability are tough to control reliably [33]. IoT 
applications are renowned for moderate computational power 
and also energy efficiency. This system may not be able to use 
the highest cryptographic algorithms since it takes much 
longer to access. As per storage is concerned, all nodes hold a 
backup of all dealings which has existed in the database since 
its development. The scale would grow as time has gone 
through or IoT devices might not even be capable of storing it 
[34]. The problems of ledger extended to IoT originate in its 
minimal investment. Although the computing capacity is 
limited, these machines can still execute activities as long as 
protocols and frameworks designed for them are utilized [35]. 

So, hash algorithms have to be checked thoroughly for 
their performance level. A comparative analysis of blockchain 
and IoT-based systems is being presented in Table II. 

TABLE II. A COMPARATIVE ANALYSIS OF AN EXISTING SURVEY ON BLOCKCHAIN AND IOT BASED SYSTEMS 

** represents covered partially, ✔ represents covered in detail, and ✗ represents not covered in the literature 

Application 

Criteria 

Year of 

publication 
Major Inclusion  Considered Factors 

Discussion on 

Storage Issues 

Discussion on 

Security Issues 

Blockchain-based 

IoT applications 
2019 [11] 

Overview of Opportunities and challenges of 

IoT and Blockchain is provided 

 Interoperability 

 Security and privacy of IoT 
** ** 

 2018[12]  
Detailed discussion on blockchain 
techniques, applications, and challenges 

 Consensus algorithms 

 Security issues in 
blockchain  

✗ ✔ 

IoT storage 
optimization 

2017[13] 

A detailed analysis of optimizing the level of 

performance in distributed storage onto the 
cloud. 

 Improvement in 

transmission efficiency. 

 Distributed cloud storage 

 The adaptive network 
coding scheme 

✔ ✗ 

2020[14] 

An in-depth approach for optimizing the data 
access storage architecture in the Internet of 

Things, in which factors of data access 

storage distribution are fully considered, and 
secured hashing is being used to configure 

the data for storage optimization. 

 Data processing efficiency 

 Time consumption for 

reading the files 

 File download efficiency 

✔ ✗ 

Blockchain-based 
IoT storage 

optimization 

2017[15] 

A brief discussion on lightweight BC-based 

architecture for IoT that virtually eliminates 
the overheads of classic BC. 

 Block validation processing 
time 

 PoW 

 BC-based smart home  

✔ ** 

2019[16] [26] 

An investigation about lightweight 

blockchain management with a superior 

reduction in resource usage and also save the 
significant information about IoT 

framework. 

 WSN 

 CPS 

 PoS consensus mechanisms 

 Mobility based blockchain 
management 

✔ ✗ 

Blockchain for 

IoT security 

2017[9] [23] [24] A comprehensive case study of smart home 

 Security analysis 

 DDoS attack 

 Packet overhead 

 Energy consumption 

✗ ✔ 

2020[18] [25] 

Detailed insights of a software-defined 

blockchain architecture to realize the 
configurations for blockchains. Also, a 

consensus function virtualization approach 

with application-aware workflow is 
proposed. 

 Consensus algorithms 

 SDN 

 Throughput of transactions 

 Energy consumption 

 Consensus switch accuracy 

✗ ✔ 

Security issues of 
IoT 

2019 [17] [19] 
A comprehensive survey of security, issues, 
challenges, and considerations of IoT 

 Physical attacks 

 Networks attacks 

 Software attacks 

 Encryption attacks 

✗ ✔ 
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2020 [21] [22] 

[36] 

A discussion about security, privacy, and 

trust in the Internet of Things  

 Secured middleware 

 Mobile security in IoT 

 Public key cryptography 

(PKC) 

✗ ✔ 

Comparative 
analysis of a 

secured hash 

algorithm for IoT 
applications 

This article 
Detailed insights about cryptographic hash 
algorithms for Blockchain and IoT 

 Threats to IoT 

 Performance checks for 
various cryptographic 

algorithms 

 The practical applicability 
of blockchain 

 Secured strategies 

✔ ✔ 

VI. PROPOSED SCHEME FOR EFFECTIVE HASH FUNCTION 

In the proposed scheme, three levels of comparison are 
being carried out that is based on the output size bits of the 
hash algorithm, size of the file and time to execute these files 
through a hash function, and based on the speed performance 
of various hash algorithms. Six different iterations are taken to 
compare the time execution of hash algorithms. For the six 
iterations, two major cases are being taken that include a short 
sequence of data that is to be hashed and a large sequence of 
data that is to be hashed and the comparison is in between 
MD5, SHA-1, SHA-256, and SHA-512. Fig. 4 depicts the 
three levels of comparison for the hash algorithm. 

Based on the output size (in bits), different hash algorithms 
are analyzed. It is depicted in Fig. 5 that the more the number 
of hash bits, the higher the security. So, from this, it is shown 
that SHA-512 and SHA-256 have comparable output bits. 

Also, the file size for execution is an important factor 
while deciding the secured hash algorithm. For a file of size 
1KB, 5Kb, and 10 KB, the time taken for execution is 
depicted in Fig. 6 below. So, for large-size files, SHA1 is 
taking less time as compared to SHA2 and SHA3. 

Also, hash algorithms can be compared based on their 
speed, and accordingly, a particular hash is selected. In this, 
six iteration were taken for the two major cases and that 
includes a small sequence having immutable universally 
unique identifier string, immutable universally unique 
identifier including system current time, and random 
immutable universally unique identifier with system current 
time and large sequence that will include two immutable 
universally unique identifiers, two immutable universally 
unique identifier with current system time, and three random 
immutables universally unique identifier with current system 
time. The setup is implemented in java with these six 
iterations and outcomes from several samples are collated and 
evaluated. There are six primary instances and are mentioned 
in Table III. 

 

Fig. 4. Three Levels of Comparison of Hash Algorithms. 

 

Fig. 5. Comparative Analysis of Hash Algorithm based on Output Size 

(Bits). 

 

Fig. 6. Comparative Analysis of Hash Algorithms based on File Size. 
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TABLE III. SIX ITERATIONS EXECUTION TIME FOR SMALL AND LARGE 

SEQUENCE 

  SMALL SEQUENCE (ms) LARGE SEQUENCE (ms) 

HASH 

ALGORI

THM 

ITERA

TION 

1 

ITERA

TION 

2 

ITERA

TION 

3 

ITERA

TION 

4 

ITERA

TION 

5 

ITER

ATIO

N 

6 

MD5 542 715 1425 798 892 1606 

SHA-1 458 466 1146 601 716 1319 

SHA-256 513 492 1120 639 750 1339 

SHA-512 379 469 1172 593 750 1349 

 

Fig. 7. Comparative Analysis of Speed Performance for Hash Algorithms. 

From the above cases, it is being concluded and shown in 
Fig. 7 that MD5 is faster in speed response than SHA-1 with 
29.57% for small sequences and fasters 25.04% for large 
sequences. Also, SHA-1 is slow as compared to SHA-256 
with 2.59% for small sequences and a 3.37% slower use level 
when selecting secured hash algorithm. MD5 is faster in speed 
response than SHA-1 with 29.57% for small sequences and 
fasters 25.04% for large sequences. Also, SHA-1 is slow as 
compared to SHA-256 with 2.59% for large sequences. SHA-
256 is 5.2% faster than SHA-512 for small and faster than 
SHA-512 with 1.34% for large sequences. Also, out of all, 
SHA-1 is the fastest with 708.3 ms for small sequences and 
909.3 ms for long sequences. For future work the Hybrid 
Cryptographic Hash Function could be suggested for a 
security evolved approach which would increase network 
consensus, however, the ledger node's confidence in current 
IoT devices cannot be guaranteed, and reaching a consensus 
would consume a large number of wireless communications. 

VII. CONCLUSION 

Blockchain systems can supply IoT through a distributed 
ledger system to exchange data in a secure nature intimidating 
the centralized power model that remains presently on IoT. In 
cryptographic currencies, the Internet of Things, chain 
management, financing, information exchange, and other 
areas, Blockchain is broadly adopted. In blockchain systems, 
although, there seems to be safety issues of different extents. 
A cryptographic hash is used to validate the authenticity and 

validation of transmissions in a variety of ways. MD5, SHA-1, 
SHA-2, and SHA-3 have all become the industry norms. The 
majority of them were discovered to be either usable or 
inefficient in terms of time. This study investigated certain 
hashes methods that have been submitted by academics, but 
the majority of them have not been checked against 
blockchain and IoT threats. Therefore, hash performance plays 
a crucial role in blockchain as well as in IoT. So, this paper 
focuses on the different cryptographic hash algorithms and it 
is conferred that it is indeed safe to limit MD5 and SHA-1 
because they have been vulnerable and not secured. However, 
if the performance is considerably better than stable SHA-2 
family for a specific scenario and protection is not so 
necessary, they can be selected. It is dependent on the use 
level when selecting a secured hash algorithm. SHA-1 is the 
fastest with 708.3 ms for small sequences and 909.3 ms for 
long sequences. 
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Abstract—Blockchain is considered one of the most disruptive 
technologies of our time and in the last 2 decades andhas drawn 
attention from research and industrial communities. Blockchain 
is basically a distributed ledger with immutable records, mostly 
utilized to perform the transactions across various nodes after 
achieving the mutual consensus between all the associated nodes. 
The consensus protocol is a core component of Blockchain 
technology, playing a vital role in Blockchain’s success, global 
emergence, and disruption capability.Many consensus protocols 
such as PoW, PoS, PoET, etc. have been proposed to make 
Blockchain more efficient to meet real-time application 
requirements. However, these protocols have their respective 
limitations of low throughput and high latency and sacrifice on 
scalability.These limitations have motivated this research team to 
introduce a novel review-based consensus protocol called Proof-
of-Review, which is aimed to establish an efficient, reliable, and 
scalable Blockchain. The “review” in the proposed protocol is 
referring to the community trust on a node, which is entirely 
depending on the node’s previous behavior within the network 
which includes the previous transactions and interaction with 
other nodes. Those reviews eventually become the trust value 
gained by the node. The more positive the reviews the more 
trustworthyis the nodeto be considered in the network and vice 
versa. The most trustworthy node is selected to become the round 
leader and allows to publish a new block. The architecture of the 
proposed protocol is based on two parallel chains i.e. Transaction 
Chain and Review Chain. Both chains are linked to each other. 
The transaction chain stores the transaction whereas the review 
chain will store the reviews and be analyzed with an NLP 
algorithm to find the round leader for the next round. 

Keywords—Blockchain; consensus protocol; transaction chain; 
review chain; prove-of-review; PoW; PoS 

I. INTRODUCTION 
Blockchain technology is oneof the most hyped 

decentralized innovation these days with an enlightening 
future. Initially, Blockchain was introduced by Haber and 
Stornetta [1] and latergainedintense attention because of the 
Bitcoin byNamakoto in 2008 [2]. Bitcoin earns intense 
success in the cryptocurrencyarena. Many similar currencies 
have seen been launched in the following years. There are 
2017crypto currencies available on the internet by 2019 [3] 
with the different business models. Besides global 
cryptocurrency hype, Bitcoin holds the highest market 
capitalization of up to 53%. Blockchain is serving as the 
fundamental technology behind Bitcoin. Besides 
cryptocurrency, Blockchain gain lots of attraction from a 
diverse range of fields and has shown a noticeable growthlike 

in insurance[4], healthcare[5-7], economics [8-10], IoT [11-
13], supply chain, software engineering [14-16], transport, 
government agencies, distributed video coding [58] and 
finance. As per the survey conducted by World Economic 
Forum [17], Blockchain will be soaring to 10% of global GDP 
by 2027. 

The primary properties of this technology are 
decentralization, resiliency, integrity, anonymity which are the 
driving force for industries to adopt Blockchain.Along with 
various technical components, the consensus protocol is the 
main component in which Blockchain relies on. Consensus 
protocol plays a vital role in blockchain’s success, global 
emergence, and disruption.It serves to achieve the consensus 
of information sharing, replicating state, and broadcast the 
transaction amongst the Blockchain network participants 
without any controlled 3rd party or authority. The success of 
Blockchain isheavily dependent onan efficient consensus 
mechanism forits great impactson the overall performance 
which shall include transaction throughput, latency, 
scalability, and fault tolerance. 

There are many comprehensive definitions of consensus 
protocol available in the literature. However, in this study 
"The agreement on the commonstate of ledger in between the 
group of nodes in Blockchain application” is adopted as the 
definition.There are ranges of consensus protocols 
availablefor Blockchain implementations. Nakamoto proposed 
PoW[2]with Bitcoin to address double spending issue in 
digital cryptocurrency system in a trustless environment. Since 
the day Bitcoin is launched, it is continuously growing in 
terms of the number of transactions and the nodes. Due to the 
exponential growth,it encounters several performance issues. 
The most highlighted are the huge amount of energy 
consumption, low transaction throughput, high latency,and 
poor scalability.Currently, the Bitcoin network consists of 
around 10 thousand nodes [18] while it can only process 7 
transactions per second (TPS) with a latency of 10 min. 
Moreover, the transaction throughput can possibly be raised to 
25 TPS after fine tuningof the key parameters without 
compromising the security [19] and it also consumes huge 
amount of energy [20]. 

There are centralized applications performing better than 
Bitcoin. For example,VISAnetwork is comprising of around 
50 millionusers and at maximum, it can process up to 65000 
TPS [1]. Researchers tried to address the blockchain 
limitations with new consensus mechanisms/approachesto 
reduce energy-intensive mining and the energy 
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consumptionwhile increasing throughput. For example,Proof 
of luck [21], Proof of Authority (PoA), Proof of space [22], 
Proof of Elapsed time (PoET) [23], and Proof of Stake (PoS). 
Every available protocol comes with its own advantages and 
disadvantages but mostly lacking in real-time transaction 
processing. Besides, there is no universal generic consensus 
protocol so far which can possibly be implemented in every 
domain with diverse set application requirements. 

This research utilizes an emerging area of Blockchain 
consensus protocol but least investigated, the review-based 
approach. This approach intends to make every node 
accountable for every transaction and allowing all the nodes as 
a whole to decide which node will generate the next Block. 
The “reviews” is referring to the community trust on a node, 
which entirely depends on the node’s previous behavior within 
the network which shall include the previous transactions and 
interaction with other nodes. Every node will share its 
experience with other nodes in the reviews form and those 
reviews will eventually become the trust value of the node 
after the analysis through an NLP algorithm. The more 
positive the reviews the more trustworthy a node shall be 
considered in the network and vice versa. Securing good and 
positive reviews is not easy and not a one-day job. It needs 
consistently good behavior to earn others’ trust. It cannot be 
spent and bought therefore theonly way to increase trust is to 
behave honestly. Blockchain and reviews would be a good 
combinationwhere reviews serve as an incentive and 
blockchain is responsible to keep reviews record safe. 

In this study, we propose a new proof-of-review 
consensusprotocol to establish a reliable and scalable 
Blockchain.This protocol intends to address the shortcoming 
of the previous model in terms of throughput, latency, 
scalability, and energy consumption. The architecture of the 
proposed protocolis based on 2 parallel chains, the transaction 
chain, and the review chain. Both chains are linked to each 
other. The transaction chain, as usual, stores the transactions 
whereas the review chain will store the reviews and those that 
will be analyzed by an NLP algorithm to determine a round 
leader to generate a new Block while other nodes will be 
involved in the block verification process. The proposed 
protocol is also tolerant to some of the major attacks such as 
Sybil attack, bad-mouthing, on-off, etc. 

The rest of the paper isstructured as follows. In Section 2, 
we discuss the Background of Blockchain and the consensus 
model. Section 3 discusses the related work in consensus 
model. Section 4 describes the proposed proof-of-review 
(PoRv) consensus protocol with details. Section 5 discusses 
the block structure. Section 6 is about thesecurity analysis of 
PoRvwhich includes the potential attacks and strategies to 
address the attacks. Section 7 discuss the preliminary results 
and Sections 8 and 9 discuss the conclusion and future work 
respectively. 

II. BLOCKCHAIN BACKGROUND 

A. Blockchain Characteristics 
There are several definitions of Blockchain available in the 

literature. Most of themdefine the context itis supposed to be 
used. For example, apublicly shared ledger for maintaining the 

transaction by many nodes anonymously without control of 
any central party [24]. A decentralized database with the 
capacity to work in the decentralized environment without 
trustingthe intermediaries [24]. A shared, distributed, 
immutable replicated, and tamper-evident ledger letting every 
participant to access read, and verify the legitimacy [25]. A 
type of distributed ledger maintaining the information 
regarding the transaction which are shared between all the 
participants in the network[26].Transparency, Immutability, 
distributed database, ledger, auditability, and intermediary are 
the common terminologies used in every definition. 

Fig. 1 illustrates that in the Blockchain, the first Block is 
referred as Genesis Block. The previous hash in the genesis 
block would be equal to Zero. The Block in the Blockchain 
containsan organized set of records and every block is 
cryptographically coupled with the next block. Since 
Blockchain works in distributed and decentralized fashion, it 
maintains a long list of Block and every Block contains many 
transactions depending on its size. Moreover, Blocks are 
divided into two sections: Block header and transaction. Block 
header compromised of Version, Prev_Hash, Merke root, 
timestamp, nonce Hash (the unique identity of each Block) 
which is entirely different for every block like figure prints. 

 
Fig. 1. Bitcoin Blockchain Structure. 

Every Block carries the hash of prior block therefore every 
block is connected to one another through the hash. Any 
manipulation in the information of the block alters the hash 
number and that block will be unrecognizable for the next 
block [27]. Fig. 1 shows the Bitcoin blockchain structure. 

In general, Blockchain is classified into three different 
categories. Namely, Public Blockchain, consortium 
Blockchain, and Private Blockchain [28]. The major 
differencesin these categories are based on who can participate 
in the Blockchain consensus process [29]. For example, in 
Public Blockchain all nodes are welcome to participate in the 
consensus process whereas in Consortium and Private 
Blockchain only selected and validated set of nodes can 
participate. 

• Public Blockchain: The Public Blockchain network is 
entirely opened for everyone to freely join and leave at 
any timeas they please.Therefore, it works in between 
completely anonymous and entrusted nodes. In Public 
Blockchain, information is accessible and shared to all 
network participants. It comes under the umbrella of as 
permissionless Blockchain. Moreover, every node 
iswelcome to participate in the consensus processto 
ensure the validity and integrity of data. Bitcoin and 
Ethereum are classic examples of Public Blockchain. 
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• Federated Blockchain: Federated Blockchains are also 
referred as Consortium Blockchain. In which every 
node can access data. However, only a predetermined 
group of nodes would be able to change and take part in 
the consensus process. Most of theconsortium 
Blockchain are implemented in banking sector [30]. 
Because in the banking settings, the idea is to share the 
power between the authorities rather than one 
controlled authority who can possibly make biased 
decisions. Here are some well-known examples of 
Consortium Blockchain, R3 (Bank), EWF (Energy), 
B3i (Insurance). 

• Private Blockchain:Federated Private Blockchain is 
kind of centralized blockchain in which central 
authority or predefined group of nodes canread and 
write or participate in the blockchain. Only pre-
validated nodes would be able to join the network. 
Furthermore, the known and authorized nodes take 
responsibility to maintain the consensusprocess.Private 
Blockchain are considered as Permissioned Blockchain 
where data is accessible to authorized groups of nodes. 
These groups can change acceptance by consensus 
procedure. Private Blockchain is designed for settings 
where all nodes are known and authorized. 

B. Key Properties of Blockchain 
Some of the key properties of blockchain are described in 

this section, 

• Persistency: Blockchain transactions are maintained in 
shared ledger which are considered as persistent 
because the ledger is shared across the distributed 
network, where every node is made accountable and on 
control of its record and maintains the integrity by the 
consensus protocol. So,persistency can only be retained 
if majority of the nodes acts honestly. Several 
Blockchain properties are derived from persistency, i.e., 
transparency, immutability which makes Blockchain 
auditable [31]. 

• Validity: Unlike several distributed system, Blockchain 
does not need every node to perform validation. Blocks 
and transaction are broadcasted across distributed 
network and their legitimacy will be validated by all 
other nodes that process is referred as consensus 
mechanism. Therefore, any illegitimate action would 
easily be identified with the source node. There are 3 
major roles for this process. (1) Proposer: the one who 
proposes the value (2) Acceptor: The one who verify 
the value and take a decision and (3) Learner who 
accepts on the chose value [24]. 

• Anonymity and Identity: Anonymity is one of the 
primaryproperties of Public Blockchain. Node 
identification could be linked with the real-life identity. 
A single user can acquire multiple identitiesfor 
avoidingidentity exposure [32]. There is no central 
entity is required to maintain the private data such as 
identity. On the other hand, in private Blockchain 
identities are required to operate and governed by 
known entities and authorized group of nodes. 

C. Consensus Characterization 
In Blockchain the key tasks are the block validation and 

the continuous maintaining of the security which can be 
achieved by a well-structured mechanism called consensus 
protocol. Since Blockchain is a distributed and a shared ledger 
so there is no need for a centralized authority to ensure the 
legitimacy of all the transactions. Therefore, it is challenging 
to achieve consensus among the nodes on the transaction in a 
block without compromising on the security [26]. Therefore, 
the consensus protocol is considered asthe heart of any 
Blockchain application. In the distributed environment, 
achieving consensus is not a trivial task to getall network 
participants (Nodes) to agree on accepting or rejecting a 
potential block.Once a new Block is accepted, all node 
members are supposed to append this block into their 
respective chain. 

The consensus protocol is an active research area in the 
last two decades. It has been and being deep studiesfor its 
resilient for a node failure, message delay, portioning of the 
network, message out of order or missing.In Blockchain 
network, the consensus protocolis supposed to deal with the 
malicious, selfish, faulty nodes and make sure that all nodes 
have reached consensus among themon the global state of the 
ledger. In the context of Blockchain, the three key properties 
of consensus mechanismnamely Safety, Liveness, and Fault 
Toleranceshall determine the applicability and efficiency of 
any consensus protocol [31]. 

• Safety: This property is the responsible for ensuring that 
nothing malicious will ever take place in the 
Blockchain. It refers to the properties of validity and 
agreement in the conventional consensus set out in the 
distributed systems. Validity is defined as “A correct 
mechanism proposed a value X then another correct 
mechanismshould also produce the same the value X". 
Whereas the Agreement property made responsible to 
ensure that two correct processes should not provide 
different output. Generally, consensus protocol is 
considered safe when uponone honest node produces 
valid output and subsequentlyevery other node in the 
network obtain the same output. The produced output 
should be valid and be the same as all other nodes, 
referring to consistency of the share state [33]. 

• Liveness: This property ensures that eventually, 
something good will take place. Liveness of consensus 
mechanism can only be ensured if all honest nodes 
participate in the consensus process and ultimately 
generate a value and all right/correct requests will 
eventually be processed. There is no time limit to 
decide on a value, it is not necessary for all nodes to 
have a same state at a given point of time. 

• Fault Tolerance: A consensus protocol is considered 
fault tolerant when it is resilient to failure of nodes 
which are participating in the consensus process. The 
node failure can be planned in two types. 
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Fail-Stop - It deals with all nodes who discontinue 
processing temporarily or permanently. And those also stop 
producing, receiving messages, or taking part in consensus 
process. 

Byzantine failure – It deals with faulty and malicious 
nodes specially designed to crash consensus mechanism 
properties. Leslie Lamport [34] identified and characterized as 
the Byzantine General's Problem. 

Considering the importance of consensus mechanism in 
Blockchain implementations, all the three properties are 
essential for any consensus protocol. However, it is agreed by 
many researchers [35] that all three properties can’t be 
achieved at one time. A deterministic asynchronous consensus 
mechanism can possiblyachieve at most of two out of three 
properties and compromise onat leastone of them. Itis not 
random task to select two properties and compromise on 
one,but it entirely depends on application requirements. Fault 
tolerance can’t be comprised because it is the most important 
property [33] for any blockchain implementation. Therefore, 
the nature of application is to decide which property to let go 
of,either on liveness or safety. For instance, Raft [36], Paxos 
[37], view-stamped replication used consensus protocol that 
take fault tolerance and safety and let go the liveness. Bitcoin 
[2], Ethereum [38], Ripple [39], stellar [40] and other 
cryptocurrencieschose fault tolerance and liveness and 
sacrifice on the safety. 

III. RELATED WORK 
Nakamoto launched Bitcoin in 2008 [2] with its secured 

intense success in the field of cryptocurrency. Therefore, 
many similar currencies have been launched in the following 
years. There are 2017cryptocurrencies available on internet by 
2019 [3] with different business models.Besides global 
cryptocurrency hype, Bitcoin holds the highest market 
capitalization of up to 53%. Blockchain is serving as 
fundamental technology behind Bitcoin. It aims to influence 
almost every industry. Its applicationis not restricted to only 
financial eco-system [3] but it is set to revolutionize the 
politics, healthcare, and society science arena [41]. 

The consensus protocol is the main and core component of 
Blockchain technology, and it plays a vital role in Blockchain 
for its success as global emergence and disruptive technology. 
Nguyen and kin [42][43] recommend in their respective 
research to categorize  the Blockchain consensus mechanism 
into two major groups. Proof Based and Voting 
Basedconsensus mechanism. Proof-based consensus 
mechanisms are mostly used in permissionless Blockchain in 
which anyone is free to join and leave at any time they want. 
They are supported by the several cryptographic techniques 
and the incentive-based design. Moreover, this group of 
consensus mechanism, offer comparatively better support for 
nodes scalability but the on the cost of performance which 
includes the throughput and latency. In proof based consensus 
model performance of Blockchain compromised with 
increasing size of network.Whereas, voting based consensus 
model mostly utilized in permissioned Blockchain. It offers 
quick consensus finality which eventually bring high number 
throughput [44]. In the voting based consensus model nodes 
communicate with each other, due to high communication 

complexity it doesn'tsupport large network and restricted to 
small network. 

Bitcoin uses Proof of work consensus protocol. Therefore, 
it has attracted wide research interest in last two decades. Due 
to the complex block mining process, it consumes huge 
amount energy and require other specialized equipment do 
intensive mathematical computation. Therefore, it is also 
referred as resource hungry and energy inefficient and 
eventually, it offers low throughput and high latency. 
Moreover, most important concern of research community in 
PoW is limited scalability, it only supports seven transaction 
per second (TPS) which is entirely not acceptable in business 
real world application. Firstly, Proof of stake(PoS) was 
presented at Bitcoin community forum later Ethereum adopted 
it. It was proposed to provide ease in block mining and reduce 
high wastage of energy in PoW and referred as energy 
efficient variant of PoW. This new idea changed entire Block 
mining concept, so theexpensive and extremely powerful 
equipment’sare no longer needed for block mining. However, 
miners (nodes) are required to hold and show stake in the form 
of certain number of coins. The node holding high stake has 
more chances to become block producer and earn the reward. 
Apparently, it certainly saves more energy as comparison to 
PoW but there are different attacks arises such as nothing at 
stake problem. Ethereum only support 15 transaction per 
second (TPS) which is also very low in comparison with other 
mainstream application. There is another proposed alternate, 
proof of space it strives to utilize physical storage resources as 
a substitute of computational power in PoW [45] [22]. 

Proof of Coin Age [46] support the same mechanism as 
proof of stake. Where nodes are needed to show the ownership 
of certain amount currency for performing the virtual mining. 
Proof of activity [47] create the mining lottery of every node 
own the number of coins. The lottery winner will produce the 
block and claim its reward by signing message within interval 
of time. Intel proposed proof of elapsed time [48] and which 
has been implemented in HyperLedger project. Proof of 
elapsed time are required to use the Intel SGX supported 
CPUs for performing the online voting via random sleeping 
time. Researcher tried to address above discussed limitations 
with various new consensus mechanism and approaches, 
which do not require energy intensive mining, and reduce the 
energy consumption and increase throughput, For example 
proof of space [49], Proof of Authority (PoA), Proof of luck 
[21]. 

Besides all the approaches, there is another emerging 
areafor Blockchain consensus model but unfortunately least 
investigated. Reputation based consensus mechanism. This 
area intended to make every node accountable on every 
transaction and return power to the nodes as whole. 

A recent published study proposed the Proof of Reputation 
(PoR) [50] in which reputation would be served as the 
incentive for nodes positive behavior, time, utilized energy as 
well as block publication rather thanthecoins. Therefore, 
mining node are no longer required in this technique. The lab-
based simulation proved that it can be scaled up to the 
thousand nodes with processing capacity ofmore than 
hundreds of transactions (TPS). Reputation scheme [51] 
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designed on the similar concept of PoR. It involves both 
honest nodes as well as malicious nodes together in the 
positive manner. It rewards the good behavior as reputation 
and, alsoproposed the punishment factor in the revenue 
payment function of reputation. Therefore, the cooperative 
behavior would be rewarded, and non-cooperative behavior 
would be punished.The implementation of this reputation-
based incentive module on state-of-the-art PoX protocol can 
achieve better results than usual. Another protocol Proof of 
QoS [52] designed on the similar idea of reputation, where 
good quality of service would be encouraged. Mostly it has 
been used in permissionless Blockchain. In this protocol, the 
whole network would be categorized into small group and 
each group will nominate a node based on its quality of 
service, then the consensus would be achieved in between the 
nominated nodes with Byzantine Fault Tolerance (BFT). The 
architecture of Proof of QoS has entirely based a hybrid 
protocol, where it utilizes Proof-of-QoS to select nodes for 
running BFT-style consensus. 

Proof of X-repute protocol designed for Blockchain 
enabled - IoT systems[53] it introduced new module of repute 
method and to illustrate the potential of repute that it can be 
utilized to manage the integrity of consensus protocol. The 
reward and punishment in the repute method sets the nodes 
repute values; the nodes behavior would either be rewarded or 
punished which certainly impact the security and integrity of 
consensus protocol. Another study proposed Blockchain 
Reputation based consensus (BRBC) [54] protocol for private 
blockchain networks. In this protocol network setsa trust 
threshold level and all nodes are supposed to secure higher 
reputation score than trust threshold for getting a chance to 
append a new block in the chain. Moreover, miner (nodes) 
activities are monitored by randomly selected judges and they 
sign their reputation score based on their behavior. Judges will 
reward good and cooperative behavior whereas punishment 
factor also included on the malicious and non-cooperative 
behavior. 

In one study reputation integrated as moduleReCon [55] in 
which external reputation system has been integrated with 
Blockchain consensus protocol to achieve scalable 
permissionless consensus protocol. Where it utilizesexternal 
reputation ranking mechanism as input to ranks the nodes. 
Node ranking would be done based on the result of consensus 
rounds performed by small committee. Therefore, current 
reputation would be used to select the committee. Delegated 
Proof of Reputation [56] designed to replace coin-based stake 
with the reputation ranking system. The reputation system 
developed on design of famous raking theories (PageRank, 
NCDawareRank and HodgeRank). RepuCoin [57], uses miner 
reputation as its strength as key function of its work and 
energy integrated over the time of complete Blockchain rather 
than immediate computational power with possibility of 
borrowing, temporarily and rapidly. Whereas the reputation 
would be earning with the span of time. RepuCoin claims that 
it will tolerant 51% attack and put limits on the rate of voting 
power growth of the entire system. 

IV. PROTOCOL DESCRIPTION 

A. Important Definition 
• Block: A block is the main data structure of Blockchain. 

It consists of Block header and list of transaction, Block 
header containing metadata i.e., timestamp, Prev_Hash, 
Merkle tree etc. Like figure print, Hash is the unique 
identity of every block and it is identified the with its 
hash. The prev_Hash in the metadata of every block is 
to connect the prior block and this series of 
chronologically connected blocks forms chain. 

• Genesis Block:The first Block in the Blockchain is 
referred as Genesis Block. Therefore, the previous hash 
must be equivalent to zero because there is no block 
before it. If you start from any block and following the 
chronologically chain backward you will reach at 
genesis block. 

• Round: The round is a set of five steps to achieve 
consensus. At the end of round, a block supposed to be 
added intoboth chains i.e., transaction chain as well as 
reviewchain. 

• Nominated Round leader (NRL): Nominated Round 
leaders are the nodes selected based on their behavior in 
the network and sentiment analysis of the review with 
NLP algorithm. In every round top three nodes with 
highest positive reviews will be selected as NRL. 
Initially every node strives to become NRL and get a 
chance to become round leader. To become an NRL it 
is required to meet minimum criteria which is the node 
should not be currently blacklisted and minimum 
positive reviews. 

• Round Leader: Round Leader is node with highest 
positive reviews selected from NRLor the most 
trustworthy node selected from NRL. RL will only be 
selected from list NRL. A new RL will selected for 
every round to propose a block, and the selection 
process are independently done through an NLP 
algorithm. To become RL it is required to meet 
minimum criteria which is node should not be 
blacklisted and minimum positive reviews. 

• Step verifier (SV): Step verifiers are the set of nodes 
independently selected on the basis on their behavior 
and availability in the network. A new set of SVs are 
selected for every step in the consensus process and 
each SV are tasked to perform different activities to 
contribute toeach step in the round.Each step verifier is 
required to meet a minimum review and not currently 
blacklisted. 

B. Overview 
The core idea behind the proposed Proof-of-Review 

consensus protocol is toallow and therefore to givepower to 
each node to post reviewsand rating in the form of stars for 
every other node. Nodes are required to maintain their good 
and positive behavior consistently to secure positive reviews 
from other nodes, and those reviews will eventually become 
their trust value in the network. The trust value cannot be 
bought, spent, or sharedbut it can only be earned with good 
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and positive behavior. The node with more positive reviews 
will be considered more trustworthy in the network.The most 
trustworthy node will get higher chance to publish a new 
block. 

• If node maintain a good and positive behavior, it will 
receive a good and encouraging feedback/review and 
which eventually increase their trust value in the 
network. 

• If node act maliciously, selfishly, it will get negative 
feedback/review, and which decrease the trust value in 
the network. 

The proposed model works on a 2-chain architecture. 
There would be 2 parallel chains – the first chain as usual will 
store the transactions and referred as transaction chain 
whereas the other chain is designed to store the reviews given 
by nodes and referred as Review Chain. 

To achieve the proposed protocol, we will answer 
following questions: 

C. Question 1: In this Model, How to keep Ledger and 
Review Consensus? 
As Bitcoin uses the PoW consensus protocol, which strives 

to allowentire network of nodes to agree on every single block 
in the chain. The first node that has solved the 
computationally intensive puzzle securethe right to publish the 
block, while remaining nodes will be allowed to take part in 
Block verification. Similarly, in Proof-of-Review (PoRv), the 
node with most positive reviews will get a chance to publish 
the Block. Positive reviewsfrom other nodes will eventually 
become their trust value, which means the most positive 
reviews means more trustworthy and vice versa. And the 
block verification is open for all other nodes. Since 
PoRvprotocol work on the 2-chainarchitecture, a Transaction 
chain and Review chain, therefore every node is required to 
agree on both the transaction and the review block. 

D. Question 2: How to Produce Block through PoRv 
The response of this concern will be likeBitcoin, it utilized 

the proof of work consensus protocol, in which the node 
solves the mathematical puzzle before all other nodes will get 
a chance to publish the next Block in the Blockchain while 
other nodes will verify the block. In PoRv protocol, the node 
with most positive review (which eventually becomes the trust 
value), will generate and publish a new blockwhile other 
nodes can verify the block. Every node is required to maintain 
the good behavior consistently because any bad review will 
cause a reduction in the trust value. 

E. Question 3: How to Encourage other Nodes to Publish 
Block 
There is no reward or incentive in this model for 

publishing new block as comparing to cryptocurrencies like 
Bitcoin and Ethereum. In this model we are giving power back 
to every node in the network. This is to empower every node 
to rate and to post reviews on others’ behavior in the network. 
Those reviews will become trust value or trustworthiness of a 
node which cannot be bought, spent, and transferred but the 
only way to earn trust value is to stay honest and with good 

behavior consistently. Nodes with highest positive 
reviewsreflects the high trust value and comparatively offer 
better services as well as not likely to attack the system. In 
every round only one node with highest trust value will be 
selected as Round Leader and publish the block. Publishing a 
block will certainly help to get more positivereviews from 
other nodes which eventually increase the trust value. 

In each round the PoRv execute the following task. A 
around starts with a transaction and ends with new Block 
being added to Ledger. 

• Step # 1. Select Nominated Round Leader (NRL) 

All online nodes appear to be Potential Round Leader 
(PRL) and get a chance to become Nominated Round Leader 
(NRL). The restriction of minimum trust value and not to be 
blacklisted will be applied to all nodes in the network. Each 
PRL will evaluate their own reviews (text format). 

The evaluation calls on the Natural Language processing 
(NLP) to evaluate the text to determine a trust value. Then, the 
trust value will be compared against their rating. The PRL's 
trustand rating should be identical with negligible difference 
otherwise the node will be blacklisted with status involved in 
"Malicious Activity" for current round. 

Top 3 nodes with highest positive Reviews/trust value out 
of all PRL will be selected as Nominated Round Leader 
(NRL). NRL will propagated a message using GOSSIP 
protocol to all other nodes in the network which includes their 
(NRL) trust value and their hashed credentials. 

• Step # 2. Select Round Leader 

All nodes in the network will listen message a from NRL 
from Step 1. 

Nodes with highest online time will be identified and 
selected as "Step Verifier". (Other nodes which are not 
selected as Step Verifier, they need stay online for next step to 
be selected as Step Verifier). The restriction of minimum trust 
value and not to be blacklisted will be applied to each "Step 
Verifier". 

Each SV will wait certain amount to time (System defined 
duration) to receive the messages from 3 NRL (from Step 
1).NRL are selected with condition to be online, there are less 
changes of no message. 

SV will re-evaluate reviews of each NRL. If results are 
identical with received, the minor difference is negligible. The 
node with highest trust value will become a Round Leader 
(RL) and other 2 nodes will remain Nominated Round Leader 
(NRL)and stay in a queue. 

If re-evaluation results are not identical for node with a 
highest trust value,then that particular node will be blacklisted 
with status involved in "Malicious Activity" and re-evaluation 
will be done for next node from NRL and process goes until 
the RL is selected. 

SV will propagate a message using GOSSIP protocol to all 
nodes in the network which includes the RL recommendation 
and its trust value. 
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• Step # 3. Propose a Block 

All nodes will listen message from SV from Step 2. 

Nodes with highest online time will be identified and 
selected as "Step Verifier". The restriction of minimum trust 
value and not to be blacklisted will be applied to each "Step 
Verifier". SV will wait maximum amount of time (System 
defined duration) to receive the minimum number of messages 
(from Step 2) for RL recommendation and its review number 
(SV are selected with condition to be online, there are less 
chances of no message.). 

SV will re-evaluate the reviews of RL and compare it with 
the one received in the message from Step 2. If result is 
identical only then the process will move on otherwise RL will 
be blacklisted and it goes back to Step 2 and select a new RL 
from the remaining NRL. 

If all go well, the RL will assemble a block and add 
transaction from its transaction poll until the block size hit. RL 
will technically verify the Transaction (e-signature) and sign a 
Block. 

RL will prorogate a message which includes its RL trust 
value as a Signed Block. 

• Step # 4. Block Verification 

All nodes will listen message from SV from Step 3. 

Nodes with highest online time will be identified and 
selected as "Step Verifier". The restriction of minimum 
Review Number and not to be blacklisted will be applied to 
each "Step Verifier". SV will wait maximum amount of time 
(System defined duration) to receive the message From (from 
Step 3) the Signed Block and its trust value. 

SV will re-evaluate reviews of RL and compare with the 
one received in the message from Step 3. If result is identical 
the process will move on otherwise RL will be blacklisted and 
it goes back to Step 2 and select a new RL from remaining 
NRL. 

Each SV seeks to verify and validate the block and its 
associated transactions. Each SV will iterate over transactions 
in the block. With each transaction, every SV will evaluate the 
transaction by processing it into its VERIFY () function. The 
verify function will either return a Yes or No. "YES" means 
Transaction is good and "NO" means Transaction is bad. If it 
returned Yes, and remaining technical checks are good (e.g e-
signature), SV will move to next transaction. Once all the 
transaction are verified and validated as good and no 
disagreement found, each SV will propagate a message with 
vote in continuance of this RL and Block and its trust value. 

Verify – Another parameter will also be part of message, 
YES/NO depending on the number of votes in confidence. 
YES, when the number of votes in confidence meets minimum 
threshold value and vote is still in agreement for a leader. 
Otherwise,ifit is Nofor any transaction, it is considered a bad 
transaction. This disagreement will allow verifier to conclude 
the RL evaluation is bad and consequently the RL is acting 
maliciously and Blacklisted and it goes back to Step 2 and 
select a new RL. 

• Step # 5. Block Decision 

All nodes will listen message from SV from Step 4. 

Nodes with highest online time will be identified and 
selected as "Step Verifier". The restriction of minimum trust 
value and not to be blacklisted will be applied to each "Step 
Verifier". SV will wait maximum amount of time (System 
defined duration) to receive the minimum number of messages 
(from Step 4)for Verify value YES. (SV are selected with 
condition to be online, there are less changes of no message.). 

SV will re-evaluate reviews of RL and compare with the 
one received in the message from Step 4. If result is identical 
the process will move on, otherwise RL will be blacklisted, 
and it goes back to Step 2 and select a new RL from NRL. 

Each SV will come to a final decision on the Block.SV are 
listening to messages that includes a signed value Yes or No 
in addition to the vote of confidence to Round Leader and a 
Block. If they receive the maximum number 
messagescontaining Yes along of the vote of confidence to RL 
and a Block, SV will approve the Block and the same block is 
supposed to be broadcasted to all other nodes. 

V. BLOCK STRUCTURE 
This consensus protocol is entirely dependent on the 

community (other nodes) reviews. It is essential to store the 
reviews whose legitimacy is verified by all other nodes. 
Therefore, in the proposed protocol, there would be 2 parallel 
chains. First chain will store the transactions and referred as 
Transaction chain whereas the other chain is designed to store 
the reviews given by step verifiers and it is referred to as 
Review Chain shown in Fig. 2. 

The block structure of the first chain would be as usual as 
in conventional Blockchain, which is separated into 2 parts. 
Block header and list of transaction. Block header contains the 
version, prev_hash, timestamp, nonce, Merkle root, 
transaction parts contain the transaction only. The structure is 
illustrated in Fig. 3. 

Whereas the Block structure for review chain is a bit 
different. It is also divided into two parts, Block header and 
Review Transaction. Blockheader contains the version, 
previous hash, timestamp, merkel root, hash of thetransaction 
Block. Therefore, both the chains are linked with each other 
but carrying different information. The review transaction part 
contains the list of reviews and public keys of the node that 
have written the review. The structure is illustrated in Fig. 4. 

 
Fig. 2. 2 Parallel Chain Architecture. 
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Fig. 3. The Block Structure of Transaction Chain. 

 
Fig. 4. The Block Structure of Review Chain. 

The Fig. 5 explains the complete workflow of the proposed 
protocol system. Basically, thereare two parallel chains. This 
system works in round structure, where in each round a new 
Round Leader will be selected. The Round Leader willbe 
responsible to generate two blocks in one round, the 
transaction Block, and the Review Block and both blocks 
would be linked to each other. Initially, RL generates the 
transaction Block after successfully achieving the consensus 
then Step verifier will be allowedto posttheir reviews and 
ratings.Consensus will also be achieved on the reviews. Then 
the RL generates the Review Block which will hold the hash 
of transaction Block. For the next round, the new RL will be 
selected from the latest Review Block, and Block generation 
process will continue. 

 
Fig. 5. The Complete Workflow of PoR Consensus Protocol. 

VI. SECURITY ANALYSIS 
We presume the communication between the nodes in the 

network are set up through a reliable peer-to-peer network but 
there are chances it can still be damaged by selfish behavior, 
malicious attack, or node failure. This section will discuss 
some potential attacks in peer-to-peer networks and specially 
in trust-based protocols and strategies to address them 
efficiently without damaging the network. 

Following are several potential attacks [20] and strategy to 
address them. 

• Bad-mouthing attack: In this attack, malicious nodes 
want negatively to influence other node's trust value. 
Therefore, they deliberately and continuously give 
bad/negative reviews to one or all nodes to undermine 
their trust value or defame the good nodes. which 
eventually help them level up their trust level. 

In our model, reviews are associated with the step 
verifiers, andnew step verifiers are selected on every step in 
the consensus process. Moreover, the reviews will be analyzed 
with strong NLP algorithm which confirm the date and time of 
the reviews and the sentiments. TheNLP algorithm will not 
count any malicious review or any review with malicious 
doubt therefore it would not affect the system. 

• Camouflage attack: In this attack, malicious nodes show 
of the honest and good behavior to secure positive 
reviews which increase its trust value. Once they got 
required trust value, they randomly attack the system. 
The prefix “non” is not a word; it should be joined to 
the word it modifies, usually without a hyphen. 

In our model, there are two chain architecture, it stores 
reviews of every node in the separate chain. A NLP algorithm 
measure the trust level and ensures the legitimacy of every 
review on every step of consensus process. Therefore, any 
random malicious act will be easily detected, and malicious 
node will be blacklisted right away. 

• Sybil Attack: This attack has been discussed in almost 
all consensus Model. In this attack, malicious node 
creates multiple account. if one account gets defame by 
getting negative review and acting maliciously, it 
quickly switches to other account and start. 

In our model, every node needs to earn positives review 
consistently, if a malicious node switches new account, so it 
wouldn't be able to hurt because it needs a minimum trust 
valueto participate in consensus process which make it to act 
honestly, and it wouldn’t cost effect to create a new account 
every now and then. 

• On-off attack: In this attack, the attacker shows mix of 
behaviors, good as well as bad alternatively. In order to 
get mix reviews therefore remain undetectable and 
occasionally cause damage. 

Transaction 
Tx1  
TX2  
….. 

Block Header 
Version 

Prev_Hash 
Merkel root  
Timestamp 

 

Review Transaction 
R - Tx1  
R - TX2  

….. 

Block Header 
Version 

Prev_blk_Hash 
Tran_blk_Hash 

Merkel root  
Timestamp 
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In our protocol, there are two chains architecture, a 
separate chain is recording the reviews of every node in the 
network and NLP algorithm measure the overall trust level 
and analyze the legitimacy of every node in the step verifiers 
on every step in the consensus process. Therefore, any On-off 
attack can be easily reported. 

The reason for attackers to attack the system is 2-fold, they 
want to downgrade other nodes’ trustvalue to push up their 
trust in the network to get more chances to perform malicious 
actions.Other reason could be they want to damage the 
system. Our model discourages any kind of malicious activity 
and provide equal opportunities to all nodes to earn more 
positive reviews and increase their trust value in the network. 
It entirely works on the other node’s reviews and the nodes 
trust value to make every node act and behave honestly and 
consistently. 

VII. PRELIMINARY RESULTS 
This section will discuss the Proof of concept (PoC) for 

evaluating reviews which is done on by performing the 
sentiment analysis of reviews (Text) through NLP. Therefore, 
we used freely available on the standard Kaggle dataset. It 
consists of reviews (tweets) for six US based airlines. The 
tweet is the mix of positives, negative and neutral. However, 
our focus was on the positives and negative. The analysis was 
done on those tweets to find the most trustworthiness of 
airlines and exactly sample idea would be replicated in the 
proposed system. 

Sentiment analysis is performed to analyze the feeling and 
opinion about anything i.e., Text or image. Basically, it is used 
for decision making when you have multiple choices and you 
need to select the most reliable. 

A simple program has been written in python 
programming language using multiple NLP libraries and all 
the coding work has been done on Jupyter Notebook. 

The Fig. 6 illustrates the sentimental analysis of tweet for 
six US based airlines those are United, US airways, 
Southwest, Delta, Virgin America. The analysis is measured 
either positive and negative and the neutral category is 
discarded for this evaluation. In the figure x-axis presents the 
number of reviews (tweets) and y-axis shows the airlines. The 
figure illustratescomparatively their high number of negative 
and less positive for all the airlines. 

However, our focus is on the positives, and the southwest 
got the highest number of positive tweets and followed by the 
Delta andtheUnited. 

 
Fig. 6. Sentimental Analysis of Tweet for 6 US based Airlines. 

VIII. CONCLUSION 
To conclude, we propose a new PoRv consensus protocol 

to make blockchain more efficient, reliable, and scalable. In 
this protocol, we are utilizing the trustworthiness of node by 
empowering every node to post reviews for every other node 
on their previous behavior within the network. The trust may 
include the previous transactions and interaction with other 
nodes. An NLP algorithmis used to analyze the reviews and to 
calculate the trust value of every node. The trust value will be 
linked to every node to efficiently select the round leader node 
and that will increase the throughput with less latency.Node 
with most positive reviews will be selected as the round leader 
and canpublish new block to earn more positive reviews. The 
proposed protocol is designed on a 2-chain architecture that 
both chains are cryptographically linked to each other. The 
first chain is utilized to store the transaction whereas the 
second chain is used to store the reviews. The proposed 
system is found to be tolerant to some major attacks such as 
Sybil attack, bad-mouthing, and on-off attack. 

IX. FUTURE WORK 
The in-depth/detailed investigation and experiments of the 

proposed protocol is ongoing.The separate blockchainsare in 
the development phase based on the PoRv consensus protocol. 
Experiment/simulation are to be used to validate and verify 
the proposed protocol. The implementation and experiments 
on the proposed PoRv shall be published in the future papers. 
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Abstract—Mosques are worship places of Allah and must be 

preserved clean, immaculate, provide all the comforts of the 

worshippers in them. The prophet's mosque in Medina/ Saudi 

Arabia is one of the most important mosques for Muslims. It 

occupies second place after the sacred mosque in Mecca/ Saudi 

Arabia, which is in constant overcrowding by all Muslims to visit 

the prophet Mohammad's tomb. This paper aims to propose a 

smart dome model to preserve the fresh air and allow the 

sunlight to enter the mosque using artificial intelligence 

techniques. The proposed model controls domes movements 

based on the weather conditions and the overcrowding rates in 

the mosque. The data have been collected from two different 

resources, the first one from the database of Saudi Arabia 

weather's history, and the other from Shanghai Technology 

Database. Congested Scene Recognition Network (CSRNet) and 

Fuzzy techniques have applied using Python programming 

language to control the domes to be opened and closed for a 

specific time to renew the air inside the mosque. Also, this model 

consists of several parts that are connected for controlling the 

mechanism of opening/closing domes according to weather data 

and the situation of crowding in the mosque. Finally, the main 

goal of this paper has been achieved, and the proposed model has 

worked efficiently and specifies the exact duration time to keep 

the domes open automatically for a few minutes for each hour 

head. 
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I. INTRODUCTION 

Islam is the second largest religion after Christianity in the 
world, according to a study conducted in 2015 [1], Islam has 
1.9 million followers in the world, representing 24.8% of the 
world's population. 

Modern technology has become an influencing factor in 
our lives and has reached a stage that we cannot do without 
because it has become a common factor in the affairs of our 
lives in general. Among the most important aspects of the 
spread of technology in the modern era are techniques of 
artificial intelligence that stimulate the process of automating 
all areas of life to make it easier, faster, and more intelligent in 
adapting to the tremendous development that we are 
witnessing from time to time, as it has become an essential 
element in the field of learning, working, providing services, 
agriculture, trade, industry, and many others, which helped to 
improve results desired and achieving great benefits for 
employers with less time, effort and cost. 

Here comes our role as scientists to support the techniques 
of artificial intelligence to employ them as much as possible, 
so this paper considered using these technologies to solve the 
problem of overcrowding in mosques. The Islamic religion is 
considered the second most widespread religion in the world 
after the Christianity religion [1], and it is distinguished by 
special rites distinct from other religions, the most important 
of which is prayer, especially collective prayer in mosques, 
which means they need for mosques to spread in line with the 
large numbers of worshipers and provide a comfortable and 
clean place to perform the prayer Easily and conveniently. 
There are four million mosques scattered around the world [2] 
and it is equipped with the best hygiene and health protocols 
and this is what makes it one of the cleanest places in the 
world to perform Muslim prayers.  Among the most important 
of these mosques: 

 Al Masjid Al Haram [3]: It has high importance and 
priority for Muslims, located in Makah Al-
Mukarramah/ Kingdom of Saudi Arabia, it is the qibla 
of the Muslims and there is the honorable Kaaba which 
Muslims visiting it from all parts of the world to 
perform the Hajj and Umrah and one prayer in it equal 
to one hundred thousand prayers in other mosques. 

 The Prophet’s Noble Mosque [3]: No less important 
than its predecessor, where the Messenger of the Nation 
of Islam, Muhammad (peace and blessings of God be 
upon him) lived and was buried there with two of his 
companions (Omar and Abu Bakr - may God be pleased 
with them both) - located in Medina / Kingdom of 
Saudi Arabia, it is frequented by Muslims from all over 
the world to visit the tomb of the Prophet and the prayer 
in it is equivalent to 1000 prayers in others. 

In this paper, the focus will be on the Prophet’s Noble 
Mosque as a model that can be converted into a smart mosque, 
being one of the largest mosques in the world and the second 
holiest site in Islam after Al-Masjid Al-Haram in Mecca, 
which is the mosque that the Prophet Muhammad built in 
Medina after his migration in 1 Hijra next to his house [4]. 
The mosque has gone through several expansions throughout 
history, as it now covers 98,327 square meters for the building 
and 235,000 square meters for the surrounding squares [4], 
which can accommodate approximately 698,000 worshipers, 
and its expansion is ongoing to reach a capacity of 2.5 million 
worshipers [5]. The mosque building has many domes: the 
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green dome (main dome), 170 gray dome, and 27 moving 
domes, in addition to 10 minarets. 

As noted above, the mosque accommodates a huge number 
of worshipers, this means that an appropriate environment of 
moderate temperature and humidity must be provided to help 
prevent the spread of some viruses such as Coronavirus, 
especially that the mosque contains carpets, which is an 
appropriate environment for their transmit, which may cause 
the transmission of infections to worshipers, and also it can be 
noted that the mosque contains 27 moving domes, so it is 
possible to use these domes to achieve the goal of this paper, 
which is to improve the quality of air and humidity in the Holy 
Prophet’s Mosque by controlling the opening of domes to 
replenish the air and the sunlight entering the mosque building 
using Congested Scene Recognition Network (CSRNet) and 
Fuzzy techniques based on temperature and the number of 
worshipers in the mosque without the need for human 
intervention in this process. 

The idea came to address a problem in  previous research 
[6], as domes were opened depending on some weather 
factors, but a problem with temperature was observed so that 
domes did not open unless the temperature was between (16°-
27°), and given the extremely volatile climate in Medina, in 
case of high temperatures (more than 27°), the domes will 
remain closed even if the mosque needs ventilation, and also 
in very cold weather (less than 16°), it will remain closed, but 
in this paper, the number of worshipers was inserted to 
improve the work of domes in the required ventilation. 

The paper has organized as follows: Section II reviews the 
related work. Section III describes the materials and methods 
used to build the proposed model. Section IV discusses the 
results in detail. Finally, Section V discusses the conclusions 
and draws the future work. 

II. RELATED WORK 

As mentioned earlier, this research is an extension of a 
previously published paper [6] that aims to solve the problem 
of ventilation, allow sunlight to enter the mosque, and provide 
comfort for the worshipers, especially in times of congestion 
in mosques and the solution was by building a model for smart 
mosque domes using weather features and outside 
temperatures. Machine learning algorithms such as k-Nearest 
Neighbors (kNN) and Decision Tree (DT) were applied to 
predict the state of domes (open or close). The experiments of 
this paper were applied to the Prophet's Mosque in Saudi 
Arabia, which mainly contains twenty-seven hand-moved 
domes. Each of the machine learning algorithms was tested 
and evaluated using different evaluation methods. After 
comparing the results of both algorithms, the DT algorithm 
achieved 98% higher accuracy compared to 95% accuracy for 
the k-NN algorithm. The problem with this paper was in the 
element of temperature, as the domes do not open except in 
the area (16°-27°), even if the mosque needs ventilation. 

In [7] a neural network has been proposed to discover 
crowded scenes called (CSRnet) as it is one of the deep 
learning methods that can understand the very crowded scenes 
and make an accurate estimation of the count, consisting of 
two layers: a neural network as a front face and an expanded 

network for the back end, the authors made experimentations 
on four groups of images: (Shanghai Tech, WorldExpo 10, 
UCFCC50, UCSD), the results were so high that they reduced 
the error by 47.3% while improving by 15.4% compared to the 
previous methods that were applied to the same group of 
images. 

The author in [8] presented a conceptual model for heating 
and controlling air conditioning inside the home by applying 
the principle of fuzzy logic, microprocessors associated with 
sensors were used to sense the factors affecting ventilation in 
addition to a compressor and an air circulation fan, all of 
which were installed inside a building for testing. The 
proposed model aims to provide comfort and energy-saving by 
regulating the airflow to different areas of the house 
depending on the ambient and external temperatures in 
addition to the relative humidity as parameters according to 
the rule base, so that the outputs are a compressor speed 
setting (increase or decrease), adjust the fan speed (Increase or 
decrease), change the mode of the air conditioner to (hot, cold 
/ off), open or close the ventilation zone. Based on the analysis 
of the data collected and tested, a comfortable atmosphere was 
obtained throughout the house with the belief that energy use 
is very efficient. 

The author in [9] is an application of the Fuzzy logic in the 
field of agriculture and ventilation of greenhouses, the aim of 
which is to set the appropriate atmosphere for plant growth 
within greenhouses based on the close relationship between 
temperature and humidity using a physical model that works 
to decouple this relation in-between them to manage the 
internal climate while saving energy as a result of reducing 
When the engine is running, this system was simulated using a 
MATLAB so that the temperature was set to 20 Celsius at 
night and 28 Celsius in the morning with the adopted relative 
humidity (70%) to complete the ventilation process through 
entering the more humid air into the greenhouses to maintain 
the degree of Relative humidity, the study results were similar 
to the expected results, but more study is needed in detail 
during operation to verify energy saving. 

The authors presented in [10] a prototype of the crowd 
estimation system in Al-masjid Al-Haram, which helps in 
guiding the mosque’s visitors and managing the crowds in the 
place through visual representation in the form of a thermal 
map (i.e., crowd representation as a thermal block), this work 
was divided into two parts: 

 Explore the system's features, aspects, and design 
stages. 

 Preparing a short comparison between two textile-based 
techniques used to estimate the crowd: LPB & GLCM. 

The data used was collected through the mosque's cameras 
(Sa'i area between Safa and Marwa in particular) to analyze it 
to estimate the crowd density, then converted it into thermal 
maps to know the crowded places in the mosque so that it 
provides the opportunity for users to avoid these crowds or 
redirect to less crowded areas, for the results, The LPB 
algorithm yielded comprehensive results of 87.9%, especially 
for the top and side images. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 3, 2021 

303 | P a g e  

www.ijacsa.thesai.org 

The [11] aims to develop a logic-based smart ventilation 
system to control indoor air quality in pharmaceutical sites 
because  indoor air quality affects the pharmaceutical industry, 
production, and storage, including appropriate temperature, 
humidity, airflow, and the number of appropriate 
microorganisms, the proposed system works depending on the 
fuzzy inference system, where the ventilation system can 
control airflow and quality according to internal temperature, 
humidity, airflow and microorganisms in the air. The 
MATLAB Fuzzy Logic Toolbox was used to simulate the 
performance of the fuzzy inference system. The results 
showed that the temperature difference has less effect on 
controlling the position of the system but has a noticeable 
effect on air conditioning and fan speed. If the temperature 
difference corresponds to the "hot" organic function, the air 
conditioning and fan speed are set to the "medium" organic 
function, and the higher the temperature difference from 
"warm" to "hot", the air conditioning and the fan will increase 
the speed to "very fast" and the system efficiency can be 
improved by processing input and output parameters 
according to user requirements. 

In fuzzy ventilation control for zone temperature and 
relative humidity [12] first goal is to use free cooling and 
drying of available humidity due to the differences in the area 
and surrounding conditions and this is done by changing the 
ratio of fresh air that enters the heating, ventilation and air 
conditioning system and then the controlled area, while the 
other goal is to maintain the conditions of the region at a 
preferred control point located between the top and bottom 
turning points so that the upper and lower turning point 
boundaries and the preferred set point are adjusted for fuzzy 
ventilation control purposes to ensure occupant comfort. The 
HVAC plant becomes active when the fuzzy ventilation 
control strategy is unable to keep area conditions within the 
maximum and minimum points of the point. Simulation 
results were compared using a fuzzy ventilation control 
strategy with normal plant operation using PID controllers. 
This standard comparison was used to evaluate the benefits of 
using a fuzzy ventilation control strategy. The comparisons 
lasted for 52 weeks based on certain weather data that make 
sure of exposure to various ambient weather conditions, which 
result in it the ability of the HVAC station to operate between 
05:00 and 17:00 daily. 

The author in [13] proposes a physical model of 
greenhouse used in the Simulink / MATLAB environment to 
simulate the internal temperature and humidity as a 
mechanism for controlling air temperature and humidity in 
greenhouses. A fuzzy logic method was developed to control 
motors that are installed inside the greenhouse for heating, 
ventilation, humidification, and cooling to obtain a suitable 
local climate, the results showed a stable behavior of both 
temperature and humidity with a low rate of heating, 
ventilation, and humidification without the need to use a 
dehumidifier system to reduce energy consumption. 

In [14], a hybrid learning algorithm is proposed that 
represents a general model of the neural network for 
controlling fuzzy logic and decision systems. This model 
combines the idea of controlling fuzzy logic, the structure of 
the neural network, and learning capabilities in an integrated 

mysterious logical control system based on the neural network 
and the decision-making system especially in the speed of 
learning. 

The author in [15] suggested a self-adjusting Fuzzy PI 
controller in the HVAC air pressure control loop. Fuzzy Self-
Adjusting Console (STFPIC) online output measurement 
factor is modified by vague rules according to the current 
direction of the controlled process. The base rule is defined to 
set the resulting measurement factor to error and change the 
error of the controlled variable. Ziegler-Nichols PI tuner or 
PID controller works well around normal working conditions 
but tolerating it to processing parameter changes is highly 
affected. STFPIC has been used to overcome these 
shortcomings. Compared with the PID and Adaptive Neural 
Controls (ANF), simulation results show that STFPIC 
performance is better under normal conditions as well as when 
the HVAC system encounters major differences in parameters. 

The [16] analyzed the dynamics of the crowd for visitors at 
the Prophet’s Mosque during the most saturated period to 
describe the most dangerous conditions and suggest technical 
solutions to accommodate visitors and provide them with a 
safe passage. The main purpose of the statistical analysis in 
this study is to investigate the current numbers of visitors to 
the Prophet’s Mosque and prepare administrative plans for 
future expansion to accommodate the expected number of 
visitors within specific sites in the mosque. Data was collected 
by performing an actual count of visitors from the videos and 
recorded images taken by the legal authority during the holy 
month of Ramadan and the month of Dhu al-Hijjah and during 
the busiest hours of the day such as the time of entry from the 
Peace Gate to the Prophet Mohammed’s tomb and from the 
tomb to the exit from the Baqi Gate. This study provides 
reasonable information on the crowd dynamics that can be 
adopted by any responsible crowd management authority 
aiming to accommodate a large number of visitors during the 
busiest seasons without causing any harm to visitors. The 
results of this study are expected to help improve crowd 
management in the mosque. 

III. METHODOLOGY 

In this section, the methods and materials will be described 
and discussed through showing the implementation of the 
counting people technique using the Congested Scene 
Recognition Network (CSRNet) algorithm and build the fuzzy 
control system by using the data weather [17], also an 
example for the whole system will be proposed. 

This system consists of several parts that connected for 
controlling the mechanism of opening/closing domes 
according to weather data and the situation of crowding in the 
mosque, in general, the following tools and techniques are all 
we need to build the model that have proposed: 

 Camera: First, a camera with high specifications and 
quality is needed to take pictures from all parts of the 
mosque to later analyze these images using the 
algorithm CSRNet and get the desired result which is 
the approximate number of worshippers, which is 
available in the Prophet's Mosque and can be used. 
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 Rainfall Sensor 3864:  It should be placed at the top of 
the dome to predict precipitation accurately and 
reliably, this type is lightweight, frost-proof, and heat 
resistant [18], which is good to detect rainfall in real-
time and force domes to close. 

 DHT22 SENSOR: It is used for measuring temperature 
and humidity [19]. It uses a capacitive humidity sensor 
and a thermostat to measure the surrounding air. This 
sensor is cost-effective, provides low power 
consumption, good for -40 to 80°C temperature 
readings with ±0.5°C accuracy, and up-to 20meter 
signal transmission is possible. 

 ARDUINO UNO: The microcontroller used here is an 
Arduino UNO [20]. The UNO is a microcontroller 
board based on ATMEGA 328P. The ATMEGA 328P 
has 32kB of flash memory for storing code. The board 
has 14 digital input and output pins, 6 analog inputs, 16 
MHz quartz crystal, USB, an ICSP circuit, and a reset 
button. The UNO can be programmed with the Arduino 
software. 

 Steel Rails: It should have the ability to withstand 
friction caused by moving the domes, where domes are 
placed on these tracks to move in one direction to be 
opened/closed (Fig. 1). 

The images have taken from all over the mosque through 
the cameras distributed inside it. Then these images enter in 
the worshiper numbers predicting system using the captured 
images (CSRNet) techniques are applied, and then the 
congestion percentage in the mosque is calculated by dividing 
the number of worshipers on the capacity of the mosque. At 
the same time, rainfall and weather statuses are detected, and 
if there is rain, the domes are closed, else the weather statuses 
are entered along with the congestion rate into the fuzzy 
control system and the rules and relationships between the 
different data are built and then the dome is opened for a 
specific period, based congestion rate and weather factors. 

A. Data Set 

For the data of this research, it consists of two groups as 
follows: 

1) Weather data set: It represents information about the 

weather conditions in the Kingdom of Saudi Arabia, obtained 

from the Kaggle.com website [17], represented by 249024 

rows and 15 columns that is contained data for all the cities of 

Saudi Arabia, the hourly changing weather from 2017 to 2019, 

the columns are: date, hour, minute, day, temperature, 

humidity, wind strength, barometer, and visibility. 

2) A set of pictures: to predict the number of worshipers 

in the mosque: It is a group of pictures that are taken and 

analysed through a CSRNet algorithm to predict the 

approximate number of worshipers at the mosque. A group of 

images was obtained from the Shanghai Technology Database 

[21] to train the model on it. 

 

Fig. 1. Proposed Model of Fuzzy Control. 

B. Building the CSRNET Model 

Convolutional Neural Network (CNN) is one of the deep 
learning techniques and one of the types of the feed-forward 
neural network, depends on simulating the biological 
processes occurring in the visual lobe in the brain of living 
organisms and is used to solve computer vision problems in 
artificial intelligence and digital image processing and consists 
of an input layer, hidden layers, and an output layer [22], [23], 
[24], and to find the optimal solution and larger values of the 
real results the  Back propagation technology is used in 
calculating the error rate each time and trying to reduce it. 

To recognize the number of people in the images, the 
python programming language will be used to build the 
crowding detection algorithms using CSRNet algorithm. 
Where the proposed model firstly predicts the number of 
worshipers in the mosque by analyzing the group of images 
that will be taken hourly for the different parts of the mosque 
and then calculating the approximate total number of 
worshipers using CSRNet algorithm. 

CSRNet algorithm is a technique for crowd counting by 
estimating the number of people in an image. It is Convolution 
Neural Networks (CNN) based methods, which are building 
an end-to-end recession method using CNNs Instead of 
looking at the spots of an image. Furthermore, it takes the 
entire image as input and directly outputs the number of 
crowds. CSRNet publishes a deeper CNN to catch high-level 
features and produce high-quality density maps without 
expanding the network complexity. CSRNet uses VGG-16 at 
the front end because of its strong transfer learning ability [7]. 
The output size from VGG is ⅛ of the original input size. 
CSRNet also uses dilated Convolution layers in the back end. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 3, 2021 

305 | P a g e  

www.ijacsa.thesai.org 

C. Ground Truth Preprocessing 

In this part, to achieve the pre-processing step some 
important libraries like (torch, SciPy) will be used. Also, to 
build a two-dimensional density map for ground truth, the 
Gaussian kernel will be used to compute the real values of the 
people in each image in the dataset [21] bypassing the values, 
where the dataset contain the values, and these values 
consisting of the head annotations in that image, and the 
Gaussian filter and tree with k= 4 will be used. 

D. Implementation and Results of CSRnet Algorithm 

GPU was used to build the model by using the Cuda 
function in Python and to build the CSRNet model like [7], the 
straightforward way and end-to-end structure will be used. 
Also, a VGG-16 network with only use 3 × 3 kernels will be 
used for the front-end. For training phase. The accurate 
weights trained by the authors in [7] will be applied, and to 
show the accuracy of the results, it will be compared with the 
ground truth. CSRNet algorithm was tested on the Shanghai 
dataset [21] and get the results shown in Fig. 2. 

 

Fig. 2. Result of Counting People using CSRnet Algorithm. 

Due to the difficulty of obtaining the number of 
worshippers inside the mosque, the algorithm was applied on 
the Shanghai Tech dataset (the same mechanism for any 
images). In Fig. 2, the image on the right shows that the actual 
number of people is 258, and after applying the CSRNet 
algorithm with the weights shown previously [7], an 
approximate number of 267 people was achieved. For the 
second image, the number of people in the original image is 
662 and while an approximate number is 453 was achieved. 
Since an estimated percentage number of worshipers is needed 
in the mosque, it does not matter if it is 100% accurate for the 
proposed system. The previous results can be adopted, and the 
number of worshipers can be converted to a percentage. 

E. Moving the Domes using Fuzzy Control 

Fuzzy logic is a form of knowledge representation used in 
areas where concepts are difficult to define precisely, and 
which depend on their context for their understanding [25], 
where the Fuzzy Logic was introduced by Lotfi Zadeh and 
Berkely in 1965. 

Fuzzy Linguistic Variables are used to represent qualities 
spanning a particular spectrum. Fuzzy Control combines the 
use of fuzzy linguistic variables with fuzzy logic. It is 
represented based on the inputs, outputs, and Disjunction and 
Conjunctions within specific rules. And it includes several 
basic steps such as fuzzification: to Calculate Input 
Membership Levels and fuzzification: to Constructing the 
Output and Find centroids (when the Location where 
membership is 100%). 

Fuzzy logic is one of machine learning algorithms, which 
is used in the case of relative data, so that the values are not 
specified as the terms that humans use [26], so the computer 
cannot deal with it, as if the data are vague, such as cold, hot, 
very cold, wet, and very humid, for such values are not 
considered clear and cannot be determined, so the data are 
divided into fuzzy sets, for example, it can be described as less 
crowded, very crowded or moderate crowding. All of them are 
not specified, but it can be determined by making the category 
of 5-10 people less crowded and from 30-60 very crowded, in 
case the area of the place is small and so on. 

F. Building the Fuzzy Model 

In this section, the crowding of worshipers in the mosque 
area has represented using a Linguistic Fuzzy term set of three 
labels (no crowd, Medium crowd, and crowd). The three 
Labels were divided into percentage of 0 to 100 as follows 
(see Fig. 3): 

 0-30% (No Crowd): In this case, the ratio of the number 
of worshipers is calculated with the capacity of the 
mosque, and if it is below 30% it is represented that 
there is no crowding. 

 25-75% (Medium Crowd): In this case, if the ratio of 
the number of worshipers to the capacity of the mosque 
is between 25% and 75%, then the case is medium 
crowding. 

 70-100% (High Crowd): In this case, if the ratio of the 
number of worshipers to the capacity of the mosque is 
more than 70% then the case is crowd. 
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Fig. 3. Linguistic Fuzzy Term Set of Three Labels for Crowding. 

As a result of image processing according to the above 
proportions, the total number of worshipers in the mosque 
have achieved. Then, the weather and temperature conditions 
have obtained to determine the appropriate cases for opening 
the domes. The weather conditions were divided into two 
labels (Rain and outlook) as follows (Fig. 4): 

 (0° and 24°): represents the minimum and maximum 
temperatures for rainy conditions. 

 (7° and 47°): represents the minimum and maximum 
temperatures for moderate climates. 

 

Fig. 4. Linguistic Fuzzy Term Set of Two Labels for Weather Status. 

The weather result, combined with the results of image 
analysis, are inputs that define the state of the dome opening 
and the time needed per second to conduct the necessary 
ventilation to the mosque as follows (see Fig. 5): 

 State (0): The dome remains closed, and this state 
working if it was raining. 

 State (0-120): The dome opens for a short period, and 
this state working if the weather was good and there 
was no crowding. 

 State (90-210): The dome opens for a medium period, 
and this state occurs if the weather was good, and 
crowding was medium. 

 State (180-300): The dome opens for a long time, and 
this state occurs if the weather was good and there was 
high crowding. 

 

Fig. 5. Linguistic Fuzzy Term Set of Four Labels for Dome’s Status. 

After train the model according to the inputs from the 
weather data and the number of worshipers, the following 
rules have been generated (see Fig. 6): 

 Rule 1: in this case, when only if the weather status is 
“Rain” then we must close the domes (time to open the 
domes is 0 so the result is “stop”). 

 Rule 2: in this case, when the weather status is 
“Outlook” and the status of a crowd is “no crowd” then 
the time to keep the domes open must be “short”. 

 Rule 3: in this case, when the weather status is 
“Outlook” and the status of a crowd is “Medium 
Crowd” then the time to keep the domes open must be 
“medium”. 

 Rule 4: in this case, when the weather status is 
“Outlook” and the status of a crowd is “Crowd” then 
the time to keep the domes open must be “Tall”. 

 

Fig. 6. Generated Logical Rules for Dome’s Status. 

IV. RESULTS AND DISCUSSION 

The computations involving fuzzy sets, linguistic models, 
and CSRnet have done using Python programming language. 
The weather dataset used for the experiments has obtained 
from Saudi Arabia's weather history on Kaggle website [20]. 
The detailed description of the dataset, implementation details 
about the linguistic terms were discussed in the previous 
sections. 

In this section, the results will be discussed in detail. As 
mentioned in the earlier section, two inputs “weather status 
and crowding rates”, and one output “dome status” have been 
generated. However, to achieve the aim of this work, the 
proposed model should be tested by combining the previous 
inputs with taking into account the proportions for each 
attribute and linking them with the output. 

The following scenario has been tested assuming that the 
crowding rate of the mosque with the worshippers in the 
mosque is 72%, and the temperature recorded 30° (see Fig. 7, 
Fig. 8, and Fig. 9). 
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Fig. 7. Crowding Rate of the Mosque with the Worshippers is 72%. 

 

Fig. 8. Weather Status when the Temperature is 30°. 

 

Fig. 9. Testing Scenario for the Proposed Model. 

The previous Fig. 7 shows the crowding rate of the 
mosque with the worshippers when it is 72%, while Fig. 8 
shows the weather status when the temperature is 30°. In 
Fig. 9 both the crowding rate and the temperature degree were 
combined and represented as inputs, and according to the 
previously generated rules (see Fig. 6), the exact period during 
which the domes must be open every hour head can be 
determined, as in the proposed scenario, this relationship 
intersected with both the time (medium and tall) so the 
relationship will be presented in the minutes and according to 
the inputs the domes will open for 3.04 minutes. 

It can be concluded from the previous scenario that the 
exact time for opening and closing the domes can be specified 
when the crowding rate and the weather conditions are defined 
using Congested Scene Recognition Network (CSRNet) and 
Fuzzy techniques. 

V. CONCLUSION AND FUTURE WORK 

Since the spread of mosques is increasing, as well as the 
technological development in a permanent race over time, it 
became necessary to coordinate the development of mosques 
and technological development to match each other, thus the 
availability of a comfortable environment during worship and 
approach to Allah. Today we are in the age of using latest 
technologies in everything, based on this principle a proposed 
model for the smart dome was presented as the beginning of 
the computerization of mosques. The Prophet's Mosque was 
adopted to apply this model, knowing that it can be applied to 
any mosque provided the necessary materials and techniques. 

The proposed model has built by Congested Scene 
Recognition Network (CSRNet) and Fuzzy techniques using 
Python programming language to control the domes to be 
opened and closed for a specific time to renew the air inside 
the mosque. The proposed model has worked efficiently and 
specifies the exact duration time to keep the domes open for a 
few minutes for each hour head. This research came as an 
extension of previous published research [6] with more 
modifications and improvements to it, and promising results 
have been obtained in this work. 

As an extension to the model proposed, more factors that 
affect the dome status might be added to have more accurate 
results to control the dome movement. Also, different machine 
learning Algorithms can be applied [27], [28] and deep 
learning. 
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Abstract—Crimes occur all over the world and with regularly 

changing criminal strategies, law enforcement agencies need to 

manage them adequately and productively. If these agencies have 

prior data on the crime or an early indication of the eventual 

felonious activity, it would encourage them to have some strategic 

preferences so that they can deploy their restricted and elite 

assets at the spot of a suspected crime or even better explore it to 

the point of anticipation. So, integration of social media content 

can act as a catalyst in bridging the gap between these challenges 

as we are aware of the fact that almost all our population uses 

social media and their life, thoughts, and, mindset are available 

digitally through their social media profiles. In this paper, an 

attempt has been made to predict crime pattern using geo-tagged 

tweets from five regions of India. We hypothesized that publicly 

available data from Twitter may include features that can 

portray a correlation between Tweets and the Crime pattern 

using Data Mining. We have further applied Semantic Sentiment 

Analysis using Bi-directional Long Short memory (BiLSTM) and 

feed forward neural network to the tweets to determine the crime 

intensity across a region. The performance of our prosed 

approach is 84.74 for each class of sentiment. The results showed 

a correlation between crime pattern predicted from Tweets and 

actual crime incidents reported. 

Keywords—Crimes; social media; Twitter; BiLSTM; semantic 

sentiment analysis 

I. INTRODUCTION 

With the upsurge of online media, the web has become an 
energetic and enthusiastic domain wherein billions of people 
all around the globe associate, offer, post and share their daily 
activities. Data which is generated by Social Networking Sites 
is an extremely large data which is growing exponentially at an 
unprecedented pace. Mountains of raw data is generated daily 
by individuals on these social networking sites [1]. These sites 
have changed our lives drastically and their impact on society 
cannot be overlooked. Facebook, Instagram, and, Twitter are 
the most popular social net-working sites with 2.5 billion, 
1 billion and, .336 billion users respectively all over the world 
and 241 million, 40 million and 37 million users respectively in 
India. These numbers vary every day and this rapid growth in 
the volume of users has provided the predictive ability in 
extensive fields such as personality prediction [2], stock market 
trends [3], election results [4], the box office performance of 
movies, etc. [5]. Social media allows its users to share their 
apprehensions, ideas and daily activities on the web. This 
shared content by the individuals when joined together 
provides a rich resource of naturally occurring data. Status 
updates from Facebook, tweets from Twitter and pictures from 
Instagram provide information about the social behavior of its 
users. Our enchantment to social media has grown in the last 

decade to the pinnacles which can only be compared to the 
billions they have been valued for. Its growth and impact is 
unparalleled, to say the least. While they have developed into 
different entities, their usefulness and social impact have 
always been a subject of debate. The influence can be judged 
from the fact that the fake news travels or gets viral faster than 
the real and valuable information. This effect has only 
increased and sometimes does get morphed into something 
unpleasant and hostile, where these interactions have gravitated 
towards the unconstructive side of things which includes 
bullying, trolling, stalking, social media trials etc. This impact 
is also tipping the scale towards more and more pessimism. 

The present crime prediction models commonly depend on 
relative static highlights including long haul verifiable data, 
topographical data, and, segment data. This data changes 
gradually after some time, which means these conventional 
models couldn't catch the transient varieties in criminal 
activities [6]. The primary downside of these models is that 
they diminish the social setting to verifiable criminal records 
while disregarding information on the social conduct of the 
users of available on social networking sites including the 
victim and the criminal as keeping an on eye the social 
behavior information of an enormous society is a difficult and 
challenging task [7]. 

Twitter is picked over other online social media sites 
because it is one of the most popular micro-blogging sites for 
its political potential value and transparency and the way that 
anybody can get to geo-tagged tweets created in a given region 
or territory. Moreover, people are very vocal about their views 
and opinions and do not hesitate to express them through their 
tweets. So, this research is inspired by the fact that the 
enormous data available on these sites can be used to bring out 
a significant amount of information for the administration and 
law authorities which will eventually be used to predict 
criminal behavioral patterns. 

In this paper, an attempt has been made to predict crime 
pattern using geo-tagged tweets from five regions of India. We 
hypothesized that publicly available data from Twitter may 
include features that can portray a correlation between Tweets 
and the Crime pattern using Data Mining. We have further 
applied Semantic Sentiment Analysis using BiLSTM and feed 
forward neural network to the tweets to determine the crime 
intensity across a region. BiLSTM is a variant of LSTM and is 
more powerful than LSTM as it overcomes the problem of 
gradient explosion that occurs in LSTM. The results showed 
correlation between crime pattern predicted from Tweets and 
actual crime incidents reported. Fig. 1 shows framework of the 
proposed research. 
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Fig. 1. Framework of the Research. 

This paper is organized as follows: After brief introduction 
in Section I, Section II provides a summary of related works in 
area of crime Prediction using data from social networking 
sites. Section III gives the description of the data set and 
process of data acquisition. Section IV describes the proposed 
approach, which is followed by Section V, where performance 
of the classifier on various evaluation metrices is presented. 
Section VI and Section VII presents correlation analysis and 
hypothesis testing, respectively. Finally, we have concluded 
the paper with some future work guidelines in Section VII. 

II. RELATED WORKS 

Recent studies have attempted to fit in data from Twitter 
into their predictive models for crime assessment. The purpose 
of integrating Twitter data for crime prediction is to take into 
account significant amount of information available on Twitter 
about the social conduct and mobility of the users. Geber [8] is 
the first one to introduce social media content to model crime 
prediction. To address the use of tweet content in determining 
the crime pattern of a particular location, Geber used latent 
Dirichlet allocation on tweets that showed an improvement on 
models using conventional historic data as crime predictors for 
stalking, criminal damage and gambling. Even though, it is the 
foremost study to examine tweet text, Gerber’s use of LDA is 
challenging given that it is an unsupervised technique, which 
meant correlation between word clusters and the crimes are not 
driven by previous theoretical insights. This resulted in 
correlations that seemed comparatively worthless. Wang et al. 
[9] extracted event-based topics from real time tweets to 
predict hit-and-run incidents in Virginia. Even though their 
approach was novel, the source of data was limited to a set of 
manually selected news portals and the massive amount of 
information backed by the citizens was neglected. 

Chen et al. [10] utilized the sentiment in Tweets together 
with weather data in KDE for predicting the time and location 
of the theft. However, their study was restricted to spatial 
information such as weather data for specific time and location 
Brandt et al. [11] studied the relationship between mobile 
populations as recorded by Twitter’s geotagging facility and 
the location of different types of crime. They concluded the 
absence of tweets was predictive of assaults and thefts. 
Similarly, Malleson et al.[12] have used a number of 
geographic analysis methods to model crime risk using tweets 

for mobile populations. The main drawback of these studies 
was that tweet text was not taken in consideration, instead 
focusing purely on geolocation data. It was also concluded that 
KDE is a location dependent technique cannot be easily 
generalized. There may be some type of crime that does not 
occur in the vicinity of previous locations and incidents and the 
population of an area can change frequently. 

In addition to the above studies, sentiment analysis has also 
been a key instrument in Crime detection and prevention. 
Zainuddin et al. [13] applied sentiment analysis to crime 
related tweets through the use of model that was based on 
Natural Language Processing techniques and SentiWordNet, 
the model had the capability to detect the subjectivity of crime 
and then predicted crime through hate tweets. Machine 
learning algorithms has also been used to solve the task of 
sentiment analysis of Tweets [14][15]. Pang et al. [16] 
performed a comparative study involving algorithms such as 
Naïve Bayes, Support Vector Machine and maximum entropy 
to determine sentiment polarity for movies reviews. These 
studies were effective but ignored the ignored the semantics to 
capture the meaning of the tweets. 

In this paper, we have tried to overcome the drawback of 
above studies by collecting real time tweets for a period of 21 
days across five regions of India to capture dynamic movement 
of the user. Further, we have used combination of BiLSTM and 
feed forward neural network to find sentiment polarity of the 
Tweets. The strength of BiLSTM is that it provides extra 
training by traversing the text twice from left to right and right 
to left ,there by extracting the semantics of the words in context 
of the information preceding and succeeding it and therefore 
can capture long term contextual dependencies and global 
features from the sequential text. 

So, keeping in view the various trends of research carried 
out using social media in particular Twitter, it needs no 
mention that social media mining is an important area of 
research and by the application of various data mining 
techniques can generate very impressive and interesting 
patterns as well as outcomes which can be analysed, 
interpreted and can be used for the benefit of the society 
especially in crime Prediction and detection and in the scenario 
of evolving protest and riots. Table I lists some of the 
important works done in area of crime Prediction using tweets. 
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TABLE I. LISTS SOME OF THE IMPORTANT WORKS DONE IN AREA OF CRIME PREDICTION USING TWEETS 

Author Application Technique used Dataset Used Evaluation results 

Geber(2014)[8] 

Twitter-based model for 
crime trend prediction to 

determine crime rates in 

the prospective time frame. 

Text analysis- filtering including 

stop word reduction and low-

frequent term reduction 
Predictive analysis-linear support 

vector classifier 

Historic tweets were collected 

from Chicago city for a period  
of three years combined with  

other datasets such as 

unemployment rates and 
weather conditions. 

Results revealed correlation 
between features extracted from 

content as content-based 

features and the crime trends.  

Wang et al. 
(2012) 

[9] 

Twitter based criminal 
incident prediction on Hit 

and Run cases. 

 Text analysis-Semantic Role 

 Labelling (SRL) and Dirichlet  
 allocation 

Predictive analysis-linear  

modelling 

Real-time Tweets using Twitter API 
F1 score-80%of verbal SRL 

and 72%of nominal SRL 

Chen et al.(2015) 

 [10] 

Twitter based model for 

time and location 
prediction in which 

specific type of crime will 

occur. 

Text analysis-Sentiment Analysis 

by the lexicon-based method 

Predictive analysis-linear 
modelling via logistic regression 

Comparative analysis- hot spot 

mapping with kernel density 

estimation(KDE) 

GPS tagged tweets from 

 Chicago city of US; combined with 

weather data and historic crime data 
from Chicago 

Performance measure -Area 
Under Surveillance 

Curve(AUC) 

Predicted AUC-0.67 
Actual AUC-0.66 

Error-1.5% 

Aghababaei et al. 
 (2016) 

 [17] 

Twitter based criminal 
incident prediction on 25 

types of crime. 

Text analysis-statistical 
language processing and 

spatial modelling 

Predictive analysis-logistic 
regression 
Comparative analysis- hot spot 

mapping with kernel density 

estimation(KDE) 

Geo-tagged tweets from  
Chicago city of US and historic 

criminal data. 

Of the 25 crime types, 19 

showed improvements in Area 
Under Surveillance Curve 

(AUC) when adding twitter 

topics to the KDE-only model. 

Almehmadi 

(2017) 
 [18] 

Twitter-based model to 
predict crime by analysing 

language usage in Tweets 

as a valid measure. 

Text analysis-WEKA and Ranker 

algorithm 
Predictive analysis- SVM classifier 

was used to classify the data to the 

proposed class: offensive or non-
offensive language 

GPS tagged tweets were collected 

from Houston and New York for 
three months. 

 With a binary SVM classifier, 

96.19% correct classification 
accuracy was achieved. Results 

show accuracy by class for 

cross-validation with ROC 
77%.  

Ristea (2018) 

 [19] 

Twitter based opinion  
mining and spatial crime 

distribution for hockey 

events in Vancouver. 

Spatial clustering, opinion mining 

and regression analysis was used 

in order to find meaningful 
explanatory variables for crime 

occurrences. 

Crime data for Vancouver was 

obtained from Vancouver Open 

Data Catalogue. Geo-referenced 

tweets were obtained using the 
Twitter Streaming Application for 

2014-2016 i.e. for two hockey 

seasons. 

Results showed the influence of 

social media text analysis in 
describing the geography of 

crime along with the 

importance of additional 
criminogenic factors 

Siriaraya et al. 
(2019) 

[20] 

Twitter based crime  

investigation tool that 
provides contextual  

information about crime  

incidents by  
visualizing spatial and  

time-based characteristic 

s of a crime. 

 Various tweet vectorization 

strategies (pre-trained word 
vectors from the GloVe model4 , 

Doc2Vec etc.) and classification 

models (Logistic Regression, SVM 
etc.) were used to investigate the 

performance in classifying 

negative tweets. 

Geo-tagged tweets were collected 
for a period of one year from San 

Francisco. 

The results showed that using 

the GloVe model to represent 

the tweet words and the linear 
kernel SVM to perform binary 

classification resulted in the 

best performance (a stratified 5 
fold-cross validation showed an 

F-score of 0.80 as opposed to 

0.70 for the SVM-Doc2Vec 
model) 
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III. DATASET DESCRIPTION 

We began our research by identification of five regions of 
India; determined by Nation Crime Records Bureau as per 
prevailing crime rate. They are Uttar Pradesh, Madhya 
Pradesh, Maharashtra, Bihar and Delhi-NCR. Then, we 
collected crime related Tweets from Twitter and crime data 
from various national and local online news portals and 
NCRB1 from 2 December 2019 to 22 December 2019. Crime 
against women, Crime against children, Murder, Suicide, 
Cyber Crime and violence due to riots and protests were six 
categories of crime for which data has been collected. 

To extract the data from Twitter, we need to create an 
account on Twitter. Then, Twitter requires its users to register 
an application. This application authenticates our account and 
provides the user a access token and consumer key which then 
can be used to connect with twitter and download tweets. 
Crime related and Geo-tagged real-time tweets were collected 
from above mentioned Indian regions using geo-tag filter of 
Twitter Streaming API. 

We ran the data collection process which resulted in over 
30,000 tweets from 512 users in our database shown in Fig. 2. 
This data contains information such as user ID, the screen 
name, number of followers, date, the tweet itself, device used 
to post the tweet source, the user-defined location, coordinates, 
agender, retweets and user mentions. 

 

Fig. 2. Distribution of Tweets Day-wise from Five Regions across India. 

An English language filter was applied and 29 different 
keywords were used while streaming real-time Tweets. Tweets 
were collected using a keyword search strategy [21]. Keywords 
used to identify a specific crime type were rape, dowry, 
abduction, kidnapping, child labor, depression, anxiety protest, 
etc. are listed in Table II. The Tweets were extracted in JSON 
format imported to a pandas Data frame in Python and were 
finally downloaded in CSV file format. We extracted the 
tweets using the geo-tag filter option of Twitter’s streaming 
API and bounding box. Tweets were then clustered on the basis 

                                                           
1National crime records bureau https://ncrb.gov.in/en 

of similarity i.e. crime type and location using K-means 
clustering and Jaccard Distance metric to make them organized 
as shown in Fig. 3. 

TABLE II. KEY WORDS 

S. No. Crime Type Key Words 

1. Crime against women dowry,rape,assault,abduction,metoo 

2. Crime against children kidnapping, child labor, minor 

3. Murder kill, gun, shot, arms, murder 

4. Suicide Depression, suicide, anxiety 

mentalhealth 

5. Cybercrime fraud, stalking, trolling, bullying 

6. 
Violence due to 
protest and riots 

antiCAA, anti-NRC, hateIndia, protest ,justice, 
violence, riots 

 

Fig. 3. Tweets Clustered on the basis of Crime Type and Location. 

Once the tweets were collected, NLTK2 package with pip 
package manager in Python was used for processing text in 
tweets. The steps include removal of extra places, URL, stop 
words, tokenization which refers to dividing the text into a 
sequence of words and lemmatization i.e. reducing different 
types of words with similar meaning with their root. Tweets 
were then embedded into vector form using word2vec vectors 
using Google News vectors for obtaining vector 
representations of words with Skip-gram architecture. 

IV. SEMANTIC SENTIMENT ANALYSIS 

We have used BiLSTM and feed forward neural network as 
shown in Fig. 5 to determine the sentiment polarity of the 
tweets. Conventional RNNs can only process the data in one 
direction and none of the attention is given to process future 
information. To overcome this limitation, the concept of 
Bidirectional RNN came into existence. Bi-directional RNN 
has the ability to traverse the data in both directions with 
different hidden units acting as forward layers and backward 
layers. Bidirectional LSTM (Bi-LSTM) was introduced by 
Graves et al. [22] combining Bidirectional RNN with LSTM 

                                                           
2 https://www.nltk.org/book/ch01.html 
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cell. The output of forward states is not used as an input for 
backward states and vice-versa in BiLSTM thus, overcoming 
the problem of gradient explosion. 

 Sentiment1403 data set from Kaggle has been used to train 
our Classifier. It contains 1.6 million tweets extracted using the 
Twitter API. The tweets have been annotated as negative, 
positive and neutral with respective sentiment scores and they 
can be used to detect sentiment of the brand, product, or topic 
on Twitter .The input to the BiLSTM is set of word vectors 
W={w1, w2…… wn}. At each step from i….n, a forward Long 
Short Memory (LSTM) takes the word embedding of word wi 
and previous state as inputs, and generates the current hidden 
state. A backward LSTM reads the text from wn to wi and 
generates another state sequence. The hidden state hsi for word 
wi is the concatenation of hsi vector forward and hsi vector 
backward thereby capturing the semantics of the word in 
context of the information preceding and suceeding it . The 
output of BiLSTM is fed into the feedforward neural network. 
Finally, the probability of a tweet ti belonging to a sentiment 
class S is obtained using Softmax function  

 𝑝(𝑡𝑖|�̂�) =
exp(𝛽𝑖

𝑇�̂� )

∑ exp(𝛽𝑗
𝑇 �̂�)

𝑆

𝑗=1

 

where βi (weight vectors)are parameters in SoftMax layer. 
The activation function for neural network is ReLU. In order to 
prevent the over-fitting in the training process and co-
adaptations of units, dropout of 0.5 is applied. 

HYPERPARAMETERS 

Epochs  

Learning rate  

Optimizer 

Max length 

Dropout 

Batch size  
Nodenum 

Vector size 

50 

10-3  

Adams 

148 

0.5 

64 
128 

300 

The output from this sentiment analyser in the form of heat 
map and corresponding sentiment score is shown in Fig. 4. In 
the heat map, intensity of blue colour shows the accumulated 
sentiment of Tweets on a particular day. Tweets that were 
categorized as Negative (dark blue) were identified as 
contributing to the crime intensity of that place. 

                                                           
3 https://www.kaggle.com/kazanova/sentiment140 

 

Fig. 4. Heap Map and Corresponding Sentiment Score during Observed 

Time. 

V. EVALUATION METRICES 

We have evaluated our classifier on various metrices. 
Precision, Recall, and F-score have been used for assessing the 
performance of the proposed model by finding the Confusion 
Matrix which contains information about actual and predicted 
classifications done by a classification system. The 
performance of classifier shown in Table III has been 
calculated by taking the average of the three metrics for each 
class of sentiment. 

Precision =True Positive/ (True Positive + False Positive) 

Recall = True Positive / (True Positive + False Negative) 

F1-Measure= [2*(Precision*Recall/(Precision+ Recall) 

TABLE III. PERFORMANCE OF THE CLASSIFIER 

Positive Sentiment 

Precision Recall F-Measure Performance 

91.54 92.82 92.18 92.18 

Neutral Sentiment 

Precision Recall F-measure Performance 

80.70 82.10 81.39 81.39 

Negative Sentiment 

Precision Recall F-measure Performance 

78.30 83.30 80.72 80.77 
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Algorithm 

 

Input: Sentiment140( Ttrain), Real-time Crime Related Geo-tagged tweets 

Output: Probability of Tweet belonging to sentiment class s 

 

Step1 : Install dependencies tweepy, tensorflow, keras 

Step 2: Import packages os, json pickle, numpy, myplot 

Step 3: Authentication with twitter using acess keys and tokens 

Step 4: Extract Tweets using Twitter Streaming API using geo-filter and keyword search strategy 

Step 5:Cluster the Tweets on basis of similarity using Jaccard distance. 

Step 5: :Obtain the set of word vectors t={w1, w2………wn} using word2vec from Google News 

Step 6: Process the tweets using NLTK package and prepare the data for model fitting 

Step 7: Initialize BilSTM model hyperparameters 

Step 8: For each sentence t ∈ Ttrain 

 Generate expression sequence and output eigenvector hs={hs1,hs2….hsn} through BiLSTM  

 The output of BilSTM is fed to feed forward neural network 

 Apply Back propagation algorithm to adjust model parameters and word vectors; 

 Apply activation function Softmax to calculate the output probability of Tweet belonging to sentiment 

class S. 

  𝑝(𝑡𝑖|𝜃) =
exp(𝛽𝑖

𝑇�̂� )

∑ exp(𝛽𝑗
𝑇 �̂�)

𝑆

𝑗=1

 

 Step 9: For each t ∈ Ttest 

 Classify the sentiment polarity of the real time tweets using trained model. 

 

 

Fig. 5. Working of Sentiment Analyser. 
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VI. CORRELATING CRIME AND TWEETS 

We have used Pearson’s correlation coefficient (r) as a 
statistical measure of the strength of a linear relationship 
between predicted crime pattern (Fig. 7) from tweets and actual 
crime reported by news portals and media (Fig. 6). The 
correlation(r) between crime predicted and crime reported is 
shown in Table IV. 

Pearson’s correlation coefficient (r) 

r=N⅀xy-(⅀x⅀y)/{sqrt[(N⅀x2–(⅀x)2)(N⅀y2-(⅀y)2)]} 

r2=(N⅀xy-(⅀x⅀y)/{sqrt[(N⅀x2–(⅀x)2)(N⅀y2(⅀y)2)]})2 

 

Fig. 6. Crime Incidents Reported from 2 Dec 2019 to 22 Dec 2019 as Per 

NCRB and News Portals. 

 

Fig. 7. Crime Pattern Predicted from Tweets from 2 Dec 2019 to 22 Dec 

2019. 

TABLE IV. HYPOTHESIS TESTING 

 
r r2  t-test stat p-value  

Crime against Women 0.7927 0.6284 2.2522 0.1079 

Crime against Children 0.7978 0.6365 2.2918 0.1057 

Murder 0.3722 0.1385 0.6945 0.5372 

Suicide -0.2218 0.0492 -0.3939 0.7209 

Cyber Crime .9499. 0.9023 5.2639 0.1333 

Violence protest 0.8068 0.6509 2.3652 0.0989 

VII. HYPOTHESIS TESTING 

Null hypothesis Ho: Publicly available data from Twitter 
do include features that can portray a correlation between 
Crime pattern predicted from Tweets and the actual Crime 
incidents reported. 

Alternative hypothesis Ha: Publicly available data from 
Twitter do not include features that can portray a correlation 
between Crime pattern predicted from Tweets and the actual 
crime reported. 

p-value: The p-value tells us if the result of an experiment 
is statistically significant (significance level=0.05). The p-value 
is calculated using a t-distribution, with (n-2) degree of 
freedom. 

t-test Statistics={[r*sqrt(n−2)]/sqrt(1−r2 )} 

Since the p-value is larger than 0.05 as shown in Table IV, 
we fail to reject null hypothesis and we cannot conclude that a 
significant difference exists. 

VIII. CONCLUSION 

 In this paper, we have tried to predict crime pattern using 
geo-tagged tweets from five regions of India. We hypothesized 
that publicly available data from Twitter may include features 
that can portray a correlation between Tweets and the Crime 
pattern using Data Mining. We have further applied Semantic 
Sentiment Analysis using BiLSTM and feed forward neural 
network to the tweets to determine the crime intensity across a 
region. BiLSTM is a variant of LSTM and is more powerful 
than LSTM as it overcomes the problem of gradient explosion 
that occurs in LSTM. The purpose of combining these two 
approaches was to exploit the strength of BiLSTM and feed 
forward neural network. The performance of the classifier is 
84.74 for each class of sentiment. The results showed 
correlation between crime pattern predicted from Tweets and 
actual crime incidents reported. The main limitation of our 
study was unavailability of geo-tagged tweets as more than half 
of twitter users prefer to conceal their location due to privacy 
issues. We hope to further make our research effective by using 
open mapping from Google. The data used in the research is 
available on-line on Twitter to support further investigation. 
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Abstract—Text representation is a critical issue for exploring 
the insights behind the text. Many models have been developed to 
represent the text in defined forms such as numeric vectors 
where it would be easy to calculate the similarity between the 
documents using the well-known distance measures. In this 
paper, we aim to build a model to represent text semantically 
either in one document or multiple documents using a 
combination of hierarchical Latent Dirichlet Allocation (hLDA), 
Word2vec, and Isolation Forest models. The proposed model 
aims to learn a vector for each document using the relationship 
between its words’ vectors and the hierarchy of topics generated 
using the hierarchical Latent Dirichlet Allocation model. Then, 
the isolation forest model is used to represent multiple documents 
in one representation as one profile to facilitate finding similar 
documents to the profile. The proposed text representation model 
outperforms the traditional text representation models when 
applied to represent scientific papers before performing content-
based scientific papers recommendation for researchers. 

Keywords—Document representation; latent dirichlet 
allocation; hierarchical latent dirichlet allocation; Word2vec; 
Isolation Forest 

I. INTRODUCTION 
With the rapid growth in the volume of text data and 

documents over the internet from social media, news articles, 
scientific papers, and surveys; it becomes a critical issue to 
find an effective model to represent the text features in the 
documents before using them in text mining, information 
retrieval, and recommendation systems. Bag–Of–Words 
(BOW) model is one of the most popular models for 
representing documents [1]. It relies on the frequencies of the 
words within the documents for building the document vector 
with a fixed length, while it fails to capture the word 
importance through a collection of documents. Also, BOW 
doesn’t perform well when representing a huge number of 
documents due to the increasing number of words; which in 
turn causes a sparse document vector. Term Frequency 
Inverse Document Frequency (TF-IDF) model has been 
applied for representing the document as a numeric vector [2, 
3]. It measures the importance of the words in a collection of 
documents, accordingly, the frequent words that appear in 
many documents such as (if, what, the ...) take a low weight 
and the rare words that focus on the document purpose take a 
high weight. TF- IDF model is used in many types of research 
for information and queries retrieval [4, 5], but it fails to 
capture the semantics behind words and neglects the order of 
the words in the documents. With the vital need to capture the 
semantics of the words to build an effective model for 
document representation, topic modeling techniques have 
been proposed for representing documents. Latent Dirichlet 
Allocation (LDA) is a well-known topic modeling technique 
[6], in which the documents are represented as a distribution 

over a set of latent topics that are generated from a set of 
documents’ words. For deeper representation; hierarchical 
Latent Dirichlet Allocation (hLDA) which is an extension of 
the LDA model was developed to learn the hierarchical 
structure for topics from a collection of documents[7]. 
Recently, word embedding techniques that represent words 
and documents (e.g. word2vec and doc2vec) as a numeric 
vector using neural networks were introduced. Word2vec 
model builds a representation for words as dense vectors 
depending on the word’s context [8]. 

In this paper, we aim to build a document representation 
model that exploits the advantages of hierarchical topic 
modeling (hLDA) and the word2vec model to represent the 
document as a hierarchical tree of topics. The proposed model 
starts with building the hierarchical tree of topics with n levels 
from a corpus of a collection of documents. The resulting 
topics are transformed into numeric vectors using words’ 
vectors resulting from the word2vec model. Then, each 
document is represented as a hierarchy of topics using the 
similarity scores between document vector and topic vectors. 
Once we have a document representation, an isolation forest 
model is built to represent multiple documents altogether in 
one representation as a single profile. The resulting profile 
model is then used to find similar documents to a multiple set 
of documents that were joint through the profile. The main 
contributions of this paper are centered around two main 
points. First, the paper proposes a hierarchy-based 
representation for a text document that integrates the 
hierarchical topic modeling and the word2vec model. Second, 
the paper proposes a unified representation for multiple 
documents altogether as one profile using the isolation forest 
model. 

We argue that the conjunction between the hierarchical 
structure of topics and the word vectors would allow a better 
understanding of the document semantics and consequently a 
better recommendation. Also, we argue that grouping multiple 
documents as one profile using the isolation forest model 
would allow a better representation of the whole set of 
documents rather than considering each of them individually. 
To prove our arguments, experiments were conducted using a 
dataset for scientific papers that contains a set of research 
papers described by their titles and abstracts, and a set of 
researchers with their preferred papers. The proposed model 
was used to represent each paper individually. Then, a subset 
of each researcher's preferred papers was aggregated as the 
researcher profile using their representations. Researchers’ 
profiles were used to recommend papers to the researcher 
where the recommendation results outperform other semantic-
based representation models like LDA with word2vec 
combination [9], and concept-based representation [10]. 
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 The paper is organized as follows. In Section II; 
background about the topic modeling techniques, word2vec 
model, isolation forest model, and recommendation systems is 
introduced. Section III discusses the related work while 
Section IV explains the proposed model. Sections V and VI 
present the performance evaluation and discussion, 
respectively. Section VII concludes the paper. 

II. BACKGROUND 

A. Topic Modeling 
Topic Modeling is an unsupervised machine learning 

technique that identifies the latent topics behind the text 
corpus of a set of documents. Latent Dirichlet Allocation 
(LDA) [6] is one of the main topic modeling methods. It 
represents the document as a distribution over a mixture of 
topics with a certain probability, while each topic is 
represented as a distribution over a mixture of words. Fig. 1 
shows an example for the LDA documents representation, at 
first, the number of topics K is defined, and then each word in 
the documents is randomly assigned to a topic. The 
assignment process is repeated until all words are assigned to 
their correct topics. Finally, the documents are represented as 
a distribution over a mixture of topics with a certain 
probability. 

The LDA graphical representation model is shown in 
Fig. 2. It shows two boxes “plates”; the outer one is for 
representing the collection of documents and the inner is for 
the words in the document associated with the topics where M 
denotes the documents number in the collection, N is the 
number of words in specific documents, w is a specific word 
in the documents, z is the topic assigned to the word, θ is the 
topic distribution for the document, while α and β are the 
parameters of the Dirichlet, α for a document- topic 
distribution and β for word-topic distribution. In this graphical 
model, the gray node represents the observed variables as the 
only observed variable is the word w, where the other nodes 
are latent. The arrows are for representing the dependencies 
between the variables. 

The LDA was later extended for discovering the complex 
structure of the topics. The hierarchical Latent Dirichlet 
Allocation (hLDA) model is one of the LDA model extensions 
while the topics are presented in a hierarchical structure [7] 
using the nested Chinese restaurant process (CRP) [11]. The 
hLDA model is used to define the topics for a collection of 
documents and these topics are organized in a hierarchical 
structure where more general topics appear near the top levels 
in the hierarchy and more specific topics appear near the 
leaves. Given a collection of documents and L levels of a 
hierarchical tree where each node in the tree belongs to a 
topic, the document is represented as16T a path from the root node 
of the tree to the leaf node. Then, a vector of topic proportions 
θ is identified in addition to the words of each topic. 

B. Word2vec 
Word2vec is one of the word embedding techniques that 

aim to map words to numeric vectors to capture the syntactic 
and semantics regularities behind the words [12]. It helps in 
natural language processing tasks [13], as it represents the 
words that have a similar meaning, with a similar 

representation and similar position in vector so it becomes 
applicable in finding the relation between the words. The word 
vectors help answer analogy questions of the form (a: b as c: 
d) where d is unknown. For example, the left panel of Fig. 3 
illustrates that the relation (man: woman) is as (uncle: aunt) 
and (king: queen), as it discovers the gender relation between 
the words [14]. Also, it discovers the singular/plural relations 
between the words; as illustrated in the right panel of Fig. 3. 
The words vectors discover the relation between the words 
through applying algebraic operation between the words 
vectors for example when subtracting words vectors; vector 
(“king”) – vector (“man”) + vector (“woman”), its result is 
closest to the vector (“queen”). 

Word2vec learns the distribution of words using neural 
networks. There are two word2vec models, the Continuous 
Bag of Words (CBOW) model and the Skip Gram model. 
CBOW model predicts the current word using its surrounding 
words in a specific window size. On the other hand, the Skip-
gram model predicts the surrounding words using the current 
word; Fig. 4 illustrates the architecture of the CBOW model 
and Skip-gram model. 

 
Fig. 1. The LDA Representation for the Documents. 

 
Fig. 2. LDA Graphical Model Representation [6].  

 
Fig. 3. The Panel shows the different Projection Relation between the Words 

[14].  
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Fig. 4. The CBOW and Skip-Gram Word2vec Models [12].  

C. Isolation Forest Model  
Isolation forest is a decision-tree algorithm for 

unsupervised anomaly detection in high-dimensional datasets 
[15, 16]. In addition, it can be applied for semi-supervised 
anomaly detection where the dataset has normal instances 
only. The isolation forest model argues that the normal points 
are harder to be isolated than the anomalies points. To isolate 
any point in the data, the isolation forest model randomly 
selects a feature and a splitting value that lies between the 
minimum and maximum values for the feature to partition the 
data and assigns points to each split. Then, the partitioning 
process is repeated until all the points are isolated. While the 
normal instances need more partitions to be isolated, the 
anomaly instances require a low number of partitions. For 
example, suppose we have a two-dimensional dataset X={x0, 
xi,….xn}with n number of points. Fig. 5 shows that the 
isolation of the point xi which is considered to be a normal 
point would require more partitions, while the anomaly point 
x0 would require few numbers of partitions to be isolated. 

In the isolation forest model, the repeatedly partitioning 
for the data points isolation can be represented in a tree 
structure (isolation tree). The anomalies would have shorter 
path lengths in the tree since they are easier to isolate than the 
normal instances. The isolation tree is constructed through 
repeatedly partitioning for the data points until all points are 
isolated or the tree reaches the determined height. The 
anomaly score is calculated using the average of all path 
lengths for the data points along with all features of the 
isolation tree where each path length is obtained by counting 
the number of edges from the root node to the termination 
node. The anomaly score for a point x in a data sample of size 
n is predicted by using Equation (1) [16]. 

𝑠(𝑥,𝑛) = 2
𝐸�ℎ(𝑥)�
𝑐(𝑛)               (1) 

Where E (h(x)) is the average length of the path h(x) across 
all isolation trees for the point x, and c(n) is the average length 
for isolation trees for the given points, which can be calculated 
as the average path length of the Binary Search Tree (BST) 
[17]. Fig. 6 illustrates an example of an anomaly detection 
process using the isolation forest model. 

The semi-supervised anomaly detection with the isolation 
forest model is processed in two stages; the training stage and 
the testing stage. The isolation trees are built in the training 
stage while in the testing stage the anomaly score is obtained 
for each test instance by passing it through the isolation trees 
to determine the path length in each tree before applying 
Equation (1). 

D. Recommendation Systems 
The recommendation systems are used for suggesting 

items to users according to their interests, as it tries to predict 
the most appropriate items for the user's needs. There are three 
main methods for recommending items, Content-based 
filtering (CBF), Collaborative filtering (CF), and hybrid [19]. 
The content-based recommendation method analyzes the 
items' content to represent the interests of the users [20] and 
recommends similar items for the user's interests. CBF has 
wildly used for recommending documents and news articles as 
it depending on analyzing the content of the items and build 
user profiles. On the other hand, CF recommends the items 
depending on users who have similar interests with the target 
user. It predicts the user rates for the unseen items using the 
rates of his / her correlated users who give a similar rate for 
the common items. The Hybrid method combines both 
methods to recommend the items to users. 

 
Fig. 5. Isolation for Anomalies Points [15].  

 
Fig. 6. Anomaly Detection using Isolation Forest [18].  
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III. RELATED WORK 
Text representation has been studied extensively in the 

literature, where different methods for representing the text 
through a variety of domains were proposed. The authors in 
[4] applied TF-IDF to represent the user's query and 
documents, to return the relevant documents to the user query. 
Also in [21] the authors designed a framework for document 
classification and measuring the similarity between the 
documents using the TF-IDF method and k-Nearest Neighbor 
(kNN) algorithm. Another semantic-based method of text 
representation is topic modeling techniques. For example, the 
authors in [22] utilized the LDA model to extract the concepts 
from the source code in software datasets to perform concepts 
analysis and visualization for software code and to find the 
similarity between the software programs. In [23] the author 
builds a topic model for contrastive opinion modeling to find 
opinions depending on a given topic. The authors in [24] 
introduced an online course recommendation system that 
recommends courses to students in a college while combining 
the content-based recommendation and LDA model, where the 
LDA model was used to discover the topics from the contents 
of the course and representing courses as a distribution over 
the topics. In [25] the authors developed the collaborative 
topic regression (CTR) model to recommend scientific articles 
to users by combing the collaborative filtering approach with 
probabilistic topic modeling that analyzes the latent topics in 
the content of the articles. 

The researchers in [26] applied the hierarchical Latent 
Dirichlet Allocation (hLDA) model to analyze software 
program text and generate a feature tree to understand the 
software system, while the tree includes two hierarchies; 
feature hierarchy and file structure hierarchy. As the feature 
hierarchy for displaying the features from abstract to detailed 
levels and the file structure hierarchy for displaying the 
classes from whole to part. Also, the authors in [27] used the 
hLDA model to represent the legal documents as a hierarchy 
to measures the similarity between them before clustering 
them. 

Recently, the word2vec model was widely used for 
representing the documents. In [28], the authors applied a 
multi labels classification for news articles where the 
word2vec model was applied to build a vector for words in 
news articles to capture the similarity between the words and 
then use those words vectors as a classification feature. The 
authors in [10] proposed a model for representing academic 
articles to recommend them to researchers. This method 
generates a set of concepts by clustering the word vectors that 
are learned from the word2vec model where the words with 
the same semantic meaning will be grouped in one concept. 
Then, those concepts are used to represent the articles as a 
distribution over the concepts. 

Another research direction that applies a combination of 
multiple representation models to build an effective 
representation method to capture the semantics behind the 
text., For example, the authors in [9] developed a document 

representation model that combines topics of the LDA model 
and word vectors of the word2vec model. 

IV. PROPOSED MODEL 
The proposed model aims to build a document 

representation model that captures the semantics of the text in 
the documents. The proposed method starts by extracting the 
latent topics and the hierarchical relation between those topics 
using the hierarchical Latent Dirichlet Allocation model 
(hLDA) from the documents corpus. The latent topics are 
enhanced with the words’ vectors generated from the 
Word2vec model. The document is represented as a feature 
vector that refers to how the document relates to each topic in 
the topics hierarchy. Then, the document representation is 
utilized to represent multiple documents as one profile. Fig. 7 
shows the graphical representation model for the proposed 
model. Our model builds the documents’ vectors through main 
four phases; text processing phase, topics hierarchy 
construction phase, document representation phase, and 
profile construction phase. The four phases are described in 
more detail as follows. 

A. Text Processing Phase 
In the text processing phase, documents are cleaned for the 

next phases. Each document is tokenized into words before 
removing the stop words. Stemming and lemmatization are 
also performed for each word and they are prepared for the 
hierarchical topic modeling process. The documents corpus 
after cleaning are used to train the word2vec model to produce 
the words’ vectors for each word in the documents. The initial 
document representation vector is calculated as the average of 
its words’ vectors using Equation (2) [9], where each 
document d contains n number of words w and v (w) denotes 
the word vector. 

𝑣(𝑑) = ∑  𝑣(𝑤𝑖)
𝑛
𝑖=1

𝑛
              (2) 

B. Topics Hierarchy Construction Phase 
 In this phase, the hLDA model uses the documents’ 

corpus returned from the text processing phase to build a 
hierarchy of topics where each topic is represented by a set of 
words and their probability for being related to the topic. 
While the more abstract topics appear near the root node of 
the hierarchy tree and the more specific topics in the leaves. 
Fig. 8 illustrates an example for part of the topic hierarchy 
generated from a collection of research papers. For topics 
representation in the hierarchy, we used the words’ vectors 
that are generated from the word2vec model to construct a 
vector for each topic. The topic vector is calculated using 
Equation (3) [9], where each topic t is represented only with 
the top m words that have the highest probability associated 
with the topic. In addition, p(wi) refers to the probability of 
wi in topic t and v(wi) is the vector of wi that is generated by 
the word2vec model. 

𝑣(𝑡) = ∑ 𝑝(𝑤𝑖) ∗ 𝑣(𝑤𝑖)𝑚
𝑖=1             (3) 
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Fig. 7. Graphical Representation of the Proposed Model. 

C. Document Representation Phase 
This phase uses the initial documents’ vectors that were 

generated in the first phase and the topics vectors of the 
hierarchy of topics that were generated from the second phase 
to build the final document representation as a distribution over 
the hierarchy of topics. In this phase, we build a single feature 
vector for each document to use in constructing a profile for 
multi-documents. We calculate the cosine similarity [3] 
between the initial document vector and each topic vector in 
the topics hierarchy. The main advantage of using the cosine 
similarity is that the cosine similarity can measure the 
similarity between multi-dimensions vectors based on the 
orientation rather than the magnitude of the vectors, so it is 
more suitable for the initial documents vectors and the topics 
vectors which are multi-dimensional vectors. Equation (4) 
illustrates the calculation of the similarity between the 
document vector 𝑣(𝑑) and the topic vector 𝑣(𝑡). Finally, each 
document is represented as a feature vector of the similarity 
scores of the topics hierarchy. 

𝑠𝑖𝑚�𝑣(𝑑),𝑣(𝑡)� = 𝑣(𝑑)∗𝑣(𝑡)
‖𝑣(𝑑)‖.‖𝑣(𝑡)‖

            (4) 

D. Profile Construction Phase 
In this phase, we construct a representation for multiple 

documents where each group of documents is represented as 
one profile in order to identify the semantics behind those 
documents. The multiple documents’ profile is constructed 
through the isolation forest model [15] in its semi-supervised 
setting. The isolation forest model considers the group of 
documents as a training dataset and predicts the anomaly score 
for each document in the testing dataset where the anomaly 

score is obtained as described earlier in the background 
section. The anomaly score is used to indicate the 
similarity/dissimilarity between each group of documents in 
the training data and each document in the testing dataset 
where the high anomaly score would indicate high 
dissimilarity. Using the isolation forest model allowed the 
proposed model to represent the multiple documents as one 
profile and consequently find the similarity/ dissimilarity 
between each document in the test dataset and the generated 
profile using the predicted anomaly score. 

V. PERFORMANCE EVALUATION 
In order to prove the proposed model's effectiveness, 

experiments were conducted through a recommendation 
system where the proposed model was used to represent 
scientific papers before doing content-based recommendations 
for the researchers. We used a dataset from CiteUlike 1 ; 
CiteUlike is a site for helping researchers to share scientific 
papers and finding their preferred papers. This dataset consists 
of a collection of scientific papers and researchers, while each 
paper is described by its title and abstract, and each researcher 
has a list of his/her preferred papers. In the empirical 
experiments, a random subset of data is selected to measure 
the performance of the proposed representation model against 
different representation models. This subset contains 
approximately 6000 papers and 200 researchers. The proposed 
model was used to generate vectors' representation for each 
paper as described in Section IV. First, the text processing 
phase is performed on the papers. Then, the text generated 
from the text processing phase is trained using the continuous 

1  www.citulike.org. 

321 | P a g e  
www.ijacsa.thesai.org 

                                                           



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

bag of words (CBOW) word2vec model through the Gensim2 
library in python with a word vector of size 200. The hLDA 
model was trained on the paper’s text to extract the latent 
topics and build the topics hierarchy with three levels, which 
generated 69 topics organized in the hierarchy structure. Fig. 8 
shows part of the topics hierarchy that was generated, where 
each topic is represented by the top 20 words that have the 
highest probability of being related to the topic. Then, each 
topic is transformed into its vector representation using the 
words’ vectors generated by the word2vec model. The final 
vector representation for each document is calculated by 
getting the similarity between the initial document vector and 
the topics vectors. 

After following the first three phases in the model, a vector 
for each paper in the dataset is generated with the size of the 
number of topics in the hierarchy, where each value in the 
vector represents how the paper is related to the topic. The 
fourth phase joins each researcher’s preferred papers into one 
profile in order to use it in the recommendation process. The 
list of the preferred papers for each researcher is divided into 
two datasets; training and testing, where the training dataset is 
used for building the profile for the researcher preferences 
using the isolation forest model [15]. The anomaly score is 
calculated for each paper in the whole collection of papers to 
determine the most similar papers to the target profile and how 
many of them exist in the testing dataset. 

The performance evaluation is conducted using the recall 
evaluation metrics as applied in [29], as the recall function 
measures the fraction of positive patterns that are correctly 
recommended [30, 31], while in the dataset we only have the 
papers that the researchers prefer and there is no information 
about the papers that aren’t preferred by the researchers. The 
recall is calculated for each researcher, while each researcher 
has a list of papers that he/she prefers, this list was divided 
into training and testing datasets. The recommendation system 
recommends the top N papers for the researcher; N is equal to 
the length of the testing dataset. The recall [31] is calculated 
using Equation (5). 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑡𝑝
𝑡𝑝+𝑓𝑛

              (5) 

Whereas tp denotes true positive that refers to the number 
of papers that the researcher prefers from the top N 
recommend paper and fn denotes the false negative that refers 
to the number of papers that the researcher prefers and not 
recommended by the recommendation system. The overall 
recall of the recommendation system is computed by getting 
the average of all researchers' recall values. While the average 
recall result is validated with cross-validation technique as the 
dataset is divided randomly into 5 groups, each time one of the 
groups takes as a testing dataset and the remaining groups as 
the training, and the average recall is calculated each time. 

 We compared our model against the concept-based model 
[10] and the LDA+Word2vec model [9] given their similarity 
with the proposed model. Both of concept-based model and 
the LDA+Word2vec model applied the word2vec model to 
represent the words. In addition, both combined similar words 

2  https://pypi.org/project/gensim/ 

into different groups in a way or another. The concept-based 
model generates a set of concepts by clustering the words 
vectors that are learned from the word2vec model. Then, it 
uses the generated concepts to represent each document as a 
distribution over the concepts. On the other hand, the 
LDA+Word2vec model combines the LDA model and the 
Word2vec model and acquires the relationship between 
documents and topics using Euclidean distance. The proposed 
model, the concept-based model, and the LDA+Word2vec 
model are used to represent the scientific papers in the 
recommendation system to recommend papers to researchers 
depending on their preferred papers. In this experiment, the 
vector of size 50 was chosen as the number of topics in the 
LDA+Word2vec model. Also, the number of concepts in the 
concept-based model was set to 50. Whereas the vector size 
50 is chosen based on the experiments that have been 
conducted for the concept-based model [10] for different sizes 
of the dataset with different vector sizes (10,30, and 50), while 
the best results were achieved using the vector of size 50. 

The proposed model was compared against the concept-
based model and the LDA+Word2vec model in two settings. 
In the first setting which we call without researcher profile 
setting, they were all compared without applying phase 4 of 
the proposed model where each paper vector was observed 
using different models and cosine similarity was used to find 
each researcher's most similar papers to his training dataset. In 
the second setting, each paper vector was observed using 
different models, and then the profile construction phase was 
applied to join the researcher training dataset as one profile in 
order to find the most similar papers to the profile. Both 
settings generated a list of recommended papers where recall 
measures were calculated using the number of papers that the 
researcher prefers from the list of recommended papers. Fig. 9 
shows the results of the average recall for the recommendation 
system with and without building the profile while using 
different models for document representation. 

 
Fig. 8. Part of the Topics Hierarchy that Learned from a Collection of 

Scientific Papers. 
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Fig. 9. Profile Effect on Average Recall Value. 

Another experiment was conducted for the researchers 
who prefer a few papers only and the knowledge about their 
preference is scarce. We selected researchers who have 
between 10 and 20 preferred papers. The concept-based 
model, LDA+Word2vec model, and the proposed model were 
used to represent documents under the same two settings 
described previously in the previous experiment; once without 
researcher profile and once with the researcher profile. Fig. 10 
shows the average recall results for each way of representation 
with and without building the profile. 

 
Fig. 10. Average Recall Values for Researchers with Few Preferences. 

VI. DISCUSSION 
The previous section shows the experimental results of the 

performance evaluation for the proposed documents 
representation model against other representation models that 
exploit the topics and the concepts behind the documents 
corpus. The results are shown in Fig. 9 illustrate that without 
building a researcher’s profile, the average recall of the 
proposed hierarchical document representation model is better 
than both the concept-based model [10] and the 
LDA+Word2vec model [9]. The proposed model improves the 
results of the recommendation systems for the dataset of size 
6000 papers with 9% from the results of the concept-based 
model, and with 25% from the results of the 
(LDA+Word2vec) model. As the proposed model exploits the 
topics generated from the document and learns the hierarchical 
relation between those topics, the hierarchy allows the 

representation of the document to contain a more coarse-
grained description of the researcher’s preferences rather than 
a fine-grained description. Such a coarse-grained description 
allows more diversity while generating recommendations. 

In addition, Fig. 9 shows that all document representation 
models while building researchers’ profiles perform better 
than the same models without building researchers’ profiles. 
Profile construction for multiple documents enhances the 
results of the recommendation system by 51 % and 50 % for 
the concept-based model [10] and LDA+Word2vec model [9] 
respectively rather than the models without building a profile, 
and with 20% for the hLDA+Word2vec model. It also shows 
that the concept-based model returns the best recommendation 
results when building researcher profiles but also it is very 
close to the performance proposed model. By applying the 
isolation forest model for the collection of papers that are 
preferred by the researcher to build one profile for them, it 
becomes possible to capture the researcher's common interests 
and to decide the most related papers to the interests of the 
researcher which are considered as normal behavior. On the 
other hand, the researcher's insignificant interests would be 
considered as an anomaly behavior. 

Another improvement was achieved by the proposed 
model while doing recommendations for the researchers who 
have a few numbers of preferred papers. As shown in Fig. 10, 
the proposed model outperforms other models for the dataset 
of the researchers that prefer only from 10 to 20 papers. The 
proposed model without building a profile performs better 
than the results of the concept-based model by 5%, and also 
better than the results of (LDA+word2vec) model by 13%. 
Those improvements show that the hierarchical representation 
for the topics was successful in capturing researchers’ 
preferences when only a little information was available about 
them. This illustrates how the coarse-grained description of 
researcher preferences can be extremely successful in certain 
situations. In addition, the results presented in Fig. 10 confirm 
the advantage of building a profile for all recommendation 
models where the results of the concept-based model, 
LDA+Word2vec model, and (hLDA+Word2vec) model are 
enhanced by 13%, 76%, and 86%, respectively when the 
profile was used to represent researchers preferred papers. 

VII. CONCLUSION 
In this paper, a novel document representation model is 

proposed. The proposed model combines different 
representation models into a more effective representation of 
the documents. More specifically, the model exploits the 
hLDA model to learn a hierarchy of topics that are generated 
from documents corpus, combined with the word2vec model 
to capture the semantics behind the document text. The 
proposed model introduces a representation for the multiple 
documents as one profile using the isolation forest model, to 
facilitate finding the similarity between the multiple groups of 
documents. The evaluation for the proposed model is 
conducted through different experiments for recommending 
scientific papers to researchers against similar methods that 
apply similar techniques; the concept-based model and the 
LDA+Word2vec model. The experiments show that the 
proposed model (hLDA+Word2vec) outperforms the concept-
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based model with 9%, and the LDA+Word2vec model with 
25% as the proposed method exploits the topics behind the 
documents corpus and the hierarchical relation between them 
in document representation. In addition, the experiments that 
are conducted for recommending papers for researchers who 
like a few numbers of papers show that the representation of 
papers using the proposed model enhances the 
recommendation system results from the concept-based model 
with 5%, and with 13% from the LDA+Word2Vec model. 
Also, the profile construction for the multiple documents as 
one profile using the isolation forest model improves the 
results for the different representation models with 51%, 50%, 
and 20% for the concept-based model, LDA+Word2vec 
model, hLDA+Word2vec model, respectively. Therefore, the 
recommendation system using the proposed model performs 
better than other methods, especially when using it for 
constructing a profile. 
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Abstract—This research aims at building a prediction model 
to predict the effectiveness of internet banking (IB) in Qatar. The 
proposed model employs the aspect of hybrid approach through 
using the regression and neural network models. This study is 
one of the fewest to evaluate the effectiveness of IB through 
adopting two data mining approaches including regression and 
neural networks. The regression analysis is used to optimize and 
minimize the input dataset metrics through excluding the 
insignificant attributes. The study builds a dataset of 250 records 
of internet banking quality metrics where each instance includes 
8 metrics. Moreover, the study uses the rapidminer application in 
building and validating the proposed prediction model. The 
results analysis indicates that the proposed model predicts the 
88.5% of IB effectiveness, and the input attributes influence the 
customer satisfaction. Also, the results show the prediction model 
has correctly predict 68% of the test dataset of 50 records using 
neural networks without regression optimization. However, after 
employment of regression, the prediction accuracy of satisfaction 
improved by 12% (i.e. 78%). Finally, it is recommended to test 
the proposed model in the prediction in other online services such 
as e-commerce. 

Keywords—Artificial Neural Network (ANN); internet banking 
(IB); Artificial Intelligence (AI); e-banking effectiveness; 
regression model; rapidminer 

I. INTRODUCTION 
The employment of various technological tools in banking 

industry can be classified under the umbrella of Electronic 
Banking (e-banking), and thus, e-banking can be defined as a 
variety of e-channels for carrying on the banking transactions 
through various technologies such as telephone, Internet, TV, 
computer and mobile [1]. Darwish and Lakhtaria [2] indicated 
that the e-banking transactions and services mainly depend on 
the information exchange between customers and banking 
services providers by means of technological methods without 
face-to-face interaction. Therefore, the technology growth has 
transformed the method banks deliver the services to customers 
[3]. The internet technology features add many advantages to 
e-banking such as fast financial transaction and low service 
cost, and thus, the Internet technology has a significant impact 
on e-banking [4]. In Internet banking, the online transaction 
platform play an important role in supporting several services 
such as online payment, online shopping, and internet stock 
trading [5], [6]. 

Despite of the internet banking advantages such as fast 
transaction, there are still many customers are not satisfied with 
the online banking services [7], [8]. Therefore, it is important 
to develop an assessment model to measure the effectiveness of 
internet banking in terms of customer satisfaction. Several 

researches have explored the assessment of e-banking services 
quality using data mining methods such as neural, however, 
especially in Qatar; few have investigated the prediction of 
internet banking effectiveness in a comprehensive manner 
through a 2-stage model using prediction and neural models. 

 So, this research fills the gap in empirical studies because 
it tests the effect of the inclusion of two prediction model on 
the accuracy of e-banking evaluation. Additionally, it addresses 
the gap in literature the prediction using new dataset developed 
theoretical model derived from two models including TAM 
and D&M2003. 

II. LITERATURE REVIEW 
This section explains the theoretical foundations of e-

banking in addition to the study variables derived from D& M 
2003 including the quality factors, customer satisfaction and 
usefulness. 

1) e-Banking: In the financial industry, the Electronic 
Finance (e-finance) has recently become as a common trend 
where the e-finance denotes the use of electronic means and 
communication to provide the financial services including e-
banking, internet banking (IB), electronic trading, and 
electronic payment [9]. Kumbhar [10] indicated that e-banking 
often denoted the online banking and some researchers 
explained that e-banking services has been developed and 
expanded because most of banking services are conducted via 
electronic channels such as ATM [11]. The e-banking term is 
used interchangeably when individuals talk about electronic 
financial banking services such as: net-banking, Web-banking 
and phone banking [12]. 

2) Internet banking: The internet banking (IB) is to 
perform the financial transactions without need for physical 
contact and it is considered as of the examples in employing 
technology in banking sector. Moreover, the internet banking 
is one of the essential parts of e-banking industry [13]. Many 
researchers identified the internet banking as internet portal 
that enable the customers to carry out various types of banking 
transactions and services using the internet [14]. 

3) e-Service Quality: It is pointed by many researchers 
that service quality is an essential measure for customer 
satisfaction where it has a significant impact on customer 
satisfaction and company financial performance as a whole 
[15], [16]. 

Service quality is considered as the most common topic in 
marketing to date as well as it is the pioneering work of 
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Parasuraman whereas the SERVQUAL has developed as a 
diagnostic tool for evaluating service quality. Marketing 
researchers (such as, Parasuraman et al., [17]) defined the 
service quality as the extent to which the service meets the 
expectations of customers. Service quality is also defined as the 
variation in customers’ expectations for service performance 
before and after receiving service [18]. 

The service quality measures have been discussed by many 
researchers (such as, Petter et al. [19], Wang et al. [20], 
Alhendawi et al. [21]) SERVQUAL was developed as an 
assessment tool to measure service quality and it is widely used 
within IS Literature in order to measure the gap between 
customer’s expectations and experience. This instrument (i.e. 
SERVQUAL) have basically consisted of ten measures 
including tangible, reliability, competence, courtesy, 
responsiveness, access, credibility, communication, security 
and knowledge of customers. Later, the researchers 
Parasuraman et al. [17] filtered these measures and minimized 
them using factor analysis into five dimensions: tangibles, 
reliability, responsiveness, assurance and empathy in order to 
measure the service quality from the customers’ point of view. 
Table I reveals the meaning of service quality’s dimensions. 

4) Customer satisfaction: Many researchers mentioned 
that customer satisfaction is considered as one of the critical 
issues for service organizations [22], [23], and also, it is 
highly important for measuring the quality of bank services 
[24], [25]. Based on review, it is obvious that the quality 
improvement has a positive impact on the customer 
satisfaction level which in turn positively influence the bank 
profitability [26]. Additionally, it is pointed by several 
researchers that service quality is the most important factor 
influencing customer satisfaction [27]. 

5) Internet banking usefulness: In the Web systems, the 
effective use of information for a given purpose [28]. 
However, the internet banking usefulness can be defined as 
the extent to which providers can ease the online services such 
as the financial transactions, online payment and others 
through adoption of new technological tools [29]. 

6) Interactivity: For Internet banking, interactivity can be 
defined as the degree to which the internet banking provides 
an interactive communication with customers [30], [31]. 

7) Security: The internet banking security means the 
extent to which the exchanged data is secured or protected 
from threats [32]. 

8) Ease of use: The ease of use can be expressed as one of 
Web system features where the users can use the system easily 
without paying much effort [33]. In Internet banking, ease of 
use indicates the user view of how easy to learn and use the 
online banking operations [34]. Thus, decision makers and 
mangers should keep attention to the following metrics: bank 
services quality, usefulness, security, ease of use, and 
interactivity, as they are essentials for determining and 
improving the customer satisfaction. The following section 
represents the theoretical model which shows the relationships 
between the input and output data. 

TABLE I. SERVICE QUALITY DIMENSIONS (ADAPTED FROM 
PARASURAMAN ET AL. [17]) 

No. Dimension Meaning 

1 Tangible Physical facilities, equipment and appearance 
of personnel 

2 Reliability Ability to perform the promised service 
dependably and accurately 

3 Responsiveness Willingness to help customers and provide 
prompt service. 

4 Assurance Knowledge and courtesy of employees and 
their ability to inspire trust and confidence. 

5 Empathy Caring, individualized attention the firm 
provides its customers. 

III. THEORETICAL FRAMEWORK 
Based on the literature review (Alhendawi et al. [35], [36], 

Petter et al., [37], Delone & Mclean [38]), it is essential to use 
the quality factors such as service quality, security, privacy and 
usefulness as a success factors to identify the e-Banking system 
effectiveness in terms of customer satisfaction. Moreover, 
Alhendawi [39] indicated that the AI tools such as artificial 
neural network and regression can be considered as effective 
methods in predicting the e-Banking effectiveness as output 
variable (i.e. customer satisfaction). Accordingly, Fig. 1 reveals 
the proposed conceptual model used in the prediction of the e-
Banking effectiveness in terms of customer satisfaction with 
Internet banking. 

 
Fig. 1. The Proposed Theoretical Framework. 
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IV. RESEARCH METHODOLOGY 
To achieve the research objectives, the authors adopt a 

methodology of two stages including Dataset and regression 
stage, and the neural model learning stage. Fig. 2 demonstrates 
the research methodological steps of the proposed prediction 
model. 

 
Fig. 2. The Research Methodology. 

A. Stage 1: Building Data Set and Optimization 
In this stage, an instrument or questionnaire of nine 

variables (i.e. factors) was built to include the service quality, 
security, usefulness, and interactivity, ease of use and 
satisfaction metrics of the Internet banking. 

1) Scaling: A Likert scale of five points is used in order to 
measure the response of internet banking customers regarding 
the service quality, interactivity, security, ease of use, 
usefulness and effectiveness metrics. The metrics are rated by 
users from strongly agree to strongly disagree. 

2) Data collection: The research includes the survey of 
250 internet banking customers about their satisfaction with 
the IB system in Qatar. The survey includes the perceptions of 
IB users regarding nine metrics: four service quality metrics 
for responsiveness, reliability, assurance and empathy. The 
remaining five metrics are interactivity, security, ease of use, 
usefulness and effectiveness. 

3) Reliability: The result of reliability test shows that the 
reliability of the research scales was relatively high. The value 
of Cronbach’s Alpha of the research scales as a whole was 
0.90. Based on Table II, the value of Cronbach’s Alpha for the 
study scales of responsiveness, reliability, assurance and 
empathy, interactivity, security, ease of use, usefulness and 
effectiveness were 0.869, 0.918, 0.865, 0.717,0.866, 0.864, 
0.730, 0.881 and 0.916, respectively. 

B. Building Dataset 
Based to previous survey study analysis, there are eight 

causal factors or determinants (responsiveness, reliability, 
assurance and empathy, interactivity, security, ease of use, and 
usefulness) and one target (IB effectiveness). Because we have 
used a Likert scale of 5 points, we consider the mean of 
customer satisfaction to evaluate whether the IB system is 
effective or not. 

C. Optimization and Regression 
Based on the proposed method, the optimization is the final 

step of stage one in which the regression analysis is used to 
optimize the input attributes. The regression is employed to 
identify the significant input attributes in order to optimize the 
prediction process, and thus, the validation test of the proposed 
model takes into consideration the results of regression analysis 
as an input for neural networks prediction. The following chart 
shows the validation steps of the proposed model. 

Fig. 3 shows the flowchart of prediction model validation 
in order to decide regarding the improvement of prediction 
accuracy of neural networks. It is clearly seen that the proposed 
model adopt the aspect of mix approach through using a 2-step 
prediction.  

D. Implemented Neural Network Model 
Based on the mentioned methodology, first, the Rapidminer 

is used to build the neural network model with eight input 
metrics and one output target (i.e. IB effectiveness). Fig. 4 
shows the neural model of eight inputs metrics with one output.  

Second, we applied the regression model to optimize the 
input dataset based on the significance of its elements, and 
then, implement the second neural network model with six 
significant inputs or metrics. 

TABLE II. CRONBACH’S ALPHA OF STUDY VARIABLES 

Variable Cronbach’s Alpha 

Responsiveness 0.869 

Reliability 0.918 

Assurance 0.865 

Empathy 0.717 

Interactivity 0.866 

Security 0.864 

Ease of use 0.730 

Usefulness 0.881 

Satisfaction with IB Effectiveness 0.916 
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Fig. 3. Validation Process Flowchart. 

 
Fig. 4. The Neural Model. 

V. EXPERIMENTAL RESULTS AND FINDINGS 
In this research, the regression and neural network models 

are employed to build the proposed evaluation model in order 
to gain the features of the two prediction models. 

The proposed ANN model is trained by 250 records where 
the training data set includes 200 records. For validating and 
testing purposes, the researcher used 50 records as testing data. 

A. Regression 
The regression analysis is used to specify the significant 

input attributes that contribute to the effectiveness of internet 
banking in term of customer satisfaction. Table III shows the 
significance of input attributes including: responsiveness, 
reliability, assurance, empathy, security, and usefulness, and 
interactivity, ease of use and satisfaction metrics of the Internet 
banking. 

TABLE III. SIGNIFICANCE OF INPUT METRICS 

Attribute Correlation t stat Significance 
(P-Value) 

Ease of use 0.009 0.355 0.723 

Responsiveness 0.066 2.476 0.014 

Assurance 0.078 2.841 0.005 

Empathy -0.029 -1.333 0.183 

Reliability 0.051 2.086 0.038 

Interactivity 0.096 3.492 0.011 

Usefulness 0.069 2.276 0.002 

Security 0.718 26.590 0.000 

R 0.941 

R2 0.885 

Also, based on Table III, it is obvious that the input 
attributes contributes to the effectiveness of internet banking by 
0.885, and therefore, the 8 input attributes contribute to the 
change in the customer satisfaction by a percentage of 88.5%. 
Additionally, it is shown that the two metrics ease of use, 
empathy are insignificant where the P-value for them are 
0.723, 0.183; respectively. Generally, the proposed model 
metrics is suitable to predict the value of IB effectiveness. The 
following two subsections show the results of prediction before 
and after regression optimization. 

B. The Predicted Results before Optimization 
Practically, 20% of data set are used as test dataset (i.e. 50 

out of 200 records). The following shows the prediction 
accuracy of regression and neural models before optimization 
(i.e. before removing the insignificant attributes). 

1) The results of regression prediction: The regression 
model results show that 32 of 50 effectiveness value can be 
correctly predicted. Table IV shows the regression prediction 
statistics where the eight input attribute are counted in the 
prediction model. 

TABLE IV. REGRESSION STATISTICS 

 Correctly 
predicted  

Incorrectly 
Predicted 

Prediction 
Success Ratio 

No of input 
attributes 

Regression 31 19 58% 8 

328 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

2) The results of neural networks prediction: The neural 
model results show that 34 of 50 effectiveness value can be 
correctly predicted. Table V shows the neural prediction 
statistics where the eight input attribute are counted in the 
prediction model. 

TABLE V. THE NEURAL PREDICTION STATISTICS WITH 8 ATTRIBUTES 
INPUTS 

 Correctly 
predicted  

Incorrectly 
Predicted 

Prediction 
Success Ratio 

No of input 
attributes 

Neural 32 18 60% 8 

Therefore, there is a slight difference in the prediction 
success ratios where the success ratios of regression and neural 
are 58% and 60%, respectively. 

C. Predicted Results after Optimization 
Based on the results shown in Table III, there are two 

insignificant attributes or metrics with p-vale > 0.05. The two 
input metrics are ease of use and empathy. Based on the 
proposed prediction model, the significant input attributes 
resulted from regression are used as inputs for neural 
prediction. Thus, above two metrics are removed from the 
input attributes, and six significant attributes are used in the 
new neural prediction model. 

Fig. 5 shows the neural network structure after optimizing 
the input attributes to become six attributes. Table V shows the 
neural prediction statistics where six-significant input attributes 
are counted in the prediction model. 

Based on Table VI, the success prediction ratio after 
regression optimization (i.e. using 6 significant inputs) is 78% 
and this means the prediction is improved by 18%. This means 
after optimization of inputs, neural model succeeds in 
predicting 39 out 50 data elements which are obviously seen in 
Fig. 6. 

 
Fig. 5. The Neural Network after Regression. 

TABLE VI. THE NEURAL PREDICTION STATISTICS WITH 6 ATTRIBUTES 
INPUTS 

 Correctly 
predicted  

Incorrectly 
Predicted 

Prediction 
Success Ratio 

No of input 
attributes 

Neural 39 11 78% 6 

 
Fig. 6. The Success Rations of Prediction. 

Table VII shows the success status of the tested 50 cases 
where 1 denotes that the prediction of customer satisfaction 
succeeds, however, 0 means the proposed model fails to predict 
the satisfaction with Internet banking. 

The following charts in Fig. 7, 8, 9, 10, 11 and 12 
demonstrate the relationships between the internet banking 
effectiveness in terms of customer satisfaction and its 
predictors including responsiveness, reliability, assurance, 
empathy, interactivity, usefulness, ease of use and security. 

D. The Relationships between Input Attributes and Predicted 
Customer Satisfaction 
The x-axis represents the customer satisfaction attribute. In 

particular, Fig. 7 reveals that the attribute of responsiveness 
significantly influences the customer satisfaction with Internet 
banking. 

TABLE VII. THE STATUS OF CASES PREDICTION 

Case ID Status Case ID Status Case ID Status 

C1 1 C18 1 C35 1 

C2 1 C19 1 C36 1 

C3 1 C20 1 C37 0 

C4 0 C21 0 C38 1 

C5 1 C22 1 C39 1 

C6 0 C23 1 C40 1 

C7 1 C24 1 C41 0 

C8 1 C25 1 C42 1 

C9 0 C26 1 C43 1 

C10 1 C27 1 C44 1 

C11 1 C28 1 C45 1 

C12 1 C29 1 C46 1 

C13 1 C30 1 C47 0 

C14 0 C31 0 C48 0 

C15 1 C32 1 C49 0 

C16 1 C33 1 C50 1 

C17 1 C34 1   

32 
39 

18 
11 

60% 78% 
8 6 

0

20

40

60

Neural(before Regression) Neural (After regression)

Correctly predicted Incorrectly Predicted

Prediction Success Ratio input attributes
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Fig. 7. The Impact of Responsiveness on Internet Banking Effectiveness. 

Also, Fig. 8, 9, 10, 11 and 12 demonstrate that the 
remaining five attributes follow the same pattern, i.e. as the 
reliability, assurance, interactivity, security and usefulness 
attributes increased the customer satisfaction increased. 

 
Fig. 8. The Impact of Security on Internet Banking Effectiveness. 

 
Fig. 9. The Impact of usefulness on Customer Satisfaction with IB. 

 
Fig. 10. The Impact of Interactivity on Customer Satisfaction. 

 
Fig. 11. The Impact of Reliability on Customer Satisfaction with IB. 

 
Fig. 12. The Impact of Assurance on Customer Satisfaction with IB. 

Based on the correlation analysis of test data set, it is found 
the six attributes have a relatively high correlations with 
customer satisfaction with IB (i.e. correlation coefficient r 
>0.5). The highest four correlations are for the attributes: 
security, assurance, responsiveness, and usefulness (0.919, 
0.696, 0.665 and 0.657), then the last two correlations are for 
interactivity and reliability (0.596 and 0.563). 

VI. CONCLUSION AND DISCUSSION 
This research aims at evaluating the internet banking (IB) 

effectiveness based on the eight quality attributes: 
responsiveness, reliability, assurance, Empathy, interactivity, 
security, usefulness and ease of use. The questionnaire is used 
for gathering the dataset attributes regarding the internet 
banking services in Qatar. The dataset has 250 records 
divided into training and testing datasets by the percentages 
80% for training and 20% for testing (i.e. 50 records). 

The collected records were used as input dataset for 
regression model in order to optimize and find the significant 
input attributes, and then, the optimized 6 attributes are used to 
train the neural network model. Practically, a new hybrid 
approach using artificial neural network was proposed for 
determining the relationships between research variables. In 
this research, the rapidminer software is used to build the 
neural model using 8 inputs and one target (IB effectiveness). 

The accuracy of the proposed model has been done by 
using a dataset of 50 records. The obtained results provided an 
evidence that the results of the proposed prediction model are 
suitable for handling the nonlinear relationships. Moreover, as 
the proposed ANN model correctly predicted 39 target values 
out of 50 (i.e. correct prediction percentage = 78 %), based on 
the results (i.e. improvement in prediction by 18%), the neural 
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network is useful in predicting the effectiveness of online 
services. Furthermore, it is found that the input attributes 
including responsiveness, reliability, assurance, empathy, 
interactivity, usefulness, ease of use, and security influence the 
internet banking effectiveness which is measured in terms of 
satisfaction. This research is one of the fewest to consider the 
eight input attributes as IB effectiveness predictors. Second, the 
research helps the decision makers to decide regarding the 
improvement of their online services, which in turn increase 
the customer satisfaction with online transactions such as 
internet banking services. 

One of the major limitations of the research was that the 
proposed prediction model did not consider all customer 
satisfaction predictors. Second, the accuracy of prediction is 
reasonable (i.e. 78%), and thus, more improvement can be 
applied on the proposed intelligent model through to the other 
remaining quality attributes such as Technology Acceptance 
Model (TAM) attributes as predictors in the upcoming 
research. 
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Abstract—The emergence of Internet of Things (IoT) has 
become a huge innovation for utilizing the enormous power of 
wireless media. The adaptation of smart devices, with intelligent 
networking, has greatly enhanced the traffic of the IoT 
environment. The present security mechanism is primarily 
focusing on specific areas such as content filtering, monitoring 
techniques, and anomaly detection. A vulnerability reflects the 
inability of a network that allows an attacker to detect the extent 
of existing mechanism of security. The existing techniques 
focused on specific attacks rather than monitoring the whole 
network. However, there is a demand for a framework to govern 
and protect data and services in IoT network. Anomaly detection 
framework is a resource intensive activity to protect data and 
services of IoT / Wireless Sensor Networks (WSN). It supports 
application layer of IoT network and traces it frequently to find 
the existence of malicious activities. In this study, researchers 
proposed an anomaly detection framework to safeguard against 
wireless attacks. The proposed framework has employed a 
machine learning technique to detect the traces of wireless 
attacks. It supports IoT based networks to monitor the 
functionalities of the resources. In addition, it discusses the open 
challenges in IoT networks with possible solutions. Researchers 
employed a test bed for evaluating the proposed framework. The 
outcome of the study shows that the proposed framework 
provides better services with more security. 

Keywords—Anomaly detection; internet of things; wireless 
attacks; artificial intelligence; machine learning 

I. INTRODUCTION 
The technological developments in wireless 

communications and Artificial Intelligence (AI) technologies 
have enabled the design of WSNs, where sensor nodes capture 
and exchange intelligible data from their surrounding 
environments in a wireless form and transfer it to the proper 
destination. According to scientific publications, the total 
wireless sensor numbers used are projected to exceed 60 
trillion at the end of 2022, representing 10,000 wireless sensors 
for each person worldwide [1]. Thus, all the WSN's problems 
and challenges will expose the researchers to abundant topics. 
WSNs have begun to draw interest in academics due to 
wireless technology and embedded electronics due to wireless 
technology's rapid technological growth [2]. A typical WSN 
consists of small devices known as nodes. These nodes are 
embedded CPUs, minimal CPU power, and smart sensors. 
WSNs are one of the most promising innovations for the third 

millennium and have a broad range of applications globally. 
WSNs in different applications are commonly used because 
they have enormously attractive features such as low 
manufacturing costs, low installation costs, unattended network 
operations, autonomous operation and long service life [3]. By 
introducing Internet connectivity potential into sensor nodes 
and sensing abilities on internet-connected devices, WSNs 
began blending to the Internet of Things (IoT) [4]. IT will be 
incorporated into IoT during this time, and countless Sensor 
Nodes enter the Internet to co-operate with other nodes in order 
to sense and manage their environment. IoT revolutionizes the 
IT field and will be the next significant technological leap after 
the Internet. In the near future, IoT will provide connectivity 
between people and the world through the WSNs.[5] The WSN 
will provide IoT with Internet access to an immense quantity of 
data obtained from the WSNs. Therefore, IoT's safety should 
begin with securing WSNs before the other components in the 
first place. The IoT market is anticipated to increase to more 
than 75 billion in 2025 by over 15 billion devices in 2015[5]. It 
means on average that every human on Earth has a minimum 
of 25 IoT devices per person. It is now predicted that IoT will 
have a significant effect on our lives soon [6]. However, due to 
the absence of a physical line of defence, i.e. no dedicated 
infrastructure like gateways for detecting and controlling 
information flow in the network, security for WSNs and IoT is 
essential to the scientific community[8][9]. In particular, 
WSNs and emerging IoT technology can be an open route for 
attackers in the application domains, where the CIA 
(confidentiality, honesty, and availability) is primarily relevant. 
In addition, new integration and joint work between WSNs and 
IoT would open up new opportunities and security challenges. 
Regarding scalability, it is often challenging to implement IoT 
applications, which involve a large number of devices as time, 
memory, processing and energy constraints are limited [10]. 
For instance, calculating regular temperature changes across 
the country could require millions of devices and result in 
unmanageable data. Furthermore, the hardware used in IoT 
does have various operational features, such as sampling rates 
and error distributions, whereas IoT sensors and actuators are 
often too complex. All these factors are responsible for 
building up a heterogeneous IoT network in which IoT data are 
deeply heterogeneous. In addition, it costs a large amount of 
raw data to be distributed across the diverse and heterogeneous 
network. IoT requires compression of data and data fusion to 
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minimize the data volume. Therefore, it is desired to 
standardize the understanding of data care for future IoT. 
Furthermore, hackers, malware and viruses could disrupt data 
and information in the communication process. IoT is also 
commonly used in social life applications, such as smart grid, 
smart transportation and smart home [11]. IoT also contains 
access cards, bus cards and some other small apps. IoT 
software can make people more convenient, but private details 
can be leaked anytime if it cannot provide personal privacy 
protection. Once the IoT signal is stolen or disrupted, the entire 
IoT information's security is directly affected. The widespread 
IoT provides more information and will raise the risk of 
exposure to such information. On the one hand, IoT does not 
have the right security solution on the other hand, its 
innovations would be mostly limited. 

WSN and IoT safety is an important problem, especially if 
commissioned with mission-critical tasks; for example, when a 
network safety gap leads to casualties for friendly forces on a 
battlefield in military tactic applications. A recent paper [12] 
revealed that the majority of the systems currently used fail to 
embed strong security services which can protect the privacy of 
patients. None of the patients would be glad if their sensitive 
health details were exposed to misbehaving nodes and system 
failures by leakage. The WSN secure algorithms and 
methodologies shall be applicable for any IoT consisting of one 
or more sensor networks. As previously reported, WSNs will 
most likely be implemented in the near future with IoT 
[13][14]. All cybersecurity problems, in particular attacks, 
prevention and mitigation are therefore very necessary to create 
a safe and secure IoT. WSNs are vulnerable to a number of 
attack methods that could pose essential security threats. These 
attacks may be linked to two major categories: active and 
passive [15][16]. In the category of passive attacks, attackers 
normally are disguised (camouflaged) and either damage the 
network components or use the connection to gather useful 
information. Passive attacks can also be classified into types of 
eavesdropping, disruption of nodes, malfunction of the node, 
node interrupt and monitoring of traffic. Whereas an attacker 
affects the roles and activities of the target network in the 
active attacks group [17][18]. The effect can be the actual 
target of the intruder and can also be identified by means of 
protection mechanisms (intrusion detection). For example, as a 
result of such attacks, network services can be interrupted. 
Flooding, Denial-of-Service (DoS), Blackhole, Wormhole, 
Sinkhole and Sybil types are some of the active attacks 
[19][20][21]. IoT security covers a range of areas, for example, 
attacks and countermeasures, protection, confidence, key 
distribution, patch management and access control. Therefore, 
IoT nodes can be managed via the Internet and sent sensed data 
(or sensed information data) to internet-based data sinks [21]. 
Today, IoT networks can also involve or communicate with 
new concepts like Big Data and Cloud/Configuration, etc. 

The objective of the research is as follows: 

• To propose an anomaly detection framework for IoT / 
WSN. 

• To develop an interface to monitor the IoT / WSN 
environment using a machine learning technique. 

• To suggest some possible solutions for open challenges 
in IoT / WSN. 

The proposed framework supports IoT based networks to 
govern the resources and identify the anomalies. In addition, it 
overcomes the challenges in the existing framework. The 
existing techniques consider only a specific attack in the 
wireless network. The emergence of modern technologies leads 
to the development of new attacks in IoT network. Therefore, 
there is a demand for effective framework that can adapt to a 
newer environment and able to detect untraced anomalies. 

The remaining part of the paper is structured as follows: 
Section 1 summarizes the concept of WSN, IoT with its 
security limitations, effects and future predictions, while 
Section 2 introduces different types of WSN and IoT attacks. 
Section 3 provides the proposed framework for secured IoT 
communications. The outcome of the study is presented in 
section 4. Section 5 discusses the open challenges and policies 
for monitoring IoT network. Finally, section 6 concludes the 
research with its future direction. 

II. RESEARCH BACKGROUND AND REALTED WORKS 
WSNs are node arrays, and those nodes are computerized 

systems, respectively. These sensors usually work together to 
create centralized network systems [1] [2]. There are some 
criteria for using nodes such as reliability, multifunctionality 
and wireless use of these networks. In addition, each node in 
every network has a defined purpose. For example, if it is 
intended to gather microclimate information in a densely 
populated area, the nodes are positioned on a network of 
buildings or residential area throughout the specific region. In 
this network, the system for communication and data sharing 
should be centrally structured and synchronized. IoT not only 
has security threats similar to sensor networks, mobile 
communications and Internet however also specializes such 
like privacy issues, different network configuration 
authentication and access control issues, storage and 
administration of information, etc. One of IoT's application 
challenges is data and privacy security [3]. In IoT, RFID 
systems, WSN sensor systems are aware of the end of 
information technology which, with the password encryption 
technology, protects the integrity and confidentiality of 
information [7–9]. Many forms of encryption of data and 
information are available, including random hash lock protocol 
(hash function), hash chain protocol, infinite channel extract 
key, Encrypted ID, and so on [11-12]. Authentication of 
identity and access control can decide the correspondence 
between the two parties and reiterate each other's true identity, 
prevent covert attacks to ensure the authenticity, validity of 
data, and so on [15–17]. The transmission method has two 
significant security problems. One of the risks is the IoT 
security, and the other is the related network construction and 
implementation technology [15]. It should deal with the 
incompatibilities between various networks that are vulnerable 
to problems of protection, for instance, it is difficult to create 
the interconnection between the relationship as the relationship 
of trust among nodes are constantly changing; however, this 
can be solved through key management and protocol routing 
[18-20]. Security issues like DOS/DDOS attacks, 
forgery/middle attacks, heterogeneous network attacks, ipv6 
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application risk, and conflicts with the WLAN application also 
affect IoT's transport security [18][21]. Due to the huge volume 
of data, it is possible to create network congestion in the core 
network. The capability and connectivity problems such as 
space management, redundancy and security requirements in 
the reference framework should be taken into full account [21]. 
The security issues of application include access to and user 
authentication, the privacy of information, data stream 
destruction, reliability of the IoT network, middleware security, 
management platform, etc. To ensure technology protection 
and improve the aspect of basic safety and expectations of 
human behaviour, IoT usage is strongly tied to contemporary 
societies. In the meantime, research has also been carried out 
on people involved in CPS (cyber-physical systems) and 
overall computer protection. Sensitive IoT layers include 
Perception layer, transport layer and application layer. Hacker 
makes all IoT devices vulnerable in the network due to the 
limited handling capacity of IoT devices because they seemed 
to have a stronger signal than the actual access point with the 
same identificatory as the IoT service package. This allowed all 
network communications to be compromised to eavesdropping 
and Man in the Middle (MiM) attacks [21]. These scenarios for 
attacks have created a situation in which IDSs can be used in 
IoT networks to discover IoT devices vulnerabilities. The 
concept of IoT focuses on the intelligent incorporation of a 
specific physical world with the Internet in order to promote 
interaction; for this purpose, interconnections and 
dependencies in IoT environments with a number of 
heterogeneous environments. Any IoT device is therefore 
exposed to cyber threats in any related environment. Although 
IOT security threats can be divided widely into cyber- and 
physical realms, our survey is primarily concerned with cyber-
threats, both active and passive attacks. IoT-based 
environments are subject to a range of physical and virtual 
dimensions of threat. Passive attacks are distinguished by a 
lack of changes in data or its flow, thus only affecting 
communications confidentiality and privacy. Passive attacks in 
some cases can allow IoT devices to be tracked locally. Active 
attacks include active change, alteration, and flow of 
information, but not limited to system settings, software and 
control messages. The IoT framework is used as a vector to 
launch large DDoS against Internet networks, and is also an 
aggressive attack. Since their large number and comparative 
ease of compromise, poor security standards and weak 
protection mechanisms, IoT systems are an effective vector for 
such attacks. Fig. 1 illustrates the user interface and network 
service attacks on IoT environment. 

Most IoT systems use a certain kind of user interface to 
provide services to users via IoT systems (mobile, desktop or 
web application). The customer can monitor the case of smart 
home appliances through mobile applications. The rapid 
growth of smartphones has provided malicious entities with 
malware as innocuous mobile apps that they can publish 
without detection through applications. Often smartphones can 
also be hacked by bugs in platforms such as Android 
vulnerabilities. This results in exposure of malware 
compromise to all information that is stored on the telephone. 
The attacks allowed by user interface platforms include 
eavesdropping, location monitoring, DoS/DDoS, and 
bluejacking. 

 
Fig. 1. IoT Attacks. 

Network service attacks refer to the attacks targeted to the 
network configuration of IoT devices[6]. For instance, hackers 
target IoT devices configuration parameters in order to 
compromise the device and gain access. Wireless technology 
attacks are becoming familiar due to the emergence of 
sophisticated hacking tools. Using these kinds of tools, the IoT 
network can be hacked by the hackers. Internet and routing 
attacks means the unauthorized access of protocols of a 
network whereas the service hijacks indicate the 
unauthenticated usage of functionalities of IoT devices. 

Based on the research background, researchers raised the 
following Research Questions (RQ). 

RQ1 – How to detect anomalies in WSN / IoT network? 

RQ2 – How to apply Machine Learning (ML) techniques to 
prevent attack in data communication in WSN / IoT 
environment? 

RQ3 – What are the criteria for evaluating the performance 
of anomaly detection methods? 

To present a solution for RQ1, authors performed a 
systematic literature review on methods that detects anomalies 
in IoT network using ML approaches. The following part of 
this section will present the outcome of the review. 

Abhishek Verma and Virender Ranga[1] developed a ML 
based approach for detecting anomalies in IoT network.They 
explored the capability of classification algorithms for machine 
learning in order to protect IoT against DoS attacks. A 
systematic study is conducted on classifiers that can further 
improve intrusion detection systems based on anomalies 
(IDSs). Classifier performance evaluation is carried out by 
using familiar evaluation and validation techniques. They 
employed common datasets such as CIDDS-001, UNSW-
NB15, and NSL-KDD. 

Authors [2] developed an approach to cyber security, deep 
learning, to detect attacks in social IoT. The efficiency of the 
deep model compared to conventional machine learning 
approaches is evaluated by a distributed attack detection 
system. The distributed attack detection system had shown to 
be superior to the centralized detection systems of a deep 
learning model. It was also shown that the deep model is more 
efficacious than its shallow counterparts in attack detection. 

Authors in [3] considered the integration of the collection 
of functions, cross validation and classification of the domain, 
which has not been taken careful into account in current 
literature. The outcome of this study with recent attacks dataset 
indicates that the method was capable of effectively detecting 
cyberattacks. It can detect infected IoT devices that pose a 
significant challenge in the cloud computing context. The 

335 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

technique was based on the implementation of a model of 
training in the distributed fog networks, which can intelligently 
learn from IoT devices and detect attack or anomaly. 

In [4], authors investigated the possibility of using anomaly 
detection methods based on master learning in vertical wall 
systems, to boost automation and intelligence in order to 
achieve predictive climate maintenance. Two types of 
abnormalities are studied, namely point anomalies and 
contextual abnormalities. Method of indoor climate anomaly 
detection, based on forecasts and patterns of recognition were 
investigated and applied. The results show that in terms of 
detection points and contextually abnormalities, neural network 
models, especially the auto encoder (AE), and the long term 
memory decoder (LSTM-ED), can therefore be deployed to 
industrial systems in vertical power walls. The results propose 
a new method of data cleaning and a prediction method is in 
practice implemented as a proof of concept in the cloud. This 
study shows the developments in the learning of machinery and 
the Internet of things that can be completely used to speed up 
the solution growth. 

Authors in [5] discussed different types of attacks and 
anomalies were suggested and explored in this research based 
on an intrusion detection method in the IoT. Authors have used 
the CICIDS data set to detect attacks while assessing the 
performance of the proposed deep-learning model DBN-IDS 
framework. Various attacks with several labels and numbers of 
attacks were presented in this data set. The attack types present 
in this dataset were DoS/DDoS, Botnet, Brute Force, Web 
Attack, Invasion, and PortScan, which could cause IoT device 
failures. They proposed a dedicated, knowledge-based Deep 
Belief Network (DBN) intrusion detecting system algorithm 
model in this work. The CICIDS 2017 dataset was used for the 
performance analysis of their IDS model in relation to attacks 
and anomaly detection. In all the parameters for accuracy, 
precision, F1-score, and detection rate, the proposed process 
generated better performance. 

In [6], the author explored similarities between several 
widely used Support Vector Machine (SVM) classifiers and 
several other ensemble algorithms, namely, LADTree, 
REPTree, Random Forest (RF) and MultiBoost, on the other 
hand. The study was based on a variety of Weka testing 
methods with the goal of estimating and comparing a selected 
performance metrics. The results obtained indicate that RF 
algorithm can be classified as reliable, whereas the REPTree 
algorithm is the alternative recommendation in the more 
restrictive timeline cases. 

Authors in [7] introduced an ensemble approach that uses 
the Deep Neural Network (DNN) and LSTM as well as a meta-
classifier using the stacking generalization principle. The 
method used a two-stage approach for the evaluation of 
network anomalies, with a Deep Sparse AutoEncoder (DSAE) 
in the first phase, to improve the capabilities of the proposed 
approach. In the second step, a classification technique was 
used to stack ensemble learning. The findings of an assessment 
of the strategy proposed were discussed. The statistical value of 
network anomaly detection was checked and compared to 
state-of- the-art approaches. Table I illustrates the features and 
limitations of the existing literature. 

TABLE I. FEATURES AND LIMITATIONS 

S.No. Authors Features Limitations 

1 

Abhishek 
Verma and 
Virender Ranga 
[1] 

Application of 
classification 
algorithms to predict 
DoS attacks. 

Only Dos attacks were 
discussed. Authors 
focussed on the 
classification of attacks 
rather than detecting 
attacks. 

2 
Diro, A. A., & 
Chilamkurti, N. 
[2] 

Developed a 
distributed attack 
prevention technique 
based on deep 
learning approach 

The detection speed of 
the approach was less 
rather than the learning 
speed. 

3 Md Mamunur 
Rashid et al. [3] 

Suggested a 
classification 
algorithm to detect 
anomalies in IoT 
devices in fog 
computing 

The focus of the study 
was on fog computing. 
Authors employed 
multiple types of attacks 
dataset, however, 
partially related to IoT 
devices. 

4 Yu Liu et al. [4] 

Developed a method 
to detect anomalies 
in IoT environment. 
Authors applied 
LSTM to identify 
anomalies in IoT 
networks. 

Authors employed 
limited set of data for 
evaluating their 
methods. In addition, 
they failed to discuss the 
network performance 
during the anomaly 
detection. 

5 Manimurugan S 
et al. [5] 

Proposed a DBN 
based IDS in IoT 
network. 

Authors evaluated the 
system with a limited set 
of attacks. No 
discussion about 
network performance. 

6 

Valentina 
Timčenko and 
Slavko Gajin 
[6] 

Addressed different 
kinds of classifiers 
and its performance 
on identifying 
various kinds of IoT 
attacks. 

Authors argued that the 
performance of RF 
classifier was better than 
another classifier. 
However, they 
evaluated the classifiers 
with limited dataset. 

7 Vibekananda 
Dutta et [7] 

Authors proposed a 
LSTM based DNN 
for identifying IoT 
attacks. 

Multiple datasets were 
employed for measuring 
the performance of the 
IoT detectors. However, 
authors failed to discuss 
the network 
performance of IoT 
environment. 

Based on the outcome of the literature review, researchers 
selected Yu Liu et al. [4], Vibekananda Dutta et al. [7]. 
Comparing to the recent studies, the performance of the 
selected works is better. Both studies employed LSTM as a 
technique to identify an attack in IoT network. 

III. RESEARCH METHODOLOGY 
In this study, the researcher proposed a framework that 

provides a secure wireless network environment, especially 
IoT devices. Fig. 2 presents the proposed framework for 
transmitting data among IoT devices. RQ2 stated that how ML 
technique can improve the performance of detector to identify / 
classify attacks in IoT environment. To provide a solution, 
authors presented studies that addressed the limitations of the 
wireless networks. Basically, IoT devices operate on top of the 
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physical layer of wireless networks. The introduction of 
malicious devices among the existing devices can damage the 
whole network. In the word "recurring neural network" two 
large network groups are considered to consist of a similar 
general structure, one of which is a finite input and the other an 
infinite input. Both network classes have complexities over 
time. A repetitive finite impulse is a directed acyclic graph that 
can roll down and be replaced by a neural network strictly 
supplied, while a repeating network of endless impulses is a 
cyclically driven graph that cannot roll down. Long Short-
Term Memory (LSTM) is one of the variations of RNN. It 
contains a dedicated memory to produce an output based on the 
previous events. The efficiency of LSTM is improved with 
multiple gates. LSTM eliminates back propagation in contrast 
to RNN. Each LSTM input produces an output which becomes 
an input for the next LSTM layer or module. And when major 
events are delayed over long periods, it can accommodate 
signals that combine low and high-frequency components. In 
the proposed framework, the researcher introduced an 
intelligent interface that governs an IoT network. The 
development of interface is based on AI-based approach. 
LSTM in Fig. 2 is applied to identify a malicious node in the 
network. The researchers employed a supervised learning 
technique to train the NB classifier, which indicates the 
vulnerability as a label. They developed a testbed for 
evaluating the proposed framework. 

LSTM models are extremely powerful in handling complex 
data. It contains five components that allow producing both 
short - term and long - term data. 

Cell state (C) - It indicates the intrinsic memory. 

Hidden state (H) - It represents an output state information 
based on the current input, hidden state, and current cell input. 

Input gate (I) - It is used to decide the total number of data 
that can be passed to the cell state. 

Forget gate (F) - It decides the total number of data that can 
be transferred from current input and previous hidden state to 
the present cell state. 

Output gate (O) - It indicates the total number of data that 
can be passed from the current cell state to the hidden state. 

 
Fig. 2. Proposed Framework for IoT Networks. 

A. Input Gate 
It figures out which input value for memory modification 

should be used. The values up to 0,1 are defined by Sigmoid. 
And the tanh feature tests the transmitted values and assesses 
their importance from-1 to 1. The input gate and cell status are 
represented by Equation 1 and 2.Wtn is the weight, 𝐻𝑡−1  is 
prior state to the hidden state, 𝑥𝑡  is an input, and 
𝑏𝑛 𝑖𝑠 𝑡ℎ𝑒 𝑏𝑖𝑎𝑠 𝑣𝑒𝑐𝑡𝑜𝑟 that requires for learning rate in the 
training phase. The cell state is calculated through tanh 
function. 

𝐼 =  𝜕(𝑊𝑡𝑛(𝐻𝑡−1, 𝑥𝑡) + 𝑏𝑛)            (1) 

𝐶 = tanh (𝑊𝑑(𝐻𝑡−1, 𝑥𝑡) + 𝑏𝑐)             (2) 

B. Forget Gate 
It identifies and discards the block information. The 

sigmoid function is used to define the forget gate for LSTM. 
Equation 3includes ( 𝐻𝑇𝑡−1 ) and input ( 𝑥𝑡 ) that are 
examinedand the number of outputs among 0 and 1 is verified 
by each cell state 𝐶𝑡−1 number. 

𝐹 = 𝜕(𝑊𝑡𝑓(𝐻𝑡−1, 𝑥𝑡) + 𝑏𝑓)            (3) 

C. Output Gate 
For deciding the outcome, the input and the memory of the 

block are used. Sigmoid defines the values to move between 0 
and 1. The tanh function weights the values transferred, which 
are determined in their value from -1 to 1 and multiplied by 
Sigmoid efficiency. Equation 4 and 5 represents the output gate 
and hidden gate to identify an attack in IoT network. 

𝑂 =  𝜕(𝑊𝑡𝑜(𝐻𝑡−1,𝑥𝑡) + 𝑏𝑜)            (4) 

𝐻 = 𝑂𝑡 ∗ tanh (𝐶𝑡)             (5) 

Researchers employed IoT attacks dataset [8] to evaluate 
the performance of the proposed framework. The study 
focussed to protect IoT network from application and network 
layer attacks. Authors developed the framework using 
anomaly-based detection. A testbed is utilized with 10 IoT 
devices with a ML based interface. Authors applied Long 
Short-Term Memory (LSTM) version of RNN to train the 
model to detect the anomalous traces in the network and IoT 
configuration parameters. Multiple types of attacks such as 
DDoS, Key Logging, etc., are analysed and traces are utilized 
as a label for training RNN_LSTM. 

Algorithm 1 presents the data collection processes for IoT 
attacks detection. Authors intended to develop ML based 
technique. Researchers employed IoTID20 dataset [8] to train 
and test the performance of the proposed method. Apart from 
this dataset, they developed a multiple attack anomaly and 
applied in the test bed. 
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Algorithm 1 Data Pre-Process 

Input: IoTID20, GenID21 

Output: Vectors 

1: Procedure Data Pre- Process 
2: while i <- item do 
3:  D <- RemoveIrrelevant(i) 
4:  D1 <- RemoveSpacesInString(D) 
5:  D2 <- TransformAsVector(D1) 
6: end while 
7: return D2 
8: end Procedure 

Algorithm 2 presents the training phase of anomaly 
detection in IoT networks. The extracted vectors are treated as 
an input for training phase and attacks are produced as an 
output. The LSTMfeed function stores the attack parameters as 
features and support proposed method (LSTMAD) to identify 
an attack. 

Algorithm 2 Training - Anomaly Detection 

Input: IoTID20, GenID20- (Vectors) 

Output: User Interface / Network Service Attack 

1: procedure Training phase (vector) 
2: while vector <- Vector do 
3: if vector = Feature(IoTID20 / GenID20) then 
4: attack = Network Service / User Interface Attack found 
5: else 
6: attack = No Attack 
7: if attack = LSTMfeed(feature) then 
8: attack = Network Service / User Interface Attack found 
9: else 
10: attack = No Attack 
11: end if 
12: end if 
13: end while 
14: return attack 
15: end procedure 

Algorithm 3 shows the testing phase of LSTMAD which 
monitors the data communication in the IoT network and 
identity anomalies in the network. It verifies the device 
configuration parameters in the network and predicts user 
interface and network service attacks. Throughput and control 
overhead criteria show the performance of the network. Thus, 
these conditions justify the overall performance of the IoT 
attack detectors. During the testing phase, LSTMAD monitors 
the IoT network in a specified interval of time during the 
communication of data among IoT devices. 

Algorithm 3 Testing Phase - Anomaly Detection 

Input: Transmission of data in vulnerable environment 

Output: Type of URL 

1: Procedure Testing phase 
2: while D <- Data do 
3: if element <- LSTMMemory = Feature (Device 
configuration / User Interface parameters) then 
4: attack = Network Service / User Interface Attack found 
5: else 
6: attack = No Attack 
7: feedback = Environment (suspicious) 
8: if element <- LSTMMemory = f<- feedback then 
9: attack = Network Service / User Interface Attack found 
10: else 
11: attack = No Attack 
12: end if 
13: end if 
14: Throughput = Number of packet received / Total time 
15: Network overhead = Number of control overheads / 
Number of received packets 
16: end while 
17: return attack 
18: end procedure  

Fig. 3 shows the snippets of learning rate to train the IoT 
attack detectors. Epoch means the frequencies to monitor the 
IoT network. Both IoTID20 and GenID20 are used in this 
study to train and test the detectors. IoTID20 contains 625380 
attack parameters that represent network service and user 
interface attacks. In addition, authors generated 23000 attack 
parameters related to the recent IoT attacks. 

 
Fig. 3. Snippets – Training Epoch. 
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IV. RESULTS AND DISCUSSIONS 
In Python 3.0 with support from Sci - Kit Learn and the 

NUMPY packages, the proposed method (LSTMAD) is 
developed. In addition, the existing IoT attack detectors are 
designed for evaluating the efficiency of LSTMAD. The 
settings for the method parameters during training and test 
phases are shown in Table II. The learning rate, epoch limit, lot 
size and decay are the parameters to tell the methods to carry 
out the results many times. Vocabulary and threshold values 
are important parameters for the test stage to achieve results 
through the test dataset. 

Authors selected a recent dataset that contains 64.2 million 
attacks relevant IoT attack in order to answer RQ3. Criteria 
such as learning rate, accuracy, F1 – Score, Throughput and 
Control overhead are applied to evaluate the performance of 
methods. IoT attack detectors are evaluated with a testbed that 
contains 10 number of IoT devices. Table III presents the 
learning rate of detectors with IoTID20. The learning rate is 
increased from 1.0 to 5.0 and number of attacks learnt by each 
detector is measured. LSTMAD has achieved 93.6 percent of 
attacks with learning rate of 5.0 whereas Yu Liu et al. [4], and 
Vibekananda Dutta et al. [7] have achieved 91.5% and 92.4 %, 
respectively. LSTM is the base technique for all detectors 
which made detectors to achieve better learning ability. Table 
IV shows the learning capability of detectors with GenID20 
dataset. The dataset contains limited number of attacks rather 
than IoTID20. Thus, the learning rate of detectors is higher and 
similar to each other. 

Fig. 4 represents the throughput of IoT network. A set of 
data is communicated between IoT devices in the simulated 
network. It is evident from the figure that the throughput of the 
IoT network with LSTMAD is better comparing to Yu Liu et 
al. [4], and Vibekananda Dutta et al. [7] Throughput is 
measured in multiple time period with different set of data. 

TABLE II. INITIAL SETTINGS OF PARAMETERS (TRAINING AND TESTING 
PHASES) 

Methods Training phase Testing phase 

LSTMAD 

learning_rate=1.0, 
max_lr_epoch=9, 
lr_decay=0.73,batch_si
ze=2, num_steps=31, 
data=train_data 

batch_size=20, num_steps=35, 
data=test_datanum_acc_batches = 
30,check_batch_idx = 
25,acc_check_thresh = 
5,s_training=False, 
hidden_size=650, 
vocabulary,num_layers=2 

Yu Liu et al. 
[4]  

learning_rate=1.0, 
max_lr_epoch=9, 
lr_decay=0.73,batch_si
ze=2, num_steps=31, 
data=train_data 

batch_size=20, num_steps=35, 
data=test_datanum_acc_batches = 
30,check_batch_idx = 
25,acc_check_thresh = 
5,s_training=False, 
hidden_size=650, 
vocabulary,num_layers=2 

Vibekanand
a Dutta et 
[7] 

learning_rate=1.0, 
max_lr_epoch=11, 
lr_decay=0.73,batch_si
ze=2, num_steps=31, 
data=train_data 

batch_size=20, num_steps=35, 
data=test_datanum_acc_batches = 
30,check_batch_idx = 
25,acc_check_thresh = 
5,s_training=False, 
hidden_size=650, 
vocabulary,num_layers=2 

TABLE III. LEARNING RATE – IOTID20 

Learning Rate LSTMAD Yu Liu et al. [4], Vibekananda Dutta 
et al. [7] 

1.0 87.6 89.7 86.4 

2.0 88.4 88.4 85.6 

3.0 91.6 90.7 89.6 

4.0 92.4 90.9 90.8 

5.0 93.6 91.5 92.4 

TABLE IV. LEARNING RATE – GENID20 DATASET 

Learning Rate LSTMAD Yu Liu et al. 
[4], 

Vibekananda Dutta 
et al. [7] 

1.0 94.7 90.5 89.6 

2.0 96.8 91.6 84.9 

3.0 97.5 90.8 90.7 

4.0 98.6 90.1 89.7 

5.0 98.3 91.4 91.3 

 
Fig. 4. IoT Network Throughput. 

Fig. 5 illustrates the control overhead of IoT network with 
IoT attack detectors. The control overhead represents the 
excessive data added with normal data during the 
communication. The proposed detector required less overhead 
to govern transmission of data in IoT network. In 400 seconds, 
the method of Vibekananda Dutta et al. [7] required more than 
16000 Bytes of overhead to monitor the network whereas 
LSTMAD needed only 12000 Bytes of control overhead. 

 
Fig. 5. Control Overhead of IoT Network. 
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Table V includes the accuracy of each IoT detectors with 
IoTID20 and GenID20. Accuracy of proposed IoT attack 
detector is 95.6 % in 450 seconds for IoTID20 dataset whereas 
Yu Liu et al. [4] and Vibekananda Dutta et al. [7], have 
achieved 93.8% and 94.6 % in 430 and 520 seconds, 
respectively. Fig. 6 and Fig. 7 shows the relevant figure of 
Table V. For GenID20 dataset, LSTMAD has achieved a 
superior accuracy of 96.3% in 246 seconds which is better than 
other two detectors. 

TABLE V. ACCURACY OF DETECTORS 

Methods 

IoTID20 GenID20 

Accuracy 
(%) 

Time 
(in 
Seconds) 

Accuracy 
(%) 

Time 
(in 
Seconds) 

LSTMAD 95.6 450 96.3 246 

Yu Liu et al. 
[4]  93.8 430 94.8 301 

Vibekananda 
Dutta et [7] 94.6 520 93.1 432 

 
Fig. 6. Accuracy of IoTID20. 

 
Fig. 7. Accuracy of GenID20. 

Table VI presents the F1 – Score of detectors for IoTID20 
and GenID20 datasets. F1 – Score represents the retrieving 
capability of detectors. The retrieving capacity of LSTMAD 
for IoTID20 is better than Yu Liu et al [4], and Vibekananda 

Dutta et al. [7]. The performance of LSTMAD on GenID20 
dataset is similar to other methods; however, consumes less 
amount of time. Fig. 8 and Fig. 9 illustrate the performance of 
IoT attack detectors. Data pre-process activity of this study 
supports the classifying process to achieve effective results 
rather than the other detectors. In addition, it requires limited 
number of data that improves the throughput of IoT network. 

TABLE VI. F1 – SCORE OF DETECTORS 

Methods 

IoTID20 GenID20 

F1- 
Score  

Time 
(in 
Seconds) 

F1 – Score Time 
(in Seconds) 

LSTMAD 93.4 450 91.8 246 

Yu Liu et al. [4]  90.1 430 93.2 301 

Vibekananda 
Dutta et [7] 89.4 520 91.6 432 

 
Fig. 8. F1 – Score of IoTID20. 

 
Fig. 9. F1 – Score of GenID20. 

V. OPEN CHALLENGES AND POLICIES 
The growing impact of IoT security on the Internet and its 

users is essential to protect the future of the Internet. In order to 
protect against Internet threats, IoT-based attacks, IoT 
manufacturers, IoT service providers, users, SDOs, policy 
makers and regulators will all be ordered to carry steps. The 
influence that IoT security has on the trust and online use of 
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users is also important to understand. Trust is a key component 
of a sustainable, evolving, global Internet. Users feel 
vulnerable and excluded without trust and reluctant to take 
advantage of the many legitimate benefits offered by the 
Internet. The following part of this section will provide some 
open challenges and policy requirements for maintaining IoT 
networks. 

A. Challenges 
A collaborative security approach [11] is essential for the 

challenges posed by IoT as much as ever. If the IoT Ecosystem 
expands, the number of connected devices that can be 
vulnerable may increase. These systems must not be 
vulnerable. While each actor is responsible for their own tasks, 
we together need to take steps to reduce the risk that we can 
generate vulnerable equipment, while reducing the effect of 
vulnerable devices as they find their way on the network 
[1][3].This paper is directed at regulators, policymakers and 
everyone who is involved in developing and implementing IoT 
security policy tools. 

1) Weak security: Competitive pressures for shorter times 
to market and cheaper products drive many designers and 
manufacturers of IoT systems, including devices, applications 
and services, to devote less time and resources to 
security[6][7]. Strong security can be expensive to design and 
implement, and it lengthens the time it takes to get a product 
to market. The commercial value of user data also means that 
there is an incentive to hoard as much data for as long as 
possible, which runs counter to good data security practices 
[9]. Additionally, there is currently a shortage of credible and 
well-known ways for suppliers to signal their level of security 
to consumers. 

2) Complex system: The system's security is as strong as 
its weakest link. In IoT systems, various components can be 
operated by different parties in different jurisdictions (for 
instance, a server in one country may be located and a system 
may be produced in another country and used in another 
country), making it difficult to cooperate in the resolution of 
security issues in IoT and raising problems with cross-border 
compliance [11]. Complex supply chains challenge security 
assessments, which require networks to be holistically secured 
and organized between various parties and parts of the system. 
IoT systems are increasingly operated and/or controlled by 
remotely managed cloud providers (or at least strongly 
interacting with them) rather than being controlled locally. 
There may also be a specific issue of lack of accountability 
and control for the end-user. 

3) Limited knowledge: Consumer knowledge of IoT 
Protection is limited and affects their safety factor in their 
shopping habits or the configuration and safeguarding of their 
IoT Systems [2]. Consumer groups also face financial 
limitations that make it especially difficult for customers to 
interact and learn. 

4) Legal liabilities: It may be difficult to assess the 
responsibility for damage due to insufficient IoT protection. In 
order for victims to assign liability or get compensation for 

harm, this results in uncertainties. Clear liability may serve as 
an opportunity to improve protection [5]. Ultimately, in the 
absence of strong liability regimes, consumers pay for safety 
violations. 

B. Policies and Guidelines 
Policies to protect from threats to the web infrastructure, 

such as IoT-based DDoS attacks are all required [17]. The 
effects that IoT protection has on user trust and online 
application should also be understood. Trust is a critical 
element for a sustainable, changing and global Internet. 
Without trust, users are helpless and oppressed and reject the 
many valid advantages of the internet. 

1) Data protection: Data gathered or used by IoT should 
be protected by privacy and data protection laws, especially 
the sensor data [18]. Governments will enhance security and 
safety by clarifying how IoT applies current regulations on the 
protection of privacy, data protection and consumer 
protection. In addition, businesses should not make false or 
disappointing claims about the safety of their goods or 
services, similarly to the prohibition of misleading statements 
about food safety [14]. Retailers are also required to share 
liability and not to sell IoT goods with documented security 
and security defects [19]. 

2) Guiding principles: Encourage the use, globally, of 
often checked and widely recognized security best practices 
and guiding principles for design, implementation and use of 
IoT devices and services [11]. 

3) Regulating industrial sectors: All industries should be 
subject to fundamental standards such as data security. IoT 
systems have however been developed and used in different 
industries and applications, which can lead to stronger 
protection outcomes through a sectors-based regulatory 
approach, complementary to core principles [9]. Strong 
market incentives or current regulation in some industries 
could reduce the need for new regulation compared to other 
industries. In the consumer equipment industry, for example, 
regulatory tools appropriate to the health sector may not be so 
useful when qualities such as failure tolerance might not be so 
critical to producing a healthy product [10]. 

VI. CONCLUSION 
In this study, authors contributed a method to detect user 

interface and network service attacks in IoT network. They 
applied a machine learning approach for classifying the attacks 
in IoT and WSN. A testbed that contains a number of IoT 
devices were developed to test the efficiency of the proposed 
method. A recent dataset IoTID20 which contains 64.2 million 
of attacks and a total of 63000 attack anomalies were created to 
measure the performance of IoT attack detectors. Recent 
approaches in IoT attack detection were compared with the 
proposed study. Device configuration parameters are the key 
items to identify an attack in network layers. Usually, attackers 
modify the configuration in order to launch an attack in IoT 
environment. In addition, certain policies need to be framed to 
govern the IoT and WSN. Thus, the proposed study discussed 
some challenges and necessary policies to monitor the IoT 
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network. The outcome of the experiment shows that the 
proposed method capable to detect multiple attacks in IoT and 
WSN. The future direction of this study is to develop a deep 
learning-based method to monitor and protect IoT devices from 
various attacks. 
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Abstract—Floating content is a promising communication 
paradigm based on pure ad hoc communications. It has a huge 
usage potential for various context-aware applications. In this 
paper, recent research related to floating content communication 
paradigm is presented. This paper focuses on some of the vital 
experiences ranging from analytical models to simulations to the 
real-world implementations. Some important results on the 
performance of floating content based on analytical models, 
simulations, and real-world implementations are presented. 
These results not only show the usefulness of the existing 
analytical models but also explain the ways of extending these 
existing models for incorporating new communication 
technologies and mobility models. This paper also highlights the 
energy consumption of smartphone applications based on 
floating content and explains how new communication 
technologies impact the feasibility of using floating content as a 
communication service for different applications. Based on the 
experiences, new future directions are highlighted that can prove 
to be very beneficial for researchers investigating this area. 

Keywords—Floating content; opportunistic communications 

I. INTRODUCTION 
A massive growth in mobile computing and an abundance 

of smart devices are consistently driving applications toward 
context-awareness [1]. Location is the most common type of 
context used in such applications. Mostly such context-aware 
applications deal with data having spatial and temporal 
constraints. For example, a location-aware parking finding 
application makes use of information about a free parking slot 
that is available for a limited time and is of interest to the 
people searching for parking location nearby. Opportunistic 
communications due to their specific characteristics can prove 
to be very beneficial for such applications. Several 
opportunistic communication paradigms are available in 
literature under different names [2] [3] [4]. They all aim at 
making a piece of information available over a restricted 
geographic area. The term “floating content” was introduced in 
[3]. Fig. 1 illustrates the basic working of floating content 
service. For the implementation of floating content service, it is 
assumed that all nodes rely on pure ad hoc communications 
(Bluetooth, WiFi-Direct, etc.) for content transfer and there is 
no fixed infrastructure like WiFi or cellular network 
availability. As the first step for floating content, a node creates 
a piece of content and defines a range called “Anchor Zone” 
for that content. Anchor zone refers to a geographical area in 
which the content is replicated using ad hoc communications 
whenever two nodes come in communication range of each 
other. Therefore, nodes within an anchor zone keep on 
replicating the generated content and in this way that content 
“floats” within the anchor zone. Once a node goes out of the 
anchor zone, it deletes the content. This mechanism is 

illustrated in Fig. 1. In this way a new node entering the anchor 
zone has an opportunity for getting the content if it comes in 
contact of a node already possessing the content. This is called 
the success ratio and it is one of the fundamental performance 
metrics for floating content. Formally, success ratio can be 
defined as the average fraction of nodes getting content before 
leaving the anchor zone. The second important performance 
metric is called availability. It is the fraction of nodes within an 
anchor zone possessing a piece of content. The success ratio 
depends on availability and increases in availability leads to 
increase in the success ratio. 

In [4], the authors introduced a new zone called the Range 
of Interest (ROI). ROI is different from the anchor zone. 
Anchor zone acts as a replication zone for the content items; on 
the other hand, ROI is used to calculate different performance 
parameters like success ratio. The anchor zone can be much 
larger than ROI. The size of the anchor zone affects the success 
probability and availability. For example, the advertisement 
related to a special offer at a supermarket might be of interest 
to the people nearby so ROI can be set to let’s say 300 meters. 
However, for achieving a high success probability, the anchor 
zone might be set much larger compared to ROI. Therefore, 
ROI can always be less than or equal to the size of the anchor 
zone. 

The rest of the paper is organized as follows. Section II 
explains the latest related work regarding floating content. 
Section III presents some of the existing analytical models and 
simulation results that provide us with a deep insight about the 
performance evaluation of the floating content. In Section IV 
vital observations and discussions are presented. Section V 
concludes the paper. 

 
Fig. 1. Floating Content Replication Mechanism. 
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II. RELATED WORK 
After the first appearance of floating content in [3], various 

works have focused on different aspects of floating content. In 
[5], the authors confirmed that the analytical model presented 
in [4] can predict the success probability for Manhattan Grid 
Mobility model; however, for more complex models like 
Reference Point Group Mobility (RPGM) model and realistic 
vehicular traces, estimates were not quite accurate. As success 
probability is highly dependent upon the mobility 
characteristics of the users, therefore, analytical model 
capturing such characteristics was needed. 

The first implementation of floating content as a 
communication service for a real-world application was done 
in [6]. An android based application called “Floaty” was 
developed and tested in an office environment. Bluetooth 
technology was used for communication among users. The 
experimental results confirmed the suitability of using floating 
content as a communication service in an office environment. 

In [7], a modified version of the application used in [6] was 
used in an experiment in a university campus environment. It 
was shown that the mobility model in a university campus 
environment was quite different from the one that was 
observed in [6]. However, the results highlighted that a 
relatively low user density is enough to guarantee content 
persistence over time. This was contrarily to the predictions 
from the models presented in [3]. The experiment showed that 
even under a low user density, the content floats for a 
substantial time. 

In [8], the authors proposed a new mobility model called 
Poisson Jumps mobility model. In this work the authors 
presented a new analytical model for the Poisson Jumps 
mobility model in a campus environment. The authors proved 
that Poisson Jumps mobility model can emulate the mobility 
patterns observed in a campus environment. The presented 
analytical model also captured the key performance metrics 
such as success probability and availability. 

The performance of floating content is also investigated for 
VANETs. In [9], an analytical model was proposed for 
prediction of performance of the floating content in VANET 
environment. Instead of considering the road geometry, the 
analytical model was based on a modified version of the 
Random Waypoint mobility model. The proposed analytical 
model was evaluated under both synthetic and real-world 
vehicular traces. The model could predict performance 
accurately under both settings. The authors also conducted the 
performance analysis for floating content in a VANETs setting 
by proposing a new synthetic mobility model called District 
Mobility Model (DMM). An analytical model was developed 
based on DMM and performance of the floating content was 
evaluated under different mobility patterns and traffic 
conditions. The results proved the effectiveness of floating 
content under a wide range of traffic conditions. 

In recent related work, it can be observed that the early 
works focused on the conditions under which a piece of 
content floats in an area. Later on, works focused on different 

analytical models and simulations for calculating different 
performance metrics. After confirming the persistence of the 
floating content from the analytical models, research focused 
on the real-world implementation of few applications using 
floating content as a communication service. Different 
analytical models were also developed for capturing the 
mobility characteristics in different environments like 
university campus and vehicular networks. 

III. ANALYTICAL MODELS AND SIMULATIONS 
Various analytical models are presented in the literature 

regarding different performance parameters for floating 
content. These models vary based on the mobility of nodes 
ranging from simple mobility models [4] to relatively complex 
mobility models [7] [3] [8] incorporating synthetic traces and 
real-world mobility traces for the users. For this paper, a simple 
analytical model is considered, which is capable of predicting 
the performance of floating content for various parameters. 
Though this model was originally proposed for a simple 
mobility model called Random Direction mobility model, in 
[5] it was proven that despite its simplicity, it is capable of 
predicting performance for various relatively complex mobility 
models. 

The analytical model presented in [4] provides an equation 
(equation 1) for calculating the success probability Ps under 
Random Direction Mobility model. Equation (1) has two parts. 
The first part represents the probability of meeting k nodes 
along a trajectory within an anchor zone. This part is 
essentially dependent on the pure geometry and can be altered 
for different mobility models. The second part represents the 
probability that one of the k nodes meets another node having 
the content and content replication take place. 

𝑃𝑠(𝜏) =

∫ 𝑙2
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The contribution of this analytical model is novel because it 
provides a simple (in that it uses few primitive system 
parameters) analytical model for computing success 
probability. This model was based on a simplistic mobility 
model called Random Direction mobility model. By extensive 
simulations, it was proven that the analytical model was 
capable of predicting the success probability for a wide range 
of system parameters. 

The analytical model presented in [4] can be used to 
determine the size of the anchor zone required for getting 90 
percent success probability for a given ROI. For instance, 
Fig. 2 presents the value of anchor zone required for a ROI 
equals to 300 meters for getting a success probability of 90 
percent. It can be observed that a time comes when the anchor 
zone radius becomes equal to the radius of ROI for achieving a 
success probability of 90 percent. This is the condition under 
which the anchor zone radius and ROI are equal and anchor 
zone radius is sufficient for achieving 90 percent success 
probability. 

344 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

 
Fig. 2. Anchor Zone Radius for Achieving 90 Percent Success Probability. 

Despite the simplicity of the analytical model, by doing 
extensive simulations in [5], it was observed that the 
approximates provided by the analytical model are close to a 
variety of mobility models including Manhattan Grid Mobility 
Model (MGMM), Reference Point Group Mobility (RPGM), 
and synthetic vehicular traces from Cologne city as shown in 
Fig. 3. 

 
Fig. 3. Success Probability for different Mobility Models. 

It is worth explaining that the communication model used 
by the model presented in [4], includes a parameter called ‘Q’ 
representing the probability of a successful transfer between 
two nodes when they communicate with each other. 

The value of Q equals to 1 means that there is a 100 percent 
success rate for an exchange of messages between two nodes. 
This parameter allows more complex communication models 
to be incorporated in the analytical model. This is one of the 
possible ways to extend the existing analytical model for 
different communication technologies such as Wifi-Direct and 
Bluetooth. 

IV. OBSERVATIONS AND DISCUSSION 
This section presents some of the important observations 

that were observed during the course of this work. 

A. Impact of Communication Technologies on the 
Performance 
It is worth noting that for real-world implementation and 

performance evaluation of floating content, Bluetooth was used 
[6] [7]. One of the more prominent communication 
technologies based on pure ad hoc communication is WiFi-
Direct. It offers much longer communication range and much 
higher data transfer rates compared to Bluetooth [10]. 

Alternatively, for VANETs, a different standard known as 
802.11p is available [9]. 

The bottom-line is that each communication technology has 
its own specific characteristics (like communication range, data 
transfer rate, etc.). 

Therefore, first from the analytical model’s perspective, it 
is very important to incorporate the specific characteristics of 
the communication technology into the model. 

Second, from the practical (real-world implementation) 
perspective, it is important to utilize these different 
communication standards for developing the applications for 
doing the performance evaluation. 

B. Applications based on Floating Content 
Previously, the applications developed using floating 

content as the communication service [7] [6] [8] were 
experimental in nature and were restricted to different 
environments such as an office or a university campus. 

The potential of floating content was realized recently in a 
few killer applications that surfaced particularly for post-
disaster management and emergency situations [9]. 

In this paper, I would like to mention a recent application 
called “Tabaud” [11]. It is an application for both Android and 
Apple platforms and is initiated by the government of Saudi 
Arabia as a measure to contain the Corona virus (COVID-19). 

This application utilizes Bluetooth for sending notifications 
to people if they are in the vicinity of an infected COVID-19 
person. By using this application, a person can take essential 
precautions if he is in the vicinity of an infected person with 
COVID-19. This application has more than 2 million 
downloads on Android platform alone. 

This application utilizes the communication service similar 
to floating content for exchanging messages among users who 
are within the vicinity of each other. The benefit of using 
Tabaud application is that even if a user is not connected to a 
fixed network like 4G or Wi-Fi, still he/she is able to receive 
alert notifications about a COVID19 infected person near 
him/her. 

Similarly, applications based on the concept of Geo 
Fencing are also getting common. Geofencing is a concept in 
which a user in notified about an event/alert if he/she is in the 
vicinity of a particular location. Applications such as 
Checkmark 2, Geo Alert: location reminder, etc. are based on 
this concept. 

There is a huge potential for using floating content as a 
communication service for communicating with users in the 
vicinity without relying on 3G/4G networks. 

Similarly, there is a huge potential for using floating 
content as a communication service for the applications related 
to geographically restricted advertisements. For example, 
advertisements or special offers at a shopping mall might be of 
most interest to the people nearby. Floating content can prove 
to be very beneficial for such geographically restricted 
information dissemination. 
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C. Energy Consumption 
A crucial consideration while designing and implementing 

any application for smart devices is energy consumption due to 
the operation of that particular application. 

As using floating content as a communication service 
requires periodically scanning for compatible devices within 
the vicinity, therefore it is important to investigate the energy 
consumption aspect as well. 

An experiment was performed by running Floaty 
application developed in [8] and the results are shown in Fig. 4. 
In the experiment a total of 12 smartphones belonging to three 
different companies, i.e., HTC, Sony, and Samsung were 
present in the vicinity of each other. 

All the smartphones were running the Floaty App, and 
Fig. 4 shows that on average each smartphone consumed 
between 3.5 and 4 percent battery per hour. 

It is worth noting that optimizations for the application can 
be made by tuning in the different parameters like scan 
interval, message generation interval etc. However, for a 
normal user, this energy consumption seems high because after 
12 hours of operation, the application would have consumed 
roughly 40 to 50 percent of battery. 

Similarly, as Bluetooth was used by the Floaty app, 
therefore use of different communication technologies like 
Wifi-Direct is another open question that can be addressed in 
future work. 

 
Fig. 4. Energy Consumption by an Application using Floating Content as 

Communication Service. 

V. CONCLUSION 
In this paper, the experiences learned from the recent 

research in a communication paradigm called floating content 
is presented. This work considered a simple analytical model 
and focused on the ways of extending this model for 
incorporating different communication technologies and 
mobility models. This paper also highlighted the impact of 
different communication technologies on the performance of 
floating content. Some of the existing applications using 
floating content were also illustrated and results related to the 
energy consumption of the smart devices running applications 
based on floating content were also discussed. Based on the 
discussions, new future directions were highlighted that can 
prove to be very beneficial for the researchers investigating in 
this area. 
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Abstract—Both IEEE 802.11 and IEEE 802.15.4 standards 
adopt the CSMA-CA algorithm to manage contending nodes’ 
access to the wireless medium. CSMA-CA utilizes the Binary 
Exponential Backoff (BEB) scheme to reduce the probability of 
packet collisions over the communication channel. However, 
BEB suffers from unfairness and degraded channel utilization, as 
it usually favors the last node that succeeded in capturing the 
medium to send its packets. Also, BEB updates the size of the 
contention window in a deterministic fashion, without taking into 
consideration the level of collisions over the channel. The latter 
factor has a direct impact on the channel utilization and 
therefore incorporating it in the computation of the contention 
window’s size can have positive impacts on the overall 
performance of the backoff algorithm. In this paper, we propose 
a new adaptive backoff algorithm that overcomes the 
shortcomings of BEB and outperforms it in terms of channel 
utilization, power conservation, and reliability, while preserving 
the fairness among nodes. We model our algorithm using 
Markov chain and validate our system through extensive 
simulations. Our results show a promising performance for an 
efficient backoff algorithm. 

Keywords—Wireless sensor networks; beacon-enabled IEEE 
802.15.4; binary exponent backoff; adaptive backoff; fairness; 
power consumption; reliability; channel utilization 

I. INTRODUCTION 
The Binary Exponent Backoff (BEB) is an ingenious 

algorithm employed by both IEEE 802.11 and IEEE 802.15.4 
standards to manage the wireless medium access among 
multiple competing nodes. BEB has been under the scope of 
extensive studies and have been shown to suffer from several 
performance pitfalls [1]-[5], [21]-[28], [65], [66] and [67]. 
Basically, [21], [22], and [23] provided detailed analysis of the 
MAC protocol, which implements BEB, in IEEE 802.11 to 
investigate its performance in terms of critical parameters, like 
throughput. The important conclusion drawn from these 
studies is that BEB suffers from a major shortcoming in terms 
of achieving high throughputs. It was proven that the practical 
performance, in terms of throughput, falls far behind the 
theoretical one and it is highly dependent on the number of 
nodes available. This observation motivated important 
research contributions that targeted enhancing BEB in IEEE 
802.11-based networks (for example, see [53], [68], [69] and 
[70]). The same problem occurs in IEEE 802.15.4, which 
adopts a slightly modified version of BEB. IEEE 802.15.4’s 

performance received a strong attention and many studies 
devised modified versions of BEB to achieve higher 
throughputs while preserving more power [6], [9-15], [18-19], 
[29]-[31], [35], [52], [54], [71], [72], [80]. In this paper we 
focus on the performance of BEB in IEEE 802.15.4-based 
wireless sensor networks (WSNs). We introduce changes into 
BEB that can overcome the limitations it experiences. The 
changes form a foundation for the new Adaptive Backoff 
Algorithm (ABA) that we model using Markov chain. We also 
conduct a simulation study to validate our proposed theoretical 
model. Our results are promising and pave the way for further 
improvements in future work. The rest of the paper is 
organized as follows. Section II overviews the BEB algorithm 
and highlights the problematic aspects of its functionality. In 
Section III we review the literature for contributions that 
targeted improving BEB in IEEE 802.15.4. In Section IV we 
describe ABA and model it mathematically using Markov 
chain. Section V describes the simulations we conducted to 
validate the developed mathematical model for ABA and 
compares the performance of ABA with a number of backoff 
algorithms proposed in the literature. Finally, Section VI 
concludes our work and envisions future research directions. 

II. OVERVIEW OF BEB IN IEEE 802.15.4 STANDARD 
The IEEE 802.15.4 standard defines the specifications of 

the PHY layer and the MAC sub-layer for low-rate personal 
area networks (LR-WPANs) [7], [8], [11], [13] and [32]. This 
standard suits the functionality of WSNs as it conforms to 
their distinguished requirements (like the need to preserve the 
resources of the sensor nodes [59]). The standard supports 
both star and peer-to-peer topologies. In the star topology, 
communications among nodes should go through a designated 
controller node called the PAN coordinator (or the 
coordinator for simplicity). In the peer-to-peer topology, 
however, direct communication between nodes is possible 
(and a coordinator still exists). The standard can operate in a 
beacon-enabled or a nonbeacon-enabled mode. The beacon-
enabled mode utilizes a superframe structure to control the 
communications over the wireless medium in a manner that 
reduces packet collisions. In Fig. 1, we depict the general 
structure of the superframe. As shown in the figure, the 
superframe is delimited by beacons that the coordinator sends 
periodically to synchronize the nodes. The superframe is 
constituted by active and inactive portions. The active portion 
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consists of two main periods, namely, the contention access 
period (mandatory) and the contention free period (optional). 
The inactive portion, however, is used by the coordinator to 
conserve more power by conducting no activities. In this paper 
we ignore both the contention free period (CFP) and the 
inactive portion of the superframe. 

During the CAP, nodes contend among themselves to 
secure an access to the wireless medium. The slotted CSMA-
CA mechanism, that employs the BEB algorithm, is utilized 
here. In the rest of the paper, we focus on the beacon-enabled 
mode of IEEE 802.15.4. 

The basic functionality of BEB is explained as follows. 
Before any transmission attempt, the backoff exponent (BE) is 
initialized to macMinBE, a MAC attribute defined in the IEEE 
802.15.4 standard with a default value of 3. Then, the node 
backs off for a duration (i.e., contention window) chosen 
randomly from the range [0, 2BE-1]. Once the backoff period 
expires, the node proceeds for two clear channel assessments 
(CCAs). These assessments are needed to check whether the 
wireless medium is clear for commencing a transmission. 
Packet transmission starts only if the medium is found to be 
clear during the two CCAs. However, if either of the CCAs 
results in finding the medium busy, the value of BE will be 
increased by one (up to a maximum of macMaxBE) and the 
node backs off again (the maximum number of allowed 
backoffs is macMaxCSMABackoffs). The idea behind 
incrementing BE is to find its appropriate value that better 
adapts the duration of backoff to the level of activity over the 
communication medium.  If BE reaches its maximum, it 
cannot change unless successful/failed packet transmission 
occurs, or packet retransmission commences. In that case, BE 
is reset to macMinBE. The packet will be dismissed if 
macMaxCSMABackoffs is crossed, and the CSMA-CA 
mechanism will start the BEB process over. Upon succeeding 
in transmitting a packet, an acknowledgement (ACK) packet 
is sent back by the receiver node. If the ACK packet is not 
received, the node attempts (up to a maximum of 
macMaxFrameRetries) to retransmit the packet. With every 
retry, the complete BEB procedure is re-applied. If 
macMaxFrameRetriesis crossed, the packet will be dismissed. 
It should be mentioned that basic time unit used by CSMA-
CA is the aUnitBackoffPeriod, which we refer to it as time slot 
or time unit in the rest of the paper. Fig. 2 shows the CSMA-
CA mechanism, including the BEB algorithm, with more 
details (the flow chart is taken from [32] with slight 
simplifications that do not affect the overall mechanism). 

 
Fig. 1. Superframe Structure (Redrawn from [32]). 

 
Fig. 2. CSMA-CA Mechanism [32]. NB Refers to the Number of Backoffs 

Done by the Node and CW is a Counter for the CCAs. 

From the description of the BEB algorithm we can identify 
the reasons behind the degradation of the throughput in its 
performance evaluation. Clearly, BEB keeps on choosing the 
contention window randomly without taking into 
consideration the number nodes available in the network, the 
level of communication activity occurring on the medium, and 
the likelihood of packet collisions. A node increases BE 
gradually, in steps of 1, in attempts to transmit a packet and 
then resets BE to its minimum, as explained before, without 
incorporating any information about its failed trials of 
transmissions or the intensity of the traffic in the medium. In 
other words, BEB is “memory-less” [24] as it keeps no 
information about the network status or conditions. On the 
other hand, BEB may have a problem of unfairness under 
saturation conditions [20][25]. This can be seen from noticing 
that a node that fails to access the medium tends to backoff for 
longer periods (because BE keeps increasing as mentioned 
earlier), reducing its opportunity of sending its packets. 
However, a node that has just finished its successful 
transmission will reset its BE to its minimum, which results in 
shorter backoff periods and thus higher chances of accessing 
the medium. That is, the last successful node is favored on the 
account of other nodes [26]. Clearly, under saturation 
conditions we will face a high rate of packet collisions, which 
leads to excessive power consumption and degraded 
throughput [33]. Furthermore, this behavior raises serious 
security concerns. A selfish node may deliberately tune its BE 
such that it always achieves the minimum backoff period 
among the nodes. That way, the selfish node will access the 
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medium much more frequently than the other nodes in the 
network (for more details on this misbehavior and how to 
mitigate it, see [55]-[58]). On the other hand, a node may act 
maliciously by tuning BE to be at its maximum. This way, the 
node refrains from accessing the medium, which discourages 
other nodes from using this node as their next hop while 
forwarding packets. These functionality issues in BEB are far 
from being acceptable in WSNs. The next section focuses on 
the efforts proposed in the literature to modify BEB and 
enhance its performance in IEEE 802.15.4-based WSNs. 

III. RELATED WORK 
Research efforts proposed various methodologies to 

improve BEB. In the following we review some of these 
proposals. 

Minooei and Nojumi studied improving BEB in the 
context of IEEE 802.11 [34]. Lee et al. investigated the 
performance of the algorithm in [34], which they call the Non-
Overlapping BEB (NO-BEB), in IEEE 802.15.4 networks 
[29]. NO-BEB modifies the way BEB selects the length of the 
contention window after an access failure. Basically, in order 
to reduce the level of contention over the medium, the 
contention window (W) is randomly selected from the range 
[𝑊𝑖−1,𝑊𝑖] rather than  [0,𝑊𝑖] , where 𝑊𝑖 is the contention 
window of the ith backoff stage [34]. This change guarantees 
that no overlapping with the previous range (that is, [0,𝑊𝑖]) 
occurs. As a result, nodes experiencing different number of 
medium access failures have better chances of acquiring 
different contention windows from the non-overlapped 
regions. NO-BEB is modeled using Markov chain in [29] and 
shown to outperform BEB in terms of throughput, probability 
of collisions and average access delay. While NO-BEB 
introduces a creative methodology to incorporate the 
communication medium’s status in the computation and 
selection of W, it still resets the latter to its minimum after 
each successful packet transmission. We mentioned in Section 
II that this behavior is problematic. 

Woo et al. proposed the Knowledge-based Exponential 
Backoff (KEB) algorithm in [30]. The main target of KEB is 
to improve the throughput depending on the channel state 
information as collected by each node. Each node uses the 
Exponential Weighted Moving Average (EWMA), with a 
smoothing factor β, to compute locally the collision rate after 
each successful transmission. Based on that computation, the 
value of BE is adjusted to achieve higher throughput. In other 
words, as the collision rate increases beyond a predefined 
collision threshold α, BE will be increased and thus nodes 
backoff for longer periods of time (in order to reduce the level 
of communications over the medium, which reduces the 
collisions). In contrast, as the collision rate remains below α, 
nodes backoff for shorter periods of time, which improves the 
utilization of the communication channel. KEB has been 
modeled using Markov chain and then simulated to validate 
the analytical model. The provided results show that KEB 
outperforms BEB in terms of throughput. The main drawback 
of KEB is that its performance is mainly dependent on the 
value of α. The authors provide a simulation study to find out 
the optimal values of these parameters that achieve the best 
throughput performance. However, this indicates that KEB 

cannot operate in an adaptive fashion and its performance will 
be governed by the targeted application. 

Khan et al. introduce the Improved BEB (IBEB) algorithm 
in [31]. In IBEB each node, after specifying its BE, randomly 
selects an Interim Backoff (IB), which is restricted to be 10% 
to 40% of the specified backoff delay. The authors argue that 
this approach tends to reduce packet collisions since the 
probability of having two nodes randomly selecting the same 
BE and IB is quite low. The authors provided a simulation 
study to examine IBEB’s performance in terms of latency, 
channel utilization, goodput, and average number of 
collisions. The results showed that IBEB outperforms BEB in 
terms of these parameters. We highlight that IBEB may suffer 
from major degradation as the number of nodes increases in 
the network. This is because the pool of IBs is so narrow that 
many nodes will happen to select the same IB, which 
contributes to higher packet rates of collisions. 

Zhu et al. in [39] modify the CSMA-CA algorithm and 
propose the Linear Increase Backoff (LIB) scheme to enhance 
the performance in term of packet delay. The idea of LIB is 
that the backoff counter, upon sensing any of the two CCAs 
busy, increases linearly instead of exponentially (which is the 
case in BEB). The authors analyze the behavior of LIB using a 
comprehensive Markov model. Using this model, they extract 
formulas to describe the packet delay, energy consumption 
and throughput of unsaturated, unacknowledged traffic. 
Simulations of LIB show that it achieves a superior 
performance in terms of delay, throughput, and energy 
conservation. LIB is mainly designed for time-critical 
monitoring and detection applications, and therefore, 
minimization of the delay is the main target of this scheme. 

In [73], the authors have proposed a backoff algorithm, 
named Waiting Backoff Algorithm (WBA), in order to 
enhance both the delay and the throughput performance of 
IEEE 802.11 MAC protocol. The main idea behind this 
algorithm is to observe the waiting time of each station during 
the backoff stage and then estimate the size of the contention 
window in the network. The authors have conducted some 
simulation experiences to show WBA enhances the basic 
backoff algorithm for some specific number of stations. 

J. Sartthong and S. Sittichivapak have employed the 
mathematical optimization function theory to propose another 
backoff algorithm called Contending Stations Backoff 
Algorithm (CSBA) [74]. This paper includes a comparison 
results with BEB and other backoff algorithms and shows 
some improvements in term of saturation throughput 
efficiency. The same authors have extended this work to 
achieve more performance by this time by introducing [75] 
both a Binary Exponential Increment Half Decrement backoff 
algorithm and a discrete Markov chain model called the Fixed 
Backoff stages and Fixed Contention windows, named BEIHD 
and FBFC respectively. 

In [68], Q. Liu and A. Czylwik have tackled the collision 
problems in WSN by proposing a collision-aware backoff 
mechanism (CABEB). Their main idea consists of involving a 
collision aware module that captures the channel state and 
adapts the MAC layer based on the collision probability to 
control the length of backoff period. 
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In [76], R. TejaChekka et al. have proposed an Adaptive 
Binary Exponential Backoff algorithm to handle multiple 
channel access issue by avoiding the collision at the sender 
side and the buffer overflow at receiver side without 
degrading channel utilization and throughput efficiency. 

In [69], M. Shurman et al. have analyzed the three backoff 
algorithms BEB, I-BEB and E-BEB and highlighted their 
limitations. Then, they proposed the New Binary Exponential 
Backoff (N-BEB) algorithm to improve channel access 
fairness while preserving the channel throughput. It consists of 
improving contention window configuration, based on the 
number of successful and unsuccessful transmissions. 

In [77], the authors have tackled the BEB problems by 
providing two main contributions. First, they proposed an 
adaptive backoff mechanism through which nodes can 
dynamically adjust the backoff period according to the actual 
status of the network. Second, they proposed a priority-based 
service-differentiation mechanism to provide multi-levels 
differentiated services in order to meet different QoS 
requirements. 

In [78],  the authors have tackled the 802.15.4 performance 
issues by proposing a backoff mechanism in which the 
backoff duration is adaptively chosen, when WiFi 
transmissions are detected during the clear channel 
assessment. They also consider erroneous decisions regarding 
the type of packet detected during the CCA and prove that the 
proposed algorithm remains efficient. Some simulation 
experiences have been conducted with 10 nodes to 
demonstrate the feasibility of such technique. 

In [70], X. Liu et al. have addressed BEB drawbacks by 
using a different approach. They proposed a backoff 
algorithm, which adopts a retransmission counter to measure 
the network congestion situation. The proposed algorithm also 
divides the contention window interval into small intervals, 
and in different intervals, it leverages different backoff 
strategies. They measured the performance of this approach 
that showed slight improvements in throughput rate for some 
specific cases. 

In [79], Y. Huang et al. have proposed a Synchronized 
Contention Window-based backoff algorithm, named SCW. In 
SCW algorithm, each station actively tracks the transmissions 
and when the channel state is changed, resetting the CW value 
synchronizes the CW of each station, which participates in the 
competition. This way, it makes each station get the medium 
access grant with the same probability in next channel 
contention. The experimental results of this technique show 
some improvement in the case o large number of stations. 

IV. ADAPTIVE BACKOFF ALGORITHM 
Based on the discussions outlined in Sections II and III, we 

now introduce the new Adaptive Backoff Algorithm (ABA). 
The pivotal objective behind ABA is to improve the channel 
utilization (U) in the WSN. ABA achieves higher levels of 
channel utilization than is possible with BEB while keeps the 
power consumption at the lowest possible level (which is a 
primary requirement to prolong the lifetime of the WSN). 
Preliminary to designing/modifying any backoff algorithm, it 
is essential to understand the factors that play the role of 

degrading U. From one side, whenever the nodes select long 
backoff periods, the wireless medium is forcibly kept idle for 
a long duration of time and thus U is affected. From another 
side, as the rate of packet collisions rises, the useful 
communication activities over the medium are affected and U 
is reduced as a result. Failing to consider these two factors 
results in partially effective backoff algorithms. 

The problem with BEB is that it provides a deterministic 
solution that keeps on updating the length of the contention 
window based on predefined steps. This is the main 
shortcoming of BEB. We need a probabilistic solution that 
can involve the status over the wireless medium in the 
computation of the contention window. Based on that, ABA 
proposes that the probability of collision (Pc) be used in 
updating the value of the contention window. This approach 
guarantees that the contention window will be adapted to 
conditions over the communication channel. Stated 
differently, the value of the contention window will be 
updated as follows: 

𝑊(𝑡) = 𝑃𝑐(𝑡)𝑊𝑚𝑎𝑥              (1) 

where, 𝑊(𝑡) is the selected contention window at time t 
(𝑊(𝑡) and 𝑊 will be used interchangeably in the rest of the 
paper), 𝑊𝑚𝑎𝑥  is IEEE 802.15.4’s maximum contention 
window (set to 2macMaxBE), and 𝑃𝑐(𝑡) is the probability of 
collisions at time t (In the rest of the paper, 𝑃𝑐(𝑡) and 𝑃𝑐will be 
used interchangeably). 𝑃𝑐  is computed locally at each node by 
knowing the proportion of packets that suffered from 
collisions. This proportion is computed as  𝑛𝑐 (𝑛𝑠 + 𝑛𝑐)⁄ , 
where 𝑛𝑐  and 𝑛𝑠  are, as observed by any node, the total 
number of collided packets and the total number of 
successfully transmitted packets, respectively (note that in 
case of unacknowledged traffic, we assume that a mechanism 
at higher layers is available to advise the MAC of a collision 
after a certain timeout). According to (1), upon having a 
packet to send, the node backs off for a duration that cannot 
exceed 𝑊𝑚𝑎𝑥 . In case that CCA1 or CCA2 reveal that the 
medium is busy, the backoff process is repeated 
macMaxCSMABackoffs times before discarding the packet. 
On the other hand, upon experiencing an idle medium after the 
two CCAs, the packet is sent. In case of a packet collision, the 
node updates its 𝑊(𝑡) based on the number of collisions it 
faces and resends the packet. If the packet continues to collide 
more than macMaxFrameRetries times, the packet will be 
discarded. Equation (1) indicates that, as the rate of collisions 
increases (decreases), the node utilizes an extended (a 
shortened) backoff period. This is anticipated to significantly 
reduce (increase) the contention among nodes, and also allows 
them better chances of successful transmission. 

The overall result is enhanced channel utilization in the 
network. ABA requires no hardware upgrades and requires 
simplified computations that requires low power consumption 
(as we demonstrate in Section V) and can be easily 
implemented in sensor nodes’ platform. In Fig. 3 we show the 
flow diagram of ABA. 

We now develop the mathematical model for ABA based 
on Markov chain (see [41]-[51] for extensive studies on how 
to model IEEE 802.15.4’s BEB using Markov chain). The 
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model covers saturated traffic under both acknowledged and 
unacknowledged traffic conditions. We should mention that 
saturation conditions are typical in important research areas, 
like Wireless Body Area Networks (WBAN) (see [63] and 
[64] for examples). 

In Fig. 4 we illustrate a two-dimensional Markov chain 
that covers all the states a node goes through to access the 
medium, using ABA, while working under saturated traffic 
conditions. The latter means that the node has always a packet 
to send. Each state in our Markov model is distinguished by a 
pair (i, j), where i can be 0, -1, or -2, to refer to the 
backoff/CCA states, successful transmission states, or 
collision states, respectively. The j index will be clarified in 
the following. States (0, j), where j∈ [1,𝑊 − 1], refer to the 
duration of backoff during which the node is involved in no 
activity, waiting for its backoff counter to expire. States (0, 0) 
and (0,-1) correspond to CCA1 and CCA2, respectively. 
States (-1, j), where j∈ [0, Ls-1], correspond to the duration 
spent to successfully transmit a packet. Finally, States (-2, j), 
where j∈ [0, Lc-1], correspond to the time wasted due to a 
packet collision. The probability of finding the medium busy 
during CCA1 (CCA2) is denoted as α (β) (an explanation on 
the difference between α and β  is detailed in [38]). 

The state transition probabilities of our Markov chain are 
as follows: 

𝑃(0, 𝑗 − 1|0, 𝑗) = 1   𝑓𝑜𝑟    0 < 𝑗 ≤ 𝑊 − 1            (2) 

𝑃(0, 𝑗|0,0) = 𝑊−𝑗
𝑊

    𝑓𝑜𝑟  𝑗 ≥  0              (3) 
𝑃(0,−1|0,0) = 1 − α                  (4) 

𝑃(−1, 𝑗|0,0) = (1 − α)(1 − β)(1 − 𝑃𝑐)   𝑓𝑜𝑟   0 ≤ 𝑗 ≤ 𝐿𝑠 −
1                (5) 

𝑃(−2, 𝑗|0,0) = (1 − α)(1 − β)𝑃𝑐                𝑓𝑜𝑟   0 ≤ 𝑗 ≤ 𝐿𝑐 −
1              (6) 

𝑃(0, 𝑗|−1, 𝑗 𝑜𝑟 − 2, 𝑗) = 1
𝑊

 𝑓𝑜𝑟    𝑗 ≥  0           (7) 

Equation (2) captures how the backoff counter decrements 
before attempting any packet transmission. Equation (3) 
describes the probability of backing off given that the medium 
was found busy during CCA1 or CCA2. Note that W in this 
equation will be updated according to (1). It is important to 
point out that deriving (3) is attained by summing all the 
transition probabilities starting from state (0, 0) and ending at 
any of the states (0,0), ... , (0, W-1). The summation includes 
the probabilities: (𝛼 + (1 − 𝛼)𝛽) 𝑊⁄  (to transit from state 
(0,0) to any of the backoff states(0, j), where j∈[0, W-1]), 
(1 − 𝛼)(1 − 𝛽)(1 − 𝑃𝑐) 𝑊⁄  (to transit  from state (0,0)  to any 
of the backoff states, after a successful transmission), (1 −
𝛼)(1 − 𝛽)𝑃𝑐 (to transit from state (0,0) to any of the backoff 
states, after a packet collision), and the probability of being at 
the state preceding the selected backoff state (so, if backoff 
state (0, 1) was randomly selected, we should include the 
probability of being at backoff state (0, 2) in our summation, 
and so on). Equation (4) states the probability of initiating 
CCA2 given that CCA1 was successful. Equation (5) is the 
probability of successfully sending a packet after two 
successful CCAs while Equation (6) is the probability of 

having a packet collision after those CCAs. Finally, Equation 
(7) describes the even probability of choosing a contention 
window after packet transmission/collision. Assuming that 
s(t) and c(t) are the stochastic processes representing the 
backoff stage and the state of the backoff counter, 
respectively, we now write the stationary distribution of our 
Markov chain to be 𝑏𝑖,𝑗 = lim𝑡→∞ 𝑃(𝑠(𝑡) = 𝑖, 𝑐(𝑡) = 𝑗),  

where  𝑖 𝜖 [−2,0] and  𝑗 𝜖 [−1, max (𝑊 − 1, 𝐿𝑠 − 1, 𝐿𝑐 −
1)] . We now derive the closed form expressions for this 
distribution. 

 
Fig. 3. ABA Algorithm. 

 
Fig. 4. Markov Chain of ABA Algorithm Under Saturated Traffic 

Conditions. 
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By the normalization condition, we have the following 
formula: 

∑ 𝑏0,𝑗
𝑊−1
𝑗=1 + ∑ 𝑏−1,𝑗

𝐿𝑠−1
𝑗=0 + ∑ 𝑏−2,𝑗

𝐿𝑐−1
𝑗=0 + 𝑏0,0 + 𝑏0,−1 = 1    (8) 

The first term in (8) refers to the backoff states, the second 
term refers to the packet transmission states, the third term 
refers to the packet collision states, and the fourth and the fifth 
terms refer to the CCA1 and CCA2 states, respectively. We 
depend on the Equations (2)-(7) to find the mathematical 
expression for each of these terms. The latter will be 
expressed in terms of b0,0, for which a closed form expression 
will be derived later. Based on (2), (3), and (7) we can write: 

∑ 𝑏0,𝑗
𝑊−1
𝑗=1 = ∑ 𝑊−𝑗

𝑊
𝑏0,0 = 𝑊−1

2
𝑏0,0

𝑊−1
𝑗=1            (9) 

Next, based on (5) and (6) we have: 

∑ 𝑏−1,𝑗
𝐿𝑠−1
𝑗=0 = 𝐿𝑠(1 − 𝛼)(1 − 𝛽)(1 − 𝑃𝑐)𝑏0,0        (10) 

∑ 𝑏−2,𝑗
𝐿𝑐−1
𝑗=0 = 𝐿𝑐(1 − 𝛼)(1 − 𝛽)𝑃𝑐𝑏0,0         (11) 

Finally, based on (4) we obtain the following formula: 

𝑏0,−1 = (1 − 𝛼)𝑏0,0            (12) 

The probability of collision, Pc , is formulated in [16] and 
[17] as follows: 

𝑃𝑐 = 1 − (1 − 𝜏)𝑁−1             (13) 

Equation (13) is formulated based on the observation that a 
collision will not happen if, out of N nodes, only one node is 
at CCA1, while the remaining N-1 nodes are at any state other 
than CCA1. Assuming that the probability that a node initiates 
CCA1 is 𝜏 , the probability of having no collisions in the 
network will be (1 − 𝜏)𝑁−1 . Therefore, Pc will be the 
complement of the latter term, which gives Equation (13). We 
point out, however, that when a certain node is initiating its 
CCA1, it is not quite accurate to assume that the remaining N-
1 nodes can be at any state other than CCA1. These nodes can 
only be in the backoff states. They cannot be, for example, in 
the state (-2, 0). Otherwise, the original node, at the CCA1 
state, cannot send out its packet in the first place. Therefore, 
we accept that Equation (13) provides a reasonable 
approximation of Pc in the network, but we expect that it may 
cause some deviations from the actual behaviour, as we 
demonstrate later in Section V. 

The abovementioned definition of 𝜏 indicates that it is 
equal to 𝑏0,0. Therefore, we can now substitute Equations (9)-
(13) into (8) and solve for 𝜏. The substitution results in the 
following formula: 

𝜏 = 2
3−2𝛼+2(1−𝛼)(1−𝛽)[𝐿𝑠+𝑃𝑐(𝐿𝑐−𝐿𝑠)]+𝑊

          (14) 

Both 𝐿𝑠 and 𝐿𝑐 are defined in the IEEE 802.15.4 standard 
(see [32]). W and Pc has already been defined in (1) and (13), 
respectively. Therefore, we need to find mathematical 
expressions for 𝛼 and 𝛽  to solve for 𝜏 . These expressions 
strongly depend on whether the communicated traffic is 
acknowledged or not. Pollin et al. have provided in [37] (also, 
see [39]) a detailed study in this direction and we adopt their 

findings in this paper. In case of unacknowledged traffic, we 
have the following expressions: 

𝛼 = 𝐿(1 − (1 − 𝜏)𝑁−1)(1 − 𝛼)(1 − 𝛽)          (15) 

𝛽 = 1−(1−𝜏)𝑁−1

2−(1−𝜏)𝑁−1
              (16) 

where, L in (15) refers to the length of the packet to be 
sent. On the other hand, for acknowledged traffic we have the 
following expressions: 

𝛼 = 𝑃𝑐(1 − 𝛼)(1 − 𝛽) �𝐿 + 𝐿𝑎𝑐𝑘
𝑁𝜏(1−𝜏)𝑁−1

1−(1−𝜏)𝑁
�         (17) 

𝛽 = 1−(1−𝜏)𝑁−1+𝑁𝜏(1−𝜏)𝑁−1

2−(1−𝜏)𝑁+𝑁𝜏(1−𝜏)𝑁−1
           (18) 

where, Lack in (17) refers to the length of the ACK packet. 
We should mention that Equations (16) and (18) are 
approximated for large N (see [37] and [39] for details). 

Equation (14) along with Equations (15)-(16) (or 
Equations (17)-(18)) for unacknowledged (or acknowledged) 
traffic form a nonlinear equation system of three variables, 
namely, 𝜏, 𝛼, and 𝛽. This system of equations can be solved 
using numerical methods to find the operating point of the 
network. 

It is worth mentioning that the Markov model depicted in 
Fig. 4 is much simpler than the one provided in [36], [37], 
[38], and [39]. In these studies, the authors show all the 
backoff and packet transmission retries stages to study the 
functionality of the MAC layer in IEEE 802.15.4. However, 
although our model shows these stages augmented as one 
stage, yet, as we show later, we are able to capture the main 
characteristics of the MAC layer and derive all the formulas 
that describe its functionality. We will see in the next section 
that showing the backoff and retries stages is just needed for 
the sake of computing the reliability of the system. We will 
follow a methodology that helps in deriving a mathematical 
formula for the reliability without undermining the validity of 
the model in Fig. 4. 

A. Channel Utilization Under ABA 
The Channel Utilization (U) parameter measures how 

efficiently we are utilizing the wireless medium to 
successfully transmit packets. In an unacknowledged traffic 
situation, U refers to the probability that a node sends a packet 
successfully. However, in an acknowledged traffic situation, 
the node should receive back the ACK packet in order to 
consider the transmission successful. By examining the model 
in Fig. 4, we notice that channel utilization is defined as 
follows: 

𝑈 = 𝑁𝐿𝜏(1 − 𝛼)(1 − 𝛽)(1 − 𝑃𝑐) 

which reduces to: 

𝑈 = 𝑁𝐿𝜏(1 − 𝛼)(1 − 𝛽)(1 − 𝜏)𝑁−1          (19) 

where, N is included in the computation in order to find 
the total U achieved from the successful transmissions of all 
the nodes in the network. 
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B. Power Consumption Under ABA 
It is essential to study the performance of ABA in terms of 

power consumption. This is because sensor nodes are battery-
powered and any proposed algorithm for WSNs should not 
deplete the nodes’ power resources at a high pace. 

Under ABA, a node can be in any of the following states: 
backoff states, CCA states, packet transmission (with either 
success or collision) states. The power consumed at a node, 
denoted Etotal, is the total summation of the power consumed 
at each of these states: 

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑖𝑑𝑙𝑒 + 𝐸𝐶𝐶𝐴 + 𝐸𝑡𝑥 + 𝐸𝑟𝑥            (20) 

Eidle is the total power consumed during the backoff states: 

𝐸𝑖𝑑𝑙𝑒 = 𝑃𝑖𝑑𝑙𝑒 ∑ 𝑏0,𝑗
𝑊−1
𝑗=1 = 𝑃𝑖𝑑𝑙𝑒

𝑊−1
2
𝑏0,0         (21) 

ECCA is the total power consumed during the two CCA 
states: 

𝐸𝐶𝐶𝐴 = 𝑃𝐶𝐶𝐴�𝑏0,0 + 𝑏0,−1� = 𝑃𝐶𝐶𝐴(2 − 𝛼)𝑏0,0         (22) 

where, Pidle and PCCA to refer to the average power 
consumed during a backoff state and a CCA state, 
respectively. 

We should pay a careful attention to Etx, the total power 
consumed during packet transmission. The value of Etx 
depends on the type of traffic assumed, whether it is 
acknowledged on not. According to IEEE 802.15.4 [32], if the 
traffic is acknowledged, the node, after sending a packet (thus, 
Ptx is considered), becomes idle for a period of one time slot 
(thus, Pidle is considered) before it starts sensing the ACK 
packet. If the ACK packet is sensed, we should consider the 
average power consumed during reception (Prx). If the ACK 
packet is not sensed after a period of Lack, or in case of having 
a collision, the node becomes idle for an extra time slot (thus, 
Pidle is considered) before proceeding to sending the next 
packet. Therefore, as already noted in [36], to compute the 
total power consumed while sending acknowledged traffic, we 
have the following formula: 

𝐸𝑡𝑥 = 𝑃𝑡𝑥 �� 𝑏−1,𝑗

𝐿𝑠−1

𝑗=0

+ � 𝑏−2,𝑗

𝐿𝑐−1

𝑗=0

� + 𝑃𝑖𝑑𝑙𝑒�𝑏−1,𝐿𝑠 + 𝑏−2,𝐿𝑐� 

           +𝑃𝑟𝑥 ∑ 𝑏−1,𝑗
𝐿𝑠+𝐿𝑎𝑐𝑘
𝑗=𝐿𝑠+1 + 𝑃𝑖𝑑𝑙𝑒 ∑ 𝑏−2,𝑗

𝐿𝑐+𝐿𝑎𝑐𝑘+1
𝑗=𝐿𝑐+1           (23) 

The first term in Equation (23) considers the transmission 
of the packet, whether it is successful or not. The second term 
corresponds to the additional time slot in waiting for the ACK 
packet. The third term evaluates the average power consumed 
while receiving the ACK packet. Therefore, the summation 
starts at Ls + 1 which takes into consideration that we wait for 
Ls time slots and then one extra time slot before receiving the 
ACK. Finally, the fourth term corresponds to the time slot 
waited in the cases of having a collision or losing the ACK 
packet. 

In case of unacknowledged traffic, only the first term of 
Equation (23) is considered. 

Finally, Erx, the average power consumed during reception 
of packets, for both acknowledged and unacknowledged 
traffics, is expressed as follows: 

𝐸𝑟𝑥 = 𝑃𝑟𝑥 ∑ 𝑏−1,𝑗
𝐿𝑠−1
𝑗=0            (24) 

C. Reliability Under ABA 
Reliability (R) is defined in [36] as the probability of 

achieving a successful packet reception. In other words, R 
provides us a measure of how efficient ABA is in improving 
the possibility of transferring a packet to its destination. Under 
ABA, a packet is dismissed if we exceed either 
macMaxCSMABackoffs or macMaxFrameRetries. That is, a 
node goes through multiple backoff stages, in case of busy 
CCAs, and/or multiple transmission retries, in case of repeated 
collisions, before dismissing a packet. Therefore, formulating 
R depends on finding the probability of avoiding the 
dismissal of a packet. As the likelihood of dismissing a packet 
diminishes, it means that the system is more reliable. 
Therefore, the reliability is defined as follows: 

𝑅 = 𝜋𝑠
𝜋𝑠+𝜋𝑓

             (25) 

Where, 𝜋𝑠  is the probability of having successful 
transmissions and 𝜋𝑓  is the probability of having failed 
transmissions. Note that failed transmissions include both 
collided packets and discarded packets. While 𝜋𝑠 is known 
from Equation (5), special attention is needed to formulate𝜋𝑓. 
We develop the finite-state machines (FSMs) shown in Fig. 5 
and use them to accomplish that. The FSM in Fig. 5(a) shows 
that a node, as it goes from state (0, 0) and ends back at it, 
may encounter a successful transmission (S), a packet 
collision (C), or a busy channel (B). Fig. 5(a), however, does 
not show the multiple bakoff stages and packet transmission 
retries a node may experience while attempting to send a 
packet. In other words, the B and C states are in fact 
constituted by multiple stages. These stages are shown in 
Fig. 5(b) and 5(c). Note that these two FSMs can be merged to 
show the complete system, but we avoid that to simplify our 
derivations. Based on Equations (3)-(6), we can directly see 
that  𝑥 = 𝛼 + (1 − 𝛼)𝛽 , 𝑦 = (1 − 𝛼)(1 − 𝛽)𝑃𝑐 , and  𝑧 =
(1 − 𝛼)(1 − 𝛽)(1 − 𝑃𝑐). These equations can be also inferred 
by noticing the transitions in Fig. 5(a). The FSM in this figure 
is interpreted as follows. As a node finds the channel busy, it 
has a probability of x to find the channel busy again. On the 
other hand, it may succeed to send its packet or face a packet 
collision with probabilities z and y, respectively. After 
succeeding in sending a packet, a node may be successful in 
sending the next packet with a probability of z. Otherwise, the 
node may find the channel busy with probability x or suffer 
from a collision with probability y. Finally, as the node 
experiences a collision, it may encounter another collision 
with probability y, succeed in sending the packet with 
probability z, or find the channel busy with probability x. 

In Fig. 5(b) and 5(c) we capture the fact that, during a 
single cycle, a node may go through macMaxCSMABackoffs 
(denote as m in Fig. 5(b)) backoff stages and 
macMaxFrameRetries (denote as n in Fig. 5(c)) collisions 
before discarding a packet (note that 𝜋𝐶𝑖 denote the 
probabilities to suffer from a collision after finding the 
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channel busy for i times).  Therefore, in order to find R, we 
need to find the probability that the system backs off for m+1 
times or experiences a collision for n+1 time. If we assume A 
to be a random variable that denotes the number of backoff 
stages the node has gone through, and B to be a random 
variable that denotes the number of collisions occurred, then 
Equation (25) can be rewritten as follows: 

𝑅 = 𝜋𝑠
𝜋𝑠+𝑃(𝐴=𝑚+1)+𝑃(𝐵=𝑛+1)

             (26) 

𝑃(𝐴 = 𝑚 + 1) and 𝑃(𝐵 = 𝑛 + 1) can be found using the 
FSMs in Fig. 5(b) and 5(c), respectively. Towards that end, if 
we have the transition matrices 𝑃1 (for Fig. 5(b)) and 𝑃1 (for 
Fig. 5(c)), then there exist the stationary distributions 𝜋1 and 
𝜋2 , such that 𝑃1 × 𝜋1 = 𝜋1 and 𝑃2 × 𝜋2 = 𝜋2 . The latter 
relationships are expanded, respectively, as follows: 

𝑆
𝐵1
𝐵2
⋮
𝐵𝑚
𝐵𝑚+1
𝐶

𝑆 𝐵1 𝐵2 ⋯ 𝐵𝑚 𝐵𝑚+1 𝐶

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑧 𝑧 𝑧
𝑥 0 0
0 𝑥 0

⋯
⋯
⋯

𝑧 𝑧 𝑧
0 𝑥 𝑥
0 0 0

⋮ ⋮ ⋱ ⋱ ⋮ ⋮ ⋮
0 0 0
0 0 0
𝑦 𝑦 𝑦

⋱
⋯
⋯

0 0 0
𝑥 0 0
𝑦 𝑦 𝑦⎦

⎥
⎥
⎥
⎥
⎥
⎤

×  

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝜋𝑆
𝜋𝐵1
𝜋𝐵2
⋮

𝜋𝐵𝑚
𝜋𝐵𝑚+1
𝜋𝐶 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝜋𝑆
𝜋𝐵1
𝜋𝐵2
⋮

𝜋𝐵𝑚
𝜋𝐵𝑚+1
𝜋𝐶 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

     (27) 

𝑆
𝐶1
𝐶2
⋮
𝐶𝑚
𝐶𝑚+1
𝐵

𝑆 𝐶1 𝐶2 ⋯ 𝐶𝑚 𝐶𝑚+1 𝐵

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑧 𝑧 𝑧
𝑦 0 0
0 𝑦 0

⋯
⋯
⋯

𝑧 𝑧 𝑧
0 𝑦 𝜋𝐶1
0 0 𝜋𝐶2

⋮ ⋮ ⋱ ⋱ ⋮ ⋮ ⋮
0 0 0
0 0 0
𝑥 𝑥 𝑥

⋱
⋯
⋯

0 0 𝜋𝐶𝑚
𝑦 0 𝜋𝐶𝑚+1
𝑥 𝑥 𝑥 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

×  

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝜋𝑆
𝜋𝐶1
𝜋𝐶2
⋮

𝜋𝐶𝑚
𝜋𝐶𝑚+1
𝜋𝐵 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝜋𝑆
𝜋𝐶1
𝜋𝐶2
⋮

𝜋𝐶𝑚
𝜋𝐶𝑚+1
𝜋𝐵 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

       (28) 

In (27) the stationary distribution 𝜋1 𝑖 s defined as 
�𝜋𝑆 𝜋𝐵1 𝜋𝐵2 … 𝜋𝐵𝑚−1

𝜋𝐵𝑚 𝜋𝐶� , where 𝜋𝐵𝑘 is the 
probability of being in the kth backoff stage. On the other 
hand, 𝜋2 is defined as �𝜋𝑆 𝜋𝐶1 𝜋𝐶2 … 𝜋𝐶𝑛−1 𝜋𝐶𝑛 𝜋𝐵� 
for (28), where 𝜋𝐶𝑟 is the probability of experiencing the rth 
collision. 

Based on (27) and (28), we can write the following 
formulas (see Appendix A for the detailed derivations): 

𝑃(𝐴 = 𝑚 + 1) = 𝜋𝐵𝑚+1 =  𝑥
𝑚+1(1−𝑥)
1−𝑥𝑚+1            (29) 

𝑃(𝐵 = 𝑛 + 1) = 𝜋𝐶𝑛+1 =  (1−𝑥−𝑦)𝑦𝑛+1

(1−𝑥)𝑛+1−𝑦𝑛+1
          (30) 

Finally, with the knowledge of Equations (26), (28), and 
(29), we can now formulate the reliability as follows: 

𝑅 = 1

1+ (1−𝑥)𝑥𝑚+1
�1−𝑥𝑚+1�(1−𝑥−𝑦)+

𝑦𝑛+1
(1−𝑥)𝑛+1−𝑦𝑛+1

           (31) 

D. Channel Collision Time Under ABA 
An efficient backoff algorithm should prove effectiveness 

in reducing the rate of collisions in the wireless medium. This 
is essential because not only it improves the utilization of the 
communication channel, but also reduces the consumption of 
power due to useless activities. 

We aim in this subsection at investigating the percentage 
of time the channel is getting busy due to collisions. This is 

different from what Equation (13) reflects. Equation (13) 
describes the probability of collision from each node’s 
perspective. In other words, this equation describes the 
average probability of collision that any node will face when 
communicating over the medium. However, that equation 
does not consider the channel’s perspective. The latter 
recognizes the fact that a collision involves at least two nodes, 
and therefore, even if three or more nodes send their packets at 
the same instant, the channel will experience a busy period of 
only Lc time units. Stated differently, by examining Fig. 4, we 
notice that the proportion of time a node spends in the 
collision state is 𝐿𝑐(1 − 𝛼)(1 − 𝛽)𝑃𝑐𝜏 (recall Equation (11)). 
Then, if Nc nodes (out of N) have collided at the same instant, 
the channel collision time, TCC, is the non-overlapping period 
of time during which the channel is busy with a collision 
situation. The latter is defined as follows: 

𝑇𝑐𝑐 = 𝐿𝑐𝑁𝜏(1−𝛼)(1−𝛽)𝑃𝑐
𝑁𝑐

             (32) 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. (a) States Encountered During One Complete Cycle, (b) Break Down 
of the B State into Multiple Backoff Stages, and (c) Break Down of the C 

State into Multiple Packet Transmission Retries. 

where, Nc is the expected number of collided nodes. To 
determine the value of Nc, we should calculate the expected 
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number of collided nodes, given that a collision has happened. 
This is a conditional probability that we compute as follows. 
The probability of having k nodes involved in a collision 
requires that while a node is at CCA1, k-1 nodes should also 
be at CCA1 while the remaining N-k nodes should be in any 
state other than CCA1. This probability is expressed as 
𝜏𝑘−1(1 − 𝜏)𝑁−𝑘. The problem of selecting k-1 nodes out of N-
1 nodes under the conditions just mentioned is a typical 
binomial distribution. Given all of these facts, and by noticing 
that we may have from 2 to N nodes that are colliding at the 
same time, we can formulate Nc as follows: 

𝑁𝑐 = 1
𝑃𝑐
∑ �𝑘−1𝑁−1�𝑘𝜏

𝑘−1(1 − 𝜏)𝑁−𝑘𝑁
𝑘=2           (33) 

Note that we divide by Pc because we have a condition 
that a collision has already happened. 

Equations (32) and (33) imply that if k nodes have collided 
at the same time, the channel will be busy for only Lc time 
units and not kLc. 

An effective backoff algorithm should be able to achieve 
reductions in TCC. 

V. SIMULATIONS AND MODEL VALIDATION 
In this section we conduct extensive simulations in order 

to validate the mathematical model developed in Section IV. 
Our simulations also provide a comparative study between 
ABA, from one side, and both BEB and NO-BEB from the 
other side. In this comparison, we evaluate the performance of 
ABA in terms of channel utilization, power consumption, 
reliability, and channel collision time. Furthermore, the 
fairness of ABA is studied to ensure that the nodes in the 
network are sharing the communication medium equally. 

We wrote a C-based simulator to simulate ABA and the 
other three algorithms mentioned above. The network under 
study is of a peer-to-peer topology. The network operates in 
the beacon-enabled IEEE 802.15.4 mode. We omit both the 
CFP and the inactive periods from the superframe and assume 
that it is constituted only by the CAP in the active period. 

We use the average power consumption of different 
wireless network interface cards (NICs) [60], [61], and [62]. 
The parameters considered in our simulations are summarized 
in Table I 1 . Also, we always assume, except when stated 
differently, that 𝐿𝑠 = 𝐿𝑐 = 𝐿 . In the following sub-sections, 
we present our simulations results along with discussions and 
comments. 

A. Model Validation 
In this subsection we validate our theoretical Markov 

model by comparing the behavior it predicts to the behavior 
extracted from simulations. For each parameter studied, we 
compute the coefficient of variation of the root-mean-square 
deviation RSMD (CV(RMSD)), which is a measure of the 
accuracy of our mathematical model. In other words, 
CV(RMSD) measures the differences between the 

1 CCA power in this table refers to the power consumed during either of 
the clear channel assessment periods. 

mathematical model and the simulations. CV(RSMD) is defined 
as follows: 

𝐶𝑉(𝑅𝑆𝑀𝐷) =

�
∑ (𝑉𝑡ℎ𝑒𝑜 − 𝑉𝑠𝑖𝑚)2𝑛
𝑖=1

𝑛𝑠𝑎𝑚𝑝𝑙𝑒

𝑉�
 

where, 𝑉𝑡ℎ𝑒𝑜 is the predicted theoretical value, 𝑉𝑠𝑖𝑚  is the 
simulated value, 𝑉�  is the average of the observed values, and 
𝑛𝑠𝑎𝑚𝑝𝑙𝑒  is the total number of the sample values used. An 
accurate theoretical model should achieve low values for CV 
(RMSD). 

1) Channel utilization: We validate the mathematical 
expression that we derived for U in Equation (19). Fig. 6 
compares the theoretical behavior with the simulated behavior 
under unacknowledged traffic conditions while Fig. 7 shows 
the comparison under acknowledged traffic conditions. We 
can clearly see that Equation (19) is very accurate in 
predicting the behavior U of as the network’s size increases. 
We do see, however, a discrepancy for small networks (N ≤ 
20). In fact, we explain this discrepancy by recalling that 
Equations (16) and (18) are approximated for large N (see 
Section IV), and therefore, as the network gets smaller the 
model, we provided, may become less accurate. 

TABLE I.  SIMULATION PARAMETERS 

Power 
Consumed 
(mW) 

Rx 30 

Tx 40 

CCA 30 

Sleep 0.8 

Durations 

1 timeslot 0.32 ms (80 bits) 

Packet Length (L) 14 or 28 timeslots 

ACK Packet Length (LACK) 2 timeslots 

Simulation Time 320 s 

802.15.4 
Parameter 
Settings 

macMinBE 3 

macMaxBE 8 

 
Fig. 6. Channel Utilization of ABA Under Unacknowledged Traffic. L=14, 

macMaxCSMABackoff=4, and macMaxFrameRetries=3. 
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Fig. 7. Channel Utilization of ABA under Acknowledged Traffic. L=14, 

macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

2) Power consumption: Fig. 8, for unacknowledged 
traffic, and Fig. 9, for acknowledged traffic, show a perfect 
match between our mathematical expressions and the 
simulations for the total power consumption under ABA. 

 
Fig. 8. Total Power Consumption (W.s) of ABA Under Unacknowledged 

Traffic. L=14, macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

 
Fig. 9. Total Power Consumption (W.s) of ABA Under Acknowledged 
Traffic. L=14, macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

3) Power wasted in collisions: Fig. 10, for 
unacknowledged traffic, and Fig. 11, for acknowledged traffic, 
depict the theoretical and simulated performance in terms of 
the power wasted due to packet collisions. These figures 
illustrate an accurate matching between our Markov model 
and the simulations. 

 
Fig. 10. Power Wasted In Collisions (W.s) Under Unacknowledged Traffic. 

L=14, macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

 
Fig. 11. Power Wasted In Collisions (W.s) Under Acknowledged Traffic. 

L=14, macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

 
Fig. 12. Reliability of ABA Under Unacknowledged Traffic. L=14, 
macMaxCSMABackoff=4, and macMaxFrameRetries=3. 
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4) Reliability: Fig. 12, for unacknowledged traffic, show a 
perfect match between our mathematical expression and the 
simulations for the reliability of ABA. The same observation 
is seen in Fig. 13 for the acknowledged traffic. 

 
Fig. 13. Reliability of ABA Under Acknowledged Traffic. L=14, 

macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

5) Channel collision TimeL: ABA’s theoretical and 
simulated behavior in terms of the achieved channel collision 
time, under different traffic conditions, is depicted in Fig. 14 
and 15. Although we observe a deviation between the 
theoretical curves and the simulation ones in all of these 
figures, the deviation is minor and does not undermine the 
accuracy of our model. We argue, however, that this deviation 
is occurring as a result of the term Nc in Equation (32). Nc is 
computed using Equation (33), which includes the term 
(1 − 𝜏)𝑁−𝑘 . We discussed in Section IV that this term, 
originally used in Equation (13), is formed based on the 
assumption that a node that is not at the CCA1 state can be at 
any other state in the Markov chain of Fig. 4. This assumption 
provides a reasonable approximation of the probability of 
collision in the network, and the deviations we see in Fig. 14 
and 15 are resulting from it. 

 
Fig. 14. Channel Collision Time with ABA, Under Unacknowledged Traffic. 

L=14, macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

 
Fig. 15. Channel Collision Time with ABA, Under Acknowledged Traffic. 

L=14, macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

In general, by examining Fig. 6 to 15, and by noticing the 
values of that we achieved, we can conclude that our Markov-
based theoretical model of ABA is accurate and successful in 
predicting the simulated performance. 

B. Comparing ABA with other Algorithms 
In this subsection we study the performance of ABA 

compared to that of NO-BEB and the standard BEB. 

1) Channel utilization: We show in Fig. 16 ABA’s 
performance in terms of channel utilization, under 
unacknowledged traffic conditions, compared to BEB and 
NO-BEB. The comparison under acknowledged traffic 
conditions is shown in Fig. 17. We can see in these figures 
that ABA achieves a superior performance compared to BEB 
and NO-BEB. The enhancements over thesse algorithms 
become significant as the network’s size increases (especially 
beyond a size of 20 nodes). For example, in Fig. 16, at 35 
nodes, ABA achieves a U of 59.84%, while BEB and NO-
BEB achieve 19.63% and 35.63%, respectively. This means 
that as ABA enables nodes to update the size of their 
contention windows in an adaptive manner, a better utilization 
of the communication channel is achieved. 

 
Fig. 16. Channel Utilization of ABA, BEB, and NO-BEB Under 
Unacknowledged Traffic. L=14, macMaxCSMABackoff=4, and 

macMaxFrameRetries=3. 
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Fig. 17. Channel Utilization of ABA, BEB, and NO-BEB Under 

Acknowledged Traffic. L=14, macMaxCSMABackoff=4, and 
macMaxFrameRetries=3. 

2) Power consumption: In Fig. 18 and 19 we show the 
performance of ABA in terms of power consumption. It is 
evident in all these figures that ABA is consuming the least 
amount of power among all the algorithms. Compared to BEB 
(Fig. 18), ABA is able to achieve another 10.3% (at N = 5) to 
36.7% (at N = 50) of power savings. The savings compared to 
NO-BEB range from 3.5% to 21.8%. Comparable results can 
be drawn from Fig. 19. The power savings achieved with 
ABA do not reflect a strong performance boost, and therefore, 
we need to investigate the portion of the total power that is 
wasted in useless activities, that is, collisions. In Fig. 20 and 
21 we show the amount of power lost due to collisions under 
each algorithm. It its quite evident that ABA is capable of 
lowering the percentage of collisions, and therefore, the power 
lost during these situations is the lowest compared to the other 
algorithms. In Fig. 20, compared to BEB, ABA manages to 
reduce the power wasted due to collisions significantly. At N 
= 5, ABA wastes 39% less in power than BEB. At N= 50, the 
power wasted is 69.3% less than BEB. That is, ABA is able is 
to utilize the power resources of the sensor nodes in useful 
activities. Compared to NO-BEB, ABA loses less in power by 
16.7% due to collisions (At N =5). The savings in power jump 
to 50.6% at N = 50.  Comparable conclusions can be observed 
in Fig. 21. In conclusion, we can see that ABA is proving to 
be more conservative in depleting the power resources of the 
nodes. 

 
Fig. 18. Total Power Consumption (W.s) of ABA, BEB, and NO-BEB Under 

Unacknowledged Traffic. L=14, macMaxCSMABackoff=4, and 
macMaxFrameRetries=3. 

 
Fig. 19. Total Power Consumption (W.s) of ABA, BEB, and NO-BEB Under 

Acknowledged Traffic. L=14, macMaxCSMABackoff=4, and 
macMaxFrameRetries=3. 

 
Fig. 20. Power Wasted in Collisions (W.s) Under Unacknowledged Traffic. 

L=14, macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

 
Fig. 21. Power Wasted in Collisions (W.s) Under Acknowledged Traffic. 

L=14, macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

3) Reliability: In Fig. 22 and 23 we depict the 
performance of ABA in terms of the reliability. These figures 
demonstrate the superiority of ABA over all the other 
algorithms in terms of reliability. A significant improvement 
can be observed over BEB and NO-BEB. In particular, in 
Fig. 22, ABA manages to achieve a boost in reliability that 
starts from 39% (at N = 5) and keeps increasing till 69.3% (at 
N = 50) compared to BEB. Compared to NO-BEB, the 
increase in reliability goes from 8.32% (at N = 10) and 
continues to 61.8% (at N = 50). In Fig. 23, we can observe a 
similar performance. 
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Fig. 22. Reliability of ABA Under Unacknowledged Traffic. L=14, 

macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

 
Fig. 23. Reliability of ABA Under Acknowledged Traffic. L=14, 

macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

4) Channel collision time: We examine the performance 
in terms of the channel collision time in Fig. 24 and 25. Again, 
ABA is showing superiority in terms of its ability to keep the 
channel collision time at its lowest level compared to the other 
algorithms. In particular, in Fig. 24, ABA can achieve a 
channel collision time that is 38.5% less than BEB at N = 5. 
This percentage jumps to 58.8% at N = 50. Compared to NO-
BEB, ABA’s improvements in channel collision time range 
from 16.5% (at N = 5) and 43.74% (at N = 50). Again, 
comparable observations can be seen in Fig. 25. ABA’s ability 
to adapt the contention window’s size in accordance with the 
collisions level allows for an efficient utilization of the 
network’s resources. 

5) Fairness: Finally, we examine the fairness of ABA in 
order to see whether it allows nodes an equal opportunity to 
access the wireless medium or not. We adopt Jain’s fairness 
index [40] to measure ABA’s fairness: 

𝑓𝑎𝑖𝑟𝑛𝑒𝑠𝑠 𝑖𝑛𝑑𝑒𝑥 = (∑𝑥𝑖)
2

𝑁∑𝑥𝑖2
                (33) 

where, xi denotes the ith node’s share of the medium. An 
algorithm is achieving better sharing of the medium among 
the nodes if its fairness index is closer to 1. 

 
Fig. 24. Channel Collision Time with ABA, Under Unacknowledged Traffic. 

L=14, macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

 
Fig. 25. Channel Collision Time with ABA, Under Acknowledged Traffic. 

L=14, macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

Fig. 26 shows the fairness of ABA, BEB, and NO-BEB 
under unacknowledged traffic conditions while Fig. 27 shows 
the fairness under acknowledged traffic conditions. We can 
clearly see that, for different packet lengths, ABA, BEB, and 
NO-BEB achieve a fair sharing of the medium among the 
nodes (the three curves are overlapping, and therefore, only 
one curve is apparent in the figures). 

 
Fig. 26. Fairness of ABA Under Unacknowledged Traffic. L=14, 

macMaxCSMABackoff=4, and macMaxFrameRetries=3. 
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Fig. 27. Fairness of ABA Under Acknowledged Traffic. L=14, 

macMaxCSMABackoff=4, and macMaxFrameRetries=3. 

C. Discussions 
In the previous subsection we found that the ABA 

algorithm is achieving a promising performance in terms of 
enhancing channel utilization, conserving power resources, 
improving reliability, reducing the level of collisions, while 
preserving the fairness among the nodes in the network. The 
superiority of ABA over the other algorithms, especially BEB, 
comes from the fact that it indirectly relates the contention 
window (W) to the number of nodes in the network. This can 
be understood by recalling Equation (13) in which we have a 
direct relation between the probability of collision (Pc) and the 
number of nodes in the network (N). Pc increases with the 
increase of N, and therefore, the value of the W should be 
changed taking into consideration the size of the network. 
Thus, the main strength of ABA is that it is controlling W 
probabilistically, in such a way it self-adapts to the network’s 
size and the activity over the communication channel. 
Depending on a deterministic methodology, as in BEB, to 
change W without any consideration for the network’s size 
gives a poor performance as we demonstrated. The same 
problem is found with NO-BEB which adopts from BEB the 
idea of resetting W to a predefined minimum. Although NO-
BEB shows a considerable improvement over BEB’s 
performance, resetting W to its minimum without taking into 
consideration the current status over the medium will degrade 
the performance. 

VI. CONCLUSION AND FUTURE DIRECTIONS 
In this paper we studied IEEE 802.15.4’s BEB algorithm 

and highlighted its major limitations that degrade the overall 
performance of the wireless sensor network. We pointed out 
that BEB’s methodology of updating the size of the contention 
window is highly deterministic and cannot cope with the 
changing levels of activity over the communication channel. 
Based on these observations, we introduced a novel backoff 
algorithm, the Adaptive Backoff Algorithm (ABA), which 
introduces an adaptive, probabilistic methodology to control 
the size of the contention window.  ABA depends on 
including the probability of collisions, as computed locally by 
each sensor node, in the computation of the size of the 
contention window. In this way, the number of nodes 
competing to access the medium is involved indirectly in the 
process of updating the contention window. Therefore, we end 
up with a backoff algorithm that self-adapts to the size of the 
network, and therefore, manages the medium access in a way 

that improves the overall performance. We modeled ABA 
using Markov chain and validated our model using a C-based 
simulator. Our simulations prove the accuracy of our 
theoretical model of ABA. Also, they demonstrated a superior 
performance over BEB, as well as two other backoff 
algorithms, in terms of channel utilization, power 
consumption, reliability, and channel collision time. The 
simulations also proved that ABA is fair in terms of allowing 
the competing nodes an equal opportunity to access the 
medium. 

As future research directions, we will work on elaborating 
the concept of probabilistic backoff algorithms such that more 
effective MAC protocols are designed for wireless sensor 
networks. In fact, the methodology of exploiting the 
probability of collision to gain information about the size of 
the network and the status over the communication medium 
can prove usefulness in prioritizing nodes’ access to the access 
the medium.  We plan to explore the latter topic in our future 
research. 
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APPENDIX A 
In Section IV, Equations (27) and (28) are used to formulate the 

reliability (R) for a WSN operating the Adaptive Backoff Algorithm (ABA). 
In this appendix we show the detailed derivations of the probabilities of 
having m+1backoffs and/or n+1 transmission retries [60]. 

Based on Equation (27), we can write the following set of equations: 

𝑧�𝜋𝑠 + 𝜋𝐵1 +⋯+ 𝜋𝐵𝑚+1 + 𝜋𝐶� = 𝜋𝑠             (A.1) 

𝑦�𝜋𝑠 + 𝜋𝐵1 + ⋯+ 𝜋𝐵𝑚+1 + 𝜋𝐶� = 𝜋𝐶             (A.2) 

𝑥𝜋𝑆 + 𝑥𝜋𝐵𝑚+1 + 𝑥𝜋𝐶 = 𝜋𝐵1             (A.3) 

𝑥𝜋𝐵1 = 𝜋𝐵2               (A.4) 

𝑥𝜋𝐵𝑚 = 𝜋𝐵𝑚+1              (A.5) 

The summation 𝜋𝑠 + 𝜋𝐵1 + ⋯+ 𝜋𝐵𝑚+1 + 𝜋𝐶  is equal to 1 because it 
includes all the states that a node can encounter while attempting to send a 
packet. Therefore, Equations (A.1) and (A.2) reduce to: 

𝑧 = 𝜋𝑠                  (A.6) 
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𝑦 = 𝜋𝐶                (A.7) 

Therefore, Equation (A.3) can now be re-written as follows: 

𝑥𝑧 + 𝑥𝜋𝐵𝑚+1 + 𝑥𝑦 = 𝜋𝐵1               (A.8) 

From Equations (A.4) and (A.5), and by clearly examining Equation (27), 
we can directly see that 𝜋𝐵𝑚+1 2Tcan be expressed in terms of 𝜋𝐵1 2T as follows: 

𝜋𝐵𝑚+1 = 𝑥𝑚𝜋𝐵1               (A.9) 

By solving both Equations (A.8) and (A.9) for 𝜋𝐵𝑚+1 2T, we end up with the 
following expression: 

𝜋𝐵𝑚+1 = 𝑥𝑚+1(𝑧+𝑦)
(1−𝑥)𝑚+1               (A.10) 

Based on Equation (28), we can write the following set of equations: 

𝑧�𝜋𝑠 + 𝜋𝐶1 + ⋯+ 𝜋𝐶𝑛+1 + 𝜋𝐵� = 𝜋𝑠          (A.11) 

𝑥�𝜋𝑠 + 𝜋𝐶1 + ⋯+ 𝜋𝐶𝑛+1 + 𝜋𝐵� = 𝜋𝐵          (A.12) 

𝑦𝜋𝑆 + 𝑦𝜋𝐶𝑛+1 + 𝜋𝐶1𝜋𝐵 = 𝜋𝐶1            (A.13) 

𝑦𝜋𝐶1 + 𝜋𝐶2𝜋𝐵 = 𝜋𝐶𝑛+1           (A.14) 

𝑦𝜋𝐶𝑛 + 𝜋𝐶𝑛+1𝜋𝐵 = 𝜋𝐶𝑛+1           (A.15) 

The summation 𝜋𝑠 + 𝜋𝐶1 + ⋯+ 𝜋𝐶𝑛+1 + 𝜋𝐵  is equal to 1 because it 
includes all the states that a node can encounter while attempting to send a 
packet. Therefore, Equation (A.11) reduces to (A.6) while Equation (A.12) 
reduces to: 

𝑥 = 𝜋𝐵               (A.16) 

Therefore, Equations (A.13)-(A.15) can now be re-written as follows: 

𝑦𝑧 + 𝑦𝜋𝐶𝑛+1 + 𝑥𝜋𝐶1 = 𝜋𝐶1            (A.17) 

𝑦𝜋𝐶1 + 𝑥𝜋𝐶2 = 𝜋𝐶𝑛+1              (A.18) 

𝑦𝜋𝐶𝑛 + 𝑥𝜋𝐶𝑛+1 = 𝜋𝐶𝑛+1            (A.19) 

From Equations (A.18) and (A.19), and by clearly examining Equation 
(28), we can directly see that 𝜋𝐶𝑛+1 2T can be expressed in terms of 𝜋𝐶1 2T  as 
follows: 

𝜋𝐶𝑛+1 = � 𝑦
1−𝑥

�
𝑛
𝜋𝐶1            (A.20) 

By solving both Equations (A.17) and (A.20) for 𝜋𝐶𝑐+1 2T, we end up with 
the following expression: 

𝜋𝐶𝑛+1 =
𝑧� 𝑦

1−𝑥�
𝑛+1

1−� 𝑦
1−𝑥�

𝑛+1              (A.21) 

Finally, by knowing Equations (A.10) and (A.21), Equation (26) from 
Section IV, and by noticing that 𝑧 = 1− 𝑥 − 𝑦 , we can formulate R as 
follows: 

𝑅 =
1

1 + (1 − 𝑥)𝑥𝑚+1

(1− 𝑥𝑚+1)(1− 𝑥 − 𝑦) + 𝑦𝑛+1
(1 − 𝑥)𝑛+1 − 𝑦𝑛+1
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Abstract—The collection and effectiveness of sensitive Big 

Data have grown with Information Technology (IT) 

development. While using sensitive Big Data to acquire relevant 

information, it becomes indispensable that irrelevant sensitive 

data are reduced to safeguard personal information in healthcare 

sector. Many privacy-preserving strategies have been applied in 

the recent years using quasi-identifiers (QI) for applications like 

health services. However, privacy preservation over quasi-

identifiers is still challenging in the context of Big Data because 

most datasets were of huge volume. Existing methods suffer from 

higher time consumption and lower data utility because of 

dynamically progressing datasets. In this paper, an efficient 

Distinctive Context Sensitive and Hellinger Convolutional 

Learning (DCS-HCL) is introduced to ensure privacy 

preservation and achieve high data utility for big healthcare 

datasets. First, Distinctive Impact Context Sensitive Hashing 

model is designed for the given input Big Dataset where both the 

distinctive and impact values are identified and applied to 

Context Sensitive Hashing. With this, similar QI-classes are 

mapped to evolve the computationally efficient anonymyzed data. 

Second, Hellinger Convolutional Neural Privacy Preservation 

model is presented to preserve the privacy of the sensitive 

unstructured data. This is performed by hashing QI-class values, 

weight updation and bias in CNN to increase the accuracy and to 

reduce the information loss. Evaluation results demonstrate that 

with proposed method with large-volume unstructured datasets 

improved performance of run time, data utility, information loss 

and accuracy significantly over existing methods. 

Keywords—Big data; information technology; distinctive; 

impact; context sensitive hashing; quasi-identifier; Hellinger; 

convolutional neural 

I. INTRODUCTION 

Privacy-preservation issues have made an appearance with 
the growing magnitudes of data being issued together with 
sensitive, private information pertaining to individual persons 
and also business establishments. To address such issues, 
several strategies of minimizing risk connected with data 
being published have been designed. One of the remedies is 
protecting sensitive data via quasi identifier. Equivalence 
Classes with Cuckoo Filter (ENCC) [1] utilized anatomy 
alternative for suppression to design more effective l-diversity 
algorithm with the objective of preserving the privacy of those 
datasets. Moreover, a Cuckoo filter was utilized to 
approximate set-membership tests for enhancing the efficiency 

involved in data processing. With the application of l-diversity 
algorithm, the running time was found reduced than when 
compared to traditional re-anonymization techniques. 

In addition, filter mechanism was used to maintain privacy 
of dynamically progressing datasets. Despite maintaining 
privacy and reducing the running time with the absence of 
strong data-anonymization models, data utility was not 
focused. To address this issue, in this work, Distinctive Impact 
Context Sensitive Hashing model is designed that evolves 
with computationally efficient quasi-identifiers with minimal 
time and higher data utility. 

A novel privacy model utilizing integrated anonymization 
and reconstruction was proposed in [2] for making the strong 
assumption. The separation of quasi-identifiers (QIDs) was 
carried out from sensitive attributes. A sensitive QID using l-
diversity and t-closeness was designed. It was in novel privacy 
model, anonymization and reconstruction was possible while 
maintaining the high quality of data within stipulated time 
period. 

Though high data quality within stipulated time period was 
maintained, the accuracy and information loss was not 
concentrated. To address this issue in this work, Hellinger 
Convolutional Neural Privacy Preservation model is proposed 
to protect both the sensitive data by designing a significant 
privacy preservation model considering both the distance by 
means of Hellinger and improving the accuracy by updated 
weight and bias via convolutional neural learning. 

A. Contributions 

The main contributions of this paper to the literature are 
summarized as follows: 

 A, Distinctive Context Sensitive and Hellinger 
Convolutional Learning (DCS-HCL) method is 
designed with the purpose of preserving the privacy of 
big healthcare data along with high data utility and 
minimum information loss. 

 Distinctive Impact Context Sensitive Hashing model is 
developed for performing sensitive hashing to surpass 
the defined limitations and focuses on the run time and 
therefore improving the data utility. 
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 Hellinger Convolutional Neural Privacy Preservation 
model is a new privacy preservation model used for 
identifying quasi-identifiers to improve accuracy and 
reduce information loss. 

 Privacy preservation methods are compared with the 
conventional privacy preservation ones. Experimental 
results demonstrated that proposed method showed 
comparatively better performance in terms of run time, 
accuracy and loss error. 

B. Organization Structure 

The organization of this paper is as follows. Section II 
reviews the development of privacy preservation techniques 
concerning big data. The details of the proposed method 
Distinctive Context Sensitive and Hellinger Convolutional 
Learning (DCS-HCL) is presented in Section III. The 
experimental analysis of the proposed method is discussed in 
Section IV. The result discussion with the other well-known 
privacy preservation methods is presented in Section V. 
Finally, the conclusion is given in Section VI. 

II. RELATED WORKS 

In recent years, the escalating issue of Internet phishing 
has been menacing the secure proliferation of sensitive data 
over the web, including several domains like healthcare data, 
video surveillance, Internet trafficking and so on. Therefore, 
privacy preservation has become a major challenge resulting 
in imprecise distribution of data. 

A global survey on privacy preservation for big data was 
investigated in [3]. But, the information loss was not 
minimized. With big healthcare data to enhance patient 
outcomes, to predict pandemic outbreaks in early stage, keep 
away from avertable diseases, the security and privacy 
concerns were discussed in [4]. But, the runtime consumption 
was not minimized. An encryption algorithm using honey 
encryption algorithm was proposed in [5] to address the issues 
related to data security. However, the dimensionality issues 
were not minimized. A comprehensive focus was made for 
identical data types using quasi-identifiers called identical 
generalization hierarchy (IGH). An optimal solution was 
designed based on globally optimized k-anonymity [6] for 
minimizing the overall convergence time to a greater extent. 
But, accuracy level was not taken into consideration. 

The privacy preservation in big data utilizing solution 
towards data warehousing was proposed in [7] using nearest 
similarity based clustering (NSB) with Bottom-up 
generalization. The susceptibility with respect to sensitivity 
was addressed and ensured privacy for user data. But, the 
computational cost was not minimized. A survey of privacy 
preservation techniques was investigated in [8]. However, 
security level was not improved. A review of privacy 
preservation for resource constrained sensors was proposed in 
[9]. However, attribute disclosure prevention were not met. 

Two privacy models called enhanced identity-reserved 
diversity and enhanced identity-reserved anonymity were 
presented in [10] to minimize the error. Though the error was 
reduced, multiple sensitive attributes preservation remained 
unaddressed. To provide solution to this issue, bucketization 

principles were utilized in [11] for preserving the vulnerable 
records. But, the computational complexity was not 
minimized. A bidirectional personalized generalization model 
was designed in [12] for multi-record datasets. Through 
validating the quasi-identifier anonymity and ensuring 
diversity on equivalence groups, information loss was reduced 
to a large extent. However the privacy level gets varied for 
different users. 

In [13], a privacy preservation model to prevent data loss 
using hash anomaly detection process was designed, therefore 
improving the data privacy along with the minimization of 
data portability cost. However, the time consumption was not 
minimized. In [14], local differential privacy was applied with 
the objective of providing significant accuracy. Though the 
accuracy level was improved, the computational cost was not 
minimized. In [15], a healthcare privacy preservation scheme 
called, Healthchain was designed on the basis of the 
blockchain technology. The healthcare data were initially 
encrypted for ensuring fine-grained access control. The users 
significantly had possibility of either revoking or including 
certain features for efficient key management. But, the 
runtime was not reduced for healthcare privacy preservation. 

Tampering was avoided to keep away from contentions or 
altercations for ensuring both privacy and security. In [16], 
security and privacy issues concerning healthcare sector was 
surveyed and mechanisms were included in addressing the 
issues. The focus was specifically designed depending one 
anonymization and encryption. Moreover, the advantages and 
disadvantages of introducing the anonymization and 
encryption standards were also made. However, the accuracy 
level was not taken into consideration. 

An in-depth concentration on privacy and security aspects 
in big data and differentiation between the privacy and 
security aspects in big data was presented in [17]. But, the 
information loss was not focused. A systematic approach was 
proposed in [18] for selecting the seed with the purpose of 
clustering the records by employing adaptive k-anonymity 
algorithm. But, privacy preservation performance was not 
improved considerably. Rough set approach was proposed in 
[19] to balance between quasi-identifier anonymity and 
sensitive attribute diversity. However, runtime performance 
was not at required level by designed approach. 

A. Research Gap 

As a part of information sharing information via internet, 
each business establishments print data that are considered to 
be highly sensitive or personal. In this advancing IT-era 
towards big data, user’s privacy protection is becoming a 
major issue to be addressed. In the recent years, as prototype 
of medical services has transformed from therapy to 
safeguard, there arises the heightening interest in healthcare 
sector. Despite the data being valuable asset, serious privacy 
issue is said to occur with the leakage of sensitive information. 
These data have to be preserved. After reviewing the existing 
methods, there are still difficulties in data utility management 
and information loss. 

In addition, the high information loss, high runtime 
consumption, high computational cost, high computational 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 3, 2021 

366 | P a g e  

www.ijacsa.thesai.org 

complexity, less accuracy, less security and privacy were 
issues faced by the user’s during data communication in 
healthcare sector. Therefore, Distinctive Context Sensitive and 
Hellinger Convolutional Learning (DCS-HCL) is introduced 
for support fine-grained access control with big healthcare 
data to ensure data utility with high accuracy and minimum 
information loss as well as runtime consumption. 

III. METHODOLOGY 

In this section, the quasi-identifier arrangement based x 
model and y model are formulated in detail. Section ‘A’ 
sketches out the system model. In Section ‘B’, Distinctive 
Impact Context Sensitive Hashing model is described for 
quasi-identifier detection from Big (unstructured) Data. Based 
on the established arrangements (i.e. detected quasi-identifier) 
via Quasi-Identifier Classes, Section ‘C’ elaborates the design 
and development of privacy preservation for unstructured 
data. Fig. 1 shows the block diagram of Distinctive Context 
Sensitive and Hellinger Convolutional Learning (DCS-HCL) 
method. 

As shown in Fig. 1, large volume Big Data dataset of 
diabetic patients are provided as input. Attribute segregation is 
initially performed with the input Big Data dataset by means 
of Distinctive Impact Context Sensitive Hashing model. With 
this, unique QI-classes possessing unstructured data are 
mapped to detect the computationally efficient anonymous 
data (i.e., quasi attributes or quasi-identifiers) from Big Data. 

A. System Model 

Let us consider a big data dataset ‘𝐷𝑆’ extracted from 
Diabetes 130-US hospitals for years 1999-2008 Data Set [3] 
consisting of 50 different features or attributes ‘ 𝐴𝑡𝑡𝑟 =
𝑎1, 𝑎2, … , 𝑎𝑛’ of ‘𝑛’ patients. Each attribute classifies the data 
columns ‘ 𝐶 ’ into four different classes ‘ 𝐶𝑙 =
{𝑐𝑙1, 𝑐𝑙2, 𝑐𝑙3, 𝑐𝑙4} ’ referred to as quasi attributes ‘ 𝑄 =
{𝑞1, 𝑞2, … , 𝑞𝑛} ’, external attributes ‘ 𝐸 = {𝑒1, 𝑒2, … , 𝑒𝑛} ’, 
sensitive attributes ‘ 𝑆 = {𝑠1, 𝑠2, … , 𝑠𝑛} ’ and non-sensitive 
attributes ‘𝑁𝑆 = {𝑛𝑠1, 𝑛𝑠2, … , 𝑛𝑠𝑛}’ respectively. 

B. Distinctive Impact Context Sensitive Hashing Model  

First quasi attributes are identified from Big Data using 
Distinctive Impact Context Sensitive Hashing (DI-CSH) 
model. Quasi attributes are attributes that reveal data of 
precise identifiers employing background knowledge. Several 
strategies have been presented by various research analysts to 
identify the quasi identifiers where resources are considered 
for executing privacy. However, these techniques are not free 
from limitations like higher time consumption and lower data 
utility. The proposed DI-CSH model controls the limitation by 
extracting base essential quasi attributes with minimum time 
complexity and higher data utility. In ENCC [1] method, 
anonymization has been applied on quasi identifiers to convert 
it into more diversified form, the privacy expanded to certain 
extent. But, the issue remains in identifying the optimal quasi 
attributes in big data dataset. 

Many quasi attributes on one side decreases the data 
utility. On other hand, less quasi attributes results in privacy 
breach. The objective of Distinctive Impact Context Sensitive 
Hashing model is to identify the optimal quasi attributes in 
Big Data dataset in optimal time and complexity resulting in 
the improvement of performance in preserving the privacy 
with the optimal number of quasi attributes. Fig. 2 given 
above shows the sample format of Distinctive Impact Context 
Sensitive Hashing model. 

As shown in the above Fig. 2, with the input diabetic 
dataset provided as input, the objective of designing 
Distinctive Impact Context Sensitive Hashing model remains 
in extracting the quasi-attributes with minimum time 
complexity and high data utility. The distinctive value ‘𝐷𝑉’ is 
evaluated based on the number of distinct values ‘ 𝐷𝑉 ’ in 
column ‘𝐶𝑖’ and the total number of different values in column 
‘𝑇𝑉’ respectively. The distinctive value is expressed as given 
below. 

𝐷𝑉 =
∑ 𝐷𝑉[𝐶𝑖]𝑛

𝑖=1

𝑇𝑉
              (1) 

 

Fig. 1. Block Diagram of Distinctive Context Sensitive and Hellinger Convolutional Learning Method. 
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Fig. 2. Sample Distinctive Impact Context Sensitive Hashing. 

Next, the impact value ‘𝐼𝑉 ’ is evaluated based on the 
equivalent class ‘ 𝐸𝐶 ’, total number of different values in 
column ‘ 𝑇𝑉 ’ and the ‘ 𝑖𝑡ℎ ’ column in consideration ‘ 𝐶𝑖 ’ 
respectively. 

𝐼𝑉 = 1 −
𝐸𝐶(𝑇𝑉−𝐶𝑖)

𝐸𝐶(𝑇𝑉)
             (2) 

To improve the performance of arrangements of Quasi 
Identifier Classes (QI-classes), heterogeneous and 
unstructured data were used in terms of missing values or 
inconsistent record, the hash function ‘𝐻(𝑞𝑒𝑖𝑑)’ map similar 
QI-classes in place of arbitrarily map QI-classes. When QI-
classes are nearer in terms of their quasi-identifiers, 
segregating QI-classes while preserving privacy become more 
ease when compared with dynamically evolving datasets [1] 
dispersed in a dynamic manner. 

For instance, Context Hashing and hash QI-classes are 
integrated for every distinctive and impact values generated 
for total number of different values in column. The distance 
designates proximity between two quasi-identifiers (i.e. quasi 
encounter identifiers) ‘𝑞𝑒𝑖𝑑𝑥’ and ‘𝑞𝑒𝑖𝑑𝑦’. It is described in 
order to incorporate Context Hashing. Let distance between 
two quasi-identifiers denoted as ‘ 𝐷𝑖𝑠(𝑞𝑒𝑖𝑑𝑥 , 𝑞𝑒𝑖𝑑𝑦) ’ and 
moreover ‘ 𝑞𝑒𝑖𝑑𝑥 = (𝑞1

𝑥, 𝑞2
𝑥, … , 𝑞𝑛

𝑥) ’ and ‘ 𝑞𝑒𝑖𝑑𝑦 =
(𝑞1

𝑦
, 𝑞2

𝑦
, … , 𝑞𝑛

𝑦
) ’ respectively. Then, the distance is 

mathematically expressed as given below. 

𝑅𝑒𝑠 = 𝐷𝑖𝑠(𝑞𝑒𝑖𝑑𝑥 , 𝑞𝑒𝑖𝑑𝑦) = √∑ 𝐷2(𝑞𝑖
𝑥, 𝑞𝑖

𝑦
)          (3) 

Equation (3), ‘𝐷(𝑞𝑖
𝑥, 𝑞𝑖

𝑦
)’, represent the distance between 

‘𝑞𝑖
𝑥’ and ‘𝑞𝑖

𝑦
’. With the resultant distance obtained from the 

above equation (3), a Context Hash function is associated to 
map homogeneous QI-classes. Let us assume that ‘𝑑𝑖’ and ‘𝑑𝑗’ 

are two distances, then the hash function is evolved using 

‘ (𝑑𝑖 , 𝑑𝑗) ’ for any two quasi-identifiers ‘ 𝑞𝑒𝑖𝑑𝑥 , 𝑞𝑒𝑖𝑑𝑦 ’ via 

duality principle and probability function as stated in the 
pseudo code. The pseudo code representation of Distinctive 
Impact Context Hash is given below. 

As given in the above Distinctive Impact Context Hash 
Quasi-Identifier algorithm, three steps are incorporated. First, 
with the big data dataset (i.e., diabetic dataset) provided as 
input, distinctive and impact value for total number of 
different values in columns are identified. Then, similar QI-
classes are mapped by means of a Context Hashing distance 
function. Finally, with the aid of the duality principle by 
mapping similar QI-classes, computationally efficient similar 
quasi-identifiers are obtained. With application of this 
algorithm, optimal and computationally efficient quasi-
identifiers are identified. Therefore, maximum of attributes are 
not selected as quasi-identifiers and only optimal attributes are 
selected as quasi-identifiers to improve data utility 
performance. 
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Algorithm 1: Distinctive Impact Context Hash Quasi-

Identifier 

Input: Patients ‘𝑃 = 𝑃1, 𝑃2, … , 𝑃𝑛’, big data dataset ‘𝐷𝑆’,  

attributes ‘𝐴𝑡𝑡𝑟 = 𝑎1, 𝑎2, … , 𝑎𝑛’ 

Output: Computationally efficient and optimized quasi- 

identifiers  

Step 1: Initialize‘𝑞𝑒𝑖𝑑𝑥’ and ‘𝑞𝑒𝑖𝑑𝑦’ 

Step 2: Initialize classes ‘𝐶𝑙 = {𝑐𝑙1, 𝑐𝑙2, 𝑐𝑙3, 𝑐𝑙4}’, column  

‘𝐶𝑖’ 

Step 3: Begin 

Step 4: For each big data dataset ‘𝐷𝑆’ with ‘𝑛’ attributes  

‘𝐴𝑡𝑡𝑟 = 𝑎1, 𝑎2, … , 𝑎𝑛’ and Patients ‘𝑃’ 

Step 5: For two quasi-identifiers (i.e., quasi encounter  

identifiers)‘𝑞𝑒𝑖𝑑𝑥’ and ‘𝑞𝑒𝑖𝑑𝑦’ 

Step 6: Evaluate distinctive value using equation (1) 

Step 7: Evaluate impact value using equation (2) 

Step 8: Evaluate distance between two quasi-identifiers  

using equation (3) 

Step 9: If ‘𝑅𝑒𝑠(𝑞𝑒𝑖𝑑𝑥 , 𝑞𝑒𝑖𝑑𝑦) ≤ 𝑑𝑗  

Step 10: Then ‘𝑃𝑟𝑜𝑏[𝐻(𝑞𝑒𝑖𝑑𝑥) = 𝐻(𝑞𝑒𝑖𝑑𝑦)]’ 

Step 11: End if 

Step 12: If ‘𝑅𝑒𝑠(𝑞𝑒𝑖𝑑𝑥 , 𝑞𝑒𝑖𝑑𝑦) ≥ 𝑑𝑗’ 

Step 13: Then ‘𝑃𝑟𝑜𝑏[𝐻(𝑞𝑒𝑖𝑑𝑥) = 𝐻(𝑞𝑒𝑖𝑑𝑦)]’ 

Step 14: End if 

Step 15: End for 

Step 16: End for  

Step 17: Return quasi attributes  

‘𝑝 = 𝑄 = {𝑞1, 𝑞2, … , 𝑞𝑛}’ 

Step 18: End  

C. Hellinger Convolutional Neural Privacy Preservation 

Model 

With the computationally efficient quasi-identifiers 
retrieved, Distinctive Impact Context Hash Quasi-Identifier 
algorithm is used to learn features from unstructured data and 
initialize the CNN arrangement. Hellinger Convolutional 

Neural Privacy Preservation model is used to reduce 
significant amount of information loss while identifying quasi-
identifiers and preserving it for ensuring privacy. 

In this work, Hellinger Distance values are determined in 
each equivalence class (i.e. class other than QI-classes) to 
quantify the distance. After that, the cautious scrutiny is paid 
to QI-classes with minimum distance values. By quantifying 
the distance, information loss is said to be minimized and 
accuracy level gets increased. Then, the learned Distinctive 
Impact Context Hash Quasi-Identifier is utilized to train a 
CNN for privacy preservation. The proposed privacy-
preserving data analysis architecture is illustrated in Fig. 3. 

As illustrated in the above Fig. 3, with the separation 
between QI-classes and non QI-classes, let us assume that 
‘ 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛}, 𝑥𝑖 ∈ 𝑅𝑚 ’, where ‘ 𝑋 = 𝑄 =
{𝑞1, 𝑞2, … , 𝑞𝑛}’, where ‘𝑛’ represents the number of samples 
(i.e. other than quasi identifiers obtained in QI-classes) and 
‘ 𝑚 ’ represents the length of non-quasi identifiers, ‘ 𝑌 =
𝑆𝐼𝐺𝑀𝑂𝐼𝐷(𝑊𝑎′ + 𝑏) ’. ‘ 𝑊 ’ represents the weight and ‘ 𝑏 ’ 
represents the bias respectively. With these two, activation 
function is mathematically expressed as given below. 

𝐻𝑤,𝑏 = 𝐻(𝑥𝑖 , 𝑊, 𝑏) = 𝑆𝐼𝐺𝑀𝑂𝐼𝐷(𝑊𝑥𝑖 + 𝑏)           (4) 

In equation (4), the sigmoid of the weight along with the 
bias is utilized at the average activation. The origination 
hypothesis is then mathematically formulated as given below. 

𝑃𝑖𝑛𝑖𝑡 =  ∑ 𝐻𝐷(𝛼||𝛼𝑗)𝑙
𝑗=1              (5) 

From the above equation (5), ‘𝑙’ refers to the number of 
samples remained in Big Data dataset after the application of 
quasi-identifier detection and ‘𝐻𝐷(. )’ refers to the Hellinger 
distance, quantifying the similarity between two probability 
distributions. This is mathematically formulated as given 
below. 

𝐻2(𝑃, 𝑄) = ∫(√𝑑𝑃 − √𝑑𝑄)
2
            (6) 

 

Fig. 3. Architecture of Proposed Privacy-Preserving Data Analysis. 
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From the above equation (6), ‘𝑃’ and ‘𝑄’ refers to the two 
probability measures (i.e., quasi encounter identifiers and the 
non-quasi encounter identifiers) are continuous with respect to 
the third measure with a different probability measure with 
respect to which both ‘𝑃’ and ‘𝑄’ are continuous. Next, the 
learned Distinctive Impact cost function is mathematically 
expressed as given below. 

𝐶𝐶𝐼(𝑊, 𝑏) = [
1

𝑛
∑ (

1

2
(𝐻𝑊,𝑏(𝑥𝑖) − (𝑦𝑖))

2

) + 𝐻2(𝑃, 𝑄)𝑛
𝑖=1 ]   (7) 

From the above equation (7), the cost function ‘𝐶𝐶𝐼 ’ is 
arrived at based on resultant activation function ‘𝐻𝑊,𝑏 ’, its 

Hellinger distance ‘𝐻2(𝑃, 𝑄)’ and the input vector ‘𝑥𝑖’. The 
parameters ‘𝑊𝑖𝑗’ and ‘𝑏𝑖’ are updated and formulated as, 

𝑊𝑖𝑗 = 𝑊𝑖𝑗(𝑙) − 𝐿𝑅
𝜕

𝜕𝑊𝑖𝑗(𝑙)
             (8) 

𝑏𝑖 = 𝑏𝑖(𝑙) − 𝐿𝑅
𝜕

𝜕𝑏𝑖(𝑙)
             (9) 

Finally, the mean square error of the Distinctive Impact 
cost function is evaluated as given below. 

𝐶(𝑊, 𝑏) = [
1

𝑛
∑ (

1

2
(𝐻𝑤,𝑏(𝑥𝑖) − (𝑦𝑖)

2))𝑛
𝑖=1 +

𝑦

2
∑ ∑ ∑ 𝑊𝑖𝑗(𝑙)𝑛

𝑙=1
𝑛
𝑗=2

𝑛
𝑖=1 ]     (10) 

Finally, the efficiency of the proposed Distinctive Impact 
cost function is verified by original and transformed data from 
the Big Data dataset to train CNN for classification and to 
ensure privacy of the data. The pseudocode representation of 
Hellinger Convolutional Neural Privacy Preservation is given 
below. 

Algorithm 2: Hellinger Convolutional Neural Privacy 

Preservation 

Input: Input Vector ‘𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛}, 𝑥𝑖 ∈ 𝑅𝑚’ 

Output: Accurate and minimum loss privacy preserved  

identifiers  

Step 1: Initialize Weight ‘𝑊’, Bias ‘𝐵’ 

Step 2: Begin 

Step 3: For each Input Vector ‘𝑋’ 

Step 4: Mathematically formulate activation function  

using equation (4) 

Step 5: Obtain origination hypothesis using equation (5) 

Step 6: Evaluate similarity between two probability  

distribution using equation (6) 

Step 7: Mathematically formulate learned Distinctive  

Impact cost function using equation (7) 

Step 8: Update parameters weight and bias using equation  

(8) and (9) 

Step 9: Evaluate mean square error of the Distinctive  

Impact cost function using equation (10) 

Step 10: Return (privacy preserved identifiers) 

Step 11: End for  

Step 12: End  

As given in the above Hellinger Convolutional Neural 
Privacy Preservation algorithm, three steps are followed. At 
first, non QI-classes are provided as input. After that, the 
process remains in generating maxmin principle (i.e., 
maximizing accuracy and minimizing information loss) to 
ensure privacy preservation for unstructured data for 
protecting the sensitive data. An activation function is derived 
by hashing QI-classes and then using Hellinger distance to 
minimize the information loss with minimum distance values. 
After that, it is provided as input for learning with updated 
CNN, i.e., updating weight and bias by Distinctive Impact cost 
function. In this manner, the accuracy level and the 
information loss is improved. Therefore, privacy preservation 
of sensitive unstructured data is carried out in efficient 
manner. 

IV. EXPERIMENTAL ANALYSIS 

In this section, a detailed analysis of experimental results 
has been presented to evaluate the performance of Distinctive 
Context Sensitive and Hellinger Convolutional Learning 
(DCS-HCL) method for privacy preserving of sensitive 
unstructured big healthcare data through quasi-identifier. 
Based on recent state-of-the-art methods in the literature, an 
evaluation of privacy preservation of big healthcare data using 
quasi identifiers is performed in terms of run time, accuracy 
and information loss with respect to number of patients. The 
proposed DCS-HCL method is compared with two existing 
privacy preservation methods, Equivalence Classes with 
Cuckoo Filter (ENCC) [1] and integrated anonymization and 
reconstruction [2]. The result analysis shows that DCS-HCL 
method ensures data utility with higher accuracy and 
minimum information loss as well as runtime consumption for 
support fine-grained access control with big healthcare data 
when compared to state-of-the-art works. 

A. Dataset Description 

The Diabetes 130-US hospitals for years 1999-2008 Data 
Set [20] is used for conducting the experiments. The dataset 
comprises 10 years of clinical care obtained from 130 US 
hospitals and integrated delivery networks and covers 50 
features denoting patient and hospital outcomes. Certain 
attributes present in dataset are patient number, race, gender, 
age, admission type, time in hospital, medical specialty of 
admitting physician, number of lab test performed, HbA1c test 
result, diagnosis, number of medication, diabetic medications, 
numbers of outpatient, inpatient, and emergency visits in year 
before hospitalization, etc. With the aid of this dataset 
experiments for privacy preserving is conducted using Python. 
In this section, performance metrics, namely run time, 
accuracy and information loss with respect to number of 
patients are considered for privacy preservation. 

1) Run time evaluation: With the big healthcare data 

being shared between the patients and in public domain, the 

run time involved should be minimum otherwise the data is 

said to be loss or privacy is said to be compromised. However, 

a significant amount of time is said to be consumed while 

preserving privacy of big healthcare data. The run time 

involved is mathematically expressed as given below. 

𝑅𝑇 = ∑ 𝑃𝑖 ∗ 𝑇𝑖𝑚𝑒 [𝑃𝑃]𝑛
𝑖=1          (11) 
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From the above equation (11), the run time ‘RT’ involved 
in preserving the privacy of big healthcare data using quasi 
identifiers is evaluated based on the number of patients 
considered during simulation ‘𝑃𝑖 ’ and the time involved in 
preserving the privacy ‘𝑇𝑖𝑚𝑒 [𝑃𝑃]’. It is measured in terms of 
milliseconds (ms). 

2) Accuracy evaluation: The accuracy maintenance for 

quasi identifiers is an important issue in preserving privacy of 

big healthcare data. The accuracy refers to the amount of 

sensitive data being preserved during the process involved in 

privacy preservation using quasi identifiers. The accuracy 

measure is mathematically expressed as given below. 

𝐴 = ∑
𝑃𝐴𝑃

𝑃𝑖

𝑛
𝑖=1 ∗ 100           (12) 

From the above equation (12), the accuracy ‘ 𝐴 ’ is 
measured on the basis of the number of patients ‘ 𝑃𝑖 ’ 
considered for simulation and the patients data accurate 
preserved ‘𝑃𝐴𝑃’. It is measured in terms of percentage (%). 

3) Information loss evaluation: During the privacy 

preservation of big healthcare data, certain amount of 

information gets lost. However, the information loss should be 

lesser so that higher amount of information is said to be 

preserved. The information loss is mathematically evaluated 

as given below. 

𝐼𝐿 = ∑
𝑃𝑑𝑐

𝑃𝑖

𝑛
𝑖=1 ∗ 100           (13) 

From the above equation (13), the information loss ‘𝐼𝐿’ is 
obtained on the basis of the number of patients considered for 
conducting simulation ‘𝑃𝑖 ’ and the number of patient data 
compromised ‘ 𝑃𝑑𝑐 ’ during privacy preservation. It is 
expressed in terms of percentage (%). 

V. RESULT AND DISCUSSIONS 

In this section, a series of experiments are conducted to 
verify the significance of the proposed method Distinctive 
Context Sensitive and Hellinger Convolutional Learning 
(DCS-HCL) using Diabetes 130-US hospitals dataset. Then, 
three commonly used evaluation metrics, run time, accuracy 
and information loss are used to compare the performance of 
the privacy preservation with two existing methods, 
Equivalence Classes with Cuckoo Filter (ENCC) [1] and 
integrated anonymization and reconstruction [2]. 

A. Performance Measure of Run Time 

First, the performance analysis of run time is carried out. 
Table I shows the run time comparison of the proposed DCS-
HCL with the existing methods, ENCC [1] and integrated 
anonymization and reconstruction [2] using 10 different 
values of ‘𝑃𝑖’. The rise in ‘𝑃𝑖’ value causes an increase in the 
run time for all the three methods due to the increase in the 
records and their corresponding similar quasi-identifiers. The 
proposed method run time values are lesser than existing 
methods [1] and [2] in most cases because the proposed 
method selects only the optimized identifiers as the quasi-
identifiers. 

TABLE I. ANALYSIS RESULTS OF RUNTIME USING DCS-HCL, ENCC [1] 

AND INTEGRATED ANONYMIZATION AND RECONSTRUCTION [2] 

Number of 

patients 

Run time (ms) 

DCS-HCL ENCC 
Integrated anonymization and 

reconstruction 

500 42.5 57.5 72.5 

1000 75.35 105.35 125.35 

1500 90.25 125.45 140.55 

2000 105.35 140.55 175.55 

2500 125.45 195.35 225.35 

3000 140.55 215.25 255.85 

3500 175.35 225.35 315.55 

4000 190.15 240.55 335.25 

4500 200.35 280.15 350.55 

5000 225.55 315.55 385.55 

Fig. 4 given shows the run time values of the proposed 
DCS-HCL method and its comparison with the existing two 
methods [1] and [2] on Diabetes 130-US hospitals dataset. 
From the figure, it is inferred that the run time linearly 
increases with the increase in number of patients during 
privacy preservation. With the simulation conducted for ‘500’ 
numbers of patients for preserving the privacy of big 
healthcare data using quasi identifiers, the run time involved 
for preserving single patient is ‘0.085ms’ by DI-CSH model. 
The overall run time for ‘500’ patients was found to be 
‘42.5ms’, ‘57.5ms’ and ‘72.5ms’ using DCS-HCL, [1] and [2] 
respectively. From the results, the run time using DCS-HCL is 
comparatively lesser than [1] and [2]. The reason behind the 
improvement is the application of Distinctive Impact Context 
Sensitive Hashing (DI-CSH) model. By applying this model, 
the base essential quasi attributes are identified by mapping 
the similar QI-classes hash function when compared to the 
arbitrarily mapped QI-classes. With this, the run time involved 
in preserving the privacy of big healthcare data using DCS-
HCL is comparatively lesser than 28% compared to [1] and 
42% compared to the [2], respectively. 

 

Fig. 4. Graphical Representation of Run Time. 
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B. Performance Measure of Accuracy 

Secondly, the performance analysis of accuracy is 
investigated. Furthermore, the results were performed to 
compare the accuracy of the proposed DCS-HCL with two 
existing methods, ENCC [1] and integrated anonymization 
and reconstruction [2] using 10 different values of ‘ 𝑃𝑖 ’. 
Accuracy results are shown in Table II. From the results, it is 
clear that as ‘𝑃𝑖’ value is increased, the accuracy values of all 
the three methods decreased. The proposed method yields 
higher accuracy when compared to the existing privacy 
preservation methods in most cases by controlling the 
information loss via distance quantification. In contrast, the 
existing privacy preservation methods not apply the concept of 
distance quantification to control the information loss and 
attain relatively lesser accuracy. 

TABLE II. ANALYSIS RESULTS OF ACCURACY USING DCS-HCL, ENCC 

[1] AND INTEGRATED ANONYMIZATION AND RECONSTRUCTION [2] 

Number of 
patients 

Accuracy (%) 

DCS-HCL ENCC 
Integrated anonymization and 
reconstruction 

500 97 95 92 

1000 96.35 92.15 90.25 

1500 96.15 90.55 88.35 

2000 96 88.35 86.15 

2500 95 86.25 84.35 

3000 94.35 85.15 82.15 

3500 94.15 84.35 80 

4000 94 82.15 78.85 

4500 93.25 81.55 75.35 

5000 92 80 75 

 

Fig. 5. Graphical Representation of Accuracy. 

Fig. 5 illustrated above shows the average accuracy values 
obtained using three different methods, DCS-HCL, [1] and 
[2]. It is observed that, rise in the number of patient causes 
decrease in the accuracy due to less modification in the QI 
original values. The rationale regarding better accuracy of the 
proposed method compared to the existing methods [1] and 
[2] is derived from the fact that minimum distance consistency 
is maintained in the quasi-identification process. With ‘500’ 
number of patients considered for simulation to evaluate the 
privacy preservation of big healthcare data and ‘485’ number 

of patients data accurately preserved, the overall accuracy 
using DCS-HCL was found to be ‘97%’, ‘95%’ using [1] and 
‘92%’ using [2]. This is because of applying Hellinger 
Convolutional Neural Privacy Preservation algorithm in 
proposed model. A maxmin principle is applied for 
unstructured data. With this objective, an activation function is 
derived by hashing QI-classes. Hellinger distance maximizes 
the accuracy involved in preserving the privacy. In this 
manner, the accuracy of privacy being preserved for big 
healthcare data is said to be improved using DCS-HCL by 
10% compared to [1] and 14% compared to [2], respectively. 

C. Performance Measure of Information Loss 

Finally, the information loss involved is presented in this 
section. To further demonstrate the effectiveness of the 
proposed method, information loss values have been measured 
and compared with the result of the two existing privacy 
preservation methods [1] and [2]. Results are shown in 
Table III. The proposed DCS-HCL method has produced 
lesser information loss value than other privacy preservation 
methods, [1] and [2]. The proposed method applies the 
concept of Hellinger Distance in privacy preservation process 
and maintains the QI’s values consistency resulting in higher 
data utility to reduce information loss. 

TABLE III. ANALYSIS RESULTS OF INFORMATION LOSS USING DCS-HCL, 
ENCC [1] AND INTEGRATED ANONYMIZATION AND RECONSTRUCTION [2] 

Number of 

patients 

Information loss (%) 

DCS-HCL ENCC 
Integrated anonymization 

and reconstruction 

500 3 5 8 

1000 3.5 6.25 9.35 

1500 4 6.55 10 

2000 4.25 6.85 10.55 

2500 4.45 7 10.85 

3000 4.85 7.25 11.35 

3500 5 7.45 11.85 

4000 6.35 7.85 12.45 

4500 8 9 14 

5000 8.15 10.15 15.35 

 

Fig. 6. Graphical Representation of Information Loss. 
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Fig. 6 shown above provides the graphical representation 
of information loss using three different methods. From the 
figure it is inferred that the information loss is linearly 
increased with the increase in the number of patients. This is 
owing to the fact that with the increase in the number of 
patients, the attributes involved in preserving the privacy also 
increases and obviously compromising the sensitive 
unstructured data. However with the simulations conducted 
for preserving the privacy with ‘500’ number of patients ‘15’ 
number of patients data compromised during the process and 
the overall information loss using DCS-HCL was observed to 
be ‘3’, ‘5’ using [1] and ‘8’ using [2], respectively. From the 
results, it is inferred that the information loss using DCS-HCL 
is found to be comparatively lesser when compared to [1] and 
[2]. The improvement is due to the application of Hellinger 
Convolutional Neural Privacy Preservation model. Distinctive 
Impact cost function is used to update weight and loss for 
contributing to higher data utility. With this function, data 
utility is said to be improved and results in the minimization 
of information loss. The information loss using DCS-HCL is 
said to be reduced by 31% compared to [1] and 56% 
compared to the [2], respectively. 

VI. CONCLUSION 

In this paper, the quasi-identifiers is used in big healthcare 
datasets to ensure the privacy requirements and to achieve 
high data utility simultaneously with minimum run time and 
information loss. Distinctive Impact Context Sensitive 
Hashing (DI-CSH) model is used for privacy preservation by 
extracting base essential quasi attributes. The designed model 
access only a part of attributes in data asset rather than access 
all data records as required by existing methods. To further 
enhance the performance of privacy preserving mechanism, 
Hellinger Convolutional Neural Privacy Preservation model is 
used to preserve the data via maxmin principle. Thus, the 
number of data nodes across QI-group gets reduced 
considerably with minimum information loss. Evaluation 
results with Diabetes 130-US hospitals dataset have 
demonstrated in DI-CSH model in terms of run time, accuracy 
and information loss over existing methods for privacy 
preservation on big healthcare data set. In future, the accuracy 
level can be further enhanced by using deep learning 
algorithms. In addition, cryptosystem can be included in order 
to enhance the security level during data communication in 
healthcare and other applications. 
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Abstract—Tanzania, like most East African countries, faces a 

great burden from the spread of preventable infectious childhood 

diseases. Diarrhea, acute respiratory infections (ARI), 

pneumonia, malnutrition, hepatitis, and measles are responsible 

for the majority of deaths amongst children aged 0-5 years. 

Infectious disease surveillance and response is the foundation of 

public healthcare practices, and it is increasingly being 

undertaken using information technology. Tanzania however, 

due to challenges in information technology infrastructure and 

public health resources, still relies on paper-based disease 

surveillance. Thus, only traditional clinical patient data is used. 

Nontraditional and pre-diagnostic infectious disease report case 

data are excluded. In this paper, the development of the Big Data 

Analytics Framework for Childhood Infectious Disease 

Surveillance and Response System is presented. The framework 

was designed to guide healthcare professionals to track, monitor, 

and analyze infectious disease report cases from sources such as 

social media for prevention and control of infectious diseases 

affecting children. The proposed framework was validated 

through use-cases scenario and performance-based comparison. 

Keywords—Big data analytics; childhood infectious diseases; 

infectious disease surveillance system; infectious disease report 

cases; framework; Hadoop; healthcare big data; map reduce 

I. INTRODUCTION 

In 2018, there were 5.3 million deaths of children under 
the age of 5 years around the world (World Health 
Organization report, 2020, Oct. 15) with most of the deaths 
taking place in the African region. Data from UNICEF, WHO, 
World Bank, and UN-DESA Population Division (2019, Oct. 
18), show that almost half of these deaths (18 of every 1,000 
births globally) occurs within the first 28 days of life. The 
probability of death lowers to 11 per 1,000 births between the 
ages of 1 month to 1 year and 10 per 1,000 births between the 
ages of 1 and 5. The main causes of mortality are malnutrition 
and preventable, childhood diseases including diarrhea, 
pneumonia, and malaria. Malaria, pneumonia, and diarrhea are 
the main causes of the majority of child deaths in Tanzania 
[1]. 

The United Nations Sustainable Development Goal no. 3 
has set a childhood mortality rate of 25 deaths per 1,000 births 
as the target. A wide range of solutions to achieve this goal 

have been implemented across Sub-Saharan Africa (SSA). 
The solutions include: providing affordable maternal health 
care services and improved access to drinking water and 
sanitation services [2], providing broad-spectrum antibiotics, 
such as azithromycin to children [3], and effective coverage of 
available cost-effective interventions and technologies [4]. A 
strong functional infectious disease surveillance system has 
also been highlighted as a significant tool to provide 
healthcare information to support public health decision-
making worldwide (WHO 2000). According to WHO, a 
disease surveillance system “is the continuous, systematic 
collection, analysis and interpretation of healthcare-related 
data needed for the planning, implementation, and evaluation 
of public health practices”. It serves as an early warning and 
alert system for unforeseen public health emergencies, 
supports medical practitioners to prepare infectious disease 
spread report cases for intervention, track disease spread 
advancement, and provides crucial information to the 
epidemiologist, policy, and decision-makers. 

In 1998, the United Republic of Tanzania adopted an 
Integrated Disease Surveillance and Response Program 
(IDSR)  for all disease surveillance activities in the country 
[5]. Thirty-four (34) notifiable diseases were included in the 
guidelines, as well as procedures for disease case detail, 
reporting, and actions to be taken for public health service 
levels to achieve timely infectious disease detection, 
investigation, and response to disease outbreaks. The IDSR 
has been facilitated with the nationwide implementation and 
functioning of the Health Management Information System 
(HMIS) and District Health Information System (DHIS2) 
systems. However, there was still weakness in data coverage 
and completeness, as not all infectious diseases were 
accommodated for surveillance, healthcare data from the 
laboratory were not linked with the IDSR system, and data on 
cases shared via the internet, web-based system, and short text 
message system (SMS) were not accommodated, even though 
no-care or home-care was sometimes practiced [6]. 

Due to the challenges of emerging and reemerging 
infectious diseases in the world [7], it has become very 
difficult for the existing IDSR system to detect and analyze 
small to medium size outbreaks of infectious diseases. As a 
result, these outbreaks remained hidden and distributed 
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unnoticed over a wide local geographic area because of the 
growing local food processing technologies in the country. 
The emergence of the novel coronavirus (Covid-19) in 2020 in 
the world and the continued reemergence of cholera, dengue, 
and other infectious diseases in Tanzania necessitate that such 
measures of engaging additional sources of healthcare data in 
surveillance, and the use of big data analytics processes to 
identify patterns, trends, and other valuable new directions on 
infectious disease surveillance systems are implemented. 
Though mining the web-based healthcare data through 
websites, social networks, short text messages and other 
online news archives using big data analytics technology 
provide a valuable new direction on infectious disease 
surveillance system [8][9], but the new technology is still 
unknown what are the requirements and best frameworks to be 
adopted for Tanzanian context. Despite the efforts to include 
non-clinical data in surveillance, there is no framework 
available to guide public health officials on which sources of 
data should be included, what analytics processes should be 
used and how the generated insights can be validated and used 
for decision making. 

Using big data analytics technology in healthcare such as 
text analytics [10], data streams analytics [11], social network 
analytics [12] [13], machine learning techniques [14], natural 
language processing, data mining, and predictive analytics in 
healthcare [15] can effectively help to analyze diverse-mix of 
healthcare data from laboratory, diagnoses and medications, 
drug-resistance patterns, drug interactions and dosing patterns, 
fraud detection [16] and early warning of disease outbreaks 
which can boost healthcare system in Tanzania. 

The purpose of this study was to identify how healthcare 
big data can be collected, integrated, and transformed into 
useful information for preoccupation healthcare planning and 
implementation in Tanzania, particularly for childhood 
infectious diseases. The requirements gathering for the big 
data analytics framework for childhood infectious disease 
surveillance and response system and validation were 
conducted via surveys and use-case scenarios respectively, 
with health facilities’ IT personnel, pediatricians, and nurses 
from four referral hospitals in the country. We modified and 
existing big data for infectious disease surveillance framework 
to fit the identified needs and during validation, we found that 
the framework supported wide coverage of healthcare data 
collection from online data sets. It allowed transmission and 
processing of large-scale structured and unstructured 
healthcare data sets with minimal processing time, provided 
flexibility to write user-defined programs or run queries on top 
of the native program to produce the expected results and was 
overall well accepted by the users. 

The rest of this paper is organized into the following 
sections: Section 2 background, Section 3 related work, 
Section 4 research methodology, Section 5 results, Section 6 
proposed framework, Section 7 use-case diagram, Section 8 
proposed system design architecture, Section 9 data flow 
diagram, Section 10 framework validation experiment, 
Section 11 validation results, Section 12 discussion and finally 
Section 13 conclusion. 

II. BACKGROUND 

A. Health Information and Healthcare-seeking behavior 

Despite advancements in medical and increased vaccine 
availability to the children, emerging and re-emerging of 
infectious diseases continues to pose threats to parents, 
children, and the community at large, based on reported cases 
of pneumonia, malnutrition, hepatitis, malaria, and other 
infectious diseases. In 2019 an estimated 5.2 million children 
under 5 years died mostly from preventable and treatable 
causes in the world. Children aged 1 to 11 months accounted 
for 1.5 million of these deaths while children aged 1 to 4 years 
accounted for 1.3 million deaths of which the leading causes 
include pneumonia, diarrhea, and malaria. Sub-Saharan Africa 
remains the region with the highest under-5 mortality rate in 
the world with more than 80% of the 5.2 million under-five 
deaths in 2019 (WHO, 2019). This is the average of 1 child in 
13 dying before his or her fifth birthday. In Tanzania, 
according to Tanzania Demographic and Health Survey 
(TDHS, 2010) reported that 1 out of 20 children die before 
their first birthday, and 1 out of 12 die before their fifth 
birthday. These challenges have led to the need for new 
approaches and technologies for infectious disease alerts, 
detection, and immediate response. 

Also, the use of computer and internet access has been 
growing at a very high speed in Tanzanian with estimates of 
25.7 million internet users in a population of more than 58 
million till 2019 (TCRA quarterly communications statistics 
report, December 2019). 62% have access to mobile phones, 
and they use them to share information (CIA world Factbook 
2019). The 2010 Tanzania Communications Regulatory 
Authority (TCRA) report [17] has also proved that the number 
of internet users has been growing at an average rate of 24% 
per annum from 2005 to 2010. This means that there is also an 
increased frequency of using internet-based technologies to 
acquire health and disease information among parents and 
members of the community. Members of the community have 
experienced plenty of useful healthcare information available 
from the mass media. The sources of information involve 
radio, television, mobile phones, social media, and health 
websites in which health free-text data and audio of disease 
causes, diagnosis, prevention, and control are needed. 

Socio-demographic characters, possession of health 
insurance, exposure to mass media (internet, radio, television) 
have changed the traditional healthcare-seeking behavior 
characters of relying on health facilities in Tanzania [18]. 
Exposure to mass media was found to be statistically and 
significantly associated with appropriate healthcare-seeking 
behavior change. The influence of seeking appropriate 
healthcare information such as disease causes, diagnosis, 
treatment, prevention, and control has changed the healthcare-
seeking behavior among parents and members of the 
community to seek appropriate health information anywhere 
from the mass media. Some research studies have shown that 
using mass media (including radio, television, mobile phones, 
social media, and health websites) has a positive impact on 
health facility deliveries [19]. 
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B. Big Data Analytics in Healthcare 

Big data in the healthcare system is the collection and 
processing of a multi-diverse mix of healthcare data sets such 
as structured, semi-structured, and unstructured data which 
make complicated data mining processes in the traditional 
system [20]. In big data analytics phenomena in healthcare, 
data comes from various data sources such as local 
information news, structured and unstructured data, laboratory 
test information, radiology images, healthcare website reports, 
click streaming, Twitter feeds, e-mails, call detail reports, 
video camera, social network data, weblog files, smartphones 
mobile apps, audio, healthcare equipment sensors, and others. 
The data if properly analyzed can greatly aid in evidence-
based decision-making on childhood infectious disease 
management and decision-making.  These types of data cannot 
be processed and stored in a traditional database as they 
belong to different formats of data sets. The data typically 
cannot be analyzed with traditional Structured Query 
Language (SQL) tools such as HIMS. Instead, new non-
relational database technology such as Hadoop, MapReduce 
algorithm, and NoSQL database tools are needed [21].  The 
high-speed performance, multiprocessing, concurrency, per 
server throughput, and parallelism processing clusters 
technologies are the essential requirements on highly scalable 
healthcare big data analytics [22]. 

The advantage of using big data analytics technology on 
infectious disease detection and control is to use e-mail and 
online free-text health data from the internet to disseminate 
information of infectious disease outbreaks by e-mailing and 
posting infectious disease case reports. It can help to conduct 
disease mapping surveillance by continuously gather and 
display public health data about new infectious disease 
outbreak using internet-based data sources such as online 
news, websites, RSS feeds, expert opinion, and official alerts 
based on geographical location, time, and disease agent which 
cannot be supported with the traditional system. 

III. RELATED WORK 

Many research studies to supplement existing traditional 
systems and design new models to detect infectious diseases 
using big data analytics such as social network and internet 
search queries to gather and process data at a speed that is 
close to real-time have been conducted in many countries. The 
following are some related works extracted from the literature 
review studied on this research: 

A. Big Data Analytics using Online Information Aggregates 

Search Engines 

Google Flu Trends Healthcare Big Data Analytics; this 
service was conducted by Google to predict and locates flu 
infectious disease outbreaks by making use of online 
information aggregates search queries. 

The San Francisco-Based Global Viral Forecasting 
Initiative (GVFI) has been used advanced big data analytics 
on information mined from the internet to identify locations, 
sources, and drivers of local infectious disease outbreaks 
before they become global epidemic [23]. 

Ginsburg et al. [24], also developed a method to collect 
and analyze healthcare big data through search queries from 
Google (http://www.google.com/) to track Influenza-Like 
Illness (ILI) within a given population. They conducted their 
research on Google search queries taken from historical logs 
during 5 years (2003 up to 2008) using 50million of the most 
popular searches. 

B. Big Data Analytics using Social Networks 

A. Signorini, A. M. Segre, and P. M. Polgreen [25] 
employed big data analytics technology on social media using 
Twitter post data across the United States by searching 
through particular areas and analyzing the data to predicate 
weekly Influenza-Like Illness (ILI) levels. The focus of their 
efforts was on the period when the H1N1 epidemic was 
happening in the United States. The overall aim was to 
examine the use of information about news and geopolitical 
events embedded in Twitter to track rapidly-evolving public 
sentiment concerning H1N1 and measure actual disease 
activity to monitor the seasonal influenza-related traffic within 
the United States. 

They gathered data set consisted of 4,199,166 tweets 
selected from the roughly 8 million influenza-related tweets 
(i.e., keywords h1n1, swine, flu, or influenza) observed 
between October 1, 2009, up to May 20, 2010, using Twitter’s 
streaming application programmer’s interface (API). The 
tweets were sifted through looking for posts containing a 
preset of keywords correlated to H1N1 (h1n1, flu, swine, 
influenza). They trained 32 times on each 31-week subset of 
the training data. The estimates of the prediction model for 
national ILI values produced by the system were fairly 
accurate, with an average error of 0.28% and a standard 
deviation of 0.23%. 

H. Achrekar, A. Gandhe, R. Lazarus, S. Yu, and B. Liu 
[26]. Used big data analytics technology by developed a 
system deemed Social Network Enabled Flu Trends (SNEFT) 
which continuously monitored tweets to detect and track the 
spread of ILI epidemics. The study used a data set of tweets 
and profile details of the Twitter users who commented on flu 
keywords started on October 18, 2009. They used an OSN 
crawler that searched online social networks they developed to 
retrieve tweets from the internet using keywords flu, H1N1, 
and swine flu. 

Yuan et al. [27] also developed a system to collect and 
analyze the big data of healthcare using search query data. The 
study used search queries gathered from Baidu (baidu.com) to 
track ILI epidemics across China. The author gathered their 
data from Baidu’s database (http://index.baidu.com/) which 
stored the online search query since June 2006. For this study, 
they only gathered data from March 2009 to August 2012, 
which was during the Influenza virus (H1N1) epidemic, and 
compare their results to that of China’s Ministry of Health 
(MOH). Yuan et al.’s system was split into four main parts: 
(a) choosing keywords, (b) filtering these keywords, (c) 
defining weights and composite search index, and (d) fitting 
the regression model with the keyword index to that of the 
influenza case data. 
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Ashish Naveen, B. Antarip, D. Sumit, N. Saurav, and P. 
Rajiv[28], created an online big data analytics platform called 
Abzooba Smart Health Informatics Program (SHIP). Their 
purpose was to help patients connect to the medical 
experiences of other patients posted throughout the internet 
via online discussion message boards. They used a pool of 
50,000 discussion messages including posts extracted from 
websites such as inspire.com, medhelp.com, and others to 
extract and execute big data text processing to extract 
information of each entry including posts and replies which 
have medical significance related to health such as treatments, 
side effects, medicines, etc. 

C. Big Data Analytics for Healthcare in Africa 

Although the application of big data analytics in healthcare 
is still in its infancy stages in Africa compared to the 
developed nations, some evidence proved that big data 
analytics is emerging in Africa particularly in Sub-Saharan 
Africa, and has shown the potential to improve the public 
health system. The emergency use of the internet, web-based 
systems, social networks (Baidu, Instagram, WhatsApp, 
Twitter, and Facebook, etc.), and other mobile devices in 
Africa is making a foundation source of big data which can 
help to improve infectious disease surveillance. Through the 
preliminary evidence of an emerging technology few research 
studies have been made by researchers to practically 
demonstrate the usefulness of using big data analytics in 
public health for the African continent using mobile phones 
and social networks. 

The first example of the use of big data analytics for 
infectious disease management in Africa was the use of 
mobile phones in connection with the HealthMap online 
system in 2014 for detecting the Ebola virus epidemic in 
Guinea, Liberia, Nigeria, and Sierra Leone in western Africa. 
The system used emails, RSS feeds, text, and online free-text 
data on its surveillance. 

Wesolowski et al., 2012 [29] used mobile phones to 
monitor the movement of malaria parasites by analyzing call 
and text data of mobile phone subscribers of about 15 million 
people of Kenya. They estimated 14,816,521 Kenyan mobile 
phone subscribers between June 2008 and June 2009, through 
mapping every call and text made by each individual to one of 
11,920 cell towers located within the boundaries of 692 
settlements. The aim was to identify the dynamics of human 
carriers that drive parasite importation between regions and 
mapping the routes of parasite dispersal by human carriers in 
Kenya. The result of this analysis was compared with the 
hospital records to detect malaria transmission in the local 
geographical areas in Kenya. This research study assisted the 
Kenyan government to develop an effective malaria control 
program. The strength of this study was the ability of the 
system to pool huge amounts of data from the mobile phone 
subscribers to track the movement of people. However, the 
limitation of this system was also the inability to combine 
structured and unstructured data for sophisticated healthcare 
data analysis. 

The use of internet-based and mobile phone technology 
systems for disease surveillance in the world has quickly 
become controlling sources of information on emerging 

infectious disease surveillance, however, their impacts on 
public health dynamics remain undetermined. Lack of 
authenticity, false reports, and information overload restrict 
the cognizance of their potential for public health practices. In 
Tanzania, the appropriate usage of big data analytics 
technologies for infectious disease surveillance is still 
unknown. The issues on how nontraditional healthcare data 
can be incorporated with the traditional health data, what are 
the sources and limitations of the available unstructured 
infectious disease report cases data, how the online healthcare 
data can be extracted and transformed into useful information, 
unaffordable high-performance computing infrastructures for 
big data analytics are still the challenges. This work aims to 
address this gap, with a focus on the development of a 
childhood infectious disease surveillance system. 

IV. RESEARCH METHODOLOGY 

A. Study Area 

This study was conducted in four regions in Tanzania, Dar 
es Salaam, Arusha, Kilimanjaro and Mbeya. Six regional 
referral hospitals were included, namely Amana, Temeke, and 
Mwananyamala referral hospitals in Dar es Salaam, Mount 
Meru hospital in Arusha, Mawenzi hospital in Kilimanjaro, 
and Mbeya referral hospital in Mbeya. The hospitals were 
purposively selected since they are responsible for 
coordinating surveillance activities and mobilizing resources 
and providing technical support for the surveillance activities 
conducted at lower levels. 

B. Participants 

A total of 110 participants took part. Forty-nine (49.09%) 
were pediatricians, thirty-two (32.73 %) were medical records 
officers and eighteen (18.18%) were IT healthcare 
professionals in the hospitals. The heads of departments from 
the hospitals were asked to propose people who met the 
following criteria: (i) able to read and write in English (since 
the questionnaire was in English) (ii) have 3+ years’ 
experience particularly in infectious disease data collection 
and analysis. The heads were also asked to ensure gender 
balancing in their list of proposed participants. 

C. Data Collection 

Data collection was conducted between February and May 
2019. Surveys, interviews, and observation were used to: 

1) Identify challenges facing healthcare professionals 

from infectious diseases prevention and control perspective. 

2) Identify healthcare information gaining mechanisms 

and decision-making information gaps and. 

3) Identify healthcare system opportunities for future 

infectious disease prevention and detection. 

The questionnaires developed asked questions on: major 
challenges on infectious diseases prevention and control; 
Infectious disease data collection and analysis; Involvement of 
citizens/ public to collect and analyze infectious diseases; 
Organization experience in healthcare big data and data-driven 
innovation; and the use of healthcare big data technology in 
the healthcare system, among others. There were a total of 31 
questions, with 28 requiring responses on a 5-point Agreement 
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Likert scale (1 = strongly disagree, 2 = disagree, 3 = neither 
agree nor disagree, 4 = agree and 5 = strongly agree). 

The interview was used to gain further insights into the 
infectious disease surveillance process and its successes, 
challenges, and the solutions they used to overcome the 
challenges particularly on collecting and analyzing 
unstructured data. The data were also recorded and analyzed 
using the descriptive statistics method. 

D. Data Analysis 

A total of 108 questionnaire sheets that qualified for data 
analysis were returned and analyzed. Descriptive statistics 
were used to analyze the survey responses. Free-text responses 
were inductively coded and the frequencies of each theme 
were calculated. 

The analysis of the questionnaire was performed based on 
the indicated themes. The major challenges that the healthcare 
professionals experience in their day to day performance were 
measured by seven questions (inadequate of the infrastructure 
/facilities; access and quality of the healthcare centers’ 
services; difficulties to reach remote areas; inability to collect 
infectious disease data from the patient’s environments; poor 
quality of food, water, and housing services; people’s culture; 
and shortage of the number of healthcare staff). 

The theme of data collection and involvement of citizens 
was also measured to assess if the traditional system can 
integrate healthcare data from other healthcare-related systems 
such as healthcare websites, social media, mobile phones, and 
public pharmacies to improve cross-functional communication 
and collaboration among healthcare systems. 

V.  RESULTS 

The results in this study show that in the traditional 
system, three of the six hospitals (Mwananyamala, Mawenzi, 
and Mbeya) only clinical data were used for surveillance. The 
other three hospitals (Ilala, Temeke, and Mount Meru) relied 
on clinical data and other healthcare data sources including 
community case findings as well. 

The results of the questions v/s responses in histogram 
chart: 

However, the following results were obtained based on the 
analysis of the individual cases: 

A. Sources of Non-clinical Data for Surveillance 

The results in questions 1-7 confirmed that the healthcare 
professionals have greater challenges collecting data of 
infectious disease report cases from the patients’ environments 
as indicated in question 5. Over 70% (n=78) of the responses 
strongly agreed that inability to collect data from the patient’s 
environment and involvement of citizens hampered 
surveillance and response as indicated on the histogram chart 
in Fig. 1. Data collection from other sources including free-
text from mobile phones, social networks like WhatsApp, 
Facebook, Twitter, and email system would improve 
infectious disease surveillance systems. 

 

Fig. 1. Histogram Chart of the Questions v/s Response Percentages from the 

Respondents. 

B. Experience in Healthcare Big Data and Data-driven 

Innovation 

The results confirmed that 70(65%), out of 108 
respondents strongly agreed that they do not have experience 
in healthcare big data and data-driven innovation. Also, they 
agreed that they do not have a healthcare big data framework 
for collecting, analyzing, and transforming very large 
infectious disease report cases data sets as indicated in 
questions 17-21 in Fig. 1. In this group of respondents 
33(30%) were pediatricians, 21(20%) medical records and 
16(15%) were IT professionals. 

C.  Current and Proposed Health Data Sources 

Over 75% (n=81) of the 108 respondents strongly agreed 
that the collection and analysis of infectious disease report 
cases from other sources using multiple channels such as 
mobile phones, websites, e-mails, social media, and content 
management systems would improve the traditional 
surveillance system as indicated in question 22 in Fig. 1. 
86(80%) of 108 respondents chosen mobile phone short-text 
messages as a good source of information. 54(50%) of 108 
respondents selected web-based free-text information as the 
source of health data and 97(90%) of 108 respondents opted 
for social media free-text application as the good source of 
health data. 

VI. PROPOSED BIG DATA ANALYTICS FRAMEWORK 

The big data analytics framework for the healthcare system 
developed by [30] was considered as a reference for the 
development of this framework. This dynamic framework has 
been considered as a healthcare big data framework base for 
the general healthcare system which can support tracking and 
monitoring infectious disease. It has incorporated the general 
known healthcare big data analytics approach based on the 
fundamental variables. This is inefficient to be adopted for the 
process of collection and analyzing the healthcare big data in 
Tanzania environment. 
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In this study, the author developed a framework that serves 
as a reference model to make healthcare professionals in 
Tanzania ready to explore and implement big data analytics 
technology in the healthcare system. The data collected for 
this study could only relate to the short time validation of this 
framework. The findings are limited based on the local scale 
of the use-cases scenarios phenomenon. Further research and 
update are needed throughout the framework studies. The 
resulting big data analytics framework which was proposed to 
be suitable for the Tanzania context was shown in Fig. 2. 

The proposed framework was divided into the following 
layers: (a) data capture layer (b) data acquisition layer (c) data 
analytics layer and (d) information exploration. 

A. Data Capture Layer 

The data capture layer involves all traditional and non-
traditional data sources necessary to provide insights on early 
infectious disease prevention and control. It involves 
structured data from HIMS/DHIS-2, Health Insurance, 
medical healthcare sensors system, online structured 
healthcare information archives, home patient monitoring 
sensors, and public pharmacy. These clinical data can be 
collected from various sources through tables, csv files, json 
data files, and text file format and stored in the relational 
databases depending on the content format such as MySql, 
Oracle, PostgreSQL, and others. Since unstructured data 
cannot be processed using structured databases [31], then data 
will be stored in the nontraditional databases which can handle 
unstructured data such as MongoDB Databases. 

B. Data Acquisition Layer 

The data acquisition layer is responsible for handling data 
that comes from various healthcare data sources. In this layer, 
healthcare data stored in the various structured databases such 
as tables and csv files and unstructured databases such as free-
text, json data, video, and audio format can be transformed 
into Hadoop Distributed File System (HDFS) format ready to 
be processed in big data analytics tools. Since the incoming 
data comes from various data sources, their characteristics are 
varying in terms of a communication channel, frequency, size, 
volume, and file format. Therefore, the transformation engine 
must be able to extract, merge and transform data into key-
value pairs. 

In this layer, the transformation engine must be able to 
support functions such as data transfer, cleaning, splitting, 
sorting, merging, and validating data. For instance, structured 
healthcare data sets records such as (patient name, age, 
address, location, and disease descriptions or medical history) 
can be extracted and transformed into key-value pairs of the 
HDFS format. This process can also be done in unstructured 
data whereby data in the format of e-mail, weblogs, or text can 
be extracted and transformed into key-value pairs as well. 

C. Data Analytics Layer 

In this layer, data can be processed and analyzed in three 
ways: Hadoop MapReduce data processing, data streaming, 
and in-database analytics. 

MapReduce data processing works by breaking data 
processing into two phases: Map phase and Reduce phase. 
Each phase contains key-value pairs as input and output. The 
input to our Map phase is the raw or unstructured data, which 
is processed by split up into key-value pairs. And the output 
from the Map function is processed by the MapReduce 
framework before being sent to the Reduce function. 
MapReduce processing in big data analytics provides the 
ability to process a large volume of structured and 
unstructured healthcare data in batch processing and 
massively parallel processing [32]. 

Data streaming processing can help to process and analyze 
real-time and near real-time stream data processing. In real-
time stream data processing, healthcare professionals can track 
healthcare data-in-motion such as rates of infectious disease 
spread, prediction of infectious disease outbreaks, respond to 
unexpected infectious disease outbreak and quickly make an 
evidence-based decision for early infectious disease 
notification, prevention, and control. 

In this layer, the healthcare data analytics such as 
healthcare revenue cycle, healthcare supply chain, disease 
management, disease case-specific management, healthcare 
cost and quality management, and operational efficiency can 
be analyzed. The proposed framework can help to conduct 
these analyses using various big data analytics techniques. For 
example: in the healthcare revenue cycle, we can use the 
framework to conduct analytics through collect, compile and 
analyze health data from various healthcare centers reported 
on a monthly, quarterly and annual basis to enable healthcare 
professionals and the community to gain insight into the 
national average and top quartile of the revenue cycle. This 
can be done in a framework through developing a modified 
MapReduce algorithm that can be able to map and reduce 
health data accordingly based on the modified principles of 
the MapReduce algorithm. 

D. Information Exploration Layer 

The information exploration layer provides output results 
based on visualization reports, real-time information 
monitoring, and other useful healthcare business insights 
reports. Some information and visualization reports which 
were felt important were healthcare revenue cycle, healthcare 
supply chain, healthcare information technology, healthcare 
cost, and quality and operational efficiency. Because it will 
help to provide healthcare executives and leadership teams 
with objective, actionable best practice research and 
implementation resources. It will help healthcare professionals 
to make early evidence decisions such as infectious disease 
alerts, warnings, and notifications to the citizens before an 
infectious disease outbreak. 
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Fig. 2. Proposed Big Data Analytics Framework.

VII. FRAMEWORK MODEL USE CASE DIAGRAM 

The framework model use case diagram in Fig. 3 is a 
simple representation of user interaction which provides a 
simplified real picture to the stakeholders of how the 
framework can be implemented in the real world as presented 
in the proposed system design architecture in Fig. 4. Based on 
the use case diagram, we can divide the diagram into four 
areas: (a) Healthcare big data sources (b) Data ingestion zone 
(c) Big data analytics zone, and (d) Big Data Application 
zone. 

A. Healthcare Big Data Sources 

Healthcare big data sources involve roles of data collection 
from the various healthcare data sources. It involves the 
collection of infectious disease data from patients using 
various tools including mobile-apps, web-based systems, 
social media, content management systems, clickstreams, 
weblogs, and online archives. The traditional system already 
has dynamic categories of healthcare provider users who 
collect infectious disease data using HIMS/DHIS-2, Infectious 
Disease Week Ending System (IDWE), and the community 
healthcare activists who collect and submit data to the 
hospitals. These categories of users will be improved by 
assigned activities of collecting infectious disease data using 
digitized data through mobile applications and web-based 
systems instead of the existing manual paper-based system. 
Initially, doctors, IT personnel, laboratory scientists and 
medical records personnel can help to collect other data of 
infectious disease from pharmacies, social media, 
clickstreams, weblogs, and online archives through healthcare 

websites, mobile applications, and online healthcare systems 
as indicated on the data flow diagram in Fig. 5. 

B. Data Ingestion Zone 

Data ingestion zone involves data integration and 
streaming processes. IT personnel, doctors, medical records 
personnel, and laboratory scientists can help to conduct this 
process. It involves running queries and commands to extract, 
transform and load infectious disease data from the data 
sources into the Hadoop platform. Structured databases such 
as tables, csv files, and json data from local pharmacies, 
healthcare insurances, and others can be collected and 
integrated at this stage. The unstructured data will also be 
extracted and transformed before transmitted into the Hadoop 
Big Data analytics engine as indicated in Fig. 5. 

C. Big Data Analytics Zone 

The big data analytics zone involves running healthcare 
data analytics. It involves executing healthcare data jobs using 
Hadoop MapReduce data processing, Data streaming, and In-
Database Analytics. These activities can be done by the 
doctors, healthcare executive officers, medical officers, and 
medical records personnel in collaboration with the IT 
personnel. Structured and unstructured health data will be 
executed as healthcare data jobs in Hadoop Cluster using the 
MapReduce algorithm as indicated in Fig. 4. The real-time 
monitoring streaming will be monitored by the Healthcare 
specialist and the healthcare big data analytics visualized 
reports will be submitted to the decision-makers as indicated 
in Fig. 5. 
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Fig. 3. Use Case Diagram for the Implementation of the Proposed Framework. 

 

Fig. 4. Proposed Big Data Analytics Framework System Design Architecture. 
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Fig. 5. Data Flow Diagram of the Proposed Big Data Analytics Framework.

D. Big Data Application Zone 

The big data application zone involves decision-making 
processes based on the processed healthcare big data analytics 
reports. It involves healthcare master data management 
security and privacy, data standardization, policies, and data 
incorporation to create immediate, completeness, accurate 
evidence-based decision-making. It involves executing and 
managing complex analytics algorithms on data mining and 
intelligence analysis to manage healthcare business 
information. These activities can be performed by the higher 
authority and decision-makers in the healthcare organization 

VIII. FRAMEWORK VALIDATION EXPERIMENT 

To validate the proposed big data analytics framework for 
usability and applicability, we conducted the following 
experiment using the following use-cases scenario: 

A. Use Case-Scenario I 

Integrate healthcare data sets from various healthcare-
related data sources. 

During the research study, one of the great challenges 
facing traditional systems identified was integrating healthcare 
data sets from other healthcare-related data sources and 
analyzing them all together for evidence-based decision-
making. 

Currently, in the traditional system, each organization has 
its independent system of tracking infectious disease report 
cases. The hospital conducts disease surveillance using a 

paper-based system, National Health Insurance Fund (NHIF) 
also has its way of tracking costs, local pharmacies also have 
their way of tracking medicines provided to the patients 
suffering from infectious disease symptoms. These systems 
cannot communicate with each other even though they dealt 
with the same common function of prevention and control of 
infectious diseases. 

In this use-case scenario, we modified the MapReduce 
algorithm programming design model (API) to enable 
healthcare professionals to integrate healthcare data sets from 
various healthcare-related data sources. The aim was to use 
the framework to track patients against the repetition of drug 
use for the same infectious disease which in turn develop drug 
resistance adverse effects. This simulation can help healthcare 
professionals improve drug risk management and cost 
implication management for evidence-based decision-making. 

Because of the confidentiality and integrity of health data 
sets, we generated healthcare data sets dummy data in json 
format using the online tool at www.mockaroo.com for the 
experiment: 

NHIF data sets:  patient_id,  patient_name, 
drug_description, amount, disease_case_description, and 

Hospital data sets: patient_id, first_name, last_name, 
address, gender, age, and disease_case_diagnosed. 

The following modified MapReduce algorithm design 
model was developed: 

http://www.mockaroo.com/
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I. Modified MapReduce Algorithm Design Model: 

Reduce-side joins MapReduce algorithm design model: 
 

Procedure: Reduce-Side Joins Multiple Datasets from different files 

Input:  Hospital and NHIF datasets 
Output: Combination of Hospital and NHIF datasets 

 

Begin: 

 

// Mapper: 

// Task I: Read two input files one tuple at a time 
: Tokenize each word in a tuple and fetch Patient_ID, Name, 

Infectious_disease, and Amount 

 
//Task II: Add tags “hosp” to indicate Hospital tuple and “nhif” for NHIF 

input data to produce Key-Value pairs for Mapper as:    

Key –Value pair [Patient_ID, hosp name] 
 Key –Value pair [Patient_ID, nhif name] 

 

//Sorting and Shuffle: 

 

//Task: Aggregate the value to each Key to produce key list as {Patient_ID1 – 

[(hosp name1), (nhif amount1), (nhif amount2),   (nhif amount3)….]} 
 

//Reducer: 
//Task I: Process sorting output to have Patient_ID key and list of Amount 
from NHIF and Hospital details. 

  

// Task II:  Loop the values to check if they belong to Hospital or NHIF 
details 

 

//If the value belongs to NHIF;  
1. Show infectious disease trend  

2. Increase counter by 1 

3. Accumulate amount spent, then 
4. Get Total Amount. 

 

// Else, 
 Store variable for future assignment; 

 

End Task: 

B. Use Case Scenario II 

Identify the number of notifiable infectious disease report 
cases at the local geographic areas from 2010  to 2019: 

Another great challenge of the traditional system was to 
identify some historical infectious disease report cases at the 
local geographical areas (disease report cases counts in 
weekly, monthly, or yearly for many previous years) to 
identify trends of the disease before they developed into large 
massive disease outbreaks for early warning, alerts, quick 
response, and government intervention. 

Currently, this function is done in the traditional system 
using a paper-based system through counting the number of 
infectious disease report cases from old documents (mtuha) 
which is very difficult when it comes to the issue of counting 
the number of historical infectious disease report cases 
involves many previous years example cases from 2010 to 
2019. 

In this validation, we tested the applicability of the 
framework using a modified MapReduce algorithm to count 
the number of infectious disease report cases based on local 
geographical areas for many previous. In this experiment, 
infectious disease report cases data files (2010-2019) were 

generated and the following modified MapReduce algorithm 
design model was developed: 

II. Modified MapReduce Algorithm  Design Model; 

InfectiousDiseaseReportCases WordCount algorithm design model: 

 
Procedure: Count Number Of InfectiousDiseaseReportCases WordCount  

Input:  InfectiousDiseaseReportCases 2010 – 2019 datasets 

Output: Number Of Counts of InfectiousDiseaseReportCases for Each Local 

Geographical Area 

Begin: 

// Mapper: 

// Task I: Read ten input files one tuple at a time 

: Tokenize each word in a tuple and fetch Area_Name and Disease_Name 
words that matching 

//Task II:  Splits the line into tokens separated by whitespaces and emits Key-

Value pair as  

Key – Value pair [Area_ID, Area _name 

Key – Value pair [Disease_name, DiseaseReportCase] 

//Sorting and Shuffle: 
//Task: Aggregate the value to each Key to produce key list as {Area_ID1 – 

[(Area_name1, Disease_name1),DiseaseReportCase 1), (Area_name2, 

Disease_name2), DiseaseReportCase 2), (Area_name3, Disease_name3), 
DiseaseReportCase 3),………..]} 

 

//Reducer: 
//Task I: Process sorting output to have Area_ID, Area_Name, Disease_name 

key, and list of DiseaseReportCases from each Area_Name 

 
//Task II:  Loop the values to check the Frequency for each Area_ID, 

Area_Name, Disease_Name, key to sum up the DiseaseReportCases count 

//If there is more value of DiseaseCasesReport in one Area; 

1. Count number of DiseaseReportCases 

2. Increase counter 1 

 3. Accumulate the  number of DiseaseReportCases, then 

4. Display Area_Name, Disease_Name, and Number of DiseaseReportCases. 

// Else, 

 Store variable for future assignment; 

End Task: 

C. Use Case Scenario III 

Collecting and analyzing Infectious disease data from the 
online news archives. 

Another great challenge of the traditional system was to 
collect and analyze online infectious disease data sets from 
online websites, social media, and online healthcare news 
archives. This function is currently not done in the traditional 
system which hinders data coverage and completeness on the 
evidence-based decision-making. 

In this validation experiment, we tested the applicability of 
the framework to collect and analyze online healthcare news 
archives data sets. 12 text-free document files from the 
healthcare news archives from the internet were collected 
from Google scholar and Tanzania Online Daily News using 
WebCrawler spider developed using Python and Java 
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programming languages. Our goal was to use the framework 
to conduct healthcare information mined from the internet to 
identify news articles that contain medical-significance-related 
information on the key infectious diseases. Our keywords for 
distributed cache were pneumonia, hepatitis, measles, 
malnutrition, diarrhea, and acute respiratory infection. In our 
experimental studies the following modified MapReduce 
algorithm was set: 

III.Modified MapReduce Algorithm Design Model: 

Distributed Cache MapReduce Algorithm: 

Procedure: Distributed Cache MapReduce AlgorithmDesign 

Input: 12 – Input files of Text documents with 1 – Keyword file datasets 

Output: Number of Keywords matching in each text document 

Begin: 

// Mapper: 

// Task I: Check the existence of both input and output parameters 

: Read and write twelve input files one line at a time 

: Tokenize each word in a tuple and fetch words that matching with keywords 

in the Cache file 

//Task II: Set String Keywords in a Hash set 

: Call Distributed Cache static helper and pass URI-reference in HDFS Cache 

file 

: Set the output Key as LongWritable for the line numbers and Value as Text 

: Tokenize each line by spaces, and a wordlist set used to store each distinct 

word we are interested in searching. 

: Check if the line contains in our Keyword list 

: If a match is found;  

: Emit the line number it was found on as the key and the token itself as the 

value as Key-Value pair: [Key: Line number, token] 

  //Sorting and Shuffle: 

//Task: Pull the complete list of cache file URIs in the distributed cache and 

check the URI array returned 

//Task I: Loop the values to check if the URI Array passes the test. 

//If the value belongs to URI Array; 

 1. Grab the keywords file located in HDFS   

 2. Write the keywords in a temporary working directory 

 3. Save the contents in a local file named ./keywords.txt 

// Else, 

 Store variable for future assignment; 

End Task: 

IX.  FRAMEWORK VALIDATION RESULTS 

A. Use-Case Scenario I 

In this experiment, the healthcare professionals observed 
that the proposed big data analytics framework system can 
integrate structured and unstructured data for multi-processing 

in large-scale data operations to produce expected results. As 
indicated in this experiment, the system can integrate 
structured data format from multiple sources and process them 
to interpret the results as they wished to solve the problem of 
integrating and analyzing all together hospital data, health 
insurance, and pharmacy data as indicated in Fig. 6. 

B. Use-Case Scenario II 

In this experiment, the healthcare professionals observed 
that the proposed big data analytics framework system can 
count the number of infectious disease report cases based on 
local geographical areas from 2010 to 2019 as indicated in 
Fig. 7. 

This experiment proved that the proposed big data 
analytics framework system can count the number of 
infectious disease report cases in a very efficient and fastest 
method than the traditional system. This has been 
recommended by a good number of healthcare professional 
participants from Temeke, Ilala, Mwananyamala, and Mount 
Meru Referral Hospitals. 

C. Use-Case Scenario III 

In this result, out of 12 collected online healthcare news 
archives, 8 news articles found contain significance related 
information on various diseases including diarrhea, 
malnutrition, pneumonia, measles, and hepatitis as indicated in 
Fig. 8. 

 

Fig. 6. Output Results from Part-00000 file in Hadoop Cloudera Express. 

 

Fig. 7. Analytic Results of the Processed MapReduce Algorithm Program. 

 

Fig. 8. Number of the Appearance of Keywords of the Online News Archive 

Files. 
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This experiment proved that the proposed big data 
analytics framework system offers more support for healthcare 
data processing. It offers an opportunity to collect and analyze 
web-based and internet healthcare data through writing user-
defined programs or run queries using other languages such as 
Python programming language to produce the expected results 
from the online unstructured healthcare data sets. 

X. DISCUSSION 

The big data analytics framework model for childhood 

infectious disease surveillance and response system has been 
designed for patients, community, healthcare professionals, 
and decision-makers to meet their specific needs to prevent 
and control infectious diseases affecting children 0-5 years of 
age in Tanzania. The framework model has been developed to 
overcome the following healthcare issues that prevail in the 
traditional system: 

A. Data Collection 

The framework model has been developed to 
accommodate the data collection and analysis process from 
various healthcare stakeholders including patients through 
mobile apps and healthcare sensors, community through social 
media and websites, public pharmacies, laboratory test results, 
healthcare insurances, and others. The collection of web-based 
free-text data and mobile phone data will improve the 
traditional infectious disease surveillance system in Tanzania. 

In data collection, the framework model can be widely 
implemented using a mobile application, short-text messages 
(sms), online healthcare system, social network, blogging, 
Internet protocol address, weblogs, and healthcare websites 
which can be integrated into the same database. This will 
improve the healthcare data collection process from the 
citizens including traditional, nontraditional, and pre-
diagnostic data from community-level case findings and 
healthcare centers. 

B. Early Detection 

Infectious diseases control measures are always done using 
monitoring tools that help to monitor and limiting infectious 
disease spread to prevent disease outbreaks by identifying and 
managing infectious disease report cases through early 
detection, notification, and warning. Through the proposed 
framework model, the infectious disease notification alerts 
including warnings, notification messages, and disease 
outbreaks notifications can easily be sent to the citizens and 
healthcare professionals through text messages, e-mail 
systems, and social network pop-ups for quick action as 
presented on the data flow diagram in Fig. 5. 

C. Healthcare Information Analysis 

Having an integrated commodity computers cluster with 
big data analysis technology makes it easier to perform 
various types of data analysis in the public health sector. The 
use of the proposed framework in disease surveillance will 
help to solve technical and computational challenges that face 
traditional systems on the ongoing digital data revolution 
which requires high-performance computation system access 
to a high volume of stream data and the availability of high-
performance computer clusters machine. 

D. Evidence-based Decision-making 

Infectious disease surveillance and response system 
conducted in most developing countries are conducted in the 
condition of resource-limited settings in which often suffers 
from low reporting coverage, poor data quality, and 
completeness which in turn provide insufficient data accuracy, 
poor timely disease outbreak detection and lack of evidence-
based decision support. Using the proposed framework model, 
the evidence-based decision-making process will be more 
accurate and relevant due to the high quality of healthcare data 
contents, coverage, and completeness. This will improve 
collaboration and coordination among healthcare professionals 
and other stakeholders. 

XI. CONCLUSION 

The Big Data Analytics Framework for Childhood 
Infectious Disease Surveillance and Response System has 
focused mainly on the performance of the traditional system in 
Tanzania. Our framework is a simple data-parallel 
programming model enhanced with sorting, grouping, and 
reduction capabilities and with the ability to scale to very large 
volumes of healthcare data. It also works with existing SQL 
databases and analytics using hive tools. Its distributed 
implementation requires an underlying distributed file system 
to access input data, giving preference to local file system 
access and storing the output. It can be expressed as a data 
function from input to output framework model. 

This approach can be used in similar environments 
worldwide, but particularly in developing countries, where 
many of the countries have similar conditions of not paid 
attention to the infectious disease data quality, coverage and 
representatives. Whether the infectious disease surveillance 
endpoint is situational awareness, disease outbreak detection, 
identifies estimation trends or disease-cost estimation analysis, 
infectious disease data quality, coverage, and completeness is 
the key factor during each stage. This approach can play a 
unique role in developing countries where dispensaries, 
healthcare centers, hospitals, and primary care settings are 
performed under limited resource settings while today’s 
healthcare big data generation and advancement of technology 
realities demand integrated, relatively low-cost approaches to 
improve decision-making to comply with the standard of the 
World Health Organization and International Healthcare 
regulations. 

This study has made the following contributions. First, we 
managed to propose the big data analytics framework for 
guidance to build a systematic infectious disease surveillance 
system that monitoring community case finding, online web-
based and mobile phone data for infectious disease 
surveillance in Tanzanian. With such a framework, we can 
systematically collect infectious disease data from the Internet 
and mobile phones through web-based mapping, search 
engines, social networks, and local infectious disease cases, 
thus providing accurate and timely information to decision-
makers. We believe that such a framework is very important 
to patients, researchers, epidemiologists, decision-makers, and 
other public healthcare providers. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 3, 2021 

385 | P a g e  

www.ijacsa.thesai.org 

Second, the techniques and methods used are based on big 
data analytics using the MapReduce algorithm which has been 
reported as the best performing algorithm in big data analytics. 
It allows distributed and parallel processing of large-scale data 
sets across commodity computers cluster which can easily be 
applied in resource-limited setting counties like Tanzania to 
improve high-performance computation. 

The study has the following limitations which can be 
explored by the researchers for further studies: It is easy to 
imagine the potential benefits of extracting healthcare 
information from big data, access to such information is 
limited, costly, security and legal concerned and even 
impossible for many research societies. The online healthcare 
data needs to be evaluated and filtered to increase the signal-
to-noise ratio for suitable healthcare data analysis. Another 
limitation is that most people in rural areas in Tanzania tend to 
lack or have limited Internet access. Online healthcare data 
needs web queries and search engines based surveillance. This 
depends on the availability of sufficient web-internet access to 
generate signals for data response. 
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Abstract—The need for an efficient intelligent system to detect 

human emotions is imperative. In this study, we proposed an 

automated convolutional neural network-based approach to 

recognize the human mental state from eyes and their 

surrounding features. We have applied deep convolutional neural 

network based Keras applications with the help of transfer 

learning and fine-tuning. We have worked with six universal 

emotions (i.e., happiness, disgust, sadness, fear, anger, and 

surprise) with a dataset containing 588 unique double eye images. 

In this study, we considered the eyes and their surrounding areas 

(Upper and lower eyelid, glabella, and brow) to detect the 

emotional state. The state and movement of the iris and pupil can 

vary with the various mental states. The common features found 

within the entire eyes during different mental states can help to 

capture human expression. The dataset was trained with pre-

trained weights and used a confusion matrix to analyze the 

prediction to achieve better accuracy. The highest accuracy was 

achieved by DenseNet-201 is 91.78%, whereas VGG-16 and 

Inception-ResNet-v2 show 90.43% and 89.67%, respectively. 

This study will provide an insight into the current state of 

research to obtain better facial recognition. 

Keywords—Human emotion recognition; convolutional neural 

network (CNN); transfer learning; fine-tuning; VGG-16; 

Inception-ResNet -V2; DenseNet-201 

I. INTRODUCTION 

Facial expressions are an important nonverbal 
communication mediums used by humans to express their 
emotions [1].  In our everyday communication, the facial 
expression is just positioned next to the tone of the human 
voice.  Different facial expressions are indicators of feelings 
and it allows a human being to express his/her current 
emotional state  [2]. In Human Computer Interaction, it is 
crucial to recognize the emotional signs to recognize affective 
behavior [3], [4]. With the certain forms of thought and 
affective conducts, physical processes in the human brain 
changes, subsequently reflects to our eyes and surrounding 
areas [5], [6]. Therefore, researchers have used signals taken 
from human brains to understand the emotions, which 
correspond to the changes through upper and lower eyelid, 
glabella, and brow of eyes. Therefore, the eyes and 
surrounding areas can play a vital role in estimating the 
psychological state of a person. In this article, we work on 
diagnosing the mental state based on the visible changes in the 
eyes and its accessory regions to recognize human emotion. 

Emotion recognition from facial expressions has incredible 
importance and wide applications, particularly its functions in 
human-machine connection frameworks [7]. Numerous 
studies have been performed to develop and create many 
facial emotion recognition systems and yet, several common 
problems still exist in the emotion recognition process. Two 
major concerns are observed; first, the features are quite 
sensitive to the changes in noise, illumination, and occlusion. 
This indicates that a slight change in noise, illumination, and 
occlusion may reduce the accuracy rate of the recognition 
process, and second, the large data dimension influences the 
performance of such systems [8]. 

The unprecedented development of deep neural networks 
and convolutional neural networks and the availability of 
required data have taken the task of classifying and 
recognition onto another level. Many complex tasks of 
recognition were thought to be challenging and show less 
accuracy. With the help of  Convolutional Neural Networks 
(CNN), it becomes possible to  achieve higher accuracy  [9]. 

The eye expression could be identified by observing facial 
tissue signals. However, a few emotions contrast from one 
another in a couple of discrete facial highlights. This factor 
additionally relies upon a person's disparities of the subject, 
for example, degree, frequency, or rate of expression. Based 
on these, we can say that it is important to develop a facial 
expressions recognition system which recognizes facial 
expression in real-time with appropriate accuracy. The 
purpose of this study is to develop and study the prosperous 
algorithm of facial expressions recognition and emotion 
detection on specifically eye images of faces based on deep 
convolutional neural networks. 

II. RELATED WORK 

Various methods for the recognition of human emotions 
from different facial expressions have been developed and 
analyzed by many researchers. In order to recognize face 
expressions, researchers applied methods such as 
Convolutional Neural Network (Deep learning-based 
algorithm), Viola-Jones algorithm, Haar Cascade Classifier, 
LBPH, K-Nearest Neighbor. Applying these algorithms, 
researchers showed various accuracy to predict the outcome 
and established the improved model which fits for respective 
dataset(s). 

*Both Authors Contributed Equally 
#Corresponding Author 
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Numerous studies have used CNN in their studies to select 
and optimize active face regions instead of using the whole 
face area. Researchers [10] have used CNN to extract features 
from three optimized active face regions i.e.  Left eye, right 
eye, and mouth. Recently, researchers [11] developed a model 
which was able to predict both primary and secondary 
emotions by using CNN analysis. Authors utilized fiducial 
points and a feature selection method to select the relevant 
features from extracted dynamic features of Neural Network 
classifier and observed 99% accuracy. Also, researchers [12] 
presented a system of emotion recognition on video data using 
both CNN and Recurrent Neural Network (RNN). Study [13] 
examined emotions and grouped them in six categories by 
using deep neural network. Authors in [14] showed interest 
introduce the concept of visual was also based on a CNN 
structure. Viola-Jones algorithm [15] are using for face 
detection and deep learning convolutional neural networks for 
facial expression and emotion recognition. This system has 
reached a great accuracy rate 92.81%. Overall, the use of 
CNN seems prominent among researchers to establish great 
accuracy in the recognition of facial expressions. Beside these 
studies, some researchers [16],[17] applied deep learning and 
transfer learning approach to recognize minor visible leaf 
disease. They proposed a concept of assisted learning where a 
deep learning model category the emotions from an image into 
eight categories. 

Researchers [18] worked with recognition of seven 
emotions using dual-feature fusion. They have worked using 
both texture and geometric features to detect facial expression 
by using Viola-Jones algorithm [19] in an unconstrained 
environment and gain average accuracy of 98%. They have 
used the images from the CMU-MultiPIE database. 
Researcher [20] used Viola-Jones Haar cascade, Active Shape 
Model, AdaBoost. They claimed that the systems can provide 
more accuracy 98% for still images. They worked to achieve 
better accuracy 97.3% with limited training samples of 
emotions under varying illumination. For global and local 
feature extraction researcher [21]  used Haar Wavelet 
Transform (HWT) and Gabor wavelets, respectively. Some 
researchers have used Local Binary Pattern (LBP) and 
calculated LBP considering 4-neighbors and diagonal 
neighbors separately. Their study has shown improvement in 
the recognition rate on JAFFE, CK, FERG, and FEI face 
databases in both noisy and noise-free conditions. To analyze 
seven emotions and calculate the features for a three-
dimensional face model, researchers [22] applied k-NN 
classifier and MLP neural network for feature classification. 
They gained the highest accuracy from k-NN 95.5%. Their 
classification accuracy can be affected by real conditions. 

Researcher in [23] proposed a multimodal human emotion 
recognition framework as known as EmotionMeter. In real-life 
application to improve the chance and durability, they design 

six electrode placements above the ears to collect EEG 
signals. Mainly worked on four (happy, sad fear, neutral) 
emotion using multimodal deep neural networks and achieved 
best accuracy that is 85.11%. Another study [24] mainly 
focused on Human Activity Recognition (HAR) and it is a 
review paper where represents a comprehensive analysis of 
both handcrafted and learning-based action representations, 
analysis and discussion on HAR. 

Study [25] utilized real-time emotion detection for four 
basic emotions like happy, sad, anger, fear using five different 
approaches: AlexNet CNN, Affdex CNN, FER-CNN, SVM, 
and Multilayer Perception (MLP) and best accuracy achieved 
from Affdex CNN is 85.05%. Study [26] mainly focused on  a 
novel emotion recognition by using shallowest reliable CNN 
architecture. They collected data from internet. 

Besides, another study [27] mainly focused on multimodal 
human emotion recognition from eye images and eye 
movement using two fusion methods: feature level fusion 
(FLF), BDAE and one classification methods: SVM. For 
completing this study, they used SEED V datasets and 
achieved best accuracy from BDAE is 79.63%. 

We can categorize the existing methods of emotion 
recognition from images as dimensional or categorical 
methods from multilayer hybrid framework [28]. Large scale 
visual sentiment ontology detections are used to identify 
adjective-noun pairing [29]. Some researchers recognize 
emotion based on art feature extraction with art theory [30], 
[31]. They investigated the  shape of features in natural 
images that influence emotions with visual arts and 
psychology [32]. 

III. PROPOSED SYSTEM 

This is a quantitative applied research based on deep 
learning approach. After image acquisition, image 
preprocessing takes part with different parameters for two 
different dataset splits. Training data goes through various 
preprocessing techniques (zoom, rotation, flip, and shuffle) to 
improve data quality by enhancing image features important 
for the further training part of the system. Resizing (224x224) 
and rescaling (0-1) techniques are applied to testing data and 
only the common techniques are applied between training and 
testing splits. The pre-trained model with customized fully 
connected layer is trained by training split. The feature 
extraction part of the model at this time goes frozen and only 
fully connected layers are trained by the dataset. In fine-
tuning, selected convolutional layers that are responsible for 
extracting features are trained alongside fully connected 
layers. This training process brings changes in pre-trained 
weights of the models. Trained models are evaluated by 
testing data split for comparative analysis. Fig. 1 visualizes the 
whole process of the system. 
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Fig. 1. Proposed Scheme of Emotion Recognition from Eyes and their 

Surrounding Features. 

IV. SYSTEM OPERATION 

CNN are based on specialized linear operations [2]. It uses 
convolution instead of matrix multiplication in at least one of 
their layers. Convolutional layers are used for processing data 
with a grid-like topology. In computer vision, it is a popular 
selection for extracting features from visual objects [12]. 

The convolutional layer takes patches from images known 
as filters or kernels shown in Fig. 2. These patches are a 
priority part of an important feature of the entire image. It 
helps better to understand the features of images than taking 
the whole image. The filter sizes vary for different layers of 
network but fix for any individual layer. The dimensionality of 
the l

st 
  layer filter represented as Eq. 1. 

                                               
                           (1) 

 

Fig. 2. Feature Extraction and Classification using Neural Network. 

The filter shifted over the images with a stride value and 
computed the feature maps following the mathematical Eq. 2 
and Eq. 3. 

                                                 
                                               
                                                      (2) 

      
                    
                                                              
                                 (3) 

In Eq. 2 and Eq. 3 a [l-1] denotes input data and the 
beginning image is a0.nC[l] is the number of filters in the 
image. Φ and b denotes activation function and bias. a [l] is 
the output of convolution layer with size of nW[l],nH[l],nC[l] 

Rectified linear units (ReLu) activation function is taken 
part over the feather map that is calculated by convolutional 
layer. Only the positive values from the feature map remain 
the same but the negative values are turned to zero in the 
ReLu function shown in Eq. 4. 

                                (4) 

The pooling layer aims to pull down sample feature maps 
generated by following Eq. 3. The feature map value with less 
impact is neglected and the height value from the feature map 
is taken for the next sequential layer using the max-pooling 
function. And calculating the average value from the pooling 
filter and return is called average pooling. The pooling layer 
has no parameters to learn. 

Eq. 5 is mathematical form of pooling layer, 

                                                     

         –                                               (5) 

Here ϕ[l]is the pooling function. 

The fully connected layer is situated on top of the model 
and is used for classification tasks (Fig. 2). Feature vector 
obtains from the flatten layer and calculates the value to return 
to the next layer. Eq. 6 shows the node at faithfully connected 
layer. 

                                                        (6) 

Here is the weight of the node. 

Convolutional blocks: 

The convolutional block is a combination of multiple 
convolutional layers with necessary activation functions and 
different types of layers. This combination of layers and 
activation functions works together to extract features from 
input data. VGG-16 network architecture contains 16 
convolutional layers with the same 3x3 kernel size shown in 
Fig. 3 [33]. The convolutional layers are separated into five 
blocks. The model increases the number of feature maps as the 
depth of the network increases. The final layer of each block 
takes a pooling layer which reduces the size of feature maps. 
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Fig. 3. VGG-16 Network Built-in Blocks. 

Inception network breaks the concept of the same filter 
size in a block [34]. It focuses on different convolutional 
layers with different filter shape in a single built-in block. 
Multiple layers subsist in a block with parallel sequences and 
finally concatenate the output of each sequence of layers. In 
Fig. 4, the 1x1 convolution layer beginning of a parallel path 
of a sequence reduces the dimensionality of the input data. 
Concatenate the output from different filter size sequences 
facilitated with multi-level feature extraction. 

 

Fig. 4. Schema of INCEPTION BLOCK. Parallel LAYER Sequence with 

Different Filter Sizes. 

Res-Net network fed the output of a convolutional layer to 
not only the next layer but also ahead of the layer. Then 
performed element-wise addition. This approach improves the 
vanishing gradient problem of the network [35]. The 
Inception-Res-Net network combines the concept of Inception 
and Res-Net [36]. Fig. 5 shows Inception-Res-Net blocks. 
This combination can extract multi-level features from images 

with less vanishing gradient problems. Inception-Res-Net 
blocks followed by a 1x1 convolutional layer (without 
activation) scaling up the dimensionality of feature maps 
before concatenation. 

In the Dense block [9], every convolutional layer obtains 
direct input from every previous layer shown in Fig. 6. Input 
feature maps from the previous block, at first go through the 
batch normalization layer which standardizes the input data.  
After each convolution, the number of channels remains the 
same and the number of channels indicates the growth rate of 
a block. After convolution, mapped output feature is sent not 
only to next convolutional layer but to the rest of the layers of 
the block. 

 

Fig. 5. Schema of Inception-ResNet-V2 Built-in Blocks. 

 

Fig. 6. 5-layer Dense Block Consists of a Growth Rate of 4(a) [6]. Schema 

of DenseNet-201 Network (b). 
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A. Transfer Learning 

Transfer learning is a machine learning approach that 
overcomes the isolated learning paradigm of one model. It 
opens the door of sharing knowledge to solve related 
problems. Keras applications (VGG-16, Inception-ResNet-V2, 
DenseNet-201, etc.) are trained with ImageNet dataset of 
millions of images of thousands of different classes [5]. The 
trained Keras model weights are transferable to make it easier 
to solve the related problem. The ImageNet dataset contains 
„person‟, „individual‟, „someone‟, „somebody‟, and more 
humanistic classes of photos. Transferring this knowledge 
gained from the ImageNet dataset can boost up the learning 
performance of selected models with the eye dataset. 

B. Fine Tuning 

A pre-trained model contains weights in its node for 
solving any particular problem. The Keras model is pre-
trained model trained with thousands of categorical images of 
the ImageNet dataset. Fine-tuning, a pre-trained model creates 
opportunities to solve correlated problems by changes in the 
weight values of the model. Different blocks of convolutional 
layers of deep neural networks contain different feature 
pattern recognition abilities. The last layers and blocks contain 
the most specific feature pattern of objects. The starting 
convolutional layers and blocks contain general features of 
objects like edges and shapes. Updating the weights of the 
upper blocks with the unique dataset can utilize the model 
more efficiently. 

V. FACIAL EXPRESSION TYPES AND DATASET 

DESCRIPTIONS 

Human countenances are ostensibly the foremost things 
we see. We rush to differentiate them in any scene, which they 
command our consideration. Countenance plays a very 
important role in our daily lives and we express our emotions 
through this. Plenty of times we do not say anything but just 
our facial expressions can explain our situation. Although 
there are 21 or 30 kinds of facial expressions overall, 7 or 8 
kinds of facial expressions are considered universal 
expressions like anger, disgust, fear, happiness, sadness, and 
surprise, contempt [37]. Once we convey any quiet expression 
on our face, all the part of the face like nose, eyes, lips, etc. 
carry a kind of change. It varies in several expressions. We 
will read human emotions by watching the expression of a 
specific organ of the whole face. 

In this paper, we have focused on 6 universal facial 
expressions such as anger, disgust, fear, happiness, sadness, 
and surprise of human emotions by watching eye expressions 
shown in Fig. 7. The source of the dataset is attached in 
Kaggle (link: 
https://www.kaggle.com/mdnymurrahmanshuvo/eye-emotion-
dataset-diu) the image mathematically generally represented 
and showed in Eq. 7. 

                                       (7) 

Here, nW, nH, nC respectively represent the size of the 
width, size of height, and several channels of an image. 

The dataset quantitative properties are described in 
Table I(a), (b). The dataset is separated into training and 

testing parts. In the training dataset, each data class shares an 
equal amount of data. 

 

Fig. 7. Eye and its Surroundings Feature Condition in Different Emotional 

States. 

TABLE I. (A) EYE-EMOTION DATASET DISCUSSION 

Dataset features Parameters 

Total instance 588 

Total training data 450 

Total testing data 138 

Number of classes 6 

(B) EYE-EMOTION DATASET DISCUSSION 

Name of 

classes 
Number of test data in 

class 
Number of test data in 

class 

Angry 75 27 

Disgust 75 15 

Fear 75 23 

Happy 75 34 

Sad 75 21 

Surprise 75 18 

VI. MODEL DESCRIPTIONS 

Keras deep learning models are used for prediction, feature 
extraction and fine-tuning. The models are available with pre-
trained weights. Table II contains notable information on 
some Keras applications used in this study for feature 
extraction. Depth of deep learning model defines the number 
of layers exist in the network. The weights of an artificial 
neural network refer as parameters of it. VGG-16 is a 
convolutional neural network architecture and was visualized 
(Fig. 3) with a schematic representation of the VGG-16 
network architecture [33]. It improves the performance of 
Alex-Net by reducing the filter size and increasing the number 
of channels as the depth of the network. Inception-ResNet-V2 
network architecture combines the concept of multi-feature 
extraction with the reduction of vanishing gradient issues [12]. 
Fig. 5 concerting the built-in blocks of the network where 
multiple filter size layers take part (1x1, 3x3) for feature 
extraction and concatenate the results obtained from parallel 
layer sequences and the input data from the previous layer 
(conceptualize from Res-Net architecture). Three Inception-
ResNet blocks with a different number and layer combinations 
take place in the sequential model. The denseness-201 deep 
convolutional network contains four dense built-in blocks. 
Three transition blocks followed by the first three dense 
blocks. A fully connected layer block situated at top of the 
network shown in Fig. 6. 
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TABLE II. SELECTED PRE-TRAINED MODEL DESCRIPTION 

Model 

Name 
Depth 

Number of 

Built-in 

Blocks 
Parameters 

Top-5 

Accuracy 

VGG-16 23 5 143,667,240 0.901 

Inception-

ResNet-V2 
572 3 55,873,736 0.953 

DenseNet-

201 
201 4 20,242,984 0.923 

VII. EXPERIMENTAL ANALYSIS 

A. Method and Result Analysis 

This study has performed with three different deep 
convolutional neural network architectures with a dataset of 
588 instances. To accelerate the learning process, this study 
used pre-trained weights to the network. Use of Adam's 
optimization function with a learning rate of 0.0009 and 
another parameter like beta_1-2, epsilon remains the default. 
450 epochs get better performance than the nearest numbers of 
it, where stepper epoch is taken as 10. For training and testing 
performance measurement, a confusion matrix is used to 
generate the accuracy ratio. Eq. (8) formula used to calculate 
the accuracy. 

                                               (8) 

After the execution of the models with the same dataset, 
this study found different training and testing accuracy with 
different methods shown in Tables III and IV. Training 
accuracy refers the accuracy of the model with training data 
and testing accuracy refers the accuracy obtain from the model 
while applying testing data. By freezing the trainable layers, 
the DenseNet-201 network achieves the height accuracy of 
91.78% and 89.13% training and testing terms, respectively. 

The noise of a dataset is also trained by a model which 
creates a performance gap between training and testing 
accuracy. This term is called overfitting in the field of 
machine learning. The DenseNet-201 model contains less 
overfitting of 0.0265 compared to other models. 

Fig. 8 contains a training and testing accuracy graph of 
three different models where the DenseNet-201 graph is 
smoother than other network architecture. From Fig. 10(b) we 
observed the Inception-ResNet-V2 loss curve and indicate 
more overfitting than other two models. 

After evaluating the model with test data, the model 
predicts the class name based on its learning. The predicted 
result could be True Positive (TP), False Positive (FP), True 
Negative (TN), and False Negative (FS). 

TABLE III. RESULT OBTAINED FROM THE PRE-TRAINED 

Models 
Training 

Accuracy 

Testing 

Accuracy 
Overfitting 

VGG-16 0.9043 0.8768 0.0275 

Inception-
ResNet-V2 

0.8967 0.8551 0.0417 

DenseNet-201 0.9178 0.8913 0.0265 

TABLE IV. RESULT OBTAINED FROM FINE-TUNED MODELS 

Model Name 
Training 

Accuracy 

Testing 

Accuracy 
Overfitting 

VGG-16 0.8432 0.8106 0.0326 

Inception-ResNet-

V2 
0.8401 0.7806 0.0595 

DenseNet-201 0.8621 0.8170 0.0451 

Precision refers to the ratio of total correctly predicted 
positive values (TP) to total predicted positive values 
(TP+FP). 

                                        (9) 

Recall refers the proportion of total correctly predicted 
positive values (TP) to total actual positive values in dataset 
(TF+FN). 

                              (10) 

 

Fig. 8. Accuracy Graph of DenseNet-201 (a), InceptionResNet-V2 (b) and 

VGG-16(c). 
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TABLE V. PREDICTION RESULT ANALYSIS OF DENSENET-201 MODEL 

Class Name Precision Recall F1-score 

Anger 0.89 0.89 0.89 

Disgust 0.77 0.67 0.71 

Fear 0.96 1.00 0.98 

Happy 0.91 0.85 0.88 

Sad 0.90 0.90 0.90 

Surprise 0.86 1.00 0.92 

TABLE VI. PREDICTION RESULT ANALYSIS OF INCEPTION-RESNET-V2 

MODEL 

Class Name Precision Recall F1-score 

Anger 0.83 0.93 0.88 

Disgust 0.75 0.80 0.77 

Fear 0.79 0.96 0.86 

Happy 1.00 0.85 0.92 

Sad 0.89 0.81 0.85 

Surprise 0.81 0.72 0.76 

TABLE VII. PREDICTION RESULT ANALYSIS OF VGG-16 MODEL 

Class Name Precision Recall F1-score 

Anger 0.89 0.93 0.91 

Disgust 0.76 0.87 0.81 

Fear 0.92 0.96 0.94 

Happy 0.96 0.79 0.87 

Sad 0.81 0.81 0.81 

Surprise 0.95 0.94 0.89 

F1-score refers harmonic mean of model‟s precision and 
recall. A good F1-score refers that the model predicts less 
false positives and false negatives. 

                                                (11) 

Eq. 9, 10, and 11 are applied to predict results obtaining 
from models to calculate the precision, recall and F1-score, 
respectively. Tables V, VI and VII contain class wise 
precision, recall and F1-score of testing data obtained from 
DenseNet-201, InceptionResNetV2 and VGG-16, 
respectively. 

TABLE VIII. CONFUSION MATRIX OF DENSENET-201 MODEL WITH EYE 

EMOTION DATASET 

Expressions  Angry Disgust Fear Happy Sad Surprise 

Angry 24 1 1 0 1 0 

Disgust 3 10 0 2 0 0 

Fear 0 0 23 0 0 0 

Happy 0 1 0 29 1 3 

Sad 0 1 0 1 19 0 

Surprise 0 0 0 0 0 18 

B. Error Analysis 

Table VIII contains the confusion matrix of the DenseNet-
201 model with the eye emotion dataset. Confusion matrix or 
error matrix is a kind of mode‟s prediction summary refers the 

classification problems. Overall, 89.13% accuracy is achieved 
to classify the human emotion from the eye and its 
surrounding features. Here in Table VII, the actual 'Disgust' 
class several times is predicted as 'Anger' and 'Happy'. There 
are some common features in the Disgust, Anger, and Happy 
classes shown in Fig. 9. These features are important 
parameters for all of the classes [15]. Sometimes, these 
common features are so much prominent to other features of 
the classes that the model confused with the actual class to 
other classes. 

 

 

Fig. 9. Feature Similarities among (a) Disgust, (b), Angry, and (c) Happy 

Classes. 

 

Fig. 10. Loss Graph of DenseNet-201(a), InceptionResNet-V2 (b) and VGG-

16(c). 
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VIII. COMPARATIVE ANALYSIS 

As mentioned earlier (Section II), many studies have been 
done to find out the human emotion recognition using 
machine learning, deep learning, and other techniques based 
on data (s) from different facial expressions of people. 

TABLE IX. COMPARISON OF THE PRIOR METHODS WITH THE PROPOSED 

METHOD 

Studies Methods Accuracy Datasets 

G Verma, et 

al.[10] 
Hybrid CNN 

97.07% of 

FER2013 and 

94.12% of 
JAFFE 

FER2013, 

JAFFE 

S. A. Fatima et 

al. [11]  
Mini-Xception, 

CNN 
95.60% from 

Mini-Xception 
FRR2013, Real 

Time Data 

N. Jain et al. 

[13] 

Hybrid 
Convolutional- 

RNN 

94.91% of 
JAFFE, 92.07% 

of MMI 
JAFFE, MMI 

A. H. Mary et al. 
[14] 

Deep CNN 92.81% 
Universal and 
Personal data 

Xuanyu He et al. 

[17] 
CNN 64.6% 

Universal data, 

ArtPhoto, 
Paintings  

S. Palaniswamy 
et al. [19]  

Viola- jones, 

Active Shape 
Model, 

AdaBoost 

96% 
CMU-MultiPIE, 
Survey data 

Some notable information of the previous studies is shown 
in Table IX. Many authors have used various methods such as 
Hybrid CNN, Deep CNN, Hybrid RNN, Viola Jones model 
and they showed accuracy: 97%, 92%, 94.91%, and 96% 
respectively. It is worth noting that these studies considered 
the entire face to recognize the human emotions. However, 
this study mainly focuses on the data from the eyes and its 
surrounding areas only. The whole face detection system can 
identify a human face present in an image/video – it cannot 
identify that person, but the eyes and its surrounding area can 
give more precision and accuracy to recognize the person. 
Subsequently, in the proposed approach we achieved better 
accuracy 95.3% using Inception ResNet-V2 and the outcomes 
are comparable with the previous studies in terms accuracy 
and precision. 

IX. CONCLUSION 

Nowadays, automated emotion recognition from facial 
expressions has become a challenging topic of computer 
vision but we focus specifically on eye expression of facial 
expression [38]. We proposed a customized model of deep 
neural network architecture for eye expression. It takes eye 
images as input then classifies them into either of six eye 
expressions: happiness, sadness, anger, disgust, fear, surprise. 
To get higher accuracy we have trained our dataset with pre-
trained weights and used a confusion matrix to analyze the 
prediction. Our top accuracy rate is 91.78% in DenseNet-201 
and contains less overfitting of 0.0265. 

X. LIMITATION OF THE STUDY AND FUTURE DIRECTION 

Challenges like partial occlusions, facial incompleteness, 
the pose of the face, invariance to pose, poor image quality, 

continuously changing emotions, backlight, illumination 
variation, and many additional factors in the real-time 
detection will be under our investigation and further can be 
explored our in future studies to improve the recognition rate 
[19]. We strive to improve and develop our proposed system 
in several directions. Some other primary and secondary facial 
expressions will be added to our dataset and other advanced 
deep learning models with superior learning capabilities, 
better performance, shorter operation time, and higher 
classification accuracy can be implemented for testing and 
comparing the accuracy and ensuring more accurate 
recognition of emotions. 
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Abstract—Diabetes mellitus is considered a significant disease 
an ever rising epidemic. Accordingly this disease represents a 
worldwide public-health-crisis. Several classification techniques 
have been recently employed for diabetes diagnosis, however 
only few researches have been dedicated to facilitating its 
analysis based on knowledge representation using probabilistic 
modelling. Bayesian Network as a probabilistic graphical model 
is considered as one of the most effective techniques of 
classification. Bayesian Network (BN) is widely employed in 
several domains like risk analysis, medicine, bioinformatics and 
security. This probabilistic graphical model represents an 
effective formalism to reason under uncertainty. The 
construction of the BN model goes through two learning phases 
of structure and parameter. The first learning phase of BN 
skeleton has been assessed as complex problem (NP-hard 
problem). Accordingly, several methods have been introduced 
amongst which the score based algorithms that are considered as 
one of the most powerful methods of structure learning. In this 
paper, we introduce a novel algorithm based on graph theory 
and the information theory combination. The proposed 
algorithm called GIT algorithm for Parents and children 
detection for BN structure learning. In addition, we evaluate the 
obtained results and using the reference networks, we prove the 
efficiency of the proposed GIT algorithm in terms of accuracy. 
Furthermore, we apply our algorithm in a real field, especially 
for detecting the interesting dependencies which are useful for 
the diabetes analysis. 

Keywords—Classification; Bayesian Network; structure 
learning; score oriented approach; diabetes analysis 

I. INTRODUCTION 
In this century, the diabetes mellitus represents a serious 

health problem [1] [2]. The International Diabetes Federation 
(IDF) reveals that by 2040 it is expected to have 642 million 
adults who are diabetic and during the next two decades, our 
world will attend an important increase of 10.4%.  The 
estimated percentage of the undiagnosed diabetes is about 
0.497 of all affected people where the highest values were 
discovered respectively in Africa (70), South-East of Asia (60) 
and regions of Western Pacific (54) [3]. Consequently, and 
considering the importance of these diagnostics, correct and 
rapid analysis for diabetes detection using an intelligent 
technique has been considered as a crucial necessity [1] [4] 
[5]. 

The BN is a classification technique based on the graphical 
representation mode and the probabilistic reasoning. This 
technique is deemed as consistent formalism for making a 

model for the complex systems [6]. This classification 
technique is included in the most extensively used category of 
probabilistic-graphical models [7]. Therefore, and because of 
its potent abilities in reasoning using graphical representation, 
the BN has been effectively applied in several research areas 
like image processing [8], risk analysis [9], medical diagnosis 
[10], image processing [11], bioinformatics [12], etc. The 
construction of the BN model consists of two learning stages 
of its structure and its parameter. The structure learning phase 
allows the specification of the dependency set between the 
variables (random). In fact, it permits to create a directed 
acyclic graph (DAG), which consists of nodes and edges 
representing the dependency relation between Parents and 
children nodes while the parameter learning stage allows these 
dependencies’ quantification. 

The aim of the first learning phase is to generate the 
optimal structure which is judged as an NP-hard problem due 
to the intractable space of search [13]. In order to solve this 
problem, two main methods have been proposed: data oriented 
method and the second one is based on the expert knowledge 
[14] which is time consuming. In this paper, we propose a 
score driven algorithm, called GIT algorithm, which is based 
on the Information Theory IT (precisely the Mutual 
Information MI exchanged between nodes) and the Graph 
Theory GT. The proposed BN was experimented while 
assisting in the exploration of the medical database for 
diabetes diagnosis in the Zulfy hospital of Saudi Arabia [5]. 

Section II is dedicated to the fundamental concept's 
introduction which is useful for our proposal description. 
Section III is devoted to the proposed GIT algorithm 
representation. In Section IV, we represent an illustrative 
example. Section V introduces the experimental results and its 
evaluation using the well-known benchmarks. In Section VI, 
we present the application of the proposed data oriented 
method in the medical field, precisely for the diabetes 
diagnosis. In the last section which is our conclusion, we 
summarize the main ideas of the paper. 

II. PRELIMINARIES 
Since our purpose is to propose a novel BN structure 

learning algorithm based on the IT and the GT, we have to 
introduce the interrelated notions before highlighting the 
proposed idea. 
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A. Structure Learning of the BN 
The Bayesian network is a Direct Acyclic Graph (DAG) 

that allows the representation of the distribution of the 
conditional probabilities over a set of variables. The DAG is 
composed of a set of nodes (random variables) and edges 
representing the dependencies between the nodes. The BN is 
illustrated as a couple (G, P) where the G is the directed graph 
and P designates the probabilities distribution, and the graph 
can be denoted as a couple (N, E), in which N is the nodes (or 
the random variables) and the E designates the edges between 
the nodes. The variable value can be discrete or continuous. 
As indicated in the following equation, the joint probability 
distributions are computed as the product of the local 
conditional probabilities: 

1 2
1

( , ,..., ) ( | ( ))
n

n i a i
i

P N N N P N P N
=

=∏
           (1) 

Where iN  is the node i and ( )a iP N  represents its parent. 

The construction of the BN model consists of two learning 
phases of the structure and the parameter. The learning of the 
BN structure allows us to obtain the graphical representation 
of the qualitative knowledge in which we are focusing on in 
this paper. The structure learning phase aims to represent 
explicitly the causal relationship among the random variables 
(is the answer of the “what if?” question) [15]. 

In the last two decades, several algorithms of BN 
structure-learning have been proposed which can be 
categorized into score oriented approach, conditional 
independency based approach and hybrid approach. (1) The 
conditional independency based methods perform a qualitative 
study of the variables dependency, and the generated skeleton 
represents these dependency relationships. The well-known 
algorithms of this approach are the PC (Predictive Causation) 
algorithm and IC (Inductive Causation) algorithm. (2) The 
score oriented approach is based on the score metric and it 
aims to determine the learned graph that maximizes the used 
score. This metric is defined as a fit measure between the data 
and the graph. The main goal of the algorithms based on the 
score is to produce the structure having the highest score. For 
instance, we can cite the MWST (Maximum Weight Spanning 
Tree) algorithm, GS (Greedy Search) algorithm, SEM 
(Structural Expectation Maximization) algorithm and K2 
algorithm. Different score metrics have been proposed such as 
the BIC (Bayesian Information Criterion), BDe (Bayesian 
Dirichlet Equivalent), MDL (Minimum Description Length) 
and the AIC (Akaike Information Criterion). (3) The hybrid 
approach combines the advantages of both cited methods in 
learning the correct BN skeleton. As examples, we can cite the 
MMMB (Max Min Markov Blanket) algorithm and MMPC 
(Max Min Parents Children) algorithm. 

In the last decade, many researches proved that the 
methods based on score represent the widely used algorithms 
like Amirkhani et al. [16] (2016), Tabar et al. [17] (2018) and 
Benmohamed et al. [18] (2019) [19](2020), Accordingly, the 
present study introduces a novel score based algorithm as 
explained in the following section. 

III. PROPOSED SCORED-ORIENTED-ALGORITHM 
The proposed GIT method (Fig. 1) is divided into two 

main phases. The first phase allows the extraction of the 
dependencies between the different random variables within 
the dataset in order to create an undirected acyclic graph. To 
obtain this latter, we have to avoid the cyclic structure and the 
weak dependencies between the nodes. Henceforth, the 
extracted graph is used to determine the list of parent and 
children nodes. The generated oriented acyclic graph is not 
only important for correct parameter learning and instances 
classification but it also provides a graphical representation of 
useful knowledge that allows a better analysis of the dataset. 

For extracting the undirected acyclic graph, we used the 
information theory IT, precisely the calculation of the mutual 
information MI in order to eliminate the cyclic structure. 
Basing on the graph theory GT, we start by avoiding the cycle 
between each tree nodes forming the graph because of the 
acyclic characteristic of the BN. In our algorithm called IT 
and GT based structure learning algorithm (GIT), the MI is 
calculated to determine the weak dependencies for erroneous 
edge elimination. Between each two variables A and B, the MI 
noted I(A,B) is calculated as follows: 

.( , ) ( ) ( | )I A B H A H A B= −             (2) 

H(A) is the entropy of A, and H(A|B) represents the 
conditional entropy of A given B. The entropy of the variable 
A is defined by: 

1
( ) ( ) log( ( ))

n

i i
i

H A P A P A
=

= −∑
           (3) 

Mathematically, the H(A|B) is defined by the following 
equation: 

1 1
( | ) ( , ) log( ( , ))

n m

i j i j
i j

H A B P A a B b P A a B b
= =

= = = × = =∑∑
   (4) 

 
Fig. 1. Schematic Representation of the Proposed GIT Algorithm. 
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For learning the BN structures, we used in the algorithm 
the mutual information MI which is significantly used in the 
literature for structure learning. The proposed sub-algorithm 
for undirected graph extraction (Algorithm 1) included two 
phases, for the detection of the dependencies between nodes 
and for cyclic structure elimination as described in the rest of 
this section. 

Algorithm 1 Undirected graph learning 

Input: Dataset 

Output: UAG (dag) 

1. Repeat for i from 1 to N do 
2. Repeat for j from i+1 to N do 
3. K= 1,   Ok=True 
4. if  i≠ j then 
5. Repeat while OK==True and k<=N do 
6. if (k≠ i) && (k≠ j) then 
7. MIij← calc_mutual_information(i, j); 
8. MIki← calc_mutual_information(k, i); 
9. MIjk← calc_mutual_information(j, k); 
10. if MIij > MIki || MIij > MIjk   then 
11. ok←True;                
12. else 
13. ok← False; 
14. end if 
15. end if             
16. k=k+1;             
17. end while 
18. if (k>N) then 
19. dag(i,j)←  1  
20. end if   
21. end for 
22. end for  

As shown in Algorithm 1, for each pairwise (X, Y) we 
verify the existence of a third node Z forming a cycle. As 
defined in the graph theory, the path can form a cycle if the 
start node (ni) represents the final node in the path (with the 
number of nodes is greater or equal to 1). In order to avoid the 
circuit formed by the three nodes X, Y and Z, we eliminate the 
weak dependency. In fact, if the condition cannot be reached, 
the specified nodes will form a cycle and the edge between the 
original pairwise should be eliminated as shown in Fig. 2: 

 
Fig. 2. Elimination of the Edge with Weak Dependency. 

As a matter of fact, we use the obtained graph to determine 
the orientation of each edge. Indeed, the lists of parents and 
children can be created the final graph which are acyclic and 

oriented. These tasks are reached by Algorithm 2 which 
consists of two phases for parent and children detection. In 
[20], the dependence criteria used to determine the parent or 
the children node between two dependent nodes (X and Y) is 
calculated as: 

( | )( ) ,
( ) | |

H X YOE Y X X Y
H X X

→ = ≠
×            (5) 

Where OE determines the orientation of the edge from Y 
to X (Y node represents the node parent) and the possible 
values’ number of the variable X is | |X . In addition, we 
combine this criteria with the condition based on the value of 
the Maximum Mutual Information (MMI) for the edge 
orientation. For the determining of the parent and child, we 
propose an amelioration of the OE metric as follows: 

The node X represents the parent if this condition is satisfied: 

( | ) ( | ) ( )( ) ( ( ))
( ) | | ( ) | |

H Y X H X Y I YI X MMI X
H Y Y H X X

α+
+ > + ×

× ×

Where 0.5α ≥  

If the node Y is the child and the orientation of the edge is 
( )Y X→ , the following condition should be satisfied: 

( | ) ( | ) ( )( ) ( ( ))
( ) | | ( ) | |

H X Y H Y X I XI Y MMI Y
H X X H Y Y

α+
+ > + ×

× ×
These steps is explained in the algorithm2: 

Algorithm 2 Orienting the edges 

Input: Undirected Acyclic Graph (UAG) 

Output: set of candidate parents and children 

1.for i from 1 to N-1 
2. for j from i+1 to N do 
3.  calculateMaxMI(i) ←Max(MI(i,j)) 
4. end for 
5. end for 
6. for i from 1 to N-1 do 
7. for j from i+1 to N do 
8. OEIJ ← calc_OE(i,j); 
9. OEJI← calc_OE(j,i); 
10. MIij← calc_mutual_information(i, j); 
11. if (OEIJ + MIij > OEJI + α * MaxMI[i]) then 
12. CandidateParents [j]←  i; 
13. CandidateParents [i]←  j; 
14. else if (OEJI + MIij > OEIJ + α * MaxMI[j]) then 
15.   CandidateParents [i]←  j; 
16.   CandidateParents [j]←  i; 
17. end if 
18. end if 
19. end for 
20. end for 
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In this section, we describe our method for learning the 
BN structure through data oriented approach. The learned 
dependencies obtained by the execution of the first algorithm 
are oriented basing on the second algorithm for generating the 
final directed acyclic graph. The main idea for the structure 
learning is based on the mutual information and the graph 
theory. The following section will be dedicated to the 
representation of the experimental results. 

IV. EXPERIMENTAL RESULTS 

A. Used Datasets 
To test the proposed GIT algorithm on the well-used 

benchmark networks, firstly we represent theses datasets and 
then the used performance measures. Thus, the test of the 
novel algorithm, is done using the three well-known datasets: 
ASIA, CANCER and ALARM. The algorithm is executed on 
an Inteli5-5300U with 8G of memory (64-bitsystem). In the 
following table, we expose the datasets description (Table I): 

In the next sub-section, the evaluation metrics of the GIT 
algorithm’s performance and the gained results will be 
described. 

B. Used Metrics and Experimental Results 
The evaluation of the proposed algorithm, which is based 

mainly on the MI and the GT demonstrates its efficiency in 
resolving the structure learning problem. Moreover, to present 
the obtained results, we use the metrics shown in Table II. 

The experimental results, shown in Fig. 3, Fig. 4 and 
Fig. 5, will be described using the difference between the 
original structure and the learned one (terms: CE, AE, DE, 
RE, SD). 

To verify the effectiveness of the GIT algorithm, it was 
executed on the datasets shown in Table II for 1000, 2000, 
3000, 5000 and 10000 cases. Fig. 3, Fig. 4 and Fig. 5 show the 
experimental results basing on structures difference between 
the obtained skeleton and the original. In Fig. 4, we show the 
gained results for ASIA network for different cases which are 
seven correct edges, one reversed edge and zero deleted and 
added edge. In fact, for this latter, we obtain sensitive values 
when changing the number of cases from 1000 to 10000. In 
addition, for CANCER network, we obtain four correct edges 
for 1000, 2000 and 3000 cases with one added edge. However, 
for ALARM network, our method can correctly detect thirty 
four edges, four edges are wrongly deleted, one reversed edge, 
and eleven are added incorrectly for ALARM-1000, ALARM-
2000 and ALARM-3000. For the rest of the cases,   our GIT 
algorithm produces just one reversed edge, four deleted edges 
and twelve added edges; accordingly, we obtain seventeen 
erroneous edges in comparison to the original ALARM 
network. 

TABLE I. USED DATASETS IN THE EXPERIMENTS 

Dataset Number of cases Number of 
nodes 

Number of 
edges 

CANCER 1000/2000/3000/ 5000/10000 5 4 

ASIA 1000/2000/3000/ 5000/10000 8 8 

ALARM 1000/2000/3000/ 5000/10000 37 46 

TABLE II. THE USED EVALUATION METRICS 

Metric Description 

RE The reversed edge: is the correct edge with the inversed orientation 

CE The correct edge: exists in the original and the learned graph 

AE The added edge: does not exist in the original network 

DE The deleted edge: exists in the learned structure and does not exist 
in the original graph 

SD The erroneous edges: represent the structural difference 
(RE+AE+DE). 

 
Fig. 3. Experimental results for ASIA network 

 
Fig. 4. Experimental results for CANCER network 

 
Fig. 5. Experimental results for ALARM network 
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Furthermore, we use the accuracy metric (Acc) [21] in 
order to present the performance of our GIT algorithm and this 
factor is defined as follows: 

CEAcc
CE SD

=
+  

In the following figure, we introduce the values of 
accuracy for the 1000, 2000, 3000, 5000 and 10000 cases for 
CANCER, ASIA and ALARM networks. 

 
Fig. 6. Accuracy for Various Datasets. 

As shown in Fig. 6, the proposed method produces better 
accuracy values for ASIA network which are respectively for 
ASIA (1000, 2000 and 3000) 0.875 and for ASIA (5000 and 
10000) 0.778. In addition for CANCER network, for 1000, 
2000 and 3000 is 0.8 and for CANCER-5000 and CANCER-
10000 equals to 0.6. As shown, for ALARM-1000, ALARM-
2000, ALARM-3000, ALARM-5000 and ALARM-10000, all 
values are greater than 0.65 and decrease with the increase of 
the number of samples. The produced results allow the 
demonstration of the reliability of the proposed algorithm for 
learning the structure of CANCER, ASIA and ALARM 
networks. Besides, for GIT algorithm efficiency 
demonstration, we present a comparison section of the gained 
results with the other methods results for the resolution of the 
BN structure-learning problem. 

V. EXPERIMENTAL RESULTS 
The gained results produced by the GIT algorithm are 

introduced in Table III and Table IV for respectively ASIA 
and ALARM networks. The terms CE, AE, DE and RE 
designate the number of correct edges and respectively the 
number of accidently added, deleted and reversed edges. The 
tables show the evaluation of our results compared to the 
NDPSO-BN [22], Ko and Kim [23], Tabar et al. [] and Ai [24] 
algorithms for ASIA and ALARM networks for 1000, 2000, 
3000, 5000 and 10000 cases. To highlight the results, the bold 
value represents the best value and the starred value depicts 
the second potential value. 

In Table III, we present the different experimental results 
describing the difference between the original topology and 
the learned structure using respectively our algorithm, 
NDPSO-BN, Ko and Kim, Tabar et al. and Ai algorithms. As 
exhibited, our GIT algorithm allows the gaining of the best or 
the second best results for ASIA-1000, ASIA-2000 and ASIA-
3000. Comparing to the NDPSO-BN method, our algorithm 
produces the same number of erroneous edges, which equals 
to one edge.  The GIT algorithm detects the eight correct 
edges but with one incorrect oriented edge while the NDPSO-
BN cannot determine it for ASIA-1000 and ASIA-3000. In 
addition, the other methods give between three to six 
erroneous edges. In Table IV, we present the experimental 
results comparisons among the five algorithms for ALARM-
1000, ALARM-2000, ALARM-3000, ALARM-5000 and 
ALARM-10000. 

TABLE III. STRUCTURES COMPARISONS AMONG FIVE ALGORITHMS ON 
ASIA NETWORK 

Cases Edge 
type GIT  NDPSO-

BN   
Ko and 
Kim  

Tabar 
et al.  Ai  

1000 

CE 7 - 5 4 4 

DE 0 1 0 0 1 

RE 1* 0 3 4 2 

AE  0 0 1 0 3 

SD 1 1 4 4 6 

2000 

CE 7 - 5 5 4 

DE 0 - 0 0 1 

RE 1 - 3 3 2 

AE  0 - 1 0 3 

SD 1 - 4 3 6 

3000 

CE 7 - 5 5 4 

DE 0 1 0 0 1 

RE 1* 0 3 3 2 

AE  0 0 1 0 3 

SD 1 1 4 3 6 

5000 

CE 7 - 5 5 4 

DE 0 - 0 0 1 

RE 1 - 3 3 1 

AE  1 - 1 1 3 

SD 2 - 4 4 6 

10000 

CE 7 - 5 6 5 

DE 0 - 0 0 1 

RE 1 - 3 3 1 

AE  1 - 1 1 3 

  SD 2 - 4 4 5 
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TABLE IV. STRUCTURES COMPARISONS AMONG FIVE ALGORITHMS ON 
ALARM NETWORK 

Cases Edge 
type GIT  NDPSO-

BN   
Ko and 
Kim  

Tabar 
et al.  Ai  

1000 

CE 34* - 38 38 23 

DE 11 2 4 2 3 

RE 1 1 4 8 28 

AE  4* 2 9 4 34 

SD 16 6 17 14 59 

2000 

CE 34* - 39 39 23 

DE 11 2 2 1 3 

RE 1* 0 4 8 21 

AE  4* 2 9 4 34 

SD 16 4 15 13 55 

3000 

      

CE 34 - - - - 

DE 11 1 - - - 

RE 1 0 - - - 

AE 
SD   

4 
16 

1 
3 

- 
- 

- 
- 

- 
- 

5000 

CE 33 - 40 41 24 

DE 12 1 2 1 2 

RE 1* 0 4 8 21 

AE  4* 1 13 7 32 

SD 17 2 19 16 55 

10000 

CE 33 - 40 41 24 

DE 12 - 2 1 2 

RE 1 - 4 8 20 

AE  4 - 15 7 30 

SD 17* - 21 16 52 
 

From the first observation, we can demonstrate that the 
proposed algorithm produces sensitive results when increasing 
the dataset’s size. Besides, we obtain the lowest or the second 
best number of accidently RE and AE for ALARM-1000, 
ALARM-2000, ALARM-5000 and ALARM-10000 
(Table IV).  The proposed GIT algorithm cannot extract the 
correct number of correct edges and gives thirty four or thirty 
three CE and eleven or twelve DE. For ALARM network for 
1000 and 2000 cases, our method produces the second greatest 
number of CE. Moreover, the results presented above allows 
us to declare that the GIT algorithm learns the BNs' topologies 
with sensitivity to the increasing of the number of cases.  In 
the next section, we will use the proposed BN to model the 
features of diabetes dataset and the extracted causality 
relationships which represent the main factor for helping in 
the diabetes diagnostics. 

VI. APPLICATION OF GIT ALGORITHM FOR THE DIABETES 
DIAGNOSTICS 

Data classification techniques have an important role in 
medical field. These intelligent techniques help physicians to 

analyse and explore large amount of datasets. In our case 
study, as explained above 47.7% of diabetes patients are not 
diagnosed. Therefore, basing on the probabilistic graphical 
model, we aim to represent the cause-effect relationships 
between the characteristic features in the diabetes dataset. In 
Table V, we introduce the features description and the used 
samples (for training and test) in the diabetes dataset. 

The proposed GIT algorithm is implemented using 
FULLBNT project in Matlab. 

The application of our proposal in the training diabetes 
dataset (368 samples) allows the generation of the structure 
shown in Fig. 7 in which the class node A1Cg represents the 
parent node for all given variables. These extracted 
dependency relationships means that being diabetic affects 
directly or indirectly the rest of the used features. In addition, 
the calculated K2 score of the generated graph is -99543,25. 

The directed acyclic graph reported in Fig. 7 describes the 
dependency relationships between the used variables of the 
diabetic dataset. Specifically, the class variable (A1Cg) has a 
direct connection with CIMT, PT SPT, Ba and AgeG 
variables. The age, A1C and DiP nodes are connected to the 
A1Cg variable through CIMT node. Furthermore, the rest of 
the variables are connected to the main variable through the 
nodes 1 and 6. Once these connections are broken, the 
physician cannot analyse correctly the cause and effect 
relationships. The efficiency of our GIT algorithm has to be 
validated and improved basing on the expert knowledge. 
Indeed, completing the BN model construction with the 
conditional-probability tables allows the provability of our 
proposal’s importance. Moreover, this latter can be 
demonstrated relating to the GIT algorithm’s ability in the 
improvement of the classification of results. 

TABLE V. USED DATASET DESCRIPTION 

Feature No Feature description Range 

1 CIMT 0.40-0.90 

2 A1C 4.5-11 

3 AgeG 1-6 

4 Age 18-72 

5 RI 0.52-0.85 

6 SPT 125-255 

7 PT 0.59-0.92 

8 DiP 0.50-0.78 

9 ba 0.52-0.80 

10 PPT 93.75-191.25 

11 DT 218.75-446 

12 SP 0.61-0.94 

13 A1Cg Class: Diabetic or 
Not diabetic 

Sample 
Training 368 80% 

Test 92 20% 
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Fig. 7. DAG of the Diabetic Dataset. 

VII. CONCLUSIONS 
In this paper, we propose a novel algorithm based on the 

Information Theory and the Graph Theory in order to solve 
the Bayesian network structure learning problem. 
Furthermore, testing the GIT algorithm on the well-known 
networks produced important results which were compared to 
four proposed algorithms. 

The gained results exhibit the efficiency of our method in 
learning the structure of small network (ASIA with 8 nodes). 

For this network, our GIT algorithm is superior in terms of 
the correct edges detection and the erroneous edges learning. 
Besides, for ALARM network, our method generated 
acceptable results and comparing to the other algorithms, it 
produced the smaller number of reversed and added edges. 

To summarize, our proposal represents an effective data 
driven method for BN structure learning. As for future works, 
we will complete to BN model construction to prove the 
effects of the learned skeleton on the classification of data. 
Moreover, we will concentrate on the model validation by the 
experts and we will further explain its efficiency for diabetes 
diagnostic. 
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Abstract—A decentralized sort of network that can allow the 

nodes to communicate with them lacking any central controller is 

Wireless Ad hoc Networks (WANET). Network Congestions can 

befall on account of nodes' restricted Bandwidth (BW) together 

with dynamic topology. Network Congestions brings about data 

loss as it makes the Data Packets (DP) be dropped on the 

network. Therefore, in order to lessen Network Congestions, it is 

necessary to model Congestion Control (CC) systems aimed at 

the WANET. Thus, this paper offers an optimal routing centered 

CC scheme utilizing the Modified Ad hoc on-demand Distances 

Vector (MAODV) Routing Protocol (RP) aimed at the WANET. 

Here, primarily, the Source Node (SN) together with Destination 

Nodes (DN) is initialized, and after that, the MAODV discovers 

the multiple routing paths. Subsequently, Stochastic Gradients 

Descent Deep Learning Neural Network (SGD-DLNN) identifies 

the Congestion Status (CS) of every node in the discovered paths. 

In addition, the MAODV allocates the traffic over the optimum 

congestion-free routing path if congestion befalls. The Levy 

Flight Based Black Widow Optimization (LF-BWO) algorithm 

chooses the optimal routing paths as of congestion-free paths. 

Centered upon path lifetime, residual energy, link cost, together 

with path distance, this algorithm enhances the Data 

Transmission (DT) performance by means of discovering a path. 

The experimentation’s outcomes are rendered to exhibit the 

proposed RP’s effectiveness. 

Keywords—Routing; congestion control; Wireless Ad Hoc 

Networks (WANET); Modified Ad hoc on-demand Distance Vector 

(MAODV); Levy Flight based Black Widow Optimization (LF-

BWO); Stochastic Gradient Descent Deep Learning Neural 

Network (SGD-DLNN) 

I. INTRODUCTION 

WANETs consist of various mobile wireless nodes that 
could travel arbitrarily with the capacity to connect or depart 
the network [1]. A WANET can be utilized in various 
applications, namely, disaster recovery, search, and also 
rescue operations. The specific characteristics of WANET are 
asymmetry, dynamic network topology, multiple-hop 
communication, along with limited BW as well as energy 
resources [2]. Obstruction is occurred in WANETs on account 
of the Packet Loss (PL), and it can well be effectively reduced 
by involving a CC scheme, which includes a routing algorithm 
and flow control on a network layer [3]. The intensive 
streaming traffic in WANETs can result in more packet loss, 
longer delay, and Quality of Service (QoS)-related 
performance degradation caused by congestion. When the 
present traffic load surpasses the existing transmission ability 
at every point within the network, congestion takes place. 
Congestion has a completely adverse ramification on the 

WANET‟s performance [4, 5]. Congestion particularly obtains 
the excess of node buffers, the degradation of the overall 
channel quality, and the increase of both loss rates and 
transmission delays [6]. 

Different methods are created, which tells the SN about the 
CS for augmenting the capacity of WANETs and to lessen 
clogging. An SN retransmits or delays the transmission in 
accordance with the CS. Packets are circulated evenly 
amongst every node which participates in transmission [7]. A 
series of specific congestion-related issues had been detected 
and also located, involving intense Throughput (TP) 
degradation as well as immense fairness problems [8]. The 
end-to-end CC has a strong reliance on round-trip time, which 
certainly leads to PL. In contrast, the hop-by-hop CC protocol 
has a faster response speed [9]. Therefore, the best way is 
chosen to avoid the CC. Routing is the process of choosing a 
suitable path from SN to DN to send DP [10]. Analysis of 
traditional mobile ad hoc RP shows that these protocols are 
not efficient for Wireless networks [11]. 

The utmost significant reasons of these topology-centered 
RP explicitly, Dynamic Sources Routing (DSR), Ad hoc on 
Demands Distances Vectors Routing (AODV) [12], along 
with Optimized Links-States Routing (OLSR) [13] is that their 
route uncertainty owing to the higher speed vehicle nodes 
[14]. Ad hoc On-Demand Multi-path Distances Vector 
(AOMDV) is amongst the most well-known WANET 
reactive-RP [15, 16, and 17]. Hence, researchers have 
extensively modified this protocol to enhance their 
performance [18]. The multipath concept is utilized by the 
AOMDV in the routing process. SN chooses the shortest way 
to a DN. The selection of congested nodes inside an active 
path degrades network performance which lessens Packet 
Delivery Ratios (PDR), TP, PL and increases overhead in the 
network. Congested nodes take up more power resources of 
the network. Therefore, to develop the performance 
parameters within the network, an effectual CC is needed [19, 
20]. An effective Congestion Detection (CD) and optimal 
routing-based CC is proposed by this paper in a WANET 
environment. 

II. RELATED WORK 

Devarajan Krishnamoorthy et al. [21] suggested an 
efficient CC system for MANET. An algorithm was utilized 
by the system to resolve the congestion problem centered on 
the Relative Traffic Links Matrix Routing to obtain a solution 
with an enhanced PDR along with decreased overhead. The 
selected traffic matrix technique‟s effectiveness was examined 
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by contrasting its performance with Capacity Optimized 
Cooperative communications (COCO). The traffic matrix 
method considerably enhanced the accuracy to acquire the 
traffic patterns on MANET as suggested by the experiments. 
The simulation outcomes had shown that the system 
performed well when contrasted to the COCO method. But the 
system offered a low efficiency and had a certainty 
environment. 

R. Vadivel and V. Murali Bhaskaran [22] offered an 
adjustable dependable and CC protocol for MANET. The 
shortest route was found for effective DT among the many 
paths which were constructed. The congestion was identified 
through the employment and capability of links and paths. 
When congestion was detected by SN on a link along the 
route, it had spread traffic over the different routes by 
regarding the path availability threshold and used a traffic 
splitting function. If the congestion was not solved by a node, 
it signaled its neighbors based on the congestion‟s indication 
bit. The system showed that it was dependable and achieved 
more TPs with abridged packet drops and also overhead as per 
the simulation. But the system was somewhat difficult to 
prove the system‟s performance when contrasted with less 
existing methodologies. 

Jogendra Kumar et al. [23] introduced a CC load balancing 
adjustable RP for a random waypoint model in MANET to 
decrease delay, system routing overhead, congestion, and 
improved the life of network in MANET. Every mobile node 
in the system considered the newest traffic load and preserved 
an estimated record for every locality in the transmitting table 
called the locality table. The system was contrasted with the 
current RP of MANET with respect to TP, end-to-end delay 
(EED), packet drops average jitter, PDR, and normalized 
routing overhead on the network. This system exceeded the 
existing methods, but the system was unable to identify the 
congestion. 

M. S. Gowtham et al. [24] presented a CC and also packet 
recovery aimed at the cross-layer method in MANET. The 
characteristics of this model were localized packet recovery, 
deterministic, ability to trade-off efficiency, and peer-to-peer 
recovery. The system was able to reclaim the lost packets via 
storing a duplicate of the packet. Data traffic congestion rates 
of high as well as low priority packets were maintained by 
allocating priority orders to the packets. The higher priority 
flow would be developed to get desired access to the medium 
and its flow rate of low priority was altered to have a high 
flow rate of higher priority. Therefore, the total performance 
had provided a better outcome than the prevailing method. 

Ammar Alhosainy et al. [25] recommended a joint optimal 
congestion, multiple-path routing, along with contentions 
control for WANET. A splitting factor was utilized by the 
system to replace the linearity in the relationship within each 
session and its multipath routes that extended earlier models to 
include routing over potentially multiple paths in the 
optimization framework. The new variable, proper 
transformation and the used Ohm‟s law analogy led to a 
convex and decoupled optimization framework that found the 
optimum solution in a distributed form. A distributed 
algorithm that found the best solution for general concave 

utility functions was utilized by the system. The results have 
exhibited that the system had achieved an optimum solution 
when contrasted with conventional methods. But the costs of 
delay, queue length, along with available energy in each node 
were not taken into consideration, thus better route decisions 
were not given by the system. 

Amit Sharma and Khushboo Pawar [26] presented an 
approach called CRAODV which was utilized for CC in 
mobile ad-hoc networks. The Setup process was started at 
each node as an agent. A process running on the node was the 
agent and started with the routing agent. CD was the 
mechanism utilized for recognizing the problem that had 
already occurred or else going to occur. The final action taken 
was the Congestion Handling / Optimal route discovery 
Mechanism, with which the node or the sink gave feedback to 
the network to take some action relative to the problem and 
Congestion aware scheme. This scheme was affected by hop-
to-hop CD, in contrast, to end to end. The system had 
provided improved performance with reference to packet drop 
ratio as per the simulation results. But the system had focused 
on only „1‟ metric. It was not contrasted with other qualitative 
metrics. 

III. PROPOSED OPTIMAL ROUTING BASED CONGESTION 

CONTROL IN WANET 

A WANET is basically a wireless network that functions 
free of any fixed infrastructure. Here, the nodes function both 
as the hosts and the routers forwarding DP. Ad hoc networks 
(AHN) are primarily employed in military applications, 
disaster recoveries, together with emergency operations owing 
to their self-organizing manner. The Network Congestions 
occurs on account of the nodes‟ restricted BW together with 
dynamic topology. If a network node or link is carrying more 
data than it can handle, there is a chance for Network 
Congestions, which will in-turn affect the communication by 
initiating data loss. An apt way must be adopted to model a 
CC system that can evade the PL on the WANET. Thus, this 
paper proposes a CD and optimal routing-centered CC scheme 
aimed at WANET. The proposed work encompasses „5‟ 
phases: i) node initialization, ii) SN and DN generation, 
iii) route discovery, iv) CS identification, and v) load-balanced 
CC centered on optimal routing path selection. These phases 
are elucidated below in a meticulous manner. Fig. 1 evinces 
the flow of the proposed Congestion control system. 

 

Fig. 1. Block Diagram of Proposed Congestion Control Algorithm. 
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A. Node Initialisation 

At first, the wireless nodes along with their counts are 
initialized. A wireless node is basically an internet-linked 
device placed in the WANET, and its location along with the 
point of attachment to the internet might regularly be varied. 

The wireless node ( ) is exhibited as, 

N     N1  N   N      NN              (1) 

Wherein, NN implies the n-number of wireless nodes. 

B. Initialisation of Source and Destination Node 

The SN along with DN is defined here. The network is 
self-configuring as the nodes could connect or leave it and 

move without restraint according to their need. If a node 

transmits a DP to a node , the SN and DN are exhibited as, 

 Ns   Nd     N               (2) 

Wherein, Ns and Nd signifies the source and destination nodes. 

C. Routing Path Discovery 

Here, a routing path for sending a DP as of the SN to DN 
is discovered. Most ADN mainly focuses on discovering a 
single routing path betwixt the SN and DN, which is not 
efficient. If the primary path breaks or NC occurs, then the 
intermediate nodes will immediately drop the packets since 
there are no alternating paths available for the destination. 
Thus, the proposed system finds manifold routing paths 
betwixt SN and DN. The proposed work employs the 
MAODV protocol for discovering all the probable paths to the 
DN. In the MAODV, the routing path discovery commences 
with the generation of the Route Request (R_REQ) packet. 
R_REQ packet is sent to the neighboring node once an SN 
wishes a path to the DN and then waits on the Route Reply 
(R_REP) packet as of the DN. The R_REQ packet format is 
exhibited in Table I. 

TABLE I. PACKET FORMAT OF R_REQ 

Source 
Address 

Source 

Sequence 

Number 

Broadcast_ 
id 

Destination 
Address 

Destination 

Sequences 

Number 

Hop_ 
Count 

Once the neighbor node attains the R_REQ packet, it 
accepts the request for instantaneous transmission. Then, a 
reverse path to the SN is set by means of taking the former 
hop of the R_REQ as the subsequent hop. In a similar manner 
to the intermediate nodes, a reverse-path is set by the DN 
subsequent to attaining the initial copy of a R_REQ packet. As 
the R_REP advances towards the SN, it institutes a forward 
path to the DN at every hop. Table II evinces the packet 
format of R_REP. 

TABLE II. PACKET FORMAT OF R_REP 

Source 

Address 

Destination 

Address 

Destination 
Sequence 

Number 

Hop_Count Life_Time 

An SN might get manifold R_REP messages with 
disparate paths. The routing entries will be updated presuming 
that the R_REP has a bigger sequence number, that is, fresh 
information. In MAODV, once the path is chosen, it will not 
be expired until the DT is finished. Thus, all the probable 
routing paths betwixt SN and DN are discovered. 

In general, the AODV for the intention of storing routing 
information employs Routing Tables (RT). These encompass 
the subsequent fields (columns): source address, source 
sequence number, broadcast id, a destination address, 
destination sequence number, hop_count, and life_time. 

However, in the proposed work, „ ‟ more columns: , Path 
Node (PN) status, together with BW Size are included. Here, 
the Mobile Agent (MA) is initialized to monitor and update 

the , PN status, and BW size of all nodes on the AODV 
aimed at CS identification. Thus, the MA is joined with the 
AODV. This protocol is labelled as MADOV. The RT of 
MAODV encompasses the subsequent fields: 

<source_address,source_sequence_number,broadcast_id,desti

nation_address,destination_sequence_number,hop_count,life_

time,data_rate,bandwidth_size, path_node_status> 

In the MAODV, the RT is maintained on every node. The 
discovered multiple routing paths by means of MAODV is 
mathematically represented as, 

P         P   1   P         P   n             (3) 

Wherein,  implies the discovered routing paths and 

 signifies the n-number of routing paths. The SN, by 

utilizing these routing paths, sends DP to DN. NC can occur at 
any time, which leads to PL when the number of DP reaching 
the node surpasses its buffer capacity. It is vital to make out 
the CS of every node on the routing paths beforehand to evade 
such congestion, which is estimated in the subsequent phase. 

D. Congestion Status Identification 

To find the whole traffic present across disparate routing 
paths, the CS of every node should be calculated which is 
done by this phase. The total packets in the queue at any 
specified time  is the Queue Load (QL) of a node. NC will 

befall when the QL augments. Thus, the QL ought to be kept 
to a least so as to evade this. It is vital to know the nodes‟ CS 
in the network for keeping the QL minimum. The proposed 

work utilizes „ ‟ metrics: , PN status, and BW size for 
identifying the CS of all nodes. 

1) Path node status: The MA monitors the PN-status on 

the base of its communication range. Here, to detect if the 

node is dropping or forwarding the packets, the PN-status is 

monitored as well as estimated. 

            (4) 

kN

sN

dN

DR

DR

kRP )(

nRP )(

t

DR

Nk  
Forwarding D with Tt 

 Nk+1  
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Wherein, signifies the data packet and implies the 

DT time. The PN-status is identified centered on the 
subsequent conditions. 

if Nk forward D to Nk+1 && Td  T 

Path_Node_Trust = Low             (5) 

if Nk drops D or Td  T 

Path_Node_Trust = High             (6) 

Wherein, T signifies threshold value. The proposed 
method has a fixed „1‟ threshold value, when Td of the node is 
larger than that threshold value or Nk failed to forward the 
packet to Nk+1, the PN trust level is high, otherwise low. 

2) Data rate: The total DP transmitted amid a particular 

time period over a network is termed the DR. To evade 

congestion, there should be a balance betwixt the SN and DN 

by means of knowing the QL at SN and DN. The DR of the k-

number of nodes is computed by, 

      A      t              (7) 

Wherein, A(D) signifies the amount of DP. DR should be 
on the lower side for lossless packet transmission. The SN, by 
means of augmenting the DR, should quickly send the packets 
once the DP-load augments. Thus, if the DR is augmented, 
then the DP-load at that node is higher, which can bring about 
NC. Centered on a fixed threshold value, the DR status of 
every node is computed similar to the QL. 

if DRk >= T 

Data_rate_flow = High             (8) 

if DRk < T 

Data_rate_flow = Low             (9) 

3) Bandwidth rate: The potential of a particular node to 

send as well as receive data in a precise period of time is 

called the Node BW rate. Amid the DT, the QL augments 

once congestion happens, and when it goes beyond the 

threshold, the BW occupation of the specific node will be 

augmented. Thus, the node must have the least BW 

occupation for a congestion-free node. The BW of the k-

number of nodes ( ) is expressed mathematically as, 

 W      W1   W    W      WN           (10) 

Wherein, implies the „N‟-number of BW rate. The 

BW rate status is computed utilizing the subsequent 
conditions. 

if BWk >= T 

Bandwidth_rate_occupation = High          (11) 

if BWk < T 

Bandwidth_rate_occupation = Low          (12) 

Aimed at diverse factors like PN status, DR, and BW rate, 
the fixed threshold value is changed. Centered on these „ ‟ 

factors, each node‟s CS is identified. Every time the node 
receives a R_REQ packet as of the other node, their DR and 
BW rate are supervised by the MA in the MAODV that 
updates this information into the RT. After enumerating every 
node‟s DR and BW rate, the final outcome, explicitly, the 
node‟s CS is predicted by using the Deep Learning Neural 
Network (DLNN). 

4) Stochastic gradient descent deep learning neural 

network: DLNN originated from the Artificial Neural 

Network (ANN) family and it is considered to comprise more 

than one Hidden Layer (HL). Incrementing the number of HLs 

can lessen the neural network training error. The various HLs 

(deep learning) train themselves to process as well as study the 

data intensely by the filtering of information via the multiple 

HLs. If the neural network studies intensely, then the detection 

performance will automatically increment. It is the feed-

forward network that is normally trained by employing the 

back-propagation technique. However, this back-propagation 

design causes higher training time. The Stochastic Gradient 

Descent (SGD) weight updating can be hybridized with the 

DLNN for evading the back-propagation issues by executing 

weight updating process in DLNN. Hence, the proposed 

scheme is called "SGD-DLNN". SGD- LNN‟s common 

structure is showcased in Fig. 2. The proposed SGD-DLNN is 

trained to find the nodes‟ CS centered on various rules that are 

given in the Table III as: 

For CS identification, at first, the DR , BW rate, along 
with the PN status values are inputted into the input layer 
neurons. After getting the inputted values, corresponding 
weight values are arbitrarily created aimed at every input. The 
inputted values as well as their equivalent weight values are 
articulated as, 

 )(),.......,(),(),()( 321 FCFCFCFCFC Nk          (13) 

 ),,()( kkkk NSBWDRFC          (14) 

 Nk  ,.......,,, 321           (15) 

Here, CK(F)signifies the CD factors like DR, BW rate, 

along with the PN status, and k implies the arbitrarily 

initialized weight values. For evading back-propagation issue, 
the weight values have been initialized utilizing the SGD as, 

  kk
ˆ

            (16) 

Here, k̂ signifies the novel weight values initialized via 

SGD and  stands for the step size that is computed as, 

 *dG
            (17) 

Here, dG  implies the inputted value‟s gradients and 
signifies the learning rate. Low learning rates make the 
algorithm to reach nearer to the targeted output. Thus, always 
it is better to glue to a lesser learning rate like 0.01. 

D tT

t

kBW

NBW
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TABLE III. RULES INVOLVED IN CONGESTION STATUS PREDICTION 

Rule Details 

Congestion Status 
Data Rate 

Flow 

Bandwidth 

Occupation  

Path Node 

Trust 

High High High High Congestion 

High High Low High Congestion 

High Low High Medium congestion 

High Low Low High Congestion 

Low Low Low Medium Congestion 

Low Low High No Congestion 

Low High Low Medium Congestion 

Low High High Medium Congestion 

After attaining the updated weight values, the inputted 

values CK(F) and the novel weight values k̂ have been 
provided to the HL. Next, these „ ‟ values are individually 
multiplied and after that those values are completely added in 
the HL. 





N

k

kk

i

k FCh
1

ˆ )()( 
           (18) 

Here 
i

kh)( symbolizes the input of the HL. Next, the 

Gaussian activation function is created in the hidden nodes, 
which is articulated as, 

   2
)(exp)( i

k

i

k hhG 
          (19) 

Here,  G signifies the Gaussian activation function. The 

HL„s output is computed centered on the  G together with 

the bias value . 

   i

k

o

k hGh )()( 
          (20) 

Here, 
o

kh)(  implies the HL‟s output. At last, in the 

outputted layer, the total inputted signals' weights are summed 
aimed at obtaining the value of outputted layer neurons. 

 k

o

k

o

k ho  ˆ)()(
          (21) 

Here, 
o

ko)( signifies the classifier output unit that 

comprises „ ‟ classes: High congestion, medium congestion, 
and low congestion. Centered on the rules mentioned above, 
each node‟s CS is identified. After that, the load-balanced CC 
is done to evade PL. 

E. Load Balanced Congestion Control 

The routing protocol‟s potential to balance the traffic amid 
the multiple routing paths is called Load balancing. If the SN 
desires to converse with the DN, it examines its RT aimed at a 
valid routing path to the DN. If it is identified, the MAODV 
examines the congestion status of the PN utilizing the SGD-
DLNN. If congestion is present in any node, the paths that 

comprise those congested nodes are evaded aimed at the 
upcoming packet transmission until the attainment of standard 
traffic condition. The MADOV begins to distribute the traffic 
over the other congestion-free paths for attaining the normal 
traffic condition aimed at evading congestion. For achieving a 
lossless packet transmission, minimal transmission delay, 
minimal energy consumption, along with the maximal TP, the 
routing paths must be highly energy-efficient, consistent and 
shortest as of the SN to the DN. Hence, for obtaining an 
optimal routing path, the proposed MADOV employs LF-
BWO Algorithm. 

An optimal routing path discovery is employed aimed at 
spotting the effective link quality path for transferring data as 
of the SN towards the DN. The LF-BWO technique is 
implemented aiming at the optimal routing path discovery. 
The proposed LF-BWO chooses the optimal path centered on 
the factors namely lifetime, link cost, residual energy, and 
route distance, which are elucidated as, 

1) Life time: The lifetime of routing path is alternatively 

stated as to which extent the path survives in the entire 

network that is enumerated as, 

  31maxmax00                 ;)()( ppf ttttLtLL  
            (22) 

Here,  ),()( max00 ttLtL  signifies the probability that 

the path continuously will be available as of time 0t to

)( max0 tt  , )( 0tL
 
and ),( max0 ttL represents the path 

availability whilst „ ‟ nodes‟ velocity remained unaltered and 

altered, correspondingly and 31ppt signifies the time consumed 

by the node 
1N for travelling as of node position 1p to 3p . 

)2exp()( max0 ttL 
           (23) 

2

)2exp(

2

)2exp(1
)( maxmax

max

max
max0

tt

t

t
ttL





 





        (24) 

Here,  stands for the carrier‟s wavelength. 

 

Fig. 2. Structure of SGD-DLNN. 

2) Link cost: The Link Cost has been measured by 

splitting the reference BW via the interface BW. The full cost 
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towards the DN is the individual lin s‟ cost in the path 

towards destination. 

k

N

Nk I

R
c

d

s
BW

BW
L 













           (25) 

Here, 
RBW  and 

IBW  represents the reference BW and 

interface BW. 

3) Residual energy: The energy which stayed past the 

packet transmission is termed the Residual Energy, which is, 

CIR EEE 
            (26) 

Here, 
RE  signifies the Residual Energy, 

IE  stands for 

initial energy and the CE  signifies the consumed energy 

throughout the DT. The CE  is articulated as, 

 PTDC EENE 
           (27) 

Here, 
DN implies the number of DP and the 

PE  

represents the energy needed aimed at packet processing and 

the 
TE  symbolizes the transmitting energy aimed at a packet 

that is articulated as, 

BW

DD
E TPs

T




           (28) 

Here, sD  indicates the DP size, 
TPD signifies the packet 

transmitting power, and the BW signifies the wireless link 

BW. 

4) Path distance: The distance betwixt the SN and the DN 

is the route distance, which is articulated as, 

),N(NNR dsHdist             (29) 

Here, distR signifies the route distance and the 

),N(NN dsH  represents the number of hops betwixt node 

sN and dN , respectively. The lowest hop count signifies the 

smallest routing path. The least distance paths offer rapid DT 
along with less processing time. 

The „4‟ factors mentioned above are fixed as the fitness 
function aimed at the LF-BWO method for locating the 
optimal routing path. BWO has been enthused by the black 
widow spiders‟ distinct mating features. The BWO sustains a 
balance betwixt the exploitation as well as exploration phases, 
and also offers fast convergence speed; as well as evades the 
local optima issue. Nevertheless, a fast convergence speed 
can‟t be assured aimed at every databases type owing to the 
random parent selection. To avoid this issue, the Levy Flight 
(LF) distribution is utilized in the BWO algorithm for parent 
selection. So, the proposed protocol is termed LF-BWO. 

At first, the black widow population is structure as an 
array that is articulated as, 

],....,,[][ 321 Nwidow YYYYYA 
          (30) 

Here, ][ widowYA signifies the population array and is 

regarded as
1pp . After that compute each black widow‟s 

fitness; in which, all black widow solution is regarded as 
paths. Hence, each solution‟s fitness is regarded as the 
maximum lifetime, maximum residual energy, minimum link 
cost, and minimum path distance, that is articulated in 
Eq. (31), 
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        (31) 

After evaluating the fitness, all candidates are sorted by 

their fitness value and then stocked in
1pp . Then parents‟ 

pairs are chosen utilizing the LF Distribution aimed at 
executing the procreating process. In LF- WO‟s every 
generation, the most excellent individuals are chosen as 

parents 
1Y  and 

2Y  in accordance to LF Distribution. 

31            ),()(  YYtYL
         (32) 

Here, L(Y) signifies the LF Distribution. Next children 
pair is generated by employing the below equation, 

211 )1( YYoff  
          (33)

122 )1( YYoff  
          (34) 

Here, 
1off  and 

2off represents the children pair; this 

procedure has been repeated aimed at 2/N times. After that, 

the children along with the mom are sorted via their fitness 

value and then added on to the array (
2pp ). In accordance 

with which the number of survivors is set on, fix the 
cannibalism rating (CR). The fitness value is utilized for 
deciding the weak and strong black widows. Demolish the 
weaker solutions and then restore the remaining solution in the 

2pp . After the selection of one solution as of the 
1pp , mutate 

that solution‟s one chromosome and then create a novel 

solution; save the new solution in the 3pp . At last, 
2pp and 

3pp solutions are stocked in the novel array
ppO

. 

32 ppp ppO
p


           (35)

 

As of the 
ppO array, the finest solution is chosen by 

analogizing each solution‟s fitness values. The LF-BWO 
method‟s Pseudocode is displayed below in Fig. 3. 
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Fig. 3. Pseudocode of LF-BWO. 

Thus, every path‟s fitness value can be analyzed and 
analogized with the fitness values of another path; and then 
the optimal routing paths are chosen centered upon the fitness 
values. The optimal path means the path which comprises a 
higher lifetime, higher energy level, low link cost, and a lesser 
number of hops. Priority can be offered to the energy level and 
lifespan. If the routing path comprises the greatest lifespan 
along with energy level however doesn‟t comprise the least 
link cost and distance, it is chosen nevertheless with low 
priority. At last, the routing process commences to spread the 
traffic packets over the chosen optimal paths. The packet drop 
is drastically evaded by transmitting DPs via the optimal 
congestion-free routing paths. Fig. 4 exhibits the routing 
path‟s optimal selection. 

 

Fig. 4. Optimal Routing Path Selection. 

IV. RESULTS AND DISCUSSIONS 

Here, the proposed Congestion Control system‟s 
performance utilized aimed at PL avoidance between the SN 
and the DN is analyzed by performing the different 
experiments on the Network Simulation Tool-Version 2 
(NS2). The proposed MADOV performance is weighted 
against few conventional existent RPs centered on a few 
quality metrics. 

A. Performance Metrics 

The MA OV‟s performance is analyzed centered on the 
below metrics, 

1) Packet Delivery Ratio: It is the ratio betwixt the 

number of DPs received by the destination and the whole 

number of DP sent as of the source. 

2) End to End Delay: It is regarded as the time that is 

utilized aimed at the transmission of a DP as of the SN to DN 

over the WANET. 

3) Energy Consumption: Energy consumption elucidates 

the amount of energy consumed by the network nodes aimed 

at transmitting a DP as of the source towards the destination. 

4) Throughput: TP defines the average efficient delivery 

of DPs to the destination in specific simulation time. 

5) Reliability: Reliability determines the metric that 

calculates the system's lifespan aimed at a period. It is 

reciprocally proportional to the PL. 

Here, the PDR, EED, energy consumption, TP, and 
reliability of the proposed and existent RPs are calculated and 
the comparative examination of proposed and existent RPs is 
provided below. 

B. Comparative Performance Analysis 

The experimental setup for the network is mentioned in 
Table IV. 

The proposed MA OV‟s performance is weighted against 
the conventional RPs like the AODV-RP, DSR, Temporally 
Ordered Routing Algorithm (TORA), and the BW-Aware 
Routing Strategy (BARS) in reference to PDR, EED, energy 
consumption, TP, and reliability. 

Fig. 5 exhibits the performance analogy of the proposed 
and existent RPs with regard to PDR. Whilst the PDR is high, 
the DP transmission‟s performance attains more proficiency, 
and the transmitted DPs are sent to the destination with no PL. 
The PDR is computed by changing the time as of 10ms to 
50ms. In which, the MAODV attains a PDR of 95%, 95.5%, 
96.2%, 96.7%, and 96.9%. However, the existent RPs attained 
a low PDR analogized with the MAODV. Even, no existent 
RP attained a PDR of more than 93%. This outcome clarified 
that the MAODV sent the DP to the destination successfully 
analogized with the other RPs. 

Fig. 6 exhibits the examination of the EED of the 
MAODV and the existent AODV, DSR, TORA, and BWRS. 
In the BWRS, the delay is extremely high; whereas the 
AODV, DSR, and TORA comprise a minimal delay than the 
BWRS. Nevertheless, the proposed MAO V‟s EED is much 
less than the AODV, DSR and, TORA. Aimed at various 
times, the EED can be incremented although the proposed 
MAO V‟s delay is less analogized with the existent RPs as 
the MAODV suggested the optimal routing paths aimed at 
communication. By utilizing the optimal paths, the 
transmission delay is drastically decremented. Hence, the 
MAODV is proficient of delivering enhanced performance 
over the AODV, DSR, TORA, as well as BWRS on EED. 
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Fig. 5. Comparison of Packet Delivery Ratio for different Protocols. 

 

Fig. 6. Comparison of End to End Delay for different Protocols. 

TABLE IV. EXPERIMENTAL SETUP 

S. No Parameters Values 

1 Simulator NS 2 

2 Network area 1500m x 1500m 

3 Propagation Two Ray Ground 

4 Packet Size 500 bytes 

5 Routing Protocol MAODV 

6 Speed of node 0-20 ms-1 

7 Simulation time 100 s 

8 Mobility Speed 2-20 m/s 

Fig. 7 explicates the graphical performance examination of 
the proposed and existent RP in reference to energy 
consumption. The networ ‟s energy consumption is calculated 
in terms of Jules (J). All the  Ps‟ energy consumption is 
enumerated centered on the variation of the number of nodes 
as of 20 to 100. The proposed MAO V‟s energy consumption 
for 20 nodes is 1.2J, but the existent AODV, DSR, TORA, and 
BWRS comprise an energy consumption of 1.6J, 1.9J, 2.1J, 
and 2.29J that is more than the proposed RP. For efficient DT, 
the networ ‟s energy consumption must be less for preventing 
the nodes as of a network failure. Aimed at the remaining 
number of nodes also, the MAODV consumes lesser energy 
analogized with the other RPs. 

Fig. 8 exhibits the performance analogy of the MAODV 
and existent RPs concerning reliability. Reliability is 
enumerated with regards to percentage. Aimed at efficient 
 T‟s performance, reliability must be high. Here, the 
reliability performance is taken aimed at the various time 
periods, and then the reliability is linearly augmented. Whilst 
reaching 50 ms, the MA OV‟s reliability is 98%, but the 
AODV, DSR, TORA, and BWRS attain the reliability of 94%, 
85%, 75%, and 73%, correspondingly. These outcomes 

exposed that the network is extremely effective whilst 
employing the MAODV. 

 

Fig. 7. Comparison of Energy Consumption for different Protocols. 

 

Fig. 8. Comparison of Reliability for different Protocols. 

 
(a) Comparison of Throughput with Respect to Network Area for different 

Protocols. 

 

Fig. 9. (b) Comparison of Throughput with Respect to Number of Nodes for 

different Protocols. 

Fig. 9(a) exhibits the TP analysis of the proposed with that 
of the prevailing protocols concerning network size. The 
MAODV attains a 0.93kbps TP when the number of nodes is 
20. And for AODV, DSR, TORA protocol, the TP is 
0.91kbps, 0.87 kbps, 0.85 kbps, and 0.75 kbps, 
correspondingly, whereas for BWRS, the TP is 0.75 kbps. 
From which, it can be said that the TP of these prevailing 
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protocols is lesser compared to the MAODV. The TP of 
MAODV is higher than others even for all the disparate nodes. 
And the Fig. 9(b) exhibits the TP of all the RP, which is 
gauged by means of differing network area. The proposed RP 
get a high TP compared to AODV, DSR, TORA, and BWRS 
protocol for disparate network area also. Thus, all the 
outcomes proved that the network is highly effective and 
consistent when utilizing MAODV. 

V. CONCLUSION 

The WANET‟s data communication performance has been 
rigorously affected by the NC that gives rise to network 
connection loss and data PL. The optimal routing centered 
load-balanced congestion control utilizing the MAODV 
method is projected in this work aimed at the WANET 
environment for evading problems like this. Here, the path 
comprising congested nodes has been picked out and then 
isolated. After that, the network traffic is dispersed over the 
congestion-free optimal routing path employing the MAODV 
for evading the packet drop and attaining effective DT. The 
proposed protocol‟s performance is examined and evaluated 
via the analogy of its performance with the existent method‟s 
performance. The analogy‟s result declared that the MAODV 
centered network attains higher reliability, higher TP, higher 
delivery ratio, less energy consumption, and less end to end 
delay. The networ ‟s energy consumption aimed at 100 nodes 
employing the MAODV has been just 2.62J. The MAO V‟s 
end to end delay is 0.019ms; it obtained a 96.9% higher packet 
delivery ratio. This performance analogy proves that the 
MAODV method is much proficient aimed at suppressing the 
NC in WANET. The cryptographic techniques might be 
involved in the proposed MAODV in the upcoming days 
aimed at evading attacks in DT. 
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Abstract—Over the most recent couple of years, the greater 
part of the information, for example books, recordings, pictures, 
clinical, forensic, criminal and even the hereditary data of people 
are being pushed toward digitals and cyber-dataspaces. This 
problem requires sophisticated techniques to deal with the vast 
amounts of data. We propose a novel solution to the problem of 
gaining actionable intelligence from the voluminous existing and 
potential digital forensic data. We have formulated an 
Automated Learning Framework ontology for Digital Forensic 
Applications relating to collaborative crime analysis and 
prediction. The minimum viable ontology we formulated by 
studying the existing literature and applications of Machine 
learning has been used to devise an Automated Machine 
Learning implementation to be quantitatively and qualitatively 
studied in its capabilities to aid intelligence practices of Digital 
Forensic Investigation agencies in representing, reasoning and 
forming actionable insights from the vast and varied collected 
real world data. A testing implementation of the framework is 
made to assess performance of our proposed generalized Smart 
Forensic Framework for Digital Forensics applications by 
comparison with existing solutions on quantitative and 
qualitative metrics and assessments. We will use the insights and 
performance metrics derived from our research to motivate 
forensic intelligence agencies to exploit the features and 
capabilities provided by AutoML Smart Forensic Framework 
applications. 

Keywords—Forensic investigation; digital forensic; automated 
machine learning; smart forensic framework 

I. INTRODUCTION 
The overall utilization of portable savvy gadgets has 

expanded dramatically in the course of recent decades and now 
is essential in the running and preservation of every aspect of 
our day to day life. The gadgets range from the assortment of 
devices that incorporate cell phones, tablets, GPS, etc. The 
ubiquity of these digital gadgets is expanded essentially 
because of their utility, immense capacities and abilities and 
furthermore the depreciation in their prices as production 
becomes cheaper. Subsequently, they can hold the huge 
measure of business and private client's information. These 
gadgets are now a fundamental aspect of our day by day life 
since they contain private and basic data of clients [1]. In any 
case, these gadgets are additionally helpless against aggressors 
and are regularly turning into the significant vector of crimes, 
IP burglary, interruptions, security dangers, counterfeit 
reproductions and identity theft and etc. The quantity of 

advanced wrongdoings similarly increments as the new 
innovations, for example advanced gadgets and web 
increments. Therefore, these devices are turning into the 
vulnerable objectives for different sorts of cybercrimes and 
advanced assaults. However, Thanks to advancements in the 
field of Digital Forensics we get ways to also combat the ever 
encroaching aspect of criminal wrongdoing that pervades into 
our lives. 

We will use a working definition for the term Digital 
Forensics Investigations (DFI) as, “The use of objective 
analysis toward the conservation, aggregation, validation, 
recognition, interpretation, documentation and representation 
of digital evidence got from digital sources for the intent of 
reconstruction of occurrences found to be illegal, or helping to 
predict events shown to be disruptive to peace or functioning 
of society”. 

II. RESEARCH PROCESS OUTLINE 
Our study will be conducted in three phases: 

1) Outlining a divergent meta study of the current 
research in the field ranging in their application potential and 
efficacy. This is outlined in our survey and commentary on the 
mentioned relevant literature on the subject. This will inform 
us in our second phase in finding applications and testable 
implementations of principles outlined. We will also use this 
to construct an accessible minimum viable ontology for 
collaborative and universal DFI practices based on the insights 
of the survey. 

2) The assessments we made in the first phase will be 
used to propose architecture for our machine learning 
experimentations in this phase. We will describe the 
algorithms and review their capabilities amongst themselves. 
We will expand upon our methodology of collecting records 
of forensic & criminal data to test out the algorithms in terms 
of the accuracy in dealing with these large datasets. 

3) From the results obtained by the techniques outlined in 
phase II, we conduct further review and analyses on the 
practicality of application and efficacy of the algorithms and 
also give further commentary on the contextual advantages 
and disadvantages of the analysed techniques. This will lead 
into using the learnings from the previous phases of research 
to implement a version of our proposed framework. We will 
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then use this implementation to comment on real world use 
case scenarios and test the practical feasibility of such a 
formulation of Forensic Framework after validation of 
proposed system along the mentioned quantitative and 
qualitative performance indices. 

We will then finally conclude consolidating our learnings 
and insights during the process of our research and 
implementation and outline the scope and certain key 
directions for future research for our problem definition. 

III. LITERATURE SURVEY 
Literature survey is a valuable step in software 

development workflows. Here we outline the general 
conceptions of machine learning approaches to this problem of 
parsing varied and voluminous digital and criminal forensic 
data for knowledge representation and getting actionable 
insights for DFI practices [2]. 

Knowledge Discovery shows smart computing at its finest, 
and is an interesting end-product of advancements in 
Information Technology. The ability to parse and to extract 
intelligence from data is a task that is of crucial importance to 
many fields of human development [3]. There is a lot of hidden 
synthesis waiting to be uncovered, this is the potential created 
by today’s surplus of rich data. Data Mining and Knowledge 
Discovery Handbook, Second Edition organizes some current 
ideas, theories, notions, methodologies, and applications of 
data mining and knowledge discovery in databases (KDD) into 
a unified and comprehensive repository. Such KDDs provide 
additional intelligence utility ranging from preliminary on-field 
forensic assessments to mobile network flow and community 
cluster analysis. 

Tensor Flow is an interface for expressing algorithms in 
machine learning and an implementation for such algorithms to 
be implemented. On a wide range of heterogeneous systems, 
from mobile devices such as phones and tablets to large-scale 
distributed systems with hundreds of machines and thousands 
of computing devices such as GPU cards, computations 
represented using machine learning can be performed with 
little to no modification, This paper describes the machine 
learning interface and an implementation of that interface that 
they have built at Google [4]. The system is versatile and may 
be accustomed specific a good sort of algorithms, as well as 
coaching and logical thinking algorithms for deep neural 
network models, and it's been used for conducting analysis and 
for deploying machine learning systems into production across 
over a dozen areas of engineering and alternative fields, as well 
as mechatronics, speech recognition, data retrieval, computer 
vision, natural language processing (NLP), geographic data 
extraction, and automated drug discovery. 

Examining Deep Learning Architectures for Crime 
Classification and Prediction, A detailed study is presented on 
the classification and prediction of crime utilising deep 
learning architectures [5]. We analyse the efficacy of deep 
learning algorithms in this field and include suggestions for the 
design and training of deep learning systems using open data 
from police reports to predict areas of crime. A comparative 
analysis of 10 state-of-the-art methods against 3 different deep 
learning configurations is performed as a training data time 

series of crime types per venue. We show that the deep 
learning-based methods consistently outperform the current 
best-performing methods in our experiments with five publicly 
accessible datasets. In addition, in the deep learning 
architectures, we evaluate the effectiveness of different 
parameters and provide insights for configuring them in order 
to achieve improved performance in the classification of crime 
and ultimately prediction of crime. 

H2O is machine learning and data analysis applications. A 
number of well-known businesses are using H2O for their 
processing of big data, and over 5000 organizations are 
currently using it, the website states. The main things H2O 
brings to R and Python developers, who already feel they have 
all the machine learning libraries they need, are ease of use and 
efficient scalability for datasets that are too large to fit into a 
large machine's memory. One of the things that make the H2O 
APIs so efficient and simple to use is that a large part of their 
interface is common to each of the machine learning 
algorithms. This allows the ensemble to model different 
learning architectures via trained submodels [6]. H2O also 
offers some changes in the quality of life, such as being able to 
manually or parametrically stop training until the model 
achieves acceptable user quality. It also comes with scalable 
and robust algorithm implementations, such as a multitude of 
feature encoding options, modelling options, hyperparameter 
tuning, scoring, etc. These algorithms also help to exploit the 
advantages of cluster computing and model ensemble 
preparation, but H2O lacks complete support for options for 
GPU computing. Although the latter can be applied via Java or 
C++ or via the implementations of TensorFlow. 

Review: From our meta study on these publications and 
their methodologies and proposed architectures, we will be 
taking some of these approaches to DFI and ensure that our 
proposed system will be able to provide similar capabilities. 
Before building the proposed system, the techniques and 
consideration from these papers are also taken into account for 
the experiment implementation and validation. 

IV. PROPOSED WORK 
The assessments we made in the Literature Survey will be 

used to propose architecture for our machine learning 
experimentations in this phase. We will describe the ontology 
modelling and the pipeline methodology and review their 
capabilities. We will expand upon our methodology of 
collecting records of forensic & criminal data to test out the 
algorithms. 

A. Operational Ontology 
In each step of the process, the system is based on Machine 

Learning principles and uses AI to ensure that decisions made 
by instruments have minimal false positives. However, a 100% 
precise and intelligent system cannot be conceptualised, the 
possibilities cannot be ignored for errors and false positives. 
Rigorous testing before use will be needed for the working 
model. While user inputs can be minimised at all possible 
levels, it is desirable to verify at each step to avoid errors, 
especially the system-generated report should be validated and 
cross-checked with objects before it is submitted to the court of 
law. 
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An abstract representation of our proposed Smart Machine 
Learning Digital Forensic framework is shown in Fig. 1. 

 
Fig. 1. Smart Digital Forensic Framework. 

The proposed system is case-based and is considered to be 
a single package capable of resolving all three digital forensic 
method steps [7]. Most of the current instruments support these 
three measures, but they lack the rich interoperable intelligence 
described in our proposed system formulation, and this is the 
drawback we want to mitigate. Our structure is built with 
widely recognized traditional programming, AI and ML 
processes and toolkits, where existing data sets from previous 
forensic investigations are trained in the framework. These sets 
of data are useful for the system to understand what decision to 
take in which case. The probability of integration of AI at each 
point is discussed in the following subsections. In this context, 
the measures are called smart because they act on the basis of 
their knowledge and learning from it. Each phase needs to be 
retrained after training to see reliable outcomes. The test data 
sets can be used to validate the learning process and the 
instrument can be rigorously trained with more training data 
sets based on contextual performance metrics needed [11]. 

B. Automated Machine Learning (AutoML) 
The most important aspects of making a prediction model 

is being able to use domain expertise and iterated learning 
(either by an intelligent human agent or meta learning 
methods) to find out what the important features are for the 
prediction task and how to optimize the hyperparameters of the 
learning algorithms for successful learning over large 
databases, which cannot be pruned or cleaned by a human data 
scientist. 

We will be using the H2O AutoML framework for our 
proposed implementation. It is capable of doing Categorical 
Ensembling in a live production environment. This allows it to 
effectively combine multiple trained pipelines and use the 
combined data of previous user runs of Smart Forensic (SF) 
Analysis as shown in Fig. 2, where new data is appended to 
trained models of previous runs. 

 
Fig. 2. Experiment Pipeline Steps. 

This is where good implementations of AutoML pipelines 
will help us in satisfying the basic requirements for our SF 
framework. In addition, open-source libraries that implement 
AutoML techniques are available, focusing on the particular 
data transformations, models, and hyperparameters used in the 
search space and the types of algorithms used to traverse or 
optimise the possibilities of the search space, with the most 
popular being variants of Bayesian Optimization [8]. However 
by using H2O we also get access to state-of-the-art techniques 
like pruned decision trees, Gradient Boosting and even tuned 
Deep Learning Algorithms and advanced encoding and feature 
preprocessing methods. 

There are hyperparameters in any machine learning system, 
and the most basic task in AutoML is to set these hyper-
parameters to optimise performance automatically. 

It has capabilities to:- 

• Reduce the human effort needed for machine learning 
to be implemented. In the sense of AutoML, this is 
especially important. 

• Improve the efficiency of machine learning algorithms 
(by adapting them to the problem at hand); this has led 
to new state-of-the-art performances in many studies 
for significant machine learning benchmarks. 

• Improving the reproducibility of scientific experiments 
and their justice. Clearly, automated HPO is more 
reproducible than manual search. It makes reasonable 
comparisons simpler since different approaches can 
only be equally compared if they all obtain the same 
degree of tuning at hand for the problem. 

Fig. 3 shows the description of processes through the lens 
of our SF Acquisition pipeline. 
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Fig. 3. SF Acquisition Pipeline. 

These algorithms are also robust for transfer learning 
implementations and combining dataframes for better 
modelling and richer feature space definition derived from the 
merged datasets. Fig. 4 shows the overview of the server 
architecture used for our work. 

 
Fig. 4. Client Server Architecture. 

C. Implementation Specification 
We posit that an H2O based implementation would be 

extremely effective for SF Analysis and SF Acquisition and by 
an effective user interface as per the UX pertaining to different 
use case and ethno-social differences. A SF application based 
on our ontology and framework description seems promising 
for the tasks of distributed data mining and forensic analysis 
for agencies and Investigator across all levels of hierarchy upto 
policy makers and field agents. As the autoML computation 
pipeline also supports TensorFlow which also enables 
distributed computing applications [9]. However, this is not 
supported “out of the box” and requires additional engineering 
to implement robustly. 

H2O's REST API allows all H2O capabilities to be 
accessed via JSON over HTTP from an external programme or 
script. H2O's web interface (Flow UI), R binding (H2O-R), and 
Python binding are used for the rest of the API (H2O-Python). 

We will use its REST API via its driverless.ai cloud 
implementation to construct our pipeline via the “codeless” 
interface provided by the proprietary driverless.ai web interface 
through a 2 hour evaluatory trial that can be accessed here 
https://www.h2o.ai/try-driverless-ai/. 

D. Experiment Overview 
We built a LightGBM Model using Driverless AI to predict 

RAPE given 32 original features from the input dataset 
“01_District_wise_crimes_committed_IPC_2001_2012.csv”. 
This regression experiment was completed in 41 minutes and 
13 seconds (0:41:13), using 1 of the 32 original features, and 2 
of the 2 engineered features. 

E. Data Overview 
The dataset is obtained from www.data.gov.in, a 

government website; the data being provided by the National 
Crime Records Bureau (NCRB). 

9017 rows and 13 columns of 1.3 MiB file size are included 
in the crime datasets we used for our experiment. 

F. Experiment Pipeline 
For this experiment, Driverless AI performed the following 

steps (shown in Fig. 5) to find the optimal final model: 

 
Fig. 5. Experiment Pipeline Steps. 

The steps in this pipeline are described in more detail 
below: 

1) Ingest data: detected column types 
2) Feature preprocessing: turned raw features into 

numeric 
3) Model and feature tuning: This stage combines random 

tuning of hyperparameters with selection and generation of 
characteristics. Features are modified in each iteration using 
variable significance as a probabilistic from the previous 
iteration before determining what new features to build. The 
best performing model and features are then passed to the 
feature evolution stage. 

• Identified the optimal parameters for constant, decision 
tree, lightgbm and xgboost methods by training models 
with different variables. 

• The best parameters will be those who produce the 
least root mean square error (RMSE) on the internal 
validation data. 

• To evaluate features and prediction models, 105 
models were trained and scored. 

4) Feature evolution: To find the best set of model 
parameters and feature transformations to be used in the final 
model, this stage uses a genetic algorithm. 

• Found the best representation of the data for the final 
model training by creating and evaluating 2 features 
over 34 iterations. 
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• Trained and Scored 116 models to further evaluate 
engineered features. 

5) Final model: created the best model from the feature 
engineering iterations. 

• No stacked ensemble is done because a time column 
was provided. 

6) Create scoring pipeline: created and exported the 
Python scoring pipeline 

Driverless AI trained models throughout the experiment in 
an effort to determine the best parameters, model dataset, and 
optimal final model. The processes are shown in Table I. 

TABLE I. DRIVERLESS AI EXPERIMENT STAGES 

Driverless AI Stage Timing (seconds) Number of Models 

Data Preparation 20.81 0 

Model and Feature Tuning 799.57 105 

Feature Evolution 1,322.19 116 

Final Pipeline Training  142.09 1 

G. Experiment Settings 
Table II shows the settings selected for our experiment. The 

Defined Parameters represents the high-level parameters. 

TABLE II. PARAMETERS AND SELECTED VALUES 

Parameter Value 

num prediction periods 1 

num gap periods 0 

accuracy 7 

time 5 

gpus enable  True 

is image False 

seed False 

is timeseries True 

is classification False 

interpretability interpretability 

H. Supported Algorithms 
We specify here the ML algorithms used as candidate 

models for our AutoML SF Framework which includes the 
following algorithms. 

1) LightGBM: LightGBM is a Microsoft-developed 
gradient boosting framework that uses tree-based learning 
algorithms. It was specifically designed for lower memory 
consumption and greater performance and faster training 
speed. Analogous to XGBoost, it is among the highest quality 
implementations for gradient boosting. It also is used within 
Driverless AI for the fitting of Random Forest, DART 
(experimental algorithm), and Decision Tree approaches. 

2) XGBoost: XGBoost is a supervised learning model that 
enacts a method to make accurate models called boosting. 

Boosting alludes to the ensemble teaching technique of 
sequentially constructing many models, with each latest model 
attempting to rectify the inadequacies in the previous version 
[10]. In tree boosting, a decision tree is each new model that is 
added to the ensemble. XGBoost offers parallel tree boosting 
(identified as GBDT, GBM) that quickly and accurately 
accomplishes many challenges of data science. XGBoost is 
one of today's best gradient boosting machine (GBM) 
frameworks for several issues. Driverless AI implements the 
DART (experimental algorithm) methods of XGBoost GBM 
and XGBoost. 

3) Decision Tree (DT): A DT is a binary (single) tree 
model dividing the population of training data into leaf nodes 
(sub-groups) with consistent conclusions. No column or row 
sampling is undertaken, and hyper-parameters [12] monitor 
the depth of the tree and the growth method (depth-wise or 
loss-guided). 

4) Constant model: The algorithm Constant Model 
predicts same constant value for any input data. By optimising 
the given scorer, the constant value is computed. For example, 
for MSE/RMSE, the constant is the target column's (weighted) 
mean. It is the (weighted) median for MAE. For other scorers, 
such as MAPE or custom scorers, an optimization process 
finds the constant. For classification issues, the constant 
probabilities are the priors identified. A constant model is 
considered as a baseline reference model. A warning will be 
issued if it ends up being used in the final pipeline, because it 
shows vulnerability in the dataset or target (e.g. in attempting 
to predict a stochastic possibility). 

5) Follow The Regularized Leader (FTRL): A DataTable 
implementation [13] of the FTRL-Proximal online learning 
algorithm suggested in [16] is Follow the Regularized Leader 
(FTRL). For parallelization, such an implementation utilises a 
hashing trick and a Hogwild approach [15]. For categorical 
targets, FTRL facilitates binomial and multinomial 
classification, along with regression for continuous targets. 

6) RuleFit: Through first adapting a tree model and then 
fitting a Lasso (L1-regularized) GLM model, the RuleFit [14] 
algorithm creates an optimum set of decision rules to create a 
linear model composed of the most crucial tree leaves (rules). 

V. RESULTS 
We will now display the quantitative metrics of our 

implemetation’s performance on the prediction and analysis 
tasks. Further in the discussion we will elucidate briefly on the 
performance of the implementation on its quantitative metrics 
and further comment on its capabilities and viability with 
respect to qualitative concerns of DFI and how our formulation 
fares in those regards. 

A. Model Tuning 
Driverless AI automatically split the data into training and 

validation data, ordering the data by YEAR. The experiment 
predicted 131536000 seconds ahead with no gap between 
training and forecasting. 
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Table III shows the score and training time of the constant, 
decision tree, lightgbm and xgboost models evaluated by AI. 
Following table also shows the top 10 parameter tuning models 
evaluated, ordered based on a combination of least score and 
lowest training time. 

TABLE III. SCORES AND TRAINING TIME OF ALGORITHMS 

job order booster nfeatures scores training 
times 

17 lightgbm 127 10.021 11.7719 

10 lightgbm 39 10.0522 10.5283 

1 lightgbm 38 38.2283 12.4251 

3 lightgbm 33 39.3688 7.5582 

19 lightgbm 116 45.1921 11.2392 

21 lightgbm 98 51.531 8.3811 

15 gbtree 66 58.8309 15.0382 

13 lightgbm 70 60.9843 7.9107 

4 gbtree 33 82.8789 6.5336 

16 decision tree 77 90.2014 5.2849 

More detailed information on the parameters evaluated for 
each algorithm is shown in the following tables, (Table IV 
Constant tuning, Table V Decision Tree tuning, Table VI 
LightGBM tuning and Table VII gbtree tuning). 

B. Feature Evolution 
During the Model and Feature Tuning Stage, we evaluate 

the effects of different types of algorithms, algorithm 
parameters, and features. The goal of the Model and Feature 
Tuning Stage is to determine the best algorithm and parameters 
to use during the Feature Evolution Stage. 

In the Feature Evolution Stage, Driverless AI trained 
lightgbm models (116) where each model evaluated a different 
set of features. The Feature Evolution Stage uses a genetic 
algorithm to search the large feature engineering space. The 
graph in Fig. 6 shows the effect the Model and Feature Tuning 
Stage and Feature Evolution Stage had on the performance. 

TABLE IV. CONSTANT TUNING 

job order booster nfeatures scores training times 

23 constant 1 215.4763 2.1245 

TABLE V. DECISION TREE TUNING 

tree 
method 

grow 
policy 

max 
depth 

max 
leaves nfeatures scores training 

times 

gpu_ 
hist 

depth 
wise 8.0 128.0 77 90.202 5.285 

gpu_ 
hist 

loss 
guide 6.0 128.0 58 90.205 4.977 

gpu_ 
hist 

loss 
guide 8.0 64.0 74 90.208 5.282 

gpu_ 
hist 

loss 
guide 10.0 128.0 91 90.268 5.299 

gpu_ 
hist 

loss 
guide 4.0 32.0 35 90.319 4.706 

TABLE VI. LIGHTGBM TUNING 

tree 
method 

grow 
policy 

max 
depth 

max 
leaves 

n 
features scores training 

times 

gpu_ 
hist depthwise 6.0 0.0 127 10.021 11.772 

gpu_ 
hist depthwise 6.0 0.0 39 10.053 10.529 

gpu_ 
hist lossguide 0.0 1024.0 38 38.228 12.426 

gpu_ 
hist depthwise 10.0 0.0 33 39.369 7.5582 

gpu_ 
hist depthwise 10.0 0.0 116 45.192 11.239 

gpu_ 
hist loss guide 0.0 1024.0 98 51.531 8.3811 

gpu_ 
hist loss guide 0.0 1024.0 70 60.985 7.9107 

gpu_ 
hist depthwise 6.0 0.0 35 10.587 10.116 

gpu_ 
hist depthwise 10.0 0.0 38 10.645 12.5988 

gpu_ 
hist depthwise 6.0 0.0 35 11.566 9.3648 

TABLE VII. GBTREE TUNING 

tree 
method 

grow 
policy 

max 
depth 

max 
leaves nfeatures scores training 

times 

gpu_ 
hist loss guide 0.0 1024.0 66 58.83 15.04 

gpu_ 
hist 

depth 
wise 10.0 0.0 33 82.88 6.534 

gpu_ 
hist loss guide 0.0 1024.0 111 112.49 5.176 

gpu_ 
hist 

depth 
wise 6.0 0.0 35 26.821 23.9731 

 
Fig. 6. Feature Evolution Graph. 

C. Feature Transformations 
Table VIII, ordered by value, the top features used in the 

final model are shown. The characteristics in the table are 
limited to the top 50 and are restricted to those with relative 
significance equal to or greater to 0.003. The function is an 
original column if no transformer has been applied. 
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TABLE VIII. TOP FEATURES USED IN FINAL MODEL 

no. Feature Description Transformer Relative 
Importance 

1 

29_InteractionAdd: 
CUSTODIAL 
RAPE: OTHER 
RAPE 

[CUSTODIAL 
RAPE] + 
[OTHER 
RAPE] 

Interaction 1.0 

2 22_OTHER RAPE OTHER RAPE 
(Original) None 0.9322 

3 

29_InteractionSub: 
CUSTODIAL 
RAPE: OTHER 
RAPE 

[CUSTODIAL 
RAPE] - 
[OTHER 
RAPE] 

Interaction 0.5503 

Fig. 7 shows the bar graph of Features and Relative Feature 
Importance. 

 
Fig. 7. Features and Relative Importance. 

D. Final Model 
Final pipeline of LightGBMModel with ensemble level is 

equal to 0 Transforming 30 initial characteristics. In each of 1 
model, 3 characteristics each suit on time-based hold-out. 
Fig. 8 shows the Final Model Pipeline Feature. 

 
Fig. 8. Feature to Pipeline. 

Details: 

• The fitted features of the final model are the best 
features found during the feature engineering 
iterations. 

• The target transformer indicates the type of 
transformation applied to the target column. 

Table IX describes final model transformation details. 
Model Index: 0 has a weight of 1 in the final ensemble. 

TABLE IX. FINAL MODEL TRANSFORMATION DETAILS 

Model 
Index Type Model 

Weight 
Fitted 
features 

Target 
Transformer 

0 LightGBMModel 1 3 log 

TABLE X. PERFORMANCE OF FINAL MODEL 

Scorer Better 
score is 

Final ensemble scores 
on validation 
(internal or external 
holdout(s)) data 

Final ensemble 
standard deviation on 
validation (internal or 
external holdout(s)) 
data 

RMSE lower 6.478455 2.335938 

Performance of the final model is shown in Table X. The 
scorer we used here is RMSE. 

Fig. 9 shows the graph of performance for Actual vs 
predicted. 

 
Fig. 9. Performance (Actual vs Predicted). 

E. Alternative Models 
During the experiment, we trained 27 alternative models 

using Driverless AI. The following Table XI shows the 
algorithms were evaluated during our experiment. 

An array of algorithms, including but not limited to the 
Constant, Decision Tree, Light GBM, gbtree, XGBoost GLM, 
XGBoost GBM, XGBoost Dart, RuleFit, Tensorflow, and 
FTRL models, can be tested by Driverless AI. Table XII below 
illustrates why, if any, such algorithms for the final model were 
not chosen. 

TABLE XI. DETAILS ABOUT ALGORITHMS EVALUATED IN EXPERIMENT 

algorithm package version documentation 

constant custom 
package 1.9.0 reference model that predicts a constant 

aimed at minimizing the given scorer 

decision 
tree light gbm 2.2.4 

LightGBM, Light Gradient Boosting 
Machine. Contributors: 
https://github.com/microsoft/LightGB
M/graphs/contributors. 

lightgbm light gbm 2.2.4 
LightGBM, Light Gradient Boosting 
Machine.Contributors: 
https://github.com/microsoft/LightGB
M/graphs/contributors. 

gbtree xgboost 1.1.0 
XGBoost: eXtreme Gradient Boosting 
library.Contributors: 
https://github.com/dmlc/xgboost/blob/
master/CONTRIBUTORS.md 
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TABLE XII. DETAILS ABOUT ALGORITHM SELECTION IN FINAL MODEL 

algorithm selection 

gblinear algorithm not evaluated due to experiment configuration 

rulefit algorithm not evaluated due to experiment configuration 

tensorflow algorithm not evaluated due to experiment configuration 

ftrl algorithm not evaluated due to experiment configuration 

dart algorithm not evaluated due to experiment configuration 

gbtree Due to low performance during the model tuning process, 
not selected 

decision tree Due to low performance during the model tuning process, 
not selected 

lightgbm selected for final model 

F. Deployment 
For our experiment, Python Scoring Pipelines are available 

for productionizing the final model pipeline for a given row of 
data or table of data. 

Python Scoring Pipeline pack provides an assembled model 
and samples of the Python 3.6 code base to generate models 
designed with H2O Driverless AI. Below is the Python Scoring 
Pipeline: 

• admin/h2oai_experiment_21c8e18c-059c-11eb-833e-
0242ac110002/scoring_pipeline/scorer.zip. 

In this package, the files allow us to transform and score 
new data in a few different ways: 

• We can import a scoring module from Python 3.6, then 
use the module to convert and score on updated data. 

• We can use the TCP/HTTP scoring service included 
with this package for other applications and scripts to 
call the scoring pipeline module via remote procedure 
calls (RPC). 

VI. DISCUSSION 
We have provided the quantitative measurements as a 

comparison between the algorithms as they offer multiple 
varied expressions of our SF Framework and the real world 
value of the three implementations but they cannot be assessed 
by raw performance alone [17]. However, the general 
improvements provided by an AutoML engine can be assessed 
from the quantitative results provided. There is significant 
improvement in training time and prediction accuracy because 
of the appropriate algorithm selection and hyper-parameter 
optimization capabilities of the AutoML engine. This also 
validates our assumption that H2O autoML can be a well-
rounded candidate for a simple and generalized metalearner for 
DFI by using our SFI Framework Ontology. 

The report generated by SF framework also provided the 
performance metrics we have referenced in this paper. This 
generated report demonstrates the SF Report Generation aspect 
of a well-rounded SF Framework. One of the main scaling 
problems of our traditional legal is justice and bureaucratic 
sluggishness. The major factor of this bottleneck is the inability 
of human agents involved in such institutions to process the 
data effectively and manually create paperwork. If we augment 

the SF Reporting with scripts and templates to interface with 
existing legal protocols we will be able to greatly improve 
efficiency and efficacy of forensic agencies, with minimal 
feature re-tooling. Such elegant yet exhaustive SF Acquisition 
and SF Reporting implementation provides an easy way to 
bridge the gap and aid the traditional institutions to translate 
and transition into more appropriate mechanisms and 
institutions for our current needs for law enforcement and 
judicial systems. 

Hence, we see how well our H2O implementation fares in 
our proof of concept in a well-rounded qualitative assessment 
of its capabilities in our three pronged ontology of SF 
Framework. We have provided the quantitative measurements 
as a comparison between the algorithms as they offer multiple 
varied expressions of our SF Framework and the real world 
value of the three implementations but they cannot be assessed 
by raw performance alone. We posit that H2O autoML 
provides us the most well rounded candidate for a simple and 
generalized metalearning for DFI by using our SFI Framework 
Ontology. Such smart report generation capabilities of the DFI 
framework is crucial in avoiding opaque and dangerous black 
boxes and can help illustrate the workings and reasoning 
behind the models learning biases. This is extremely important 
for real world applications in judicial or criminal and forensic 
use. 

VII. CONCLUSION 
The topic of DFI is increasingly complex, and is 

blossoming to be a field that usually requires a huge abundance 
of complex data to be parsed and acquired from the scene of 
forensic interest. DFI practices include evaluating the digital 
evidence about the committed crime to be used as legal proof 
in the court of law. In this cycle, AI can be seen as an ideal 
way to deal with and take care of the issues that exist in the 
computerized criminology field. Different AI calculations and 
strategies can be valuable during the time spent separating and 
breaking down computerized proof. Automates Machine 
Learning Frameworks will improve this cycle by managing a 
lot of information in a brief timeframe range. It is clear that 
these improvements will be capable of providing solutions for 
taking vast volumes of forensic data and representing the data 
to make practical and highly intelligent investigative actions 
and prosecution decisions with a high degree of precision and 
good outcome consistency. In the forensic analysis phases, 
investigators are encouraged to use these methods as they give 
them the opportunity to counter various forms of crimes far 
beyond what is actually capable of doing so.. Well defined and 
minimum viable collaborative ontologies of Digital Forensic 
Investigations, provide avenues for advancements in the field 
of Machine Learning and Artificial Intelligence a way to be 
incorporated with ease into traditional Criminal and Forensic 
Agencies. 
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Abstract—By defining and testing the Bell-LaPadula access 

control environment within it, this paper implements a Multi-

Level Protection (MLP) lattice model architecture based on a 

graph database. By leveraging Bell-LaPadula security concepts 

and the MLP lattice model, the graph database (Neo4j) is used as 

a method for enforcing MLP policy. A formal structure in which 

Bell-LaPadula protection concepts are applied to track the 

information flow within a single domain after checking that the 

MLP lattice model is correctly represented in the graph 

database. Finally, we expand and improve the formal structure 

so that for the MLP multi-domain context, an MLP security 

access control policy can be defined. With the new enhanced 

model, we can conduct a query to verify if the subject in one 

domain can access the object in another domain, while a trust 

relationship connects the two domains. 

Keywords—Database; graph; protection; multi-level 

I. INTRODUCTION 

Information security, not only for private sectors but also 
for government, remains a critical component. This is clear 
from analyzing the serious impacts on cases such as the 
Marriott breach [1] as well as the US Office of Personnel 
Management [2][3] and the 2016 presidential election 
intervention. 

In [4] aims to empower security with improved data 
transfer capabilities that are efficiently speedy and stable in an 
existing network. The strategy for managing traffic congestion 
with the help of vehicle-to-vehicle and vehicle-to-
infrastructure contact is established in Real World Traffic [5]. 
Also in cloud computing, the use of a third part content as a 
trusted coprocessor is sensitively acceptable in the key works 
following this family [6], minimizing the outstanding role of 
the storage nodes [7]. In [8], social media is used primarily to 
deal with crisis situations, but there is not much talk about 
security. A model for preventing and detecting cryptographic 
operations in business organizations and security frameworks 
to avoid such attacks has been proposed [9]. 

A new protected approach that includes block chain, 
honeypot, edge or cloud computing techniques for IoT devices 
was proposed in [10-12] to avoid this attack by using the 
combination of OTP and passtext. The investigation tests for 
WSN in security applications have been demonstrated in [13]. 
Several algorithms to unpack malware using application level 
emulation have been proposed in [14]. They suggested an 
algorithm in [15] on the ideas of parallel iterative solution of 
linear equations and the theory of electrical networks. GBL is 

an efficient supplier of a broad variety of methods and tools 
for tutors to use in their practices [16]. 

Cyber security practitioners rely heavily on comprehensive 
security protocols, legislation, and guidance to protect 
distributed networks from attacks such as these in the state. In 
addition, the E-Government Act (2002), the Federal 
Information Security Management Act (2002), and the Federal 
Information Security Modernization Act (2014) require certain 
requirements, regulations, and guidelines, such as those in the 
Risk Management Framework, since there is a need to create a 
basis for government work processes and systems [17]. 

In addition to the Risk Management Structure 
implemented by the federal government, MLP policies are 
often used by the public sector to allow only approved 
employees, systems, or processes to access resources 
considered sensitive. Access control rules, known as the Bell-
LaPadula (BLP), must be used in order to completely use the 
MLP regulation. In an abstracted view through vertices and 
edges, a lattice model by [18] reflects such policies and we are 
aware of the nature of the graph database that can take 
advantage of such structure. These questions came to mind, 
therefore: 

 Can MLP policies be represented in a database of 
graphs? 

 Could the graph database detect information leaks? 

 If one topic can access another object in another 
domain, can we query it? 

 What are potential by-products of this research? 

The overall consistency of the policy is affected by its 
brevity (e.g., length), transparency (e.g., ease of 
understanding), and scope (e.g., degree of guidance on 
infringement ramification), according to [19], which leads us 
to conclude that security policies can be interpreted differently 
from the original intentions of the writer. 

Even a deficiency in one of the three categories listed can 
be challenging when it comes to enforcing the policies when 
perceived by security professionals, which can lead to a leak 
of information. In order to provide a shared basis for security 
policy writers and security practitioners using a graph 
database, certain critical policies can be visually represented. 

The remaining sections of this paper are divided into five 
sections. Literature and topics studied in the past are reviewed 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 3, 2021 

422 | P a g e  

www.ijacsa.thesai.org 

in Section 2. The MLP lattice model is introduced in Section 3 
and discusses possibilities in the graph database. Section 4 
presents how, by exploiting security principles in the database, 
information leaks can be detected between MLP domains with 
a pre-defined information sharing agreement. Section 5 
illustrates our expanded structure that allows us to check 
whether an object in another domain in an MLP can be 
accessed by the subject in one domain. The conclusion and 
future work are found in Section 6. 

II. LITERATURE SURVEY 

A. Multi-Level Protection 

To address MLP and Mandatory Access Control, the BLP 
model is used (MAC). MAC (Examples 1 and 2) is a method 
focused on data sensitivity, along with a need-to-know 
requirement, to restrict the access of an object from a subject. 

There is also the BLP model [20] which restricts the flow 
of information from a lower security label to a higher security 
label to only flow upward to mitigate compromising 
information confidentiality. 

A previous study was carried out to formally make the 
structure of MLP as a lattice model [18], shown in Fig. 1, 
which defines the properties of BLP. The MLP is commonly 
used by the federal government agencies and third-party 
defense procurement industries in the United States to allow 
access to classified information. 

With vertices linked by edges, the structure of the lattice 
model is created. Two sets of vertices with different colors 
were also differentiated by their levels in Fig. 1. Vertices 
covering the red region are marked as top secret or ―TS‖ and 
vertices covering the orange region are marked as secret or 
―S‖. 

Two components consist of protection labels (SL(Si,Ci)). 
A degree of sensitivity is the first part (Example 1). Sensitivity 
level has a spectrum from "Unclassified" to "Classified" to 
"Secret" and "Top Secret" and countries and organizations 
have a common hierarchy structures which are connected by 
the risk of the information being revealed [21]. 

 

Fig. 1. Lattice Model. 

Example 1: TS {} is considered to be a higher 
classification than S {} or TS {} S {}, based on Fig 1. 
Therefore, TS {} is able to read from S {} and S {} can write 
to TS {}, allowing knowledge to flow from a lower 
classification to a higher classification. At the same time, 
TS{} is unable to write down to S{} or S{} is unable to read 
up to TS{}, allowing knowledge to flow in reverse. 

The second component is based on the component (c) 
known as compartments, the need to know (Example 2). A 
series of compartments will be associated with each sensitivity 
level to detail the protection mark that an individual has in 
possession. 

Example 2: TS {} cannot read from or write to S {Nuke} 
on the basis of Fig. 1. While the Top Secret (TS{}) 
classification is greater than the Secret (S{Nuke}) 
classification, similar to Example 1, the TS{} classification 
does not need to be identified since the {Nuke} compartment 
is missing. 

This is the second condition to be formally fulfilled as 
SL(Si,Ci) ⊇ SL(Sj,Ck), which in this instance is not met. 
Access becomes even more restrictive by creating 
compartments, such as {Nuke} or {Bio}, as if there is another 
layer of protection. Simply getting the highest security 
clearance will not give anything to a person [18]. 

With the two components, for two objects to be 
comparable, each component must satisfy a criterion 
indefinitely and determine to rule the other security mark 
SL(Si,Ci) ≥ SL SL(sj, ck) [21]. Labels such as SL(Si,Cj) may 
be moved to SL(TS{Bio,Chem}) or SL(TS,{Bio,Chem}) or 
SL(TS). 

Another is if and only if SL(Si) ≥ SL SL(Sj) and SL(Ci) ⊇ 
SL SL(Cj) to give one security mark dominates, but if SL(Ci) 
is {} then it could only be considered as SL(Si) or Si. BLP 
security conditions are used to complete the Multi-Level 
Protection principle represented in the lattice model when the 
two are compared and the relationship between the two 
objects is proven. 

In order for the two safety labels to be equivalent, as seen 
above, the two conditions indicated by MAC must be met 
(Examples 1 & 2). However, the two security properties of the 
BLP models need to be met in order to prevent information 
from leaking. Simple security property and star property are 
the two basic security assets. 

The two properties together ensure that data flows from 
low to high (Fig. 2). The protection policies are based on the 
definition of subjects (s) and objects (o). 

Simple security property (Easy protection property), the 
"no read up" at the same time states that an object with a 
security label cannot be able to read an object with a 
comparably higher security label. In other words, a subject(s) 
can read an object (o) if the object's security label (SL) is less 
than or equal to the subject's level [1]. 

SL(s) ≥ SL(o) 
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Fig. 2. Information Flow with BLP. 

B. MLP Modeling using a Graph Database 

The definition of graphs dates back to the early 18th 
century, they laid the foundation for mathematics and the 
theory of graphs cGraphs, although graphs originated in 
mathematics, are pragmatic tools to model and analyze data. A 
graph consists of two components: vertices and edges. 

As shown in Fig. 3, it will form a graphical relationship by 
connecting two vertices that represent an entity with an edge. 
The simple graph will produce a few sentences providing the 
intended information and it is possible to transmit the graph 
into data by observing, "John drives the blue car that his 
employer, the MLP Company, offers him". 

A simple pragmatic theory, such as this, increases the 
ability of a graph database when designing and expressing 
access control models. The architecture itself focuses on 
relationships and does not use any expensive JOIN operations 
to measure relationships used by the SQL database [25]. 

Neo4j: Nodes, Relationships, and Graph Algorithms 

Neo4j Graph database analytically supports the processing 
of graph data [22]. It was chosen because it uses easy-to-
understand ASCII-based commands and comes with 
integrated tools that provide different uses for successful 
access. In Neo4j, in the database, the two fundamental 
elements that make a graph are identified as nodes (vertices) 
and relationships (edges). 

 

Fig. 3. A Graph Database Example. 

In graph database models, nodes store data about an 
object, while relationships convey data about the significance 
between the two objects. Labels and attributes are another 
construct used by Neo4j to create more accurate models. 
Graph databases make it possible to group the nodes and 
explain relationships using labels. Attributes are used in depth 
or in a special way to define the nodes and to apply numerical 
measures to a relationship. The four constructs mentioned 
should establish a comprehensive model in order to mention 
details that can be ignored in abstract diagrams. 

There is one limitation when developing a model, since all 
relationships are unidirectional, so it is important to define the 
direction of the relationship, but a symmetrical relationship 
could express a bidirectional relationship. When describing 
the safety status of networked systems using a symmetric 
relationship, a case study [23], showed a similar relationship. 

According to [24], in order for two arbitrary nodes x and y 
with the sorted pairs of (x, y) and (y, x), the orientation of the 
relationship can be directed in two separate directions. 

For example, Dx marks the relationship to Dy as 
[:TRUSTS] in Fig. 4(a) while attempting to communicate an 
established trust relationship that we see in two distinct 
domains, and the same relationship could be expressed back 
by labeling Dy to have the [: TRUSTS] relationship as system 
Dx as seen in Fig. 4(b). 

By adding examples of (a) and (b) to represent two nodes 
that trust each other, a symmetric [: TRUSTS] relationship can 
be formed between the Dx and Dy nodes shown in Fig. 4(c). 

 

Fig. 4. Examples of Directed Graphs. 

The Neo4j database comes with built-in algorithms to 
analyze graphical representations of physical models. The 
three algorithms used are path finding, centrality, and group 
algorithm detection [22]. One algorithm is experimented with 
the database after exploring the use cases of each algorithm: 
algorithm path finding. 

The path finding algorithm is constructed in the database 
on top of a graph search algorithm. Path finding algorithms 
are used to identify optimum routes in a graph that requires 
quantitative values to be allocated to each relationship. 
Without such quantitative value for relationships, the path 
finding algorithm could not be used entirely, but an alternative 
search and log query was generated that was originally 
intended to store the results of a minimum spanning tree 
algorithm. 

III. GRAPH DATABASE FOR SPECIFYING MLP LATTICE 

A. Lattice Model Formation Inside a Graph Database 

The usability of the graph database to express MLP 
through two experiments will be tested in this segment. 
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Afterwards, logs of the direction it takes to present all 
available paths within the MLP lattice model will be observed 
via an additional Cypher query for path finding algorithms. 

In the section, transitive properties will be used to formally 
prove that by going through pre-defined relationships, a 
security label (a) dominates another security label (b). Using 
the lattice model expressed in the Neo4j graph database, the 
test will be carried out in Fig. 5. To build this model, every 
Security Label Node was generated with three attributes: UID, 
Sensitivity Level, and Compartment. Furthermore, each node 
representing a protection label has a one-directional 
relationship pointing to another node, labeled ―[: 
DOMINATES]‖ to demonstrate that it has a higher safety 
label than the other label. The MLP model was developed 
with the Cypher in Fig. 5. 

 Create Security Labels 

CREATE 

 (:Label {sensitivityLevel: ‗Top Secret‘, compartment: 
‗Bio, Nuke‘, UID: ‗TS {Bio, Nuke}‘}), 

(:Label {sensitivityLevel: ‗Top Secret‘, compartment: 
‗Bio‘, UID: ‗TS {Bio}‘}),  

(:Label {sensitivityLevel: ‗Top Secret‘, compartment: 
‗Nuke‘, UID: ‗TS {Nuke}‘}),  

(:Label {sensitivityLevel: ‗Top Secret‘, compartment: ‗ ‘, 
UID: ‗TS { }‘}),  

(:Label {sensitivityLevel: ‗Secret‘, compartment: ‗Bio, 
Nuke‘, UID: ‗S {Bio, Nuke}‘}),  

(:Label {sensitivityLevel: ‗Secret‘, compartment: ‗Bio‘, 
UID: ‗S {Bio}‘}),  

(:Label {sensitivityLevel: ‗Secret‘, compartment: ‗Nuke‘, 
UID: ‗S {Nuke}‘}), 

 (:Label {sensitivityLevel: ‗Secret‘, compartment: ‗ ‘, UID: 
‗S { }‘}); 

 Create Relationship with Same Compartment and 
Lower Level of Clearance 

MATCH 

 (h:Label {sensitivityLevel: ‗Top Secret‘}), (l:Label { 
sensitivityLevel: ‗Secret‘})  

WHERE h.compartment = l.compartment  

CREATE (h)-[rel:DOMINATES]->(l);  

 Create Relationship with Subset of Compartments 

MATCH (h:Label {sensitivityLevel: ‗Top Secret‘, 
compartment: ‗Bio, Nuke‘}), (l:Label 
{sensitivityLevel: ‗Top Secret‘}) 

WHERE l.compartment = ‗Bio‘ or l.compartment = 
‗Nuke‘ CREATE (h)-[rel:DOMINATES]->(l); 

MATCH (h:Label {sensitivityLevel: ‗Top Secret‘}), 
(l:Label {sensitivityLevel: ‗Top 

Secret‘, compartment: ‗ ‘}) 

WHERE h.compartment = ‗Bio‘ or h.compartment = 
‗Nuke‘ CREATE (h)-[rel:DOMINATES]->(l); 

MATCH (h:Label {sensitivityLevel: ‗Secret‘, 
compartment: ‗Bio, Nuke‘}), (l:Label 
{sensitivityLevel: ‗Secret‘}) 

CREATE (h)-[rel:DOMINATES]->(l); 

MATCH (h:Label {sensitivityLevel: ‗Secret‘}), (l:Label 
{sensitivityLevel: ‗Secret‘, compartment: ‗ ‘}) 

CREATE (h)-[rel:DOMINATES]->(l); 

 

Fig. 5. MLP Model in Graph Database. 

IV. IMPLEMENTATION OF POLICES IN MULTI-DOMAIN MLP 

STRUCTURE 

A. Information Flow through Multi-Domains 

For multiple areas to interact with each other, a shared 
trust must be established (sharing and editing confidential 
files). There are two steps to build trust between multiple 
domains. The initial step is to recognize and define the 
security labels each domain may use to form a relationship 
between the two domains. The next step is to settle on the 
existence of trust between the two domains. Afterwards, 
security violations may be identified by observing whether a 
loop of data flow has been formalized through trust 
relationships. Another domain (DCDC) was developed as a 
starting point in order to evaluate inter-domain collaboration 
test scenarios. 

The object group on the left denotes DCDC, and the object 
group on the right denotes DArmy. In addition, the information 
flow perceived in the tests is used in the graph to classify 
information leaks produced from diverse relationships 
between [: DOMINATES] and [: TRUSTS] (Fig. 7). 
Information flow has an inverse relation to the [: 
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DOMINATES] relationship in the graph in a single domain. 
For instance, if a lower security label is dominated by a higher 
security label, the flow of information begins with the lower 
security label and ends with the higher security label. The 
result in Fig. 6 was created by entering a cypher statement that 
produces a flow of data in accordance with the relationship [: 
DOMINATES]: 

MATCH (h:Label)-[:DOMINATES]->(l:Label)  

CREATE (l)-[:INFORMATION FLOW]->(h); 

 

Fig. 6. Second Abstract Domain. 

The final step is to identify and depend on the nature of 
trust (partial or full trust and one-way or two-way). This 
enables inter-domain mapping and allows cooperation 
between two domains. In Fig. 7, a matrix was formulated to 
explain the nature of trust that a two-domain can have in a 
one-way relationship. In addition, in a green arrow centered 
on the type of trust relationship, the information flow of each 
one way trust was named. As shown in Fig. 7, the [: 
INFORMATION FLOW] relationship is generated in 
accordance with how the [: TRUSTS] relationship was 
mapped in the database's multi-domain environment. 

 

Fig. 7. One-Way Trust Matrix. 

B. Test Scenario 1 (One-Way Full Trust) 

In the graph database, a one-way, complete trust 
(read/write) relationship was established to reflect an incorrect 
inter-domain relationship (Fig. 8) to observe the flow of 
information. As a consequence of this wrong mapping: 

 DArmy Unclassified is able to read from DCDC High 

 DArmy Unclassiefed is able to write to DCDC High 

 DArmy Top Secret is able to read from DCDC Low 

 DArmy Top Secret is able to write to DCDC Low 

The following Cypher statement was utilized to simulate 
the inter-domain relationships and information flows: 

  Incorrectly Map Relationship from DCDC High to DArmy 
Unclassified 

MATCH (d1: Label {UID: ‗High‘}), (d2: Label {UID: 
‗Unclassified‘}) 

CREATE (d1)-[: FULLY TRUSTS ONE WAY] -> (d2); 

  Incorrectly Map Relationship from DCDC Low to DArmy 

Top Secret 

MATCH (d1: Label {UID: ‗Low‘}), (d2: Label {UID: 
‗TS‘}) 

CREATE (d1)-[: FULLY TRUSTS ONE WAY] - > (d2); 

 Create Information Flow Between DCDC and DArmy by 
Utilizing The Wrong Mapping 

MATCH (d1: Label)-[: Fully TRUSTS ONE WAY] -> 
(d2: Label) 

CREATE (d1)-[: INFORMATION FLOW] -> (d2), (d2)-[: 
INFORMATION FLOW] -> (d1); 

 

Fig. 8. Multi-Domain One-Way Full Trust. 
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First violation Detection (Fig. 9) and First violation Log 
(Fig. 10) was identified through a query if an information flow 
path exists from DArmy TS to DArmy Unclassified and the 
path was logged to identify how the violation was produced:  

 Find Path 

MATCH path = (: Label {UID: ‗TS‘})-[: INFORMATION 
FLOW] -> (: Label {UID: ‗Unclassified‘}) 

RETURN path; 

 

Fig. 9. Detection of First Full Trust Violation. 

 Log Path 

MATCH path = (h: Label {UID: ‗TS‘})-[: 
INFORMATION FLOW] -> (l: Label {UID: 
‗Unclassified‘}) WITH relationships (path) AS rels 
UNWIND rels AS rel with DISTINCT rel AS rel 

RETURN startNODE(rel).UID AS source, endNODE 
(rel).UID AS destination; 

 

Fig. 10. Log of First Full Trust Violation from Source to Unclassified. 

A question defined a second violation if an information 
flow path from DCDC High to DCDC Low occurs. In this case, 
all nodes inside the graph were involved, so the performance 
looks the same as Fig. 8, and the route was logged to describe 
how the breach occurred: 

 Find Path  

MATCH path = (: Label {UID: ‗High‘})-[: 
INFORMATION FLOW]->(:Label {UID: ‗Low‘})  

RETURN path; 

 Log Path  

MATCH path = (h: Label {UID: ‗High‘})-[: 
INFORMATION FLOW]->(l: Label {UID: ‗Low‘}) 
WITH relationships(path) AS rels UNWIND rels AS 
rel with DISTINCT rel AS rel  

RETURN startNODE(rel).UID AS source, 
endNODE(rel).UID AS destination; 

First violation Log (Fig. 11) is shown below. 

 

Fig. 11. Log of First Full Trust Violation from Source to Low. 

C. Test Scenario 2 (One-Way Partial Trust to Read-Only) 

One-way, partial trust (read) relationship was created in 
the graph database to depict an incorrect inter-domain 
relationship (Fig. 12). However, the mapping of DCDC Low to 
DArmy Top Secret provides no concern as DArmy Top Secret 
being able to read from DCDC Low is valid. However, a 
potential for an information leak will be observed as DArmy 
Unclassified is able to read from DCDC High. As a result of this 
incorrect mapping: 

 DArmy Unclassified is able to read from DCDC High. 

 DArmy Top Secret is able to read from DCDC Low. 

The following Cypher statement was utilized to simulate 
the inter-domain relationships and information flows: 

 Incorrectly Map Relationship from DCDC High to 
DArmy Unclassified. 

MATCH (d1:Label {UID: ‗High‘}), (d2:Label {UID: 
‘Unclassified‘}) 

CREATE (d1)-[:PARTIALLY TRUSTS ONE WAY 
READ ONLY]->(d2); 

 Incorrectly Map Relationship from DCDC Low to 
DArmy Top Secret 

MATCH (d1:Label {UID: ‗Low‘}), (d2:Label {UID: 
‗TS‘}) 

CREATE (d1)-[:PARTIALLY TRUSTS ONE WAY 
READ ONLY]->(d2); 

 Create Information Flow Between DCDC and DArmy by 
Utilizing the Wrong Mapping 
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MATCH (d1:Label)-[:PARTIALLY TRUSTS ONE WAY 
READ ONLY]->(d2:Label) 

CREATE (d1)-[:INFORMATION FLOW]->(d2); 

 

Fig. 12. Multi-Domain One-Way Trust to Read-Only. 

No Information Leak Detected the MLP policies were not 
violated within their domains. However, the MLP policies of 
DCDC were not upheld by DArmy. The lowest security label in 
DArmy (Unclassified) can obtain classified information from 
the highest security label from DCDC (High), the entire DArmy 
can access classified information. When a query was utilized 
to observe all the nodes associated with the information flow 
to DArmy Unclassified, it displayed the same graph as Fig. 12. 

D. Test Scenario (One-Way Partial Trust to Write-Only) 

One-way, partial trust (read) relationship was created in 
the graph database to depict an incorrect inter-domain 
relationship. However, the mapping of DCDC High to DArmy 
Unclassified provides no concern as DArmy Unclassified 
being able to write to DCDC High is valid. However, a potential 
for an information leak will be observed as DArmy Top Secret 
is able to write to DCDC Low. As a result of this incorrect 
mapping as shown in Fig. 13: 

 DArmy Unclassified is able to write to DCDC High 

 DArmy Top Secret is able to write to DCDC Low 

The following Cypher statement was utilized to simulate 
the inter-domain relationships and information flows: 

 Incorrectly Map Relationship from DCDC High to 
DArmy Unclassified 

MATCH (d1: Label {UID: ‗High‘}), (d2: Label {UID: 
‗Unclassified‘}) 

CREATE (d1)-[: PARTIALLY TRUSTS ONE WAY 
WRITE ONLY]->(d2); 

 Incorrectly Map Relationship from DCDC Low to 
DArmy Top Secret 

MATCH (d1: Label {UID: ‗Low‘}), (d2: Label {UID: 
‗TS‘}) 

CREATE (d1)-[: PARTIALLY TRUSTS ONE WAY 
WRITE ONLY] -> (d2); 

 Create Information Flow Between DCDC and DArmy by 
Utilizing the Wrong Mapping 

MATCH (d1: Label)-[: PARTIALLY TRUSTS ONE 
WAY READ ONLY]->(d2:Label) 

CREATE (d2)-[: INFORMATION FLOW]->(d1); 

 

Fig. 13. Multi-Domain One-Way Trust to Write-Only. 

No Information Leak Detected the MLP policies were not 
violated within their domains. However, the MLP policies of 
DArmy were not upheld by DCDC. The lowest security label in 
DCDC (Low) can obtain classified information from the highest 
security label from DCDC (Top Secret), the entire DCDC can 
access classified information. 

V. MLP MULTI-DOMAIN ACCESS CONTROL POLICY 

A. Controlled Model 

By using the graph database across many methods, access 
control between a subject and an object can also be audited. In 
the following case, it is assumed that the audit protocol makes 
two assumptions that are in effect when the audit takes place: 

 The terms of the trust agreement were decided by both 
parties (e.g., one-way or two-way trust and partial or 
full trust). 

 Relationships are mapped correctly - no information 
leak. 

From the assumption that the two conditions are met, a 
scenario with a skeletal model has been created to conduct the 
audit. Starting the model baseline to Fig. 6, the 
[:INFORMATION FLOW ] between the security labels were 
initially taken out and more details were added for better 
interpretation as well as subjects and objects were added as an 
example in Fig. 14. In this scenario, Tom (Resource of DNSA) 
and Monica (Resource of DArmy) are both subject each work 
for an entity (labeled as ―Domain‖). In this instance, Tom has 
a security level of DNSA High and Monica has a security level 
of DArmy Secret. Objects were also added in this scenario, 
where Foreign Intel File is a resource of DNSA and Missile 
File is a resource of the DArmy to see if objects are readable 
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from a subject from a different domain. The following Cypher 
statements were used to create the following model: 

 Create correct trust mapping between DNSA and 
DArmy 

MATCH (d1: Label {UID: ‗High‘}), (d2: Label {UID: 
‗TS‘}) 

CREATE (d1)-[:PARTIAL TRUST ONE WAY READ 
ONLY]->(d2); 

MATCH (d1: Label {UID: ‗Low‘}), (d2: Label {UID: 
‗Unclassified‘}) 

CREATE (d1)-[: PARTIAL TRUST ONE WAY READ 
ONLY]->(d2); 

 Create domain nodes 

CREATE (: Domain {UID: ‗NSA‘}), (:Domain {UID: 
‗Army‘}) 

 Attach security labels to domains 

MATCH (d:Domain {UID: ‗NSA‘}), (l:Label) 

WHERE l.UID = ―High‖ OR l.UID= ―Low‖ 

MATCH (d:Domain {UID: ‗Army‘}), (l:Label) 

WHERE l.UID = ―TS‖ OR l.UID = ―S‖ OR l.UID = 
―Unclassified‖ 

CREATE (d)-[:SECURITY LABEL]->(l); 

 Create subjects Tom and Monica 

CREATE (: Subject {UID: ‗Tom‘}), (: Subject {UID: 
‗Monica‘}) 

 Create objects Foreign Intel File and Missile File 

CREATE (: Object {UID: ‗Foreign Intel File‘}), (:Object 
{UID: ‗Missile File‘}) 

 Create relationships between subject and objects with 
other nodes 

MATCH (s:Subject {UID: ‗Tom‘}), (d:Domain: {UID: 
‗NSA‘}), (l: Label {UID: ‗High‘} 

CREATE (s)-[:RESOURCE OF]->(d), (s)-[:SECURITY 
LEVEL]->(l); 

MATCH (s:Subject {UID: ‗Monica‘}), (d:Domain: {UID: 
‗Army‘}), (l: Label {UID: ‗S‘} 

CREATE (s)-[:RESOURCE OF]->(d), (s)-[:SECURITY 
LEVEL]->(l); 

MATCH (s:Object {UID: ‗Foreign Intel File‘}), 
(d:Domain: {UID: ‗NSA‘}), (l: Label {UID: ‗Low‘} 

CREATE (s)-[:RESOURCE OF]->(d), (s)-[:SECURITY 
LEVEL]->(l); 

MATCH (s:Object {UID: ‗Missile File‘}), (d:Domain: 
{UID: ‗Army‘}), (l: Label {UID: ‗S‘} 

CREATE (s)-[:RESOURCE OF]->(d), (s)-[:SECURITY 
LEVEL]->(l); 

 

Fig. 14. Skeletal Model of Scenario. 

VI. DISCUSSIONS 

To enforce, track, and audit MLP policies from a single 
domain to multi-domains, graph databases can be used. This 
conclusion was reached after exploiting the safety concepts 
and confidence relationships of Bell-LaPadula with the flow 
of knowledge inside the lattice structure. The database can not 
only identify errors in the policy implemented, but can also 
give researchers the opportunity to document the direction 
they took to reach a certain end point to correct the modeling 
problem or the policy writer's agreement. A means of 
formalizing written security policies can be given by modeling 
the MLP policies in the database. 

In order to detect the most sensitive nodes in relation to 
MLP policy or networked systems, the spectrum of centrality 
algorithms can be explored. As a consequence, authorities 
responsible for the security, honesty and availability of 
information may be in a position to devote adequate limited 
resources to safeguard systems or information. 

The study of the two-way confidence process is another 
potential work that can be performed. Although the principle 
is similar to a one-way trust agreement, two-way trust makes 
the exchange of knowledge even more complex and 
complicated. The graph database could be able to help detect 
errors that may have been shown to be viable by enforcing 
MLP policies. 
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Abstract—A real world big dataset with disproportionate 
classification is called imbalance dataset which badly impacts the 
predictive result of machine learning classification algorithms. 
Most of the datasets faces the class imbalance problem in 
machine learning. Most of the algorithms in machine learning 
work perfectly with about equal samples counts for every class. A 
variety of solutions have been suggested in the past time by the 
different researchers and applied to deal with the imbalance 
dataset. The performance of these methods is lower than the 
satisfactory level. It is very difficult to design an efficient method 
using machine learning algorithms without making the 
imbalance dataset to balance dataset. In this paper we have 
designed an method named SGBBA: an efficient method for 
prediction system in machine learning using Imbalance dataset. 
The method that is addressed in this paper increases the 
performance to the maximum in terms of accuracy and confusion 
matrix. The proposed method is consisted of two modules such as 
designing the method and method based prediction. The 
experiments with two benchmark datasets and one highly 
imbalanced credit card datasets are performed and the 
performances are compared with the performance of SMOTE 
resampling method. F-score, specificity, precision and recall are 
used as the evaluation matrices to test the performance of the 
proposed method in terms of any kind of imbalance dataset. 
According to the comparison of the result of the proposed 
method computationally attains the effective and robust 
performance than the existing methods. 

Keywords—Imbalanced dataset; sub sample; accuracy; fraud; 
confusion matrix; bagging 

I. INTRODUCTION 
Now-a-days imbalanced classification from the two-class 

imbalance dataset pose a severe problem of data science and 
machine learning where every class has supremacy over 
another class. The dominant class with more data samples is 

called the majority class and the other class which has fewer 
samples is called the minority class. This question makes the 
machine learning models and algorithms more skewed 
towards the majority class ignoring the minority class where 
the minority class is more relevant. In such situation, it is 
notably important that we should develop a method for both 
majority and minority class dataset without discrimination to 
either of the majority and minority class. For most machine 
learning algorithms, it is very critical to identify rare objects 
than common objects [27, 28]. Data mining using imbalance 
dataset can be used in various practical fields such as direct 
marketing [30], software quality prediction [29], multi object 
genetic sampling [1] and rare event detection such as human 
decision making response [2]. This is a critical factor invoked 
for many practical uses, such as the detection of credit card 
fraud, disease prediction, market share prediction etc. Without 
considering imbalance problem in dataset the prediction result 
of newly developed model and algorithm are overwhelmed 
through majority classification and left out via minority class. 
Samples of minority classes are misclassified than samples of 
the dominant class. Credit card fraud detection is a real-world 
class imbalanced problem where non frauds 99.83% and 
frauds 0.17% of the dataset. In this regards, the level of fraud 
elegance is lower than the level of non-fraud magnificence. It 
is in this situation that kind 1 error fee is befallen at some 
stage in the prediction. It means that the non-fraud is graded 
wrongly over the fraud. It is most important that the machine 
learning model should be developed properly so that the 
imbalance problem no more exists in the dataset. If it is failed 
then the model provides more accuracy that is meaningless in 
the data science due to result from meaningless matric. Hence 
this higher accuracy is no longer reliable and realistic for 
model performance. 
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II. BACKGROUND STUDY 
A variety of processes have been proposed with the aid of 

the researchers to resolve the imbalance dataset hassle in the 
machine learning getting to know. These approaches belong to 
the following level of solutions such as algorithms level, data 
level, cost sensitive and ensemble solutions. The data level 
solution is the most popular and widely used method that is 
data preprocessing based solution. Data preprocessing is 
performed by resampling the imbalance dataset such as 
oversampling or super sampling the class with minorities [3], 
undersampling of class with majority [4] and combining the 
oversampling and undersampling through bagging [8] and 
boosting [7] methods such as SMOTEBoost [9], RUSBoost 
[10], Overbagging [11], Underbagging [12]. Both 
oversampling and undersampling methods creates various 
limitations in the dataset that make the prediction result and 
performance unreliable. 

Japkowics et al. [18] explained the effect of imbalanced 
dataset very nicely in the machine learning classification 
algorithms. She experimented and presented three different 
strategies such as under-sampling, resampling and recognition 
based scheme. The random resampling refers to the 
oversampling the minority class that has a bit number of 
samples than the majority class at random until the wide 
variety of samples of the minority class is matched with the 
majority class. Random undersampling refers to the 
elimination of samples from the majority class which has an 
enormous number of samples than the minority class until the 
number of majority class samples equals the number of 
minority class samples. 

Japkowics et al. [19] combined methods of oversampling 
and undersampling, called hybrid method. They introduced 
that the test examples are graded by a measure of trust and the 
lift is used as the assessment criterion. In the first experiment, 
they oversampled the smaller samples and in the second 
experiment, they undersampled the greater samples. Their 
aggregation of oversampling and undersampling did now not 
offer any significant improvement of performance in the lift of 
indexing. The oversampling method increases the possibility 
of data redundancy, depending on how instances are 
generated. For removing this problem, few approaches have 
been introduced, such as the Modified Synthetic Minority 
Oversampling Technique (MSMOTE) [21], and Adaptive 
Synthetic Sampling (ADASYN0) [22]. Another concern is 
that the instance replication appears to increase the 
computational cost of the learning process [23]. By 
comparison, random undersampling (RUS) is a method that 
shrinks the majority class though it is easy to use. As a result it 
may however delete some useful data from the dataset. To 
solve this percussion, the One Sided-Selection (OSS) 
technique [24] is used that cuts out the redundancy, noise that 
close to the boundary instances from the majority class. 
Border instances are discovered by using Tomek links and 
instances. In the clustering based under sampling [3] method 
the dataset is split into two classes as a form of majority and 
minority. Then clustering based undersampling is applied to 
eliminate the few samples of majority class data. After that, 
the reduced majority class data set will then be combined with 
the minority class dataset to form a balanced dataset. The 

classifier is finally trained using the balanced dataset. The 
problem with this approach is that certain essential data 
samples are omitted from the original dataset which may make 
the end result less accurate. In the Repeated random sub 
sampling [4] methods a number of samples from the original 
dataset are chosen and then the samples are divided into a 
number of sub-samples with the same number of instances in 
each class. After that, every sub-sample is fitted by the 
classification algorithm. Finally, the results are determined by 
majority vote on all sub-samples. The problem with this model 
is that the entire data set is not used in the experiment which 
may result in the final prediction being less accurate. SMOTE 
(Synthetic minority oversampling technique) [13] is one of the 
data science approaches that is most used and famous in the 
data science and machine learning where a synthetic minority 
class training instances are generated by spontaneously 
selected data instances based on interpolation with minority 
class. The SMOTE identifies each instance's k-nearest 
(typically k=5) neighbors from the minority class and then 
creates new instances synthetically as a convex combination 
that connects the two instances of the feature space to its k-
nearest neighbors. Galar et al. [19], SMOTEBoost [20] is one 
of the most commonly used and popular methods that 
combines Synthetic Minority Oversampling Technique 
(SMOTE) and a rule-based standard boosting procedure where 
all instances that are misclassified are given equal weights. 
The SMOTEBoost synthetically generates instances of a rare 
or minority class to indirectly change the weights of a skewed 
minority class distribution, which reduces the variance. 
Consequently, removing the data samples from the original 
dataset can result in inaccurate prediction. 

RUS Boosting (Random undersampling): In this RUS 
some data samples are randomly removed from the majority 
class of the dataset before the boosting procedure. Seitfort et 
al. [15] proposed a RUSBoosting approach that combines 
random under sampling method with a boosting procedure 
providing an effective and efficient method for improving 
classification performance when the dataset is imbalanced. It 
presents simple, effective, efficient, faster, easy alternative 
solution of SMOTEBoost for learning from disproportional 
dataset in machine learning. Under Bagging: Recently 
combining multiple classifiers into one classifier as ensembles 
classifiers has become more popular and considered as more 
promising approach in machine learning classification. The 
UnderBagging is essentially a combination of a random 
sampling technique and a bagging method. In Barandela et al. 
[16], first uses UnderBagging approach where majority or 
dominant class instances were sampled and then a balanced 
training data set was used construct a K nearest(typically K=1) 
neighbor Ensemble classifier based on bagging. Galar et al. 
[17] suggested a hybrid approach using a variety of balanced 
training sets to train classifier ensembles where each balanced 
training dataset was used for a single classifier. Then, a 
number of classifiers were then merged into one ensemble 
classifier by a hybrid bagging approach to achieve higher 
output while more classifiers made it more complex. The 
approaches to enhancing the classifier's overall accuracy are 
called the algorithmic level solution. There are two 
algorithmic level solutions, including the known recognized 
and sensitive solution. The SVM one-sided class method [25] 
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is a known technique that takes into account only one class 
during the learning process. The support vector model in 
single-class SVM is trained on data that can only be trained by 
one normal class. A dynamic sampling method (DyS) for 
multilayer perceptron (MLP) [26] is a sensitive based 
approach where the probability of the selected sample is 
estimated by feeding the every sample to the current MLP. 

The limitations are as: 

• The oversampling method produces duplicate data 
sample in the dataset that may affect the overall 
prediction performance. 

• Although under sampling is better than the 
oversampling, it removes important data sample from 
the dataset. 

• Data redundancy and data hiding. 

To remove above mentioned limitations of the existing 
methods we propose a novel predicting algorithm–The sub 
group based blanching method solutions of the imbalanced 
dataset that maximizes the effectiveness of the predictive 
result. 

The contribution of this research can be summarized as 
follows: 

• Firstly, we present a machine learning based prediction 
algorithm for dealing with the imbalance dataset that 
separates the data set into two groups i.e. majority class 
based dataset and minority class dataset. Then a 
balance dataset is made by taking the equal number of 
samples of minority class based dataset from the 
majority class based dataset with the samples of the 
minority class based dataset. 

• Finally, we conduct experiments to evaluate the 
effectiveness of our proposed machine learning based 
prediction method in terms of imbalance dataset. The 
experimental results show that our proposed method 
significantly outperforms than the existing methods 
according to various test cases. 

The remainder of the paper is organized as the following 
sections. In Section III, the suggested method is presented. 
Section IV outlines the assessment and experimental findings 
of the proposed method. Finally, Section V concludes the 
research study. 

III. PROPOSED METHODOLOGY 
The overall dataset is divided into two sub datasets as a 

dataset of minority class and majority class. The majority class 
dataset is then split into a number of sub-datasets equal to the 
total number of minority class data samples. Now the minority 
class dataset is combined with each sub-dataset of the majority 
class to create a balanced dataset before the sub-datasets of the 
majority class are used only with a single minority class sub-
dataset. Once the minority class dataset is combined with a 
majority class sub dataset, the prediction model is tested and 
applied with the combined balanced dataset and the result is 
added as a grand total result. After all implementation of all 
sub-sample balanced data sets has been completed, the grand 

total result is averaged by the total number of sub-sample 
balance dataset. Eliminating all issues with current methods, 
such as deleting and duplicating essential data samples from 
the initial dataset, the proposed method does better than other 
existing methods. 

Suppose, the dataset includes N samples. The N samples 
are divided into 𝑁𝑚𝑎𝑥  and 𝑁𝑚𝑖𝑛 , where 𝑁𝑚𝑎𝑥  is the total 
number of samples in the majority class and 𝑁𝑚𝑖𝑛 is the total 
number of samples in the minority class i.e. 𝑁=𝑁𝑚𝑎𝑥 + 𝑁𝑚𝑖𝑛. 
The 𝑁𝑚𝑎𝑥  is divided into 𝑁max  𝑖 sub samples as equivalent to 
the 𝑁𝑚𝑖𝑛 where i=1, 2, 3... 𝑁𝑚𝑖𝑛. Now each group of 
𝑁max  𝑖  samples is merged to the 𝑁𝑚𝑖𝑛 samples as a balanced 
data set. Such as the balanced dataset = 𝑀𝑒𝑟𝑔𝑒(𝑁max  𝑖 ,𝑁𝑚𝑖𝑛) 
where 𝑁max  𝑖 is a group samples of the majority class data and 
𝑁𝑚𝑖𝑛 is the group of samples of the minority class data. 
Finally, every balanced dataset produced is applied to the 
classification techniques using the proposed method. After 
that, average result is calculated from the all balance datasets 
as final result. The suggested approach is depicted in Fig. 1 as 
an overall technique. 

 
Fig. 1. Flowchart of Sub Group based Blenching Method. 

Let’s consider an example by considering a dataset of 100 
samples where the total number of minority class samples is 
20 and total number of majority class samples is 80. 

𝑡𝑜𝑡𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑚𝑖𝑛𝐶𝑙𝑎𝑠 = 20 𝑎𝑛𝑑 

 𝑡𝑜𝑡𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑚𝑎𝑗𝐶𝑙𝑎𝑠𝑠 = 80; 

The minority class samples forms four balanced dataset by 
randomly selecting twenty or equal number of samples from 
the majority class. 

𝑠𝑢𝑏𝑆𝑎𝑚𝑝𝑒𝑙𝑚𝑎𝑗𝐶𝑙𝑎𝑠𝑠 = 20; 

Now, these minority class dataset and majority class sub 
datasets are appended to form a complete balanced dataset. 

𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝐷𝑎𝑡𝑎𝑠𝑒𝑡 =
𝑎𝑝𝑝𝑒𝑛𝑑(𝑡𝑜𝑡𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑚𝑖𝑛𝐶𝑙𝑎𝑠 , 𝑠𝑢𝑏𝑆𝑎𝑚𝑝𝑒𝑙𝑚𝑎𝑗𝐶𝑙𝑎𝑠𝑠) ; 

Now, a complete balanced dataset of forty samples is 
formed whereas twenty samples of minority class and the rest 
twenty samples of majority class. This formation of balanced 
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dataset iterates four times according to the total number of 
majority class samples is divided by the total number of 
minority class samples or 4

20
= 20; Finally, the result is 

calculated and summed for each balanced dataset and average 
result is considered as the outcome of the proposed method.. 

Algorithm 1: SGBBM 

Data: Imbalance Dataset: DS=1, 2, 3....N // each sample i 
contains a number of features and corresponding the majority 
and minority class.  

Result: Balance Dataset  

Procedure SGBBM(DS, N); 
//separate the dataset into the majority and minority class 
dataset. 
𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑚𝑎𝑗𝐶𝑙𝑎𝑠𝑠= allSamplesOfTtheMajorityClass; 
𝑑𝑎𝑡𝑎𝑠𝑒𝑡minClass= allSamplesOfTheMinorityClass; 
𝑡𝑜𝑡𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑚𝑖𝑛𝐶𝑙𝑎𝑠𝑠= 
totalNumberOfMinorityClassSamples; 
𝑡𝑜𝑡𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑚𝑎𝑗𝐶𝑙𝑎𝑠𝑠= 
totalNumberOfMajorityClassSamples; 
𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝐷𝑎𝑡𝑎𝑠𝑒𝑡𝑠𝑢𝑏 =’’; 
result = 0; 
For count ∈ [1, 𝑡𝑜𝑡𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑚𝑖𝑛𝐶𝑙𝑎𝑠𝑠 41T] do 
 a. 𝑠𝑢𝑏𝐷𝑎𝑡𝑎𝑠𝑒𝑡𝑚𝑎𝑗𝐶𝑙𝑎𝑠𝑠  = 
 𝑅𝑎𝑛𝑑𝑆𝑒𝑙𝑒𝑐𝑡�𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑚𝑎𝑗𝐶𝑙𝑎𝑠𝑠  , 𝑡𝑜𝑡𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑚𝑖𝑛𝐶𝑙𝑎𝑠𝑠�; 
//equal of 𝑡𝑜𝑡𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒𝑠𝑚𝑎𝑗𝐶𝑙𝑎𝑠𝑠 samples is selected 
randomly. 
 𝒃. 𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝐷𝑎𝑡𝑎𝑠𝑒𝑡𝑠𝑢𝑏 = 
 Append(𝑑𝑎𝑡𝑎𝑠𝑒𝑡minC𝑙𝑎𝑠𝑠  ,  𝑠𝑢𝑏𝐷𝑎𝑡𝑎𝑠𝑒𝑡𝑚𝑎𝑗𝐶𝑙𝑎𝑠𝑠,); 
 // Balance dataset are created 
 c. Result+=Prediction (𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝐷𝑎𝑡𝑎𝑠𝑒𝑡𝑠𝑢𝑏); 

End for 
averageResult = 𝑅𝑒𝑠𝑢𝑙𝑡

𝑑𝑎𝑡𝑎𝑠𝑒𝑡min𝐶𝑙𝑎𝑠𝑠
 ; 

 
return (averageResult); 

End Procedure 

IV. RESULT AND DISCUSSION 

A. Implementation Methods 
1) Random forest: Random Forest is a set of tree 

predictors that is a supervised learning algorithm that can be 
used for classification as well as regression, generating a 
number of classifiers and aggregating their results to achieve 
the best results. In the random forest, every tree depends on 
the values of a random vector sampled separately and 
distributed equally to all trees in the forest [31]. This can 
handle high dimensional data by building decision trees on 
randomly selected data samples which are predicted for 
certain data from each tree. Finally, the best solution is 
selected by means of voting. It works as follows: 

• It chooses random instances from the dataset provided. 

• It constructs decision tree for each instance and obtains 
predictive results from each decision tree. 

• It applies the voting system to all predicted results. 

• Finally, it chooses the best predicted outcome. 

Few important characteristics of RF are as follows [14]: 

• It can effectively measure the missing data in the 
dataset. 

• Using weighted rand forest (WRF) process, the error in 
imbalanced dataset can be balanced. 

• The value of variables used in the classification can be 
calculated. 

The Random Forest classifier's full operation flow chart is 
shown in Fig. 2. 

 
Fig. 2. Random Forest Working Principle. 

2) Naïve Bayes: In machine learning, naïve Bayes 
methods are a series of supervised learning algorithms based 
on the application of Bayes' theorem, a probabilistic model of 
machine learning. This is a probabilistic model in which each 
pair of features is independent of each other provided the 
value of the class variable to be categorized. It works by 
translating the dataset into a frequency table and requires a 
number of linear variables for a linear problem. It comes in the 
form below: 

 𝑃 �𝐴
𝐵
�  =

𝑃�𝐵𝐴� 𝑃(𝐴)

𝑃(𝐵)
              (1) 

Where, the probability of the A event is determined, while 
the B occurred. Here, the A is hypothesis and B is evidence. It 
calculates the probability of each input class and helps predict 
the target class of the unknown data samples. The general 
theorem of Bayes uses the following formula to measure the 
posterior probability for each class. 

…
Training 

Set 

Test Set 

Training 
Instance 1 

Training 
Instance 2 

Decision 
Tree 1 

Decision 
Tree 2 

Final 
P di ti  

Training 
instance n 

Decision 
Tree n 

Majority 
Voting 

…
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 𝑃 �𝐶
𝑋
� = 𝑃 �𝑋

𝐶
� 𝑃(𝐶)             (2) 

 𝑃 �𝐶
𝑋
� = 𝑃 �𝑋1

𝐶
� × 𝑃 �𝑋2

𝐶
� × … .× 𝑃 �𝑋𝑛

𝐶
� × 𝑃(𝐶)          (3) 

• 𝑃 �𝐶
𝑋
� = The corresponding probability of target class in 

which the predictor attribute is assigned. 

• 𝑃(𝐶) = The target class's prior probabilities. 

• 𝑃 �𝑋
𝐶
�= The probability of the predictor variable in 

which the target class is given. 

• 𝑃(𝑋) = The predictor variable's prior probability. 

3) K-Nearest neighbor: The K-nearest neighbor method is 
a non-parametric simple, easy to implement, supervised 
machine learning technique that classifies the new samples on 
the basis of similarity measures that can be used for predictive 
problems of classification and regression. In KNN, three 
approaches to distance measurements are true only for 
variables in KNN such as Euclidean, Manhattan, Murkowski. 
It uses the 'function similarity' to forecast new data point 
values. If K=1(where k is an integer), the row is then simply 
allocated to the class of its nearest data point. The KNN does 
not have a special training process and the entire dataset is 
used during the classification. Fig. 3 depicts the activity of the 
KNN. 

The KNN algorithm works as follows: 

1. Firstly it is needed to take a value of K i.e. the closest data 
points where K can be any integer. 

2. Within the test data set the following steps are performed 
for each data point: 

a. Measure the distance between the training data 
and test data in-row using any distance 
measurement technique, such as Euclidean or 
Manhattan or Hamming distance, where 
Euclidean technique is most used. 

b. The rows are ordered in ascending order 
according to the distance calculated. 

c. Top K rows are picked from the sorted array. 
d. Now the test point is allocated a class according 

to the most frequent class in this test point row.  
3. End. 

 
Fig. 3. K-nearest Neighbor Algorithm. 

B. Evaluation and Experimental Result 
1) Dataset description: The author has been tested this 

algorithm using three benchmark datasets such as credit card, 
abalone and wine quality datasets that are presented in the 
Table I with imbalance ratio (minority: majority) of 1:577, 
1:16 and 1:2. The abalone and wine quality datasets were 
taken from the UCI repository and fetched with imblearch 
phyton 3.5 library. 

The credit card dataset has been collected during research 
collaboration from ULB's Worldline and Machine Learning 
Group (ULB University Libre de Bruxelles) on big data 
processing and fraud detection. The dataset contains 284,807 
transactions made by the holders of credit cards in Europe in 
September 2013. 

All the features of the credit card dataset are shown in the 
Table II are not identical in terms of the distribution the 
transaction amount and transaction time. In order to build a 
machine learning based credit card fraud detection model for 
imbalance dataset, firstly we have prepared raw dataset with 
the feature values that are mentioned in the Table II. All 
transactions took place within two days with 492 fraud 
transactions out of 284,807 transactions where the proportion 
of the positive class (fraud) of all transactions was 0.172 
percent. The dataset includes only the numerical variables 
such as 𝑉1 to 𝑉𝑛 (𝑛=1, 2...28) which are the fundamental 
components of this dataset. 

TABLE I. DATASET DESCRIPTION 

 Dataset Name Description Minority: 
Majority # Samples # Features 

1 Credit Card 
Dataset 

Credit Card 
fraud detection 

492:284315 => 
(1:577) 284,807 31 

2 Abalone 
Dataset 

Prediction of 
the abalone age 

42:689 => 
(1:16) 731 9 

3 Wine Quality 
Dataset 

Prediction the 
quality of the 
white wine 

175:4898 => 
(1:27) 5073 13 

TABLE II. CREDIT CARD DATASET FEATURES WITH VALUE TYPE 

Feature 
Name 

Value 
Type 

Feature 
Name 

Value 
Type 

Feature 
Name 

Value 
Type 

Time Float V11 Float V22 Float 

V1 Float V12 Float V23 Float 

V2 Float V13 Float V24 Float 

V3 Float V14 Float V25 Float 

V4 Float V15 Float V26 Float 

V5 Float V16 Float V27 Float 

V6 Float V17 Float V28 Float 

V7 Float V18 Float Amount  Float 

V8 Float V19 Float Class Integer 

V9 Float V20 Float V22 Float 

V10 Float V21 Float V23 Float 
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Table III describes the all features of the abalone dataset 
whereas two features are integer types and rest of the features 
is float types. The abalone dataset is used for foreseeing the 
period of abalone from actual estimations. Cutting the shell 
through the cone, staining it, and counting the number of rings 
through a microscope are used to calculate the age of abalone. 

Table IV lists the characteristics of the wine quality 
dataset, two of which are integer types and the others are float 
types. 

The red varieties of the Portuguese "Vinho Verde" wine 
are the subject of this dataset. 

2) Experiment setup: In order to evaluate the effectiveness 
of our proposed method, we aim to answer the following two 
questions: 

• Question 1: Is the proposed machine learning based 
prediction method able to detect the credit card fraud 
and to provide significant effectiveness of result for 
various test cases? 

• Question 2: How effective and efficient is our proposed 
method compared to the existing machine learning 
based balancing methods? 

In answering the above questions, we have conducted 
experiments on a credit card dataset consisting of two binary 
classes discussed in a previous section. We have implemented 
and tested all the methods in Python programming language, 
in which we have used Scikit-learn, the most popular machine 
learning library and executed on a Windows PC for predictive 
data analysis. In the following subsections, we first define the 
evaluation metrics that are taken into account to evaluate our 
proposed prediction method and then discuss the results of the 
experiment which address the above questions defined for this 
experimental study. 

TABLE III. ABALONE DATASET FEATURES WITH VALUE TYPE 

Feature 
Name 

Value 
Type 

Feature 
Name 

Value 
Type 

Feature 
Name 

Value 
Type 

Type Integer Length Float Diameter Float 

Height Float Whole 
weight Float Shucked 

weight Float 

Viscera 
weight Float Shell 

weight Float Rings Integer 

TABLE IV. WINE QUALITY DATASET FEATURES WITH VALUE TYPE 

Feature 
Name 

Value 
Type 

Feature 
Name 

Value 
Type 

Feature 
Name 

Value 
Type 

Sex Integer Fixed 
Acidity 

Float Volatile 
Acidity 

Float 

Citric 
Acid 

Float Residual 
Sugar 

Float Chlorides Float 

Free 
Sulfur 
Dioxide 

Float Total 
Sulfur 
Dioxide 

Float Density Float 

pH Float Sulphates Float Alcohol Float 

Quality Integer     

3) Evaluation matric: The evaluation criteria are an 
important factor in assessing the classification efficiency. In 
order to measure the effectiveness and efficiency, we take into 
account the accuracy, specificity, precision, recall, f-score to 
test our proposed efficient prediction methodology that are 
defined as follows  

a) Accuracy: The accuracy rate is normally the most 
common empirical measure in the classification algorithms for 
machine learning. Accuracy is the ratio of number of accurate 
predictions to total input samples. Rate of classification or 
accuracy is determined by the relation: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
             (4) 

In the imbalance data set domain the accuracy rate is not a 
valid output assessment metric. Since it does not give any 
result from correctly or incorrectly classified samples of the 
various classes. This can trigger an incorrect conclusion for 
this reason. When a classifier achieve a 91 percent accuracy 
rate is not ideal because it classifies all samples as negative. 
So the Confusion metric is another evaluation metric in the 
domain of imbalance dataset. 

b) Confusion Matrix: A confusion matrix is a 
description of the predictive results on a classification problem 
for machine learning. It records the samples for each class 
correctly and incorrectly predicted. Pizzi et al. [28] discuss the 
confusion matrix in more detail. The confusion matrix 
demonstrates how the classification model becomes confused 
when it makes data set predictions where performance can be 
two or more classes. It is a table with four different expected 
and actual combinations of values. This is represented by four 
pieces of data: 

• True Positive (TP): An element is expected to be 
defective and it is defective. Ultimately it applies to the 
number of successful instances listed correctly. 

• False Positive (FP): An element is expected to be 
defective and is not defective. This applies to how 
many derogatory classes are misclassified. 

• True Negative (TN): An element is expected not to be 
defective, and is not defective. This refers to the 
number of correctly identified negative instances. 

• False Negative (FN): An element is expected not to be 
faulty, and is faulty. This applies to the number of 
positive instances that are misclassified. 

The structure of the confusion matrix is shown in Fig. 4. 

 
Fig. 4. Structure of the Confusion Matrix. 
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The specificity, recall, f-score and precision are defined as 
follows [32]: 

Specificity: 𝑇𝑁
𝑇𝑁+𝐹𝑃

              (5) 

Recall: 𝑇𝑃
𝑇𝑃+𝐹𝑁

               (6) 

F-score: 2∗𝑇𝑃
2∗𝑇𝑃+𝐹𝑃+𝐹𝑁

              (7) 

 Precision: 𝑇𝑃
𝑇𝑃+𝐹𝑃

              (8) 

Where TP denotes true positives, TN denotes true 
negatives, FP denotes false positives and FN denotes false 
negatives in these above formal equations of specificity, 
recall, f-score and precision. 

4) Experimental result: In order to answer the first 
question mentioned above, in this experiment show the 
experimental results of our machine learning based prediction 
detection method. We have used the three benchmark datasets 
to verify the performance of the experimental results on 
different type of data. To calculate the experimental results for 
various test cases, we first built the method using a subset of 
80% data samples from the given highly imbalanced dataset 
and used the remaining 20% of data samples for testing the 
proposed method. The experimental results are calculated by 
generating a confusion matrix that presents the number of true 
positives, true negatives, false positives and false negatives. 
According to these values, Table V and Table VI present the 
prediction results and true & false positive rate of our 
proposed method respectively in terms of specificity, recall, f-
score, precision and accuracy for each individual class using 
the given highly imbalanced dataset in order to show the 
experimental results. If we observe Table V, we see that for 
each class, our proposed method gives the significant 
improved results of the specificity, recall, f-score, precision 
and accuracy. From Table V, we see that the accuracy, 
precision, specificity, recall and f-score of Random Forest, 
Naïve Bayes, K-Nearest Neighbor are (99%,96%,90%),(98%, 
98%,97%),(86%,93%,85%),(90%,70%,97%) and (92%, 70%, 
97%), respectively. If we observe the Table VI, the true 

positive rate of the Random Forest, Naïve Bayes and K-
Nearest Neighbor classifiers using our proposed method are 
86%, 93%, 85%, respectively that are very close to the 
maximum value 1 and the false positive rate are 5% , 72%, 5% 
respectively that are very lower than the existing methods. In 
this way, from overall experimental results shown in Table V 
and Table VI, we can say that our proposed machine learning 
based prediction method in terms of highly imbalanced dataset 
is able to efficiently detect either fraud or not fraud class 
according to their occurring patterns in the highly imbalanced 
credit card fraud dataset and consequently provides a 
significant effectiveness for a various test cases. 

Table VII and Table VIII represent the observe values for 
Specificity, Recall, F-score, Precision, Accuracy, True 
Positive rate and False Positive rate using the abalone dataset. 
Random Forest, Nave Bayes, and K-Nearest Neighbor have 
almost as high a precision as the most advanced algorithms. 
The Nave Bayes and KNN recalls are very similar to one, 
though the Random Forest recall is slightly lower. The F-score 
of the KNN is very close to 1, while the F-scores of Random 
Forest and Nave Bayes are a little lower but still appropriate. 

For all base line algorithms, the True Positive Rate (TPR) 
is significantly higher than the False Positive Rate (FPR), 
which is significantly lower. 

The experimental results of the proposed method on a 
wine quality dataset using various machine learning 
algorithms are shown in Tables IX and X. Random Forest and 
Nave Bayes have substantially high accuracy to the highest 
accuracy, while KNN has a satisfactory and better accuracy of 
91%. 

The Random Forest algorithm has a very high specificity, 
but it performs better than other Nave Bayes and KNN 
algorithms. 

The True Positive Rate (TPR) for Random Forest, Nave 
Bayes, and KNN is significantly higher, while the False 
Positive Rate (FPR) is significantly lower, even though the 
FPR of Nave Bayes is 91 percent, suggesting that the Nave 
Bayes' performance in terms of FPR is not good. 

TABLE V. EFFECTIVENESS COMPARISON OF THE DIFFERENT CLASSIFIERS USING PROPOSED ALGORITHM ON CREDIT CARD DATASET 

# Classifier Specificity Recall F-score Precision Accuracy 

1 Random Forest 98% 86% 90% 92% 99% 

2 Naïve Bayes 98% 93% 70% 70% 96% 

3 K-Nearest Neighbor 97% 85% 90% 97% 90% 

TABLE VI. COMPARISON OF TRUE POSITIVE RATE VERSUS FALSE POSITIVE RATE OF DIFFERENT CLASSIFIERS USING PROPOSED ALGORITHM ON CREDIT CARD 
DATASET 

# Classifier True Positive Rate (TPR)  False Positive Rate (FPR) 

1 Random Forest  86% 5% 

2 Naïve Bayes 93% 72% 

3 K-Nearest Neighbor 85% 5% 
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TABLE VII.  EFFECTIVENESS COMPARISON OF THE DIFFERENT CLASSIFIERS USING PROPOSED ALGORITHM ON ABALONE DATASET 

# Classifier Specificity Recall F-score Precision Accuracy 

1 Random Forest 97% 94% 95% 95% 97% 

2 Naïve Bayes 96.2% 98% 94% 92% 98.23% 

3 K-Nearest Neighbor 98% 98% 98% 97% 94% 

TABLE VIII. COMPARISON OF TRUE POSITIVE RATE VERSUS FALSE POSITIVE RATE OF DIFFERENT CLASSIFIERS USING PROPOSED ALGORITHM ON ABALONE 
DATASET 

# Classifier True Positive Rate (TPR)  False Positive Rate (FPR) 

1 Random Forest  89% 10% 

2 Naïve Bayes 96% 81.4% 

3 K-Nearest Neighbor  98.2% 15.6% 

TABLE IX. EFFECTIVENESS COMPARISON OF THE DIFFERENT CLASSIFIERS USING PROPOSED ALGORITHM ON WINE DATASET 

# Classifier Specificity Recall F-score Precision Accuracy 

1 Random Forest 98.6% 91% 95.3% 93.4% 99% 

2 Naïve Bayes 93% 83% 90% 89% 98% 

3 K-Nearest Neighbor 91% 92% 92.45% 95% 91% 

TABLE X. COMPARISON OF TRUE POSITIVE RATE VERSUS FALSE POSITIVE RATE OF DIFFERENT CLASSIFIERS USING PROPOSED ALGORITHM ON WINE 
DATASET 

# Classifier True Positive Rate (TPR)  False Positive Rate (FPR) 

1 Random Forest 94% 12% 

2 Naïve Bayes 97.6% 91% 

3 K-Nearest Neighbor 96.5% 10% 

5) Effectiveness comparison: In order to answer the 
second question, in this experiment, we calculate and compare 
the effectiveness of our proposed method with the existing 
algorithm i.e. SMOTE. To show the effectiveness of different 
machine learning based models, we first select several popular 
baseline algorithms such as Random Forests (RF), Naïve 
Bayes (NB) and K-Nearest Neighbor (KNN) for the sake of 
effectiveness comparisons. For each algorithm, we calculate 
the experimental results using the same highly imbalanced 
dataset, in order to compare the model fairly. To compute the 
effectiveness of different baseline algorithms, we see that 
Table V and Table XI show the relative comparison of the 
experimental results of different models using t our proposed 
method and SMOTE respectively in terms of accuracy, 
precision, specificity, recall and f-score on credit card dataset. 
For each baseline model, we use the same training and testing 
sets of data, where 80% of data are used to train the model and 
the rest 20% data are used for testing the model. Our proposed 
model's specificity for all machine learning algorithms used 
here are significantly higher than the specificity of the 
SMOTE, indicating superior performance on the credit card 
dataset. The recalls of proposed method are also better than 
the SMOTE. The proposed method's f-scores are considerably 
higher, while the f-score of Nave Bayes has plummeted. The 
proposed method outperforms the traditional SMOTE method 

in not only specificity, recall, and f-score, but also in all output 
matrixes. 

If we consider Table VII and Table XII, the effectiveness 
of different baseline models using our proposed methods is 
better than the effectiveness of different baseline models using 
SMOTE method on abalone dataset. Using the proposed 
approach on the abalone dataset, the accuracy for all machine 
learning algorithms used here is substantially higher than the 
SMOTE. On the abalone dataset, the recall of Nave Bayes and 
KNN using the proposed model is nearly 100 percent higher 
than that of SMOTE, demonstrating the proposed method's 
superior efficiency whereas the f-score, precision and 
accuracy are still better than SMOTE. Because all samples of 
the imbalanced dataset are used in the experiment. As a result, 
the data redundancy and removal of important sample from 
the dataset are solved successfully. 

Table IX and Table X show the significant differences 
from the result of the proposed method to SMOTE method on 
wine quality dataset that proofs the robustness of the proposed 
method. The proposed method improves the accuracy of the 
Random Forest and Nave Bayes to a maximum of 100% 
compared to the standard SMTOE on wine quality dataset. In 
this regard, the proposed approach not only increases the 
Random Forest's specificity to the nearest 100 percent, but 
also greatly improves the recall, f-score, precision, and 
accuracy output values. 
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On all three datasets, the proposed method outperforms 
than the conventional SMOTE method in terms of specificity, 
recall, f-score, precision, and accuracy, as seen in the above 
effectiveness comparison. The proposed SGBB has greater 
generalization capabilities than SMOTE, as shown by the 
better performance of all evaluation matrices. Since the 
proposed method eliminates all of the above-mentioned 
shortcomings of SMOTE, it can be used in all complex cases 
to predict classes due to its superior performance over 
conventional SMOTE. 

Fig. 5 and 6 show the comparative results of different 
classifiers that are obtained after experimenting by authors 
using SMOTE and proposed algorithm respectively. In terms 
of specificity, recall and accuracy our proposed algorithm is 
much better than the SMOTE. The F-score of the Naïve Bayes 
and KNN are drastically down in SMOTE whereas the F-score 
of these classifiers are efficiently getting higher in our 
proposed algorithm. The precision of Naïve Bayes and KNN 
are 1% and 34% using SMOTE whereas these values are 70% 
and 97% respectively in our proposed algorithm that is very 
much high. 

Fig. 7 and 8 show the true and false positive rates of the 
SMOTE and our proposed algorithm. The TPR of Random 
Forest using our proposed algorithm is getting higher than the 
SMOTE whereas the TNR is 99% that is maximum and 
unexpected in machine learning. On the other hand, the TPR 
and TNR of Naïve Bayes are being greater and lower 
respectively using our proposed algorithm than the SMOTE 
whereas the TPR of Naïve Bayes is being fallen drastically 
down to 2% using SMOTE. The TPR and TNR of KNN are 
greater and lower than the SMOTE respectively that is better 
performance of the algorithm. The TNR is maximum to 99% 
using SMOTE and the TPR is much lower than the proposed 
algorithm that indicates the less performance in machine 
learning. 

For the wine dataset in Fig. 9 and 10, the positive 
predictive value is considerably greater in terms of Random 
Forest algorithm using the proposed SGBBA. On the other 
hand, positive predictive value falls down then the negative 
predictive value using the SMOTE. In terms of Naïve Bayes, 
the positive predictive value is still higher than the negative 
predictive value using the SGBBA whereas the SMOTE 
drastically falls down at 22.4% although the negative 
predictive value is too much higher that is another pitfall of 
the SMOTE. The proposed SGBBA consistently performs 
well during the prediction of positive value using the KNN 
whereas the SMOTE performs lower. 

In the abalone dataset, the positive predictive value of 
Random Forest is efficiently higher whereas the negative 
predictive value is 10% using the SGBBA. On the other hand, 
the negative predictive value is higher than the positive 
predictive value using SMOTE. Similarly, the SGBBA 
performs very well in terms of positive predictive value in 
Naïve Bayes and KNN classifiers than the SMOTE that are 
showing in Fig. 11 and Fig. 12. 

The proposed method's superior performance in all 
evaluation matrices demonstrates the robustness of the 
imbalance dataset handling method, which can be applied to 
any imbalance dataset for making balance dataset in machine 
learning. Thus, our proposed method not only remove the data 
redundancy, removal of important data samples and but also 
increase the prediction results for various test cases. 
Therefore, according to the experimental results shown in 
Table V, Table VI, Table VII, Table VIII, Table IX, Table X, 
Table XI, Table XII, Table XIII, Fig. 5, and Fig. 7 and above 
experimental result analysis, we can conclude that our 
proposed method is more effective and efficient than the 
existing SMOTE method during the experiment of data 
analysis and machine learning using the highly imbalanced 
dataset. 

TABLE XI. EFFECTIVENESS COMPARISON OF THE DIFFERENT CLASSIFIERS USING SMOTE ALGORITHM ON CREDIT CARD DATASET 

# Classifier Specificity Recall F-score Precision Accuracy 

1 Random Forest 91% 83% 84% 85% 91% 

2 Naïve Bayes 95% 90% 1% 1% 90% 

3 K-Nearest Neighbor 90% 82% 49% 34% 85% 

TABLE XII. EFFECTIVENESS COMPARISON OF THE DIFFERENT CLASSIFIERS USING SMOTE ALGORITHM ON ABALONE DATASET 

# Classifier Specificity Recall F-score Precision Accuracy 

1 Random Forest 95.32% 88.35% 92% 88% 93% 

2 Naïve Bayes 91.12% 93.2% 84% 76% 91.5% 

3 K-Nearest Neighbor 94.3% 94.3% 92% 87% 90% 

TABLE XIII. EFFECTIVENESS COMPARISON OF THE DIFFERENT CLASSIFIERS USING SMOTE ALGORITHM ON WINE QUALITY DATASET 

# Classifier Specificity Recall F-score Precision Accuracy 

1 Random Forest 93% 83% 90% 89% 98% 

2 Naïve Bayes 92% 90% 95.5% 82% 94% 

3 K-Nearest Neighbor 91% 92% 49% 95% 91% 
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Fig. 5. Accuracy Comparison of the different Classifiers using SMOTE on 

Credit Card Dataset. 

 
Fig. 6. Accuracy Comparison with Proposed Approach on Credit Card 

Dataset. 

 
Fig. 7. Comparison of True Positive Rate versus True Negative Rate of 
different Classifiers using Proposed Algorithm on Credit Card Dataset. 

 
Fig. 8. True Positive Rate versus True Negative Rate of different Classifiers 

using SMOTE Algorithm on Credit Card Dataset. 

 
Fig. 9. True Positive Rate versus True Negative Rate of different Classifiers 

using Proposed Algorithm on Wine Dataset. 

 
Fig. 10. True Positive Rate versus True Negative Rate of different Classifiers 

using SMOTE Algorithm on Wine Dataset. 

 
Fig. 11. True Positive Rate versus True Negative Rate of different Classifiers 

using Proposed Algorithm on Abalone Dataset. 
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Fig. 12. True Positive Rate versus True Negative Rate of different Classifiers 

using SMOTE Algorithm on Abalone Dataset. 

V. CONCLUSION AND FUTURE WORK 
Trying to the train of model using imbalance dataset by 

researcher is a challenging task due to biased of class in the 
dataset. The biasing of the classes in the dataset decreases the 
performance of the classifiers in an amount. As a result perfect 
prediction is not possible in the imbalance dataset. The 
processing of data from an imbalanced dataset is a key 
challenge and activity in data science and machine learning. 
Because without having a balanced dataset the creation of a 
new classification model produces a skewed prediction result 
to the majority class ignoring the minority class. The 
prediction from the imbalanced dataset is therefore 
unnecessary and useless for machine learning. A variety of 
methods are explored in the background analysis section for 
creating a balanced dataset from the imbalance dataset. Each 
methodology has a serious problem with balancing data sets 
such as data redundancy and removal of essential samples of 
data. To solve this problem we have introduced an algorithm 
named – SGBBA: An efficient algorithm for prediction 
system in machine learning using Imbalance dataset where 
each sub dataset is a balanced dataset without any data 
redundancy and removal of important data sample. This new 
algorithm is implemented with three different classification 
algorithms and their results are compared with the predictive 
result of SMOTE algorithm. The three datasets have played 
important rule in terms of determining the efficiency and 
performance of the proposed algorithm. Our approach has the 
following advantages: 

• It solves the redundancy of data samples from existing 
methods. 

• It solves the elimination of significant samples problem 
from the original dataset. 

Such benefits have advantages for researchers, 
practitioners and reviewers so that they can use this theoretical 
model to predict results in terms of machine learning 
imbalance datasets. 

Our future goal is to develop an efficient minority class 
based algorithm for a prediction system in machine learning 
with optimal features of the dataset. 

ABBREVIATIONS 
𝑁𝑚𝑖𝑛: Total number of samples of the minority class, 𝑁𝑚𝑎𝑥  

: Total number of samples of the majority class, SMOTE : 
Synthetic Minority Over-sampling Technique , TP : True 
Positive, TN : True Negative, FN: False Negative, FP : False 
positive. 
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Abstract—Automated text classification is the task of 
grouping documents (text) automatically into categories from a 
predefined set. The conventional approach to classification 
involves mapping a single class label each to a data point 
(instance). In multi-label classification (MLC), the task is to 
develop models that could predict multiple class labels to a data 
instance. There exist several MLC methods such as classifier 
chain (CC) and binary relevance (BR). However, there are 
drawbacks with these methods such as random label sequence 
ordering issue. This study attempts to address this issue peculiar 
with the classifier chain method. In this paper, a hybrid heuristic 
evolutionary-based technique is proposed. The proposed 
PSOGCC is a combination of particle swarm optimization (PSO) 
and genetic algorithm (GA). Genetic operators of GA are 
integrated with the basic PSO algorithm for finding the global 
best solution representing an optimized label sequence order in 
the chain classifier. In the experiment, three MLC methods: BR, 
CC, and PSOGCC are implemented using five benchmark multi-
label datasets and five standard evaluation metrics. The 
proposed PSOGCC method improved the predictive 
performance of the chain classifier by obtaining the best results 
of 98.66%, 99.5%, 99.16%, 99.33%, 0.0011 accuracy, precision, 
recall, 𝒇𝟏 𝑺𝒄𝒐𝒓𝒆, and Hammingloss values, respectively. 

Keywords—Text classification; multi-label classification; 
classifier chain; particle swarm optimization; genetic algorithm 

I. INTRODUCTION 
Automated text classification (ATC) is the task of 

developing predictive models capable of categorizing text 
documents into distinct class labels from a predefined set. In 
other words, ATC is a technique that involves the process of 
managing and processing a vast number of documents in a 
continually increasing form. Conventionally, classification 
technique [1]–[3] focuses on the development of predictive 
model, a function that learnt to map an input 𝑥 to an output 𝑦, 
𝑖. 𝑒. , 𝑓: 𝑥 → 𝑦 . This traditional approach to classification is 
otherwise termed single-label classification (SLC). Unlike the 
classical SLC technique, where an instance of a data sample is 
associated with a single class label, multi-label classification 
(MLC) [4]–[6] involves the problem of assigning to a data 
point (instance) multiple class labels simultaneously. 

Given an input vector 𝑥 = ⌈𝑥1, 𝑥2,⋯ , 𝑥𝑛⌉𝑇 and a vector of 
labels 𝑦 = ⌈𝑦1 ,𝑦2,⋯ ,𝑦𝑘⌉𝑇 , the goal of MLC is to build a 
model applicable in predicting one or more class labels 

simultaneously provided the labels are not mutually exclusive. 
The multi-label classification concept primarily originated 
from text [5]. In a real-world scenario, a document (such as 
news article) could have multiple themes (topics) like 
entertainment, business, security, health, science, etc. To 
automate the categorization of such related textual data, MLC 
methods and techniques have been proposed. The existing 
MLC techniques could be broadly categorized into two 
approaches [6]: problem transformation and algorithm 
adaptation. 

In problem transformation (PT) approach, the strategy 
involves transforming a multi-label problem into multiple 
single-label problems and learn one of the SLC algorithms (or 
classifiers) such as decision trees, for modeling the 
membership class (label). Subsequently, a new observation 
(test instance) is then predicted by combining the output of the 
positive predictions from the baseline classifiers. The PT 
strategy [7] is a very straightforward, easy, and flexible multi-
label classification approach. Most of the conventional MLC 
algorithms such as binary relevance (BR), label powerset (LP), 
calibrated label ranking (CLR), and classifier chain (CC) adopt 
the PT strategy for MLC tasks. 

Algorithm adaptation (AA) approach is based on inducing a 
conventional machine learning classification algorithm (single-
label classifier) for multi-label problem. In other words, in AA 
strategy, a learning algorithm (classifier) such as support vector 
machine (SVM) is modeled and directly applied on MLC 
problems. This approach to MLC has been less applied by 
researchers due to its limitations such as lack of flexibility, 
complexity [8]. Notable algorithms that have adopted AA 
approach include ML-kNN, BP-MLL, and BR-kNN. 

Classifier chain (CC) [9] [10] is one of the conventional 
MLC methods based on the problem transformation approach. 
The method is a direct extension of binary relevance (BR), 
developed to address the issue of label correlations. In BR, 
labels are taken as independent classifiers; hence the algorithm 
ignores labels inter-correlations. However, CC models consider 
labels as a chain-like structure, allowing communication (i.e., 
sharing of predictions) among the underlaying classifiers. The 
multi-label classification method has shown to be very 
competitive, achieving better classification results compared to 
other classical MLC methods such as BR [9]. 
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Although, CC algorithm has been widely applied to several 
applications [11], [12]–[17], the method suffers from a major 
setback, which is the labels ordering issue [11], [12]. The 
conventional CC method adopts a random approach for labels 
sequence ordering, but studies have shown that the random 
labels sequence ordering may affect the performance of the 
classification method [11]. Attempts have been made to 
improve the original CC method, particularly to address the 
random labels sequence ordering issue, with several CC 
extensions proposed. This work attempts to further improve the 
standard CC method using a new alternative approach. In this 
paper, a hybrid heuristic evolutionary-based technique is 
proposed. The proposed PSOGCC optimization technique is a 
combination of particle swarm optimization (PSO) and genetic 
algorithm (GA). 

The contributions of this work are grouped into three folds. 
First, we proposed an improved multi-label classifier chain 
method based on hybrid heuristic evolutionary techniques. 
Second, the proposed PSOGCC method is successfully 
demonstrated with standard benchmark multi-label datasets. 
Third, several conventional metrics are exhaustively employed 
to validate the performance of the proposed method against 
standard BR and CC methods in terms of Accuracy, Precision, 
Recall, 𝑓-Measure, and Hammingloss. 

The rest of this paper is organized as follows. Section 2 
reviewed related works, with focus on multi-label classifier 
chain method. Section 3 documented the experiment and 
method, and Section 4 presented the classification results. 
Section 5 concluded with direction to future works. 

II. RELATED WORKS 
MLC is an emerging, growing field in the area of machine 

learning and data mining. MLC methods and techniques have 
been applied to various application domains including [4], [6], 
[18]–[20]. 

Specifically, there have been a growing number of works 
[11], [17], [21], [22] based on implementing and improving the 
multi-label classifier chain method. As aforementioned, CC is 
an extension of the classical BR method. The classifier chain 
method improved on BR by taking into consideration label 
correlations. The method works by modeling a set of binary 
classifiers (learning phase) based on the random label sequence 
ordering defined in the chain. The learning algorithm is then 
used to predict (a target label) taking into consideration the 
predictions of preceding labels in the chain. Given a new 
observation (prediction phase), the classifier makes prediction 
(following same procedure in the learning phase), by 
combining all positive predictions (outputs) of the classifiers. 
The performance of CC is sensitive to the label sequence order, 
which may be likely prone to “error propagation” in the chain. 
Several attempts have been made to overcome the limitations 
of CC. 

In [23] an efficient label ordering approach was proposed 
for improving multi-label classifier chain accuracy. The 
proposed approach is based on exploiting semantic 
relationships among labels. The method achieved better 

accuracy compared to the original CC method. Also, a decision 
function based on Bayesian network was proposed in [24] for 
multi-label classifier chain. Similarly, [22] employed the use of 
Bayesian network based on conditional entropy for discovering 
label correlation and order of labels in the chain classifier. The 
author in [25] proposed an improved classifier chain method 
based on conditional likelihood maximization. A k dependence 
classifier chains with label-specific function was developed. 
The method is shown to be effective. A cost-sensitive CC 
method was proposed in [12] for selecting low-cost features in 
multi-label classification. The method combined classifier 
chain with logistic regression dimensionality reduction 
technique. 

In this paper, a hybrid heuristic evolutionary-based 
technique is proposed for improving the performance of multi-
label classifier chain method. Heuristic techniques [26]–[30] 
are a set of intelligent self-learning algorithms developed to 
search for the optimum (best) solution to an optimization 
problem. Evolutionary-based heuristic methods are 
optimization algorithms that mimic the natural biological 
process (nature) in finding solutions to optimization problems. 
Most common and widely applied of the evolutionary-based 
optimization algorithms include: genetic algorithm, PSO, 
differential evolution, ant colony optimization algorithm, bee 
optimization algorithm, artificial immune system, cuckoo 
search, firefly algorithm, and tabu search algorithm. 

The proposed technique applied in this work combined 
PSO and GA for finding the global solution that best represents 
an optimized label sequence order in the chain. Genetic 
operators: selection, crossover, and mutation, were integrated 
into the basic PSO algorithm for improving the search process, 
updating and maintaining diversity of the population 
(solutions). Details of the research methodology are presented 
in the next section. 

A. PSO Algorithm 
Particle swarm optimization (PSO) is a population-based 

heuristic algorithm developed by Eberhart and Kennedy for 
solving optimization problems. The heuristic algorithm was 
influenced by the social behavior of species of animals such as 
birds flocking, fish schooling etc. In PSO algorithm (shown in 
Algorithm 1), a population entity called particle is assigned 
with position and velocity. A particle is a potential solution to a 
given problem. Each of the particles, represented as 
𝐷 −dimensional vector, moves around in the solution space, 
adjusting its position and velocity at every iteration using 𝐸𝑞𝑛 
(1) and (2) respectively. Each particle has memory and 
remembers its previous best position 𝑝𝑏𝑒𝑠𝑡  based on its 
experience. The global best represented as 𝑔𝑏𝑒𝑠𝑡  is the 
collective best position in the swarm. Each particle knows the 
global best and move towards it. The performance of each 
particle (at every successive iteration) is measured using a 
fitness function. 

𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝑣𝑖(𝑡 + 1)            (1) 

𝑣𝑖  (𝑡 + 1) = 𝑤𝑣𝑖  (𝑡) + 𝑐1𝑟1[𝑝𝑖(𝑡) − 𝑥𝑖(𝑡)] + 𝑐2𝑟2[𝑝𝑔(𝑡) −
𝑥𝑖(𝑡)]                (2) 
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where 𝑖 = 1,2, … ,𝑁 ; 𝑡 = 1,2, … ,𝑇 ; 𝑁  represents swarm 
size and 𝑇  is the maximum iteration limit; 𝑝𝑖  and 𝑝𝑔  are the 
local and global best solutions respectively; 𝑐1 and 𝑐2 are two 
acceleration constants in the value [0,1] ; 𝑟1  and 𝑟2  are two 
random numbers in the value [0,1] ; 𝑤  is the inertia weight 
(which balances between local and global search); 𝑥𝑖(𝑡) is the 
position of the particle and 𝑣𝑖  (𝑡) is the velocity of the particle 
at 𝑡-th iteration; particle (𝑖𝑡ℎ) position is denoted as 𝑥𝑖(𝑡) =
(𝑥𝑖1, 𝑥𝑖2,⋯ , 𝑥𝑖𝐷) , and velocity (𝑖𝑡ℎ)  is denoted as 𝑣𝑖(𝑡) =
(𝑣𝑖1, 𝑣𝑖2,⋯ , 𝑣𝑖𝐷). 

Algorithm 1: Standard PSO Pseudocode 

Step 1: Initialize population of particles with random  

 positions 𝒙 and velocities 𝒗, swarm size 𝒔  

Step 2: For each particle, let 𝑝𝑏𝑒𝑠𝑡 = 𝑥  

Step 3: calculate particles fitness 𝑓(𝑥); update g𝑏𝑒𝑠𝑡  

Step 4: while (termination criterion is not met)  

Step 5: For 𝑖 = 1 𝑡𝑜 𝑆  

Step 6: calculate the new velocity using 𝐸𝑞 (3.1) 

Step 7: calculate the new position using 𝐸𝑞 (3.2) 

Step 8: calculate 𝑓(𝑥) of each particle 

Step 9: 𝑖𝑓 �𝑓(𝑥) < 𝑓(𝑝𝑏𝑒𝑠𝑡)� 𝑝𝑏𝑒𝑠𝑡 = 𝑥 

Step 10: 𝑖𝑓 �𝑓(𝑝𝑏𝑒𝑠𝑡) < 𝑓(𝑔𝑏𝑒𝑠𝑡)� 𝑔𝑏𝑒𝑠𝑡 = 𝑝𝑏𝑒𝑠𝑡 

Step 11: end For  

Step 12: end For  

Step 13: show the best solution found (𝑔𝑏𝑒𝑠𝑡)  

B. GA Algorithm 
Genetic Algorithm (GA) is a global search optimization 

algorithm developed by Holland and based on the concept of 
natural selection adopted from the principle of Charles’ Darwin 
theory of evolution. GA is one of the most important and 
successful evolutionary-based heuristic method. The algorithm 
has been widely applied to several application problems [31]–
[33]. The algorithm uses genetic operators: selection (or 
reproduction), crossover (or recombination), and mutation, to 
find (or produce) the global best solution to a given problem. 

The evolutionary-based algorithm works (refer to Fig. 1) by 
first generate random initial population. At each generation, the 
quality of individuals (candidate solutions) is validated using a 
defined fitness function. Selection operator is applied to 
identify (select) individuals from the current generation based 
on the best fitness values. The process is improved through 
crossover and mutation operators until a new (better) 
population is created. The search ends with a termination 
criterion when the maximum iteration limit is reached or the 
best solution is found. 

 
Fig. 1. Standard Genetic Algorithm. 

III. METHODOLOGIES 
In this paper, the experimental work comprises of four 

phases. These include input (data), preprocessing, 
classification, and output (results). 

The experimental work is carried out using 5 benchmark 
multi-label datasets from Mulan (an open source library for 
multi-label classification problem). The standard datasets (in 
Table I) are from the most commonly experimented MLC 
datasets. The input data is preprocessed using 
StringToWordVector filtering tool and Term frequency 
inverse-document frequency (𝑇𝐹𝐼𝐷𝐹) . These are from the 
standard preprocessing techniques often applied in machine 
learning problems. The preprocessed data is stored in ARFF 
(Attribute-Relation File Format), the standard file format for 
machine learning using Mulan and Weka. 

TABLE I. BENCHMARK ML DATASETS (WITH 𝐷 = NO OF FEATURES; 𝑄 = 
NO OF CLASS LABELS; 𝑙𝑐 = LABEL CARDINALITY) 

Dataset Doman #Instances 𝑫 𝑸 𝒍𝒄 

enron Text 1702 1001 53 3.378 

birds Multimedia 645 260 19 1.014 

flags Image 194 19 7 3.392 

genbase Text 662 1186 27 1.252 

yeast Text 2417 103 14 4.237 
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A. Proposed PSOGCC Multi-label Classification Method 
The proposed MLC method is based on the concept of 

heuristic optimization technique, where the goal is finding the 
optimum solution to the search problem. The PSOGCC method 
(as shown in Fig. 2) is a hybrid of PSO and GA. The combined 
heuristic techniques are used to find the global best solution 
that best represents an optimized label sequence order in the 
chain classifier. PSO is an efficient, simple optimization 
algorithm and GA is a powerful, robust global search 
algorithm. Genetic operators: selection, crossover, and 
mutation, are applied for the population updates and 
reproduction of new generations (individuals). 

 
Fig. 2. Proposed PSOGCC Multi-label Classification Approach. 

In PSOGCC (as shown in Algorithm 2), the optimization 
algorithm takes as input a training set 𝑇 and produces as output 
an optimized label sequence 𝑜𝑝𝑡𝑚𝐿 , representing the global 
optimum solution found in the chain. The entire algorithmic 
process could be broadly categorized into two: PSO loop 
(1 − 7) and GA loop (9 − 20). 

In the first phase (PSO loop), population of particles (also 
called individuals) is initialized randomly with position 𝑥 , 
velocity 𝑣 , and swarm size 𝑠 . Individual particles are 
represented as 𝑘- dimensional vectors (where 𝑘 is equivalent to 
the number of predefined labels). The particles are encoded as 
integers representing label sequence indexes in the range value 
[1, 𝑞] . Individual particle’s previous best position 𝑝𝑏𝑒𝑠𝑡  is 
initialized with a copy of its current position 𝑥. The quality of 
particles is assessed using a defined fitness function 𝑓(𝑥) in 

𝐸𝑞 (3). Subsequently, the global best 𝑔𝑏𝑒𝑠𝑡 is initialized with 
the index of the best fitted particle. 

Algorithm 2: Pseudocode of the Proposed PSOGCC model 

Input: 𝑻 (training set) 

Output: 𝒐𝒑𝒕𝒎𝑳 (an optimized label sequence) 

Step 1: Initialize population of particles (potential candidate  

 solutions representing the label sequences) with random  

 positions 𝒙, velocities 𝒗, and swarm size 𝒔. Set the  

 particle’s previous best position to the current position  

 (𝑝𝑏𝑒𝑠𝑡 = 𝑥) 

Step 2: Given a training set 𝑻 

Step 3: 𝑭𝒐𝒓 all particles (label sequences) in the population 𝒅𝒐 

Step 4: Build the classifier chain (CC) model (using standard  

  𝟏𝟎 − 𝒇𝒐𝒍𝒅 cross validation) 

Step 5: Compute the particle’s fitness 𝒇(𝒙) using 𝑬𝒒 (𝟑) 

Step 6: Update the population 𝑝𝑏𝑒𝑠𝑡 and set the best particle  

  𝒈𝑏𝑒𝑠𝑡 to the current population 

Step 7: end 𝑭𝒐𝒓 

Step 8: repeat 

Step 9: Partition the training set 𝑻 into 𝒃𝒖𝒊𝒍𝒅𝑺𝒆𝒕 and  

 𝒗𝒂𝒍𝒊𝒅𝒂𝒕𝒊𝒐𝒏𝑺𝒆𝒕  

Step 10: 𝑭𝒐𝒓 all particles (candidate label sequence 𝒊) in the  

  current population 𝒅𝒐 

Step 11: Construct the CC model using 𝒃𝒖𝒊𝒍𝒅𝑺𝒆𝒕 and label  

  sequence 𝒊 

Step 12: Evaluate the fitness (quality) of the CC model using the  

  𝒗𝒂𝒍𝒊𝒅𝒂𝒕𝒊𝒐𝒏𝑺𝒆𝒕 and the fitness function 𝒈(𝒙)  

  defined in 𝑬𝒒 (𝟒) 

Step 13: Apply Genetic operators: 

Step 14: Using Tournament selection approach 𝑺𝑬𝑳𝑬𝑪𝑻  

  parents (particle with best fitness value) 

Step 15: Generate new particles (child) from the old ones  

  (parents) with 𝑪𝑹𝑶𝑺𝑺𝑶𝑽𝑬𝑹 operator 

Step 16: Apply 𝑴𝑼𝑻𝑨𝑻𝑰𝑶𝑵 procedure (to the offspring) 

Step 17: Update particles and population using 𝒆𝒍𝒊𝒕𝒊𝒔𝒎 𝒂𝒈𝒆 −

  𝒃𝒂𝒔𝒆𝒅 𝒓𝒆𝒑𝒍𝒂𝒄𝒆𝒎𝒆𝒏𝒕 approach 

Step 18: end 𝑭𝒐𝒓 

Step 19: Until (𝑴𝒂𝒙 𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏𝒔 (𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒊𝒐𝒏𝒔) 𝒓𝒆𝒂𝒄𝒉𝒆𝒅) 

Step 20: return 𝒐𝒑𝒕𝒎𝑳 (optimum solution rep labeled-ordered  

 sequence) 
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In the second phase (GA loop), standard genetic operators: 
selection, crossover, and mutation, are applied. Classifier chain 
(CC) models are built and further evaluated using the fitness 
function 𝑔(𝑥) defined in 𝐸𝑞 (4). Genetic tournament selection 
strategy [34] is applied to select the best individuals to be 
recombined for producing a new generation (offspring). Order 
crossover operation [35] is performed using the selected 
individuals, resulting in the generation of new individuals. 
Thereafter, mutation operator is applied on the new individuals 
in order to avoid being trapped in the local minima. Age-based 
elitism replacement approach [36] is employed to replace the 
old generation with new ones while preserving a small group 
(elite individuals) in the population. This helps to improve and 
maintain diversity in the population. The PSOGCC 
implementation ends with the termination criteria and the 
global best solution 𝑜𝑝𝑡𝑚𝐿  representing an optimized label 
sequence order in the chain classifier is returned. 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑓(𝑥) = (𝛼 ∗ 𝐴𝑐𝑐) + (𝛽 ∗ (𝑁−𝑇
𝑁

))           (3) 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑔(𝑥) =
�1−( 𝐻𝐿

𝑔𝑀𝑒𝑎𝑛)�+𝐴𝑐𝑐+𝐸𝑀+𝐹1

𝑁
           (4) 

(𝛼 & 𝛽) are control parameters (for balancing the trade-offs 
of particle’s 𝑔𝑏𝑒𝑠𝑡 , 𝑔𝑤𝑜𝑟𝑠𝑡 , 𝑝𝑏𝑒𝑠𝑡 , and 𝑝𝑤𝑜𝑟𝑠𝑡 ); 𝐴𝑐𝑐 
represents the accuracy of the baseline classifier; (𝑁 & 𝑇) 
represent population size and neighborhood size, respectively. 
𝐻𝐿,𝑔𝑀𝑒𝑎𝑛,𝐴𝑐𝑐,𝐸𝑀, 𝑎𝑛𝑑 𝐹1 score are standard performance 
metrics. 

IV. EXPERIMENTS AND RESULTS 
This section details the experiments performed and the 

simulation results obtained. Five benchmark multi-label 
datasets with five conventional performance metrics were 
employed to validate the performance of the proposed 
PSOGCC method against the standard binary relevance (BR) 
and classifier chain (CC) multi-label classification algorithms. 
The classification results were compared in terms of: Accuracy 
(𝐴𝐶𝐶) , Hammingloss (𝐻𝐿) , Precision (𝑃) , Recall (𝑅) , and 
𝑓 −Measure (𝐹1 𝑠𝑐𝑜𝑟𝑒). 

Accuracy (𝐴𝐶𝐶) [𝐸𝑞 5] is a standard performance metric 
used to measure the correctly classified instances across data 
points. The higher the accuracy value, the better the 
classification algorithm. Precision [𝐸𝑞 6], Recall [𝐸𝑞 7], and 
𝑓 −Measure [𝐸𝑞 8] are performance metrics often applied in 
classification problems to measure the degree of correctness of 
the positively classified instances. An effective classifier 
should have high precision, recall, and 𝐹1 𝑠𝑐𝑜𝑟𝑒 . Lastly, 
Hammingloss [𝐸𝑞 9] evaluation metric helps to measure the 
degree of incorrectness (misclassification) wrongly predicted 
by the classification algorithm. In general, a good classifier is 
one with high accuracy, precision, recall, 𝐹1 𝑠𝑐𝑜𝑟𝑒, and low 
Hammingloss values. 

𝐴𝐶𝐶 = 1
𝑁
∑ |𝑌𝑖∩𝑍𝑖|

|𝑌𝑖∪𝑍𝑖|
𝑁
𝑖=1              (5) 

𝑃 = 1
𝑁
∑ |𝑌𝑖∩𝑍𝑖|

|𝑍𝑖|
𝑁
𝑖=1               (6) 

𝑅 = 1
𝑁
∑ |𝑌𝑖∩𝑍𝑖|

|𝑌𝑖|
𝑁
𝑖=1               (7) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 1
𝑁
∑ 2|𝑌𝑖∩𝑍𝑖|

(𝑌𝑖)+|𝑍𝑖|
𝑁
𝑖=1             (8) 

𝐻𝐿 =
1
𝑁
∑ |𝑌𝑖∆𝑍𝑖|

𝑘
𝑁
𝑖=1 , |𝑌𝑖∆𝑍𝑖| 𝑑𝑒𝑛𝑜𝑡𝑒𝑠 𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 𝑑𝑖𝑓𝑓 𝑏𝑡𝑤 𝑌𝑖 & 𝑍𝑖    (9) 

The three multi-label classification methods: PSOGCC, 
BR, and CC, produced competitive results. In Table II, the 
proposed PSOGCC achieved the highest accuracy result of 
98.66% with the genbase multi-label dataset. Closely followed 
by the CC method with 98.15% accuracy while BR obtained 
98.06%. From the accuracy results, it could be observed why 
the classifier chain (CC) outperformed the traditional BR 
algorithm. This is due to the limitation (associated with BR) of 
ignoring label correlations. Also, the proposed PSOGCC 
heuristic method outperformed the other two methods due to its 
combined advantages of considering label correlations and 
finding an optimized label sequence order, thereby addressing 
the limitation of the original CC method (i.e., random label 
sequence order in the chain). 

Tables III to V presented the experimental results in terms 
of precision, recall, and 𝑓- Measure, respectively. Consistently, 
the proposed PSOGCC optimization algorithm outperformed 
both BR and CC multi-label methods. PSOGCC obtained the 
highest scores of 99.5%, 99.16%, and 99.33% precision, recall, 
and 𝑓1 𝑠𝑐𝑜𝑟𝑒  respectively. These results further proved the 
effectiveness and superiority of the proposed method compared 
to the other two classical methods: binary relevance and 
classifier chain. 

Finally, Table VI showed the Hammingloss values of the 
three classification methods obtained across the benchmark 
multi-label datasets. As aforementioned, Hammingloss metric 
helps to check the frequency of misclassification by the 
classifier. A good classifier should have less labels 
misclassified (i.e., low Hammingloss value). From the result, it 
could be seen that the proposed PSOGCC performed best 
compared to BR and CC. The method obtained the lowest 
Hammingloss value of 0.0011 with genbase dataset. The 
original CC method came second with 0.0102 Hammingloss 
value while BR performed the least (0.0121). 

To further show a clearer and easier understanding of the 
classification results, the performance of the three MLC 
methods are presented in graphical forms as plotted in Fig. 3 to 
7. The results comparisons showed the proposed PSOGCC had 
better performance across the multi-label datasets. This reflects 
the significance influence of finding an optimized label 
sequence order in the chain classifier. 

TABLE II. CLASSIFICATION (𝑨𝑪𝑪) RESULTS OF PSOGCC, BR, AND CC 

Datasets 
Accuracy (𝑨𝑪𝑪) ↑ 

PSOGCC BR CC 

enron 0.4046 0.3671 0.3671 

birds 0.5515 0.5723 0.5725 

flags 0.5586 0.5763 0.5700 

genbase 0.9866 0.9806 0.9815 

yeast 0.4537 0.4226 0.4219 
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TABLE III. CLASSIFICATION (𝑷) RESULTS OF PSOGCC, BR, AND CC 

Datasets 
Precision (𝑷) ↑ 

PSOGCC BR CC 

enron 0.5959 0.6574 0.6576 

birds 0.8153 0.8061 0.8064 

flags 0.6741 0.6956 0.6943 

genbase 0.9950 0.9947 0.9950 

yeast 0.5796 0.5929 0.5950 

TABLE IV. CLASSIFICATION (𝑹) RESULTS OF PSOGCC, BR, AND CC 

Datasets 
Recall (𝑹) ↑ 

PSOGCC BR CC 

enron 0.4858 0.4481 0.4483 

birds 0.6050 0.6403 0.6406 

flags 0.6856 0.7741 0.7577 

genbase 0.9916 0.9903 0.9908 

yeast 0.6008 0.5613 0.5616 

TABLE V. CLASSIFICATION (𝑓1 𝑆𝑐𝑜𝑟𝑒) RESULTS OF PSOGCC, BR, AND 
CC 

Datasets 
𝒇-Measure (𝒇𝟏 𝑺𝒄𝒐𝒓𝒆) ↑ 

PSOGCC BR CC 

enron 0.5352 0.5329 0.5331 

birds 0.6946 0.7137 0.7140 

flags 0.6798 0.7328 0.7246 

genbase 0.9933 0.9925 0.9928 

yeast 0.5900 0.5767 0.5778 

TABLE VI. CLASSIFICATION (𝐻𝐿) RESULTS OF PSOGCC, BR, AND CC 

Datasets 
Hammingloss (𝑯𝑳) ↓ 

PSOGCC BR CC 

enron 0.0535 0.0540 0.0542 

birds 0.0521 0.0515 0.0515 

flags 0.2857 0.2747 0.2654 

genbase 0.0011 0.0121 0.0102 

yeast 0.2642 0.2588 0.2579 

 
Fig. 3. Comparison of PSOGCC, BR, and CC in Terms of Accuracy. 

 
Fig. 4. Comparison of PSOGCC, BR, and CC in Terms of Precision. 

 
Fig. 5. Comparison of PSOGCC, BR, and CC in Terms of Recall. 

 
Fig. 6. Comparison of PSOGCC, BR, and CC in Terms of 𝑓1 𝑆𝑐𝑜𝑟𝑒. 

 
Fig. 7. Comparison of PSOGCC, BR, and CC in Terms of Hammingloss. 

V. CONCLUSION 
Single-label classification (SLC) involves predicting a 

single class (output) for a particular data instance (input) 
whereas in multi-label classification (MLC), the task is to 
develop predictive models capable of assigning multiple class 
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labels simultaneously (to a single instance). In MLC, there are 
standard methods such as binary relevance (BR), classifier 
chain (CC), and label powerset (LP). There exist limitations 
with these methods such as ignoring label correlations 
(associated with BR), complexity (associated with LP), and 
random label ordering (associated with CC). This study 
attempted to improve the predictive performance of the multi-
label CC method. In this work, the randomized label sequence 
order issue of CC is addressed. To achieve this, the study 
proposed a hybrid heuristic evolutionary-based technique. 

Heuristic techniques involve developing a set of intelligent 
self-learning algorithms designed for finding the optimal best 
solution to an optimization problem. In this paper, PSOGCC 
multi-label classification method is proposed to extend the 
original CC method. The evolutionary-based algorithm is a 
combination of particle swarm optimization (PSO) and genetic 
algorithm (GA). The proposed PSOGCC method is used to 
find the global best solution representing an optimized label 
sequence order in the chain classifier. Genetic operators: 
selection, crossover, and mutation were integrated with the 
basic PSO for optimizing the search problem. 

The experiment was conducted using five benchmark 
multi-label datasets. Furthermore, five evaluation metrics were 
applied to validate the performance (predictions) of the 
proposed PSOGCC against standard BR and CC methods. 
Results were presented in Tables II to VI in terms of accuracy, 
precision, recall, f-measure, and Hammingloss respectively. 
The proposed PSOGCC achieved the overall best classification 
results of 98.66%, 99.5%, 99.16%, 99.33%, 0.0011 accuracy, 
precision, recall, 𝑓 -measure, and hammingloss values 
respectively. 

In the future work, the proposed technique will be further 
validated using more multi-label datasets. Also, it is 
recommended to compare the performance of PSOGCC 
against other standard MLC algorithms. Finally, the research 
study will be further extended to employ other recent heuristic 
evolutionary-based techniques such as bat algorithm, whale 
optimization algorithm, and firefly algorithm etc. 
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Abstract—The efficiency of Internet services is determined by 
the Cloud computing process. Various challenges in computing 
are being faced, such as security, the efficient allocation of 
resources, which in turn results in the waste of resources. 
Researchers have explored a number of approaches over the past 
decade to overcome these challenges. The main objective of this 
research is to explore the task scheduling of cloud computing 
using multi-objective hybrid Ant Colony Optimization (ACO) 
with Bacterial Foraging (ACOBF) behavior. ACOBF technique 
maximized resource utilization (Service Provider Profit) and also 
reduced Makespan and user wait times Job request. ACOBF 
classifies the user job request in three classes based on the 
sensitivity of the protocol associated with each request, Schedule 
Job request in each class based on job request deadline and 
create a Virtual Machine (VM) cluster to minimize energy 
consumption. Based on comprehensive experimentation, the 
simulated results show that the performance of ACOBF 
outperforms the benchmarked techniques in terms of 
convergence, diversity of solutions and stability. 

Keywords—Ant colony; scheduling; hybrid; foraging; cloud 
computing 

I. INTRODUCTION 
Cloud computing proliferation has become a major issue 

with the omnipresent evolution of big data in its range, speed, 
and volume through the Internet. Autonomous computing, 
grid computing, distributed computing, and utility computing 
consist of cloud computing [1]. Cloud computing offers high 
performance storage facilities and highly flexible on-demand 
computing. With the massive increase in energy usage is the 
major issue faced in cloud data centers. 

In order to enhance the overall efficiency of cloud 
computing, task planning is an essential step. The 
conventional centralized framework for managing and 
tracking cloud resources has been widely used in enterprise 
environments. As such, due to the heterogeneous and large-
scale data, supervision and checking systems in multiple data 
centers have faced serious challenges [2]. The first paper to 
address the planning problem of the heterogeneous system for 
energy consumption by means of multi-objective hybrid ACO 
and bacteria foraging algorithm in the IaaS cloud is this study. 

Researchers have recently concentrated more on 
addressing the issue of task scheduling in a distributed 
environment. Task scheduling is considered a critical problem 

in the world of cloud computing by considering different 
variables such as power consumption, fault tolerance, the 
overall cost of performing the tasks of all users, completion 
time and use of resources. Task scheduling has been shown to 
be a full NP problem [3], which make it impossible to achieve 
solutions easily. The issue of finding the best balance between 
the tenacity time and the energy required by a precedence-
constrained corresponding application is a bi-objective 
optimization problem. This issue can be solved by a set of 
Pareto points [4]. Pareto strategies are those for which only 
one goal can be strengthened with the deterioration of at least 
one other goal. Thus, the solution to a bi-objective problem is 
a (possibly infinite) set of Pareto points instead of a particular 
solution to the problem. 

Internet forms a connection of large group of servers in 
cloud data centers. Thus, task schedulers are needed in the 
cloud data centers for the organization of task executions. A 
good task scheduler must efficiently utilize cloud data center 
resources for task execution. A scheduler should be able to use 
less resources and time to execute tasks. The scheduling 
algorithm's efficiency problems include makespan and energy 
consumption. In fact, using fewer resources ensures that it 
uses less energy. The minimization of makespan and energy 
consumption is one of the major problems for building large-
scale clouds. 

Different studies have been carried out in [5] to exploit the 
diversity of makespan and energy usage in cloud computing. 
These studies are that in [4] scheduling techniques and 
algorithms for particular tasks have been developed and 
implemented, fault-tolerant tasks with real-time deadlines and 
energy-efficient tasks with dependence. At the design time, 
the optimization goals set statically constructed monolithic 
virtual machines (VMs) cluster for task scheduling that lacks 
flexibility and adaptability in changing resource provisioning, 
classification of workloads and environmental cloud 
execution. As the study failed to address convergence, 
diversity and stability, resulting in too much wasting of 
resources, there is certainty about the inherent issue of 
resource availability and task scheduling. The majority of the 
techniques and algorithms for task planning and resource 
provisioning often apply to some widespread functional 
method that uses a comparable deterministic task execution 
system for various optimization goals. 
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However, incorporating new scheduling skills needs to be 
performed one at a time for the algorithm of scheduling, 
which is not only monotonous but also stochastic. As such, the 
aim of this study was to explore task scheduling using multi-
objective hybrid Ant Colony Optimization (ACO) with 
Bacteria Foraging (BF) behavior in cloud computing. The 
ACOBF technique maximized the usage of services (profit 
from service providers) and also reduced Makespan and Job 
Request user waiting time. Based on the sensitivity of the 
protocol associated with each application, ACOBF will 
categorize user job requests into three classes, schedule job 
requests in each class based on the deadline for job requests, 
and create a VM cluster to minimize the amount of energy 
consumption. 

The rest of this paper is structured as follows; Section 2 
addresses the relevant reviews of other authors' literature on 
resource management and task scheduling, while Section 3 
discusses the methodological processes. Then Section 4 
considers implementation, results and discussions while 
section exposes conclusion and future works for upcoming 
researchers. 

II. REVIEW OF RELATED LITERATURE 
The most fruitful ACO research in cloud computing 

nowadays is improving the quality of solution and 
convergence speed for energy efficiency. Researchers have 
attempted to explore these problems by metaheuristic 
hybridization or preprocessing of the input population, transfer 
operator adjustment, etc. [6]. In [2], combining two 
population-based meta-heuristics with identical characteristics 
will possibly strengthen the solution as one's strength would 
easily overpower the other's weakness. The authors have 
argued that by hybridizing ACO with another population-
based metaheuristic for efficient exploration and exploitation 
by the search strategy, there is a greater chance of obtaining 
better solution outcomes. This section addresses many similar 
work analyses performed on various ACO approaches to 
resource provisioning by other researchers. 

The ACO was adopted in [6] for resources allocation in 
cloud. The authors’ objective function is to minimize 
makespan. The research looked into the relative weakness and 
strength of the search process by experimentation where 
assignment of VM’s is based on a simple, short-term memory 
using constraint satisfaction rule for incoming batch jobs. VM 
migration from one PM to another was modeled using the 
Graph theorem such that PMs are represented with vertex 
(node) and edge defines the transition [7, 8] . The rule did not 
resolve the convergence problem arising from the existence of 
transition loops, plurality of solutions, and as such stability; 
too much energy was consumed in the datacenter. The authors 
in [9, 10] also researched Makespan minimization, where the 
authors attempted to balance cloud load for IaaS. The 
Heuristic Dependent Load Balancing Algorithm (HBLBA) 
proposed by the authors strategized tasks to configure servers 
for assigning VMs to process tasks in datacenters based on the 
incoming number of tasks and their sizes. Other minimization 
of makespan by ACO technique studied can be seen in [10-
12]. 

A updated ACO algorithm [13] was proposed to obtain a 
Pareto solution package. An approximate non-deterministic 
tree-search method based on the ACO was inculcated by the 
researchers. This leads to simplifying the calculation of 
probability and also updating the pheromone law, which 
allows the learning capacity of ants to increase. In [14], a 
multi-objective ACO (MO-ACO) algorithm was proposed 
with the objective function considered to be load balancing, 
cost and minimization of makepan. The law did not discuss 
the dependence between convergence tasks, but instead used a 
limited number of tasks in their experiment, resulting in 
resource and energy wastage. In the primary step, current 
setbacks in ACO that include poor convergence accuracy, 
easy falling into optimal local solution and slow solving speed 
were found. The authors resolved the initial pheromone 
deficiency through the rapid search capability of the ACO 
with a spanning tree to increase the ACO's convergence speed. 
Solution diversity and consistency in convergence have not 
been discussed as a result of the lack of energy. Other 
metaheuristic population focused on an attempt to fix energy 
waste was seen in [15] where the authors used the general 
concept of ACO and the Clonal Selection Algorithm for task 
scheduling. The technique used for pattern recognition was 
based on the independence of the populations of memory cells 
and antigens. Two population-based techniques that failed to 
address convergence in their exploration and exploitation may 
lead to a search phase that ended in a local optima solution. 
Too much electricity was also lost. 

[16] investigated the scheduling problem on the set of 
batch processing machines, which were arranged in a parallel 
with different processing capabilities. The jobs were aligned 
with different sizes, processing and releasing time. A bio-
objective ACO is used to reduced makespan and total energy 
consumption. Also, [17] designed to examine the effect of the 
association of ACO in solving the problems of job scheduling. 
This book focused to introduce hybrid ACO as a solution to 
that effect, which was evaluated based on parameters; 
makespan time, delay (tardiness) and workload. In the same 
vein, [18] proposed a multi-objective hybrid ACO for real 
world two stage blocking permutation, flow shop scheduling 
problem in order to tackle the total energy cost as well as 
makespan based on the current market situation. The author in 
[19] proposed Ant Mating Optimization (AMO) to reduce 
total energy consumption and makespan for Fog Computing 
platform. The algorithm determines trade-off between system 
makespan and the consumed energy required established by 
the end user. This techniques out performs Particle Swarm 
Optimization (PSO), Bee Life Algorithm (BLA) and Genetic 
Algorithm (GA) in term of the parameters under examination. 
In another development [20] preemptive scheduling in a single 
machine is proposed to minimize total completion time, 
energy cost under the electricity period. ACO – DR, dominant 
ranking procedure. 

III. METHODOLOGY 
By means of methods for searching, handling and 

ingesting food, natural selection aims to eradicate animals 
with poor foraging strategies. It favors the spread of the genes 
of those organisms with successful foraging strategies, 
because reproductive success is more likely to occur [16]. Bad 
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foraging techniques are either re-structured to succeed or 
eliminated after many years. Since the foraging activity of the 
animal/organism seeks to maximize energy intake per unit of 
time spent on foraging.  Constraints considered to be cognitive 
and sensing capacities combined with environmental 
parameters (e.g. predator threats, prey density, search area 
physical characteristics) are optimized due to natural 
evolution. This basic concept has been extended to complex 
optimization problems. The problem quest room for 
optimization could be based on the social foraging system in 
which parameter groups work to solve difficult engineering 
issues [21]. 

In order to achieve the optimum local and worldwide 
solutions, the ACO’s discovery and operating methods to 
forage algorithms for bacteria are used. The effectiveness of 
the proposed ACOBF multi-objective solution will be verified 
explicitly in terms of the function of multiplicity and 
excellence of solutions, convergence and constancy. The 
cloud service provider tracks the entry of customer demands 
for task processing and the use of PMs in the data center 
details (CSP). To have this user request scenario, the Direct 
Acyclic Graph (DAG) is followed. In this scenario, the 
relation between the task unit, the functionality and the work 
unit are captured. 

The CPU-limited job which spends most of its time in 
calculating multiple RAM size processing parts will be the 
basic characteristics of the tasks is considered. Although I/O-
bound tasks depend on only peripheral devices linked to 
computers. As such, it might be important to have a computer 
with a wide buffer capacity and enough network bandwidth. 
The adding of inputs and outputs to reserve the available 
resource in a pm is an essential feature of the task unit. 
Dependence can exist between the units of the mission. Fig. 1 
depicts DAG, where each node is a task unit with its task 
form, the addressed line demonstrates the relationship of 
dependency between the tasks and add weight that links the 
edges to the flow size of two tasks. By using the following 
five times, the diagram can be seen: 

G = (TD, TS, D, Mi, Mout)            (1) 

TD is the user request collection consisting of task units (1/n). 

TS are the assignment type for each only task unit (1/m); T1, 
T2, …Tm ; Tm is the determined amount of assignment in a 
task unit. 

D is task dependency that represents the dependencies 
between the task units in TD. 

Mi is the Input data representing the size of task unit. 

Mout   is the Output data representing the size of task unit.  

A. Assumptions 
A remote location server or PC or a physical machine that 

forms the data center can be a heterogeneous resource pool 

and services. There may be different configurations of the 
same tools with the similar mission but yet the results differ. 
The total heterogeneity features can be generalized by 
changing PM capacity and network bandwidth. By building a 
direct relationship between the available memory size and the 
Processor power, the capacity of the PM gives the minimum 
time taken to execute the data present in a task. The rate and 
price of data transmission between two physical devices are 
facilitated by network bandwidth. Instead of distinguishing 
between the types of activities, it deals only with data flow.  M 
represents the resource information, consisting of six-tuples. 

M = (PM, CP, R, CE, Nbw, Ecom)            (2) 

PM is the set of physical machines inside a data center. 

CP is the computing power of the PM. Here, (ESij)  denotes 
the implementation time of job of unit type i on a PM PMj. 
denotes the average power of PMj  as ESavg;j , 

Computing the nasty of essentials in column of matrix ESj 
produces ESavg;j value 

ESij = PM1...PMj TD1..TS11..TS1j TDiTSi1..TSij 

R is the available RAM (memory) size of each PM. 

CE is the processing energy that gives the rate of a task 
unit's execution consumption. Here it is possible to denote the 
energy consumed by a PMj to run I task unit form per unit 
time per unit data as CEij. 

Nbw denotes the bandwidth between PMs and is known as 
Nbw;ij, the data transmission rate between PMi and PMj. 

Ecom denotes the energy consumption rate for the 
communication. Therefore, Ecom;ij  is the energy consumed 
during transmission of data from PMi  to PMj  per unit time 
per unit data. 

B. Problem Formulation and Solution Domain 
By highlighting the different models for the solution 

domain, the formulated problem is presented in this section. 
For optimizing resource scheduling in cloud computing, the 
two most important objectives considered are the 
minimization of makepan and energy consumption. The 
contradictory essence of these two priorities is created by 
heterogeneity and parallelism. The former states that reducing 
makespan at the cost of robust inter-PM data transmission 
directly affects the energy use of the data center and later 
explains that the quickest resource in existence is not 
necessarily the cheapest. 

C. Modeling the Makespan 
Makespan is the length taken from the moment when a 

user submits his request to the last task unit's completion time. 
The processing time of both waiting periods is necessary. By 
decomposing user requests into task units, the processing time 
is measured based on user request and then apply topological 
sorting to ensure that each task unit can only rely on those 
with lower priority indexes. 
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Fig. 1. DAG of Tasks and Task. 

Task unit TDi's completion time is nearly the same as the 
overall processing time. For each TDi task unit, the CT(i) 
completion time is determined by adding the execution time of 
the current task unit and the time it takes to bring all the 
necessary data to the current PMP. Consider, for example, the 
DAG depicted in Fig. 1; The completion time of the TD8 task 
unit can be determined as the time when all input data for the 
TD8 task unit arrives (by adding the completion time of task 
unit TD8 and the processing time of TD5, TD6 , and TD7). 

CT(i)=Tc+Tex              (3) 

Where Tc is the time taken for all task arrival to current task 
given as 

T(𝑐) = 𝑀𝑎𝑥 + ∑𝑖=1
𝑗=1 �𝐷𝑖,𝑗 ∗ 𝐶𝑇(𝑗) + 𝐷𝑖𝑗∗𝑀𝐴𝑋𝑜𝑢𝑡

𝑁𝐵𝑤,𝑝,𝑞
 �           (4) 

P and q are execution start time and execution end time 
respectively. 

Tex is the current taks execution time; 

Tex=ES(g,h)Mi,j              (5) 

g and h are current task time and starting time respectively. 

The waiting period is the sum of all processing times, 
because the degree of multi-threading is not too high when 
more task units are allocated or some PMs are overloaded. 
The significant attribute for task scheduling after deep analysis 
of the operation is the balance of load among the PMs in the 
data center. As such, proper information about the load 
distribution between the data center PMs is very important to 
obtain. Even if this information were measurable, the resource 
provider or cloud broker would not make it publicly 
accessible. Therefore, finding a solution to this issue is very 
vital. To this end, it assumed that the ratio on the load 
distribution at each PM average computing power and load 
distribution as follows: 

𝐿𝑜𝑎𝑑 𝐵𝑎𝑙𝑎𝑛𝑐𝑖𝑛𝑔 

(𝐿𝐵) = ∑𝑖=𝑛
𝑖=1 (𝐴(𝑖) − 𝐵(𝑖)P

2)            (6) 

N here is the number of PMs in the data center 

𝐴(𝑖) =
∑𝑖=𝑚𝑖=1 𝑀𝑖,𝑗|𝑥(𝑗)=1 

∑𝑗=𝑚𝑗=1 𝑀𝑖,𝑗
             (7) 

𝐵(𝑖) =
𝑅𝑖/𝐸𝐶𝑎𝑣𝑒𝑟𝑎𝑔𝑒,𝑖

∑𝑖=𝑛𝑖=1 𝑅𝑖/𝐸𝐶𝑎𝑣𝑒𝑟𝑎𝑔𝑒,𝑖
             (8) 

Some PMs that remain busy for a long time are made to 
push other tasks into the waiting queue, which adversely 
increases the system's makeup as it poses a risk with a 
deviation from the ideal ratio. Therefore, it is assumed that the 

optimal ratio was taken into account for the initial load 
distribution. To this end, the prioritized load balancing for the 
task distribution, as the risk parameter has an indirect effect on 
the system's makespan. The new mathematical model for 
makespan will be given as: 

𝐶𝑇𝑓 = 𝐶𝑇(𝑛) ∗ 𝑒𝜃             (9) 

𝜃 is the load balancing aspect increases as data traffic 
increases. The influence of various load distributions is also 
increased by Makespan. It is doubtful that the load balancing 
effect on the makespan reflecting the idleness of data traffic. 

D. Modeling the Energy Consumption 
The overall energy consumed in the data center is the 

amount of energy consumed by the individual PMs 
participating in the customer's service requests. CPU uses 
more energy than other components involved in the task 
scheduling process (Singh and Chana, 2016). The usage of 
energy is measured by the CPU using resources (voltages and 
frequencies). This means that as long as the working state of 
the CPU remains stable, energy consumption remains 
unchanged. The total energy consumed during computing and 
communication is measured as follows: 

Tc=Ec+Ece            (10) 

𝐸𝑐 = ∑𝑖=𝑛
𝑖=1 𝐶𝐸𝑔,ℎ𝐸𝑐𝑜𝑚(𝑔,ℎ)𝑀𝑖,𝑗          (11) 

g=TDi and h=x(i)            (12) 

𝐸𝑐𝑒 = ∑𝑖=𝑛
𝑖=1 ∑𝑖−1

𝑗=1
𝐷𝑗,𝑖𝑀0,𝑗

𝑁𝑏𝑤(𝑝,𝑞)
∗ 𝐸𝑐𝑜𝑚(𝑝,𝑞)         (13) 

P=x(j), q=x(i)            (14) 

It has been observed from this analysis the trade-off in 
minimizing makespan and energy. So, the multi-objective 
optimization problem for minimizing these conflicting 
parameters at topological sorting can be given in eq. 15, 16 
and 17. 

Minimization of Makespan 

(CTf) = Min (CT(n)*𝑒𝜃∗𝐿𝐵)          (15) 

Minimization of Energy (Tc) = Min (Tc)         (16) 

Fitness function Ω = α(CT(n)*𝑒𝜃∗𝐿𝐵) + β(Tc)        (17) 

Where α and β are weights to prioritize components of the 
fitness function such that 0 ≤ α ≤1 and 0 ≤ β ≤ 1. 

IV. MULTI OBJECTIVE APPROACH 
The ACO algorithm has excellent global search capability 

and, as such, a mediocre local search capability suffers from 
the curse of dimensionality [4]. BF has very high local search 
capabilities and low global search capability (Lin et al, 2013). 
It is assumed that a combination of the two algorithms will 
result in an outstanding solution with the best local and global 
search capabilities through a selective combination of some 
desirable functions, resulting in faster convergence time. 
ACOBF would have all the combined ACO and BF algorithm 
properties. Theoretically, BF that was hybridized with other 
algorithms other than ACO was tested to be successful, based 
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on the extensive literature reviewed. In all these literatures, 
also observed that the combinations retained general validity 
and optimized characteristics that can be used in many other 
contexts. The hybridized BF inherits both BF exclusion and 
swarming characteristics. 

The aim here is to adjust BF features that do not help 
ACO's global search capabilities and implement BF's local 
search features. Swarming and elimination are the essential 
features of the method for searching for globalization that 
have to be substituted in the procedure while maintaining the 
functions of chemo taxis and reproduction in the local search. 
The parameter to be optimized is the bacteria’s position 
(coordinate). In conclusion, the solution to task planning 
dilemma is a bacterium. Several bacteria for the algorithm 
input are created. To obtain minimum makespan and energy, 
the bacteria are also assessed against the objective function. 

In a desirable range, the parameters are discretized, where 
and distinct set value represents a point in the space 
coordinates. Also, the separate values are defined by a point 
on the space coordinate. All bacteria are tested in the proposed 
ACOBF according to a solution consistency measure at the 
end of the iteration. 

The primary objective is to minimize the use of makespan 
and energy consumption: 

S: population number of bacteria, 

C(i): random path taken during tumble, 

Nc: steps of chemotaxis, 

Ns: swimming length, 

Nre: steps of reproduction, Ned: events of elimination and 
dispersal; 

Ped: likelihood of elimination and dispersal, 

p: search space dimension. 

Algorithm 1.  Algorithm positioning bacterium 

1. P = {}, Nc = {}, S = {} 
2. For I = 1 : N do 
3. P = Protocol of Req; 
4. For j = I : X do 
5. Scan Ped in Order; 
6. If Nre = = P 
7. Insert Nc Into Set Ns; 
8. Countj  = Countj + 1; 
9. Break; 
10. End if; 
11. End For; 
12. If Nre! = NULL; 
13. Continue; 
14. End if; 
15. For k = 1 : Y do 
16. Scan Nc in Order; 
17. If Nc(k) = = P 
18. Insert Ned Into Set Nre; 
19. Countk = Countk + 1; 

20. Break 
21. End if; 
22. End For; 
23. If C (e)! = NIULL; 
24. Continue; 
25. End if; 
26. Insert Ped into C; 
27. End For; 

Algorithm 2.  ACOBF Based Task Scheduling Algorithm 

Begin 
Reproduction 
Select: Sort the bacteria on the basis of Nc accumulated 
during the chemeostasis steps 
Crossover: perform crossover with leastfit bacteria in the 
colony 
Mutation: Perform mutation in the position of the bacteria 
based on the ACO fraging behavior  
Dispersal and Elimination 
With probability Ped disperse and eliminate each bacterium 
Termination  
End the program and output best performing bacterium 
position 
End 

V. IMPLEMENTATION 

A. Experimental Setup 
The simulation environment used for the experiment 

comprises of an Intel(R) Core i5 CPU (2.53 GHz Processor), 
Hard Drive of 500GB, Memory of 8.0GB Windows 8 OS, 
JDK8.1, Eclipse IDE and CloudSim version 3.0. The 
implementation process adopts and extends classes in 
CloudSim; DataCenterBroker, VM, Cloudlet (includes new 
parameters that defines the protocols associated with job 
request) and Host. 

B. Results and Discussion 
1000 User Work Requests have been split into five groups 

of 200 Simulation Process Request tasks. For processing, each 
class is submitted to the system. To obtain the Makespan and 
the energy consumed, the average values of the five 
experimental results are computed. BF and Genetic 
Algorithms [22] were used in benchmarking to demonstrate 
the performance of ACOBF. In the same parameter 
configuration as ACOBF, both BF [23] and GA were also 
simulated. To measure the makespan and energy consumption 
of the Cloud task units, the environment with non-uniform and 
uniform parameters as a low PM heterogeneity was set. The 
efficacy of the algorithms is determined by the responds of 
different heterogeneous tasks and resources utilized: 

Makespan time, as shown in Fig. 2 to 6, was recorded in 
seconds (due to cloudsim relative time unit) from the y-axis 
with the total number of tasks on the x-axis. This illustrates 
the difference with low system heterogeneity for non-uniform 
and uniform parameters. From the statistics, it is noted that 
ACOBF has the least makespan for non-uniform and uniform 
parameters as it is able to execute user job requests more 
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quickly. This has been done because of the ability of the 
algorithm to prioritize tasks that do not need to be postponed. 

A task range of 10-200 has been used for the simulation of 
low PM heterogeneity. Fig. 7 to 11 demonstrates the impact 
on the energy consumption of the four heuristics in the case of 
low PM heterogeneity with non-uniform and uniform 
parameters. Unlike GA and BF, the statistics show that 
ACOBF achieves minimum energy consumption, resulting in 
the highest energy consumption in all task range situations. 

 
Fig. 2. Makespan Time for 20-50 Tasks. 

 
Fig. 3. Makespan Time for 60-90 Tasks. 

 
Fig. 4. Makespan Time for 100-130 Tasks. 

 
Fig. 5. Makespan Time for 140-170 Tasks. 

 
Fig. 6. Makespan Time for 170-200 Tasks. 

 
Fig. 7. Energy Consumed by Processing 20-50 Tasks. 

 
Fig. 8. Energy Consumed by Processing 60-90 Tasks. 

 
Fig. 9. Energy Consumed by Processing 100-130. 

 

Fig. 10. Energy Consumed by Processing 140-170 Tasks. 
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Fig. 11. Energy Consumed by Processing 170-200 Tasks. 

This is a straightforward feasibility of the ACOBF 
exhibition in addressing the user's time prerequisites. Tasks 
that are sent to the Cloud are supposed to be independent of 
each other, as mentioned before. The findings explain the 
algorithms for GA and BF. When the Cloud receives a 
comparable number of task units/tasks, makespan and energy 
increases dramatically, whereas in the case of ACOBF, 
makespan and energy either decreases or fluctuates. This is 
due to the ability of the algorithm to preserve convergence that 
was done by having the starting point close to the minimum. 

VI. CONCLUSION AND FUTURE WORK 
In the cloud computing environment, this article proposes 

a generic task scheduling algorithm based on BF and ACO 
algorithms. Task scheduling is modeled as a multi objective 
optimization problem in order to deal with the trade-off 
between makespan and energy consumption cost functions. A 
simple and most effective optimization technique, referred to 
as a hybrid ACOBF-based approach, was applied to obtain 
Pareto optimal solutions for the task scheduling problem. On 
the basis of the comprehensive simulations conducted, the 
scalability and effectiveness of the proposed solution was seen 
as it was benchmarked on two current and state-of-the-art 
algorithms. Simulation results also show that the creation and 
energy usage have been significantly optimized with the 
proposed convergence strategy and task priority for the cost 
function. 

The weakness of ACOBF would be examined in future 
studies and areas such as; accelerating the convergence rate 
resulting in extra time for crossover and mutation, chemo-
taxis and reproduction would be addressed. The research also 
looked at the relationship of dependency between tasks and 
task sizes for input and output. 
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Abstract—The insurance claim is a basic problem in 
insurance companies. Insurance insurers always have a challenge 
to the growing of insurance claim loss. Because there is the 
occurrence of claim fraud and the volume of claim data increases 
in the insurance companies. As a result, it is difficult to classify 
the insured claim status during the claim review process. 
Therefore, the aims of the study was to build a machine learning 
model that classifies and make motor insurance claim status 
prediction in machine learning approach. To achieve this study 
Missing value ratio, Z- Score, encoding techniques and entropy 
were used as data set preparation techniques. The final 
preprocessed data sets split using K- Fold cross validation 
techniques into training and testing sets. Finally the prediction 
model was built using Random Forest (RF) and Multi Class –
Support Vector Machine (SVM).The performance of the models, 
RF and Multi –Class SVM classifiers were evaluated using 
Accuracy, Precision, Recall, and F- measure. The prediction 
accuracy of the model is capable of predicting the motor 
insurance claim status with 98.36% and 98.17% by RF and SVM 
classifiers respectively. As a result, RF classifier is slightly better 
than Multi-Class Support vector machines. Developing and 
implementing hybrid model to benefit from the advantages of 
different algorithms having graphical user interface to apply the 
solution to real world problem of the insurance company is a 
pressing future work. 

Keywords—Motor insurance claim; machine learning; 
classification; Random Forest (RF); Support Vector Machine 
(SVM); supervised learning 

I. INTRODUCTION 
Insurance company is fast growing, industry [1] [2]. It has 

great role in assuring economic wellbeing of a country, and 
Insurance claims in insurance companies are costly problems 
[3]. Insurance providers always make a great effort, with the 
growing of insurance claim cost or claim loss because of 
insurance claim fraud [4]. Insurance companies have business 
problems, such as risk assessment, classification of policy 
holders and resource allocation, insurance claim classification 
and prediction in the insurance claim handling process [3]. 
This insurance business problems were not solved using 
traditional analytical approaches, including regression, linear 
programming [5]. 

Nowadays an insurance corporation has been struggled 
(stressed) to get best methods that handle transactional data 
and, risk management data for years [6]. But there is a recent 
emphasis to use different sources, of data which extends 
beyond traditional data sources, often known as big data.  This 
big data has created to change data management across the 

insurance industry [7] [8]. Data variety and data volume push 
the traditional data management (Relational Database 
Management System (RDBMS) technologies and software 
tools because of their restrictions [7] [9]. 

As the computing technology has been technologically 
advanced enormously [5], machine learning approach is used 
to solve insurance business problems like insurance risk, claim 
loss, to understand and analysis huge amount of data [10] [11]. 
Companies have huge amounts of data, in the insurance 
database, which could not be understandable and interpretable 
by humans like Ethiopian Insurance companies specifically 
Awash motor insurance claim data. 

Therefore, handling and processing large amount of 
insurance claim data requires computational tools. Machine 
learning approaches are essential to process the data and, 
extract the vital insurance claim information for decision 
making process [5] [12]. 

For these problems, supervised machine learning 
techniques, particularly classification algorithms are used as 
the computational processes for the data set that stored in the 
insurance database.  Machine learning classifiers  are used to 
classify different types or classes of data from a dataset to 
predict what will happen in the future  from the past data set 
[5] [11]. 

Machine learning approach in big data is helping to connect 
machine with huge databases making them to learn new things 
by its own. Analysis of big data using machine learning 
approach helps the insurance industry to predict future trends 
in the competitive market. Big data initially emerged as a term 
in order to describe data sets whose amount or size is beyond 
the capability of traditional databases, to capture, store, 
analyze, manage, and too complex to analyze by traditional 
data processing techniques and database management tools [9] 
[13]. Big data is not only about the size, finding insights from 
complex, heterogeneous, and complex, noisy and voluminous 
data [11]. Big data categorized as structured data, unstructured 
data and semi structured data. Structured data is accessed, 
stored and processed in the fixed format. The type of data in 
this study is structured data. Because the motor insurance 
claims data have stored in fixed format, which is store in fixed 
relational database format. The main objective of the study was 
to build machine learning model that classifies and make motor 
insurance claim status prediction in machine learning 
techniques. 
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Finally the proposed motor insurance claim status 
prediction model was addressed the following research 
questions. 

• Can we build more accurate machine learning model 
that classify motor insurance claim data and make claim 
status prediction for the insurance company? 

• Which techniques needed to prepare the data sets to be 
able to apply model building techniques? 

• What are the better classification techniques that would 
use for claim classification and how we evaluate the 
performance of the built machine learning model? 

II. RELATED WORKS 
This section described the existing related work that has 

been done before by other researchers .This section includes 
methods and techniques, implementation tools, aims of study 
and findings of the research as follows in the following Table I. 

TABLE I. RELATED WORKS OF THE STUDY 

Objective of Study Methods and Techniques Data and place Findings 

Build Predictive Model for 
Auto Insurance Claims prediction 
[18] 

CART, 
Entropy 
Gini index 
Decision Tree 

1,528 Ghana insurance data 
Vehicle age and customers age are 
most predictor variable 

Policy holders 
whose age is 18 to 48 have max claim 
Vehicle age 0 to 8 years have max claim 

Support vector machines to 
classify policy holders 
satisfactory in automobile 
insurance[11][17]  

Machine learning algorithm, SVM 
 kernel trick,   RBF 
Parameter 0.05 

13,635 Indonesia automobile 
insurance policies,40% data to 
train,60% data to test  

Classification of Customer satisfaction had 
claim or not. 
Reliable SVM model to predict, claim 
,84.08% of accuracy 

An Ensemble Random Forest 
Algorithm for Insurance Big Data 
Analysis[6] [11] 

Apache Hadoop, Map reduce Apache 
spark 
Ensemble RF  SVM,LR Precision ,  
G-mean 
F-measure  ,Information gain 

500,000, customers    
data from China insurance 

Ensemble RF Algorithm is better than SVM, 
and logistic regression for insurance product 
and policy holder analysis Application of 
ensemble RF with spark for insurance big  
data analysis  

Data mining classification model 
to 
Predict the 
customer’s claims in 
auto  insurance  company[2]  

Logistics regression,   Artificial 
Neural network, Decision Tree 
C4.5,Accuracy 
,precision, recall 

80%  sample data as 
training  and 20% sample data as 
testing 

The insurance claims classified as low, high, 
fair. Neural network 
Has best prediction   accuracy of  61.7% to 
classify claims 

Predict the customer’s choice of 
car insurance policies using 
random forest[12] 

Data mining classifications 
algorithms include   Decision Tree, 
K-Nearest Neighbors Naïve Bayes, 
Neural Networks and, and Support 
vector machine algorithms, weka 

665,250 records of insurance 
policies from Allstate insurance 
company. 665,250 as train set and 
198,857as test set. 

split the data in to seven categories in order to 
predict the customer’s car insurance policy 
The performance of the Random Forest 
model was 97.9%. 

III. MATERIALS AND METHODS 

A. Development Tools 
Anaconda Navigator and python programing language was 

used for this research. Anaconda Navigator tool, Jupiter 
notebook, scikit – learn (sklearn) frame work, and python 
programing language was used to implement the proposed 
model. Descriptive statistics summary and graphics data 
analysis techniques were used. Descriptive statistics used for 
motor insurance claim data analysis using count, mean, 
standard deviation, quartiles (25%, 50%, and 75%), min and 
max. Graphics techniques were used for visualization of the 
data distribution, using graphical representation like density 
plot, histograms, table and bar graph. 

B. Data Collection 
The sources of data for this research were secondary and 

primary data sources.  Secondary data was collected from the 
existing centralized insurance database of Awash insurance 
company main office, which is found at Addis Ababa. The 
relevant secondary motor insurance claim data were collected 
from the standard experts of Awash insurance company. In 

addition to, this the researcher used interview methods in order 
to understand the insurance domain knowledge and motor 
insurance claim data with insurance experts of the company. 

C. Dataset Description 
The amount of the dataset used for this research consists of 

a sample of 65,535 records or instances of AIC motor 
insurance claim data. The data set contains a total of eleven 
attributes of motor insurance claim data. This data has excel 
data format. The column shows the attributes and the row 
shows the records (instances). The motor insurance dataset 
have five target classes of insurance policy holders claim status 
which are close, notification, pending, re-open and settled. The 
other ten features (attributes) are policy number, name of 
insured, claim numbers, claim date, estimated loss, claim 
paid(gross), net of recoveries, total claims  expense paid, 
change in outstanding and claim incurred. The period of the 
sample motor insurance claim dataset was covered from 2014 
up to 2017. This range takes as a base line of the study, 
because the AIC started to use system for register insurance 
claim data at the end of 2013. After a year the system starts to 
store well organized data in the insurance database. 
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D. Data Preparation Techniques 
Data processing techniques were used for data set 

preparation. Data preprocessing techniques include: data 
cleaning, data integration, data normalization or data 
transformations, and encode as shown in Fig. 2. Data cleaning 
was used to remove noisy data, irrelevant data, which are 47 
non-relevant columns from the data set, and reduce the 
dimension of the dataset from 58 columns to 11 columns by 
using dimensional reduction techniques specifically missing 
value ratio. z - Score was used for data normalization, because 
it normalizes each feature to have mean of zero and variance of 
one. It also tells as how many standard deviations each feature 
far away from the mean and it can normalize the data when the 
actual min and max value is not known. The formula of z - 
score described below as equation 1. 

�� 
𝑥
n
�                                                  

𝑛

𝑛=1

 

  σ2 =   � � �𝑋  −X′ �2
𝑛−1

�
𝑛

𝑛=1
           

z   =   �𝑋𝑖  − X′  �
 σ

                (1) 

Where X' is mean, sigma is standard deviations, and Z is Z 
– Score. 

To encode categorical data one – hot encoding (OHE) 
technique was used to convert claim status categorical data to 
numeric or binary, because there is no natural ordinal 
relationship between claim status (closed, notification, 
pending, re-open, and settled). 

Policy Number, Name of Insured ,and Claim Number 
contains string values as an instances or records, this three 
features have quantized to numeric data values to make the 
data understandably  by RF, and SVM machine learning 
algorithm.  The other features have numeric and float values, 
namely Claim paid (gross paid=A), Net of Recoveries=B, Net 
of Recoveries (A-B), Change in Outstanding. These values 
have a large difference between the max and min values for 
each feature. Because of this Z - score data normalization 
technique was applied to transform or scale down the data set. 
The last features, which is claim status is encoded by using a 
label encoder because it is a nominal categorical data. Where 
the claim status 0, 1, 2, 3, and 4 referrers to Closed, 
Notification, Pending, Re-open, and settled, respectively. 

Attribute evaluation techniques or variable importance 
measure was used to identify the most relevant attribute or 
features from the whole attributes during classification process 
for model construction. For variable importance measure 
information gain or entropy and domain experts was used. 

Gain (D, A)=Entropy(D) −          ∑  𝑣
𝑗= 1

|𝐷𝑗|
|𝐷|

𝑒𝑛𝑡𝑟𝑜𝑝𝑦(𝐷𝑗)   (2) 

Where D is the data partition, A is attribute, V is partition 
the instances to D1, D2….. Dj   but the entropy can be 
calculated as follows below, and attribute Aj that have 
maximum information gain is used as important features   .  

𝐻 = −� p(xi) log2 p(xi)n
i=1             (3) 

Where (pxi) is the probability of selected class and n is 
number of the data set class and H is entropy. The following 
Fig. 1 shows the relative importance of the feature using 
Information gain. 

Fig. 1 shows the relative importance of the features based 
on their information gain. The orders of the features are shown 
as follows in decreasing order, this is a Claim Incurred, Claim 
Number, Change In out Standing, Estimated Loss, Policy 
Number, Name of Insured, Net of  Recoveries(A-B), Claim 
paid Gross(A), Net of Recoveries (B) and their corresponding 
information gain values are 0.176, 0.175, 0.148,  0.115, 0.113, 
0.093, 0.075, 0.065, 0.037 respectively. Claim Incurred has 
highest information gain value. On the contrary, Net of 
Recoveries (B) has lowest information gain values. 

 
Fig. 1. Relative Feature Importance using Information Gain. 

E. Cross Validation Techniques 
Machine learning approaches are evaluated using cross 

validation techniques, it also called rotation estimation. 
Because the result of cross validation believed that more 
reliable and less variance to other single train, test split 
techniques [14] [15]. For this study tenfold cross validation 
technique was used. 90 % of motor insurance claim data set 
(58,982 motor insurance claim incurred instances of data sets) 
used to train the model and 10% of the motor insurance claim 
data set (6,554 motor insurance claim incurred instances of 
data sets) used to test the model through iteration. 

F. Machine Learning Algorithms 
Supervised machine learning algorithms were used to build 

motor insurance claim status prediction model. For this study, 
Random Forest (RF) and Support vector machine (SVM) 
machine learning classifiers were used to build machine 
learning model. RF classifier consists of many numbers of 
decision trees as base learners, and each tree train by using 
random samples of the motor insurance dataset with a 
replacement which is called bootstrapping. Train all trees by 
using different samples and take the majority vote for 
insurance claim status prediction. This process, called Bagging. 

Multi class SVM classifier with kernel trick Radial basis 
function (RBF) and parameter C (cost of penalize 
misclassification error) with value 1 was used to build motor 
insurance claim status prediction model. One against all (1AA) 
approach was used for multi class claim status classification 
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and prediction. In the data set there are five target classes. 
Therefore, multiple binary class classification was applied 
using One vs. Rest (OVR) or 1AA approach, because it is 
efficient to compute and easy to interpret. Five SVM binary 
classes were built, means that one class vs. the rest classes. 

G. Model Performance Evaluation Methods 
Machine learning model performance evaluated using 

different parametric measures, because individual learner gives 
biased result solutions. Due to this reasons it is useful to 
measure or evaluate the performance of the algorithm how it is 
learned from the experience [15]. To evaluate the performance 
of the model, evaluation metrics were used. For this study, 
confusion matrices, accuracy, precision, recall and, F-score 
were used. 

Confusion matrix representing as a two dimensional table 
having predicted values as rows or instances and actual 
classification values as column. It is not performance measure 
by its own rather than using other performance metrics with it. 
These are TP (True positive), TN (True negative), FP (False 
positive) and FN (False negative) [16]. Accuracy shows the 
classification problems correct prediction value and calculated 
as the total number of the model correct prediction divide by 
all number of data set used for classification. Precision measure 
the predicted value true and it show how many times the model 
predicts true. 

In the case of Recall the built model identifies the whole 
relevant examples or instances. F-Measure calculated as by 
combining the above two methods which is precision and recall 
as harmonic mean.  It is also called F-score, F1- measure. The 
equation of the above metrics shows as follows. 

Accuracy(ACC) =  
TN + TP

For All  Total Instances       
 

Pricision(p) =  
TP

TP + FP
          

  Recall(R) =
TP       

TP + FN
 

F − score = 2 ∗  
(Recall ∗ Precision)

(Recall + Precision) 
 

IV. PROPOSED MOTOR INSURANCE CLAIM STATUS 
PREDICTION MODEL 

Fig. 2 shows the proposed model architecture for motor 
insurance claim status prediction. This architecture has the 
following components. These are Explanatory data analysis 
(EDA), Data preprocessing (data cleaning and integration, 
dimensional reduction, data normalization and encoding), 
Training and Testing, Evaluate and Model performance 
comparisons. Fig. 2, shows the detail architecture of the 
proposed model design. 

 
Fig. 2. Architecture of the Proposed Motor Insurance Claim Status 

Prediction Model. 

V. RESULTS AND DISCUSSION 

A. Evaluation of Result 
In machine learning, classification is the most common 

type of problems [15], because of this there are evaluation 
metrics, which we used to evaluate the performance of the built 
machine learning models. For this study, four performance 
evaluation metrics were used to evaluate the classification 
performance of the RF, and SVM models using ten – fold cross 
validation techniques as stated in Section 3F. The data set is 
split in two parts as training, and testing as it discussed in 
Section 3D. The two models namely RF and SVM were used, 
as classifiers. Each classifier is trained and tested. The models 
obtained, from the training phase were tested by using new 
motor insurance claim data in addition to, training sets. 
Accuracy of ten –fold cross validation results were computed 
by taking the average result of each training set and test sets as 
demonstrated or illustrated in Table II. 

Table II shows the Prediction accuracy of RF and SVM. 
The RF prediction accuracy in each fold was as follows, 
97.45%, 98.94%, 96.99%, 97.03%, 98.39%, 97.07%, 96.73%, 
89.42%, 93.17%, and 96.59% on the corresponding experiment 
1, experiment 2, experiment 3, experiment 4, experiment 5, 
experiment 6, experiment 7, experiment 8, experiment 9, and 
experiment 10 respectively. The lowest percentage result was 
recorded on experiment 8 (89.42%,) and the highest percentage 
result was recorded on experiment 2 (98.94%). The average 
prediction accuracy of RF from those ten experiments is 
96.43%.The prediction accuracy of SVM on each fold was 
98.96%, 99.19%, 99.11%, 99.40%, 99.63%, 97.22%, 98.10%, 
79.18%, 96.45%, and 98.80% on the corresponding experiment 
1, experiment 2, experiment 3, experiment 4, experiment 5, 
experiment 6, experiment 7, experiment 8, experiment 9, and 
experiment 10 respectively. The lowest percentage score was 
recorded on experiment 8 (79.18%), similar to RF. The highest 
percentage score was recorded on experiment 5 (99.63%). The 
average prediction accuracy of SVM from those ten 
experiments was 96.60%. Except experiment 8, the accuracy 
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result of the SVM on each experiment was slightly greater than 
the accuracy result of RF. The performance of the RF, and 
SVM models clearly illustrated using a bar graph in Fig. 3. 

The bar chart in Fig. 3 shows the graphical or visual 
representation of the above Table I results. The green color 
represents RF’s classification accuracy and the blue color 
represents the classification accuracy of the SVM’s. This bar 
chart shows the comparison of RF and SVM, how it performs 
on each fold through iteration. 

B. Classification Result of Models 
The classification performance of the two classifiers (RF 

and SVM) validated or measured   using the test data sets. The 
results of these classifiers for the test data sets were shown in 
the Table III and IV, respectively. The column show the actual 
value and the row show predicted value.  The diagonal value of 
the confusion matrix indicates the correctly classified instances 
among the test data sets as illustrated below. 

Where class, Close, Pending, Notification, Re-open, Settled 
represent 0, 1,2,3,4, respectively. 

The result of each class, TP, FP, FN, TN, accuracy, 
precision, and F- measure based on RF and SVM models from 
the confusion matrix report is presented in the Table IV and 
Table V respectively as shown below. 

Table V shows the summary result of RF model. 98.36 % 
was correctly classified and 1.64 % was misclassified by RF. 
On the other way, The Precision, Recall and F- measure result 
of the RF model was 95.15%, 94.71%, and 94.90% 
respectively. The highest prediction accuracy found for class, 
re-open, that has 99.83%, and the lowest prediction accuracy 
for class settled, was 97.34%. 

Similarly, Table VI shows the summary of SVM model 
result of, Accuracy, Precision, RECALL AND F-MEASURE IS 
98.17%, 

97.22%, 93.80%, and 95.36% respectively and 1.83% was 
misclassified. The highest prediction accuracy found for class 
re-open (99.89%) and lowest prediction accuracy was found 
for class closed (95.94%). 

From the above two experimental results, both of the two 
models have nearly similar prediction accuracy performance. 
But, RF Model slightly greater than Support vector machine 
model in terms of accuracy. Both RF and SVM model had the 
best prediction accuracy of re-open claim status among all 
other classes oF MOTOR INSURANCE CLAIMS. 

Generally, Random Forest model is slightly better than 
support vector machine model in both accuracy, and Recall. On 
the other hand, SVM model better than RF model in both 
precision and F-measure as summarized in Fig. 4, which shows  
the comparison of RF and SVM models using the four 
performance metrics evaluation (Accuracy, Precision, Recall 
and  F- measure). 

 
Fig. 3. RF and SVM classification Accuracy Result in Bar Chart. 

TABLE II. TEST RESULT FOR RF AND SVM USING EACH FOLD 

Experiment   1 2 3 4 5 6 7 8 9 10 Average 

Total No. of data sets                                                      65,535  

Accuracy of RF in % 97.45 98.94 96.99 97.03 98.39 97.07 96.73 89.42 93.17 96.59 96.43 

Accuracy of SVM  
in % 98.96 99.19 99.11 99.40 99.63 97.22 98.10 79.18 96.45 98.80 96.60 

TABLE III. CONFUSION MATRIX RESULT FOR RF MODEL 

                                 Predicted  

    Actual Close Notification Pending  Reopen Settled Total  

     Close 2452  5  34 2 25 2518 

Notification    4  685  1 1 1 692 

  Pending   33   2  798 0 43 876 

  Re-open   7  0  0 76 1 84 

 Settled  24  30  50 0 2280 2384 

Total  2520 722 883 79 2350 6554 
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TABLE IV. CONFUSION MATRIX RESULT FOR SVM MODEL 

 Predicted  

Actual Close Notification Pending Re-open Settled Total 

Close 2393 1 2 1 6 2403 

Notification 64 693 4 0 11 772 

Pending 84 2 889 0 7 982 

Re-open 4 0 0 94 2 100 

Settled 104 4 3 0 2186 2297 

Total 2649 700 898 95 2212 6554 

TABLE V. TP, FP, FN, TN ACCURACY, PRECISION, RECALL, AND F-MEASURE (SCORE) FOR RF MODEL 

Class TP FP FN TN Accuracy (%) Precision (%) Recall (%) F-Score (%) 

Closed 0 2452 68 66 3968 97.7955447 97.301587 97.378872 97.3349771 

Notification 1 685 37 7 5825 99.328654 94.875346 98.9888439 96.8880576 

Pending  2 798 85 78 5593 97.512969 90.373726 91.09589 90.733371 

Re-open 3 76 3 8 6467 99.832164 96.202532 90.47619 93.2515336 

Settled  4 2280 70 104 4100 97.345133 97.021277 95.637584 96.3247046 

Average (%) 98.3628928 95.1548936 94.715476 94.9065288 

TABLE VI. TP, FP, FN, TN ACCURACY, PRECISION, RECALL, AND F-MEASURE (F- SCORE) FOR SVM MODEL 

Class  TP FP FN TN Accuracy (%) Precision (%) Recall (%) F-score (%) 

Closed 0 2393 256 10 3895 95.94141 90.335976 99.583854 94.7349474 

Notification 1 693 7 79 5775 98.687824 99 89.766839 94.1576084 

Pending  2 889 9 93 5563 98.443699 98.997773 90.529532 94.5744684 

Re-open 3 94 1 6 6453 99.893195 98.947368 94 96.4102562 

Settled  4 2186 26 111 4231 97.909673 98.824593 95.16761 96.9616222 

Average (%) 98.17516 97.221142 93.809567 95.3677806 

According to the above Fig. 4, the result of high value 
precision in RF and SVM models indicates that, the built 
model can correctly classify motor insurance claim status and 
predict the sample data to their corresponding real class. 

 
Fig. 4. Models Comparison by using Various Performance Evaluation 

Metrics. 

High recall indicates that many of the data were predicted 
and high relevant data were selected. Other high value of F-
measure shows that best result values are obtained at the 
precision and recall performance measures.  On the contrary, 
low values of F- measure indicate less value of precision and 
recall. Generally, the two models give ideal precision- recall 
results, means that it scores high precision and high recall 
results. 

VI. CONCLUSION 
In this study, the potential applicability of machine learning 

has been implemented and evaluated in the insurance company, 
specifically for motor insurance claim prediction. This 
experimental study, which has employed the most powerful, 
used methodological techniques in machine learning research. 
So to address the problem, Random forest model and Support 
vector machine, were used as a predictive model. 

In this study, an attempt has been done to design, and 
implements the model that has a capability of predicting motor 
insurance claim status. The procedures included data 
Understanding and explanatory data analysis, data 
preprocessing), model training, model testing, classification 
and prediction, and finally comparison of the two built models 
have done. 
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The two models built on using 65, 535 instances of motor 
insurance claim data as input. This input data first needs data 
understanding and data preparation before to build the two 
models. The final preprocessed data sets were used for model 
training and testing. This preprocessed data sets split into two, 
training set and testing set using K –Fold cross validation with 
k= 10. Hence, dataset divided in to 10 folds or experiments 
through iteration. Each fold used as training and testing 
iteratively, at least each fold used once as testing set. Finally 
the average score for each fold was taken. The performances of 
the two classifiers were evaluated by using four metrics 
(Accuracy, Precision, Recall and F-measure). Therefore, the 
experimental result shows that the two classifiers score an 
overall accuracy of 98.36929% and 98.17516%, correctly 
classified by the two models respectively. 

Generally, the performance of the model was evaluated 
with four metrics (Accuracy, Precision, Recall, and F-
measure). The developed motor insurance claim status 
prediction models have best prediction accuracy, and the two 
models have promising prediction accuracy. RF model 
prediction accuracy is slightly better than SVM model in the 
insurance domain specifically in motor insurance. 

VII. FUTURE WORK 
In this study, a good result was achieved in predicting 

motor insurance claim status. But, it was not possible to 
implement all machine learning classification algorithms, 
because of this the researchers propose extending this study 
with other machine learning algorithms, and  build hybrid 
machine learning model  using graphical user interface design 
to apply in the real world insurance companies. 
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Abstract—Attack by spreading malware is a dangerous attack 
form that is very difficult to detect and prevent. Attack 
techniques that spread malware through users and then escalate 
privileges in the system are increasingly used by attackers. The 
three main methods and techniques for tracking and detecting 
malware that is being currently studied and applied include 
signature-based, behavior-based, and hybrid techniques. In 
particular, the behavior-based technique with the support of 
machine learning algorithms has given high efficiency. On the 
other hand, in reality, attackers often find various ways and 
techniques to hide behaviors of the malware based on the 
Portable Executable File Format (PE File) of the malware. This 
makes it difficult for surveillance systems to detect malware. 
From the above reasons, in this paper, we propose a malware 
detection method based on the PE File analysis technique using 
machine learning and deep learning algorithms. Our main 
contribution in this paper is proposing some features that 
represent abnormal behaviors of malware based on PE File and 
the efficiency of some machine learning algorithms in the 
classification process. 

Keywords—Malware; portable executable file format; detection 
malware; abnormal behaviors; machine learning; deep learning 

I. INTRODUCTION 
Malware is software that is purposefully designed to cause 

damage to a personal computer, server, or computer network 
system [1, 2]. The purpose of malware is to execute illegal acts 
such as unauthorized access, stealing user information, 
spreading spam email, and even performing blackmail, attack 
and damage to computer system, etc. for personal gain, 
economic gain, political or simply they can be created as just 
some malicious joke. The study [3, 4] listed some common 
types of malware including Virus, Worm, Trojan Horse, 
Malicious Mobile Code, Tracking Cookie, Attacker Tool, 
Phishing, Virus Hoax. According to the statistics [5], the 
malware distribution situation in 2020 increased by 75% 
compared to 2019. This is completely reasonable because 
hackers used to focus on attacking information systems but 
today they usually primarily chose to attack the user. Therefore, 
malware increases rapidly not only in the number of attacks but 
also in their danger level. Studies [6, 7, 8] listed a number of 
approaches to malware detection including signature-based 
detection and behavior-based detection. The signature-based 
detection method is the static analysis which analyzes the 
source code without executing the file [9]. Some techniques 
used in the static analysis include: 

• Checking file format: the metadata of files can provide 
useful information. For example, Windows PE files can 
provide information such as execution time, import and 
export functions. 

• String extraction: involves checking the output of the 
software (status message or error message) and 
inferring about the behavior of the malware. 

• Trace: Before performing analysis, it is necessary to 
calculate the hash value of the file in order to verify 
whether the file has been modified or not. Commonly 
used hashing algorithms are Message-Digest algorithm 
5, Secure Hash Algorithm 256-bit. Also can search for 
information in source code such as username, file name, 
registry string. 

• Scan with anti-virus software: if the file being analyzed 
is a known malware, most anti-virus software will be 
able to detect it. This is often used to verify the results 
of the analysis. 

• Disassembly: involves reversing the machine code into 
assembly language and thus knowing the logic and the 
purpose of the software. This is the most commonly 
used and reliable method in static analysis. 

This detection method is only suitable for common types of 
malware with permanent signatures stored in the database. 
Modern malware usually attacks and exists for a short period 
of time. 

The behavior-based detection method is based on dynamic 
analysis. This method will evaluate an object based on its 
behavior. When an object attempts to perform abnormal or 
unauthorized behavior, it denotes that the object is malicious or 
suspicious. A number of behaviors are considered dangerous 
such as disabling security controls, installing rootkits, autostart, 
modifying host files, establishing suspicious connections, etc. 
Each behavior may not be dangerous but when combined 
together can increase the suspicions of the subject. There is a 
predefined threshold. If any files exceed this threshold, it will 
be warned as malware [10, 11, 12, 13]. This method is used to 
detect malware that has capable of changing signature 
(polymorphism) or new types of malware (zero-day). However, 
some types of malware have the ability to detect the virtual 
environment, it will not execute malicious behavior in the 
sandbox environment [13]. Moreover, in fact, with the 
increasing amount of malware, this method is not really 
effective against new types of malware. 
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To fix the above disadvantages, in this paper, we propose a 
malware detection method based on the PE file analysis 
technique using machine learning and deep learning algorithms. 

In particular, in this paper, we will analyze and extract 
abnormal behaviors in PE files to seek signs of malware and 
then use machine learning and deep learning algorithms to 
analyze and conclude about the existence of malware. The 
difference between our proposed approach and other traditional 
studies is we do not seek to extract malware behavior based on 
data that is collected in a virtualized environment. Instead, we 
analyze each different component in the PE file in detail in 
order to build behavior profiles of malware. With this approach, 
we could instantly collect behaviors and functions of malware 
designed and installed before by attackers. 

Details of abnormal behaviors are defined in Section 3A of 
the paper. The classification algorithms selected for use are 
presented in Section 3C. 

II. RELATED WORKS 
Dragos Gavrilut [10] proposed a malware detection system 

based on the improved Perceptron algorithm. With different 
algorithms, accuracy fluctuates in the range of 69.90% to 
96.18%. However, the algorithm with the highest accuracy also 
has the most false positive results. The most balanced 
algorithm has a low false positives and accuracy as 93.01%. 

Singhal and Raul discussed a detection method based on an 
improved Random Forest (RF) algorithm combined with 
Information Gain for presenting more optimal feature [11]. The 
dataset used by the author includes only the executable file so 
the feature selection is simpler. The detection rate is 97% and 
the false positives rate is 0.03%. 

Baldangombo et al introduced a feature selection method 
based on the PE header, DLL libraries, and Application 
Programming Interface (API) functions [12]. Algorithms used 
include Naïve Bayes, Decision Tree J48, and Support Vector 
Machines (SVM). The algorithm with the best results is J48 
with an accuracy rate of up to 99%. 

Alazab [13] proposed a method to use the API to represent 
malware features. The SVM algorithm gave the best results 
with the accuracy as 97.6% and the rate of false positives as 
0.025%. 

The results given by the above studies are not the same, 
because there has not been a unified method for feature 
detection and representation. The accuracy of each case also 
depends on the types of malware used to sample and the actual 
running process. 

III. MALWARE DETECTION METHOD BASED ON PE FILE 
ANALYSIS 

A. Proposed Model 
From Fig. 1, in order to detect malware based on analyzing 

abnormal behaviors of PE files, we will conduct 2 main tasks: 

• Extracting behaviors of PE files. In this process, the 
system finds ways to analyze the PE files to calculate 
and extract the values of behaviors in PE files. To 
accomplish this goal, we will pre-define the behaviors 

that need to be assessed as the basis for the system to 
check and extract. Details of these behaviors are 
presented in section 3.2 of the paper. 

• Evaluating behavior profiles of PE files. This process 
evaluates and concludes about malware behaviors based 
on the behavior profiles of PE files that have been 
collected. To accomplish this goal, we propose to use 
machine learning and deep learning algorithms. 

B. Selecting and Extracting Features 
PE File [14] is a Win32-specific file format. All executable 

files on Win32 such as *.EXE, *.DLL (Dynamic Link Library 
() (32 bits), *.COM, *.NET, *.CPL, etc. are PE format, except 
for VxDs and *.DLL (16 bits) files. Even NT's kernel mode 
driver uses the PE file format. PE file is divided into two 
sections: Header and Section. In which, the Header is used to 
store file format values including information required for the 
process of loading files to memory. This structure consists of 3 
parts defined in windows.inc: Signature is one DWORD 
starting in PE Header and containing PE signatures: 50h, 45h, 
00h, 00; FILE_HEADER includes the next 20 bytes of the PE 
Header, this section contains information about the physical 
layout diagram and file features; OPTIONAL_HEADER 
include the next 224 bytes after FILE_HEADER. The Section 
Table is a component after the PE Header. It includes an array 
of IMAGE_SECTION_HEADER structures, each element 
contains information about a section in the PE file. In which, 
there are some important fields: VirtualSize is the actual size of 
the data on the section in bytes, this value may be smaller than 
the size on the disk (SizeOfRawData); VirtualAddress is the 
RVA of the section which is the value to map when the section 
is loaded into memory; SizeOfRawData is the size of the data 
section on the disk; PointerToRawData is the offset from the 
beginning of the file to the data section; Characteristic is the 
section properties including execution or data initialization. 

From the brief overview of the PE file format, we can see 
that the PE header is quite complex with many variables and 
fields. Malware designers often use the PE header to conceal 
the malware version from the malware detection software. In 
this paper, we will examine and extract some features that 
represent malware behaviors in the PE header using the LEIF 
library. Table I below lists malware behaviors that are 
extracted based on different components in the PE header. 

 
Fig. 1. Malware Detection Model based on Analyzing Abnormal behaviors 

in PE Files. 
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TABLE I. LIST OF MALWARE BEHAVIOR FEATURES IN PE HEADER 

No. Group Name Description Data type 

1 

Properties* 

pe.has_configuration Contains the address and size of the load configuration Integer 

2 pe.has_debug The address and size of the debug start point Integer 

3 pe.has_exceptions Exception handling functions Integer 

4 pe.has_exports Export special characters Integer 

5 pe.has_imports Import special characters Integer 

6 pe.has_nx The area of memory to use by storing processor instructions Integer 

7 pe.has_relocations The address and size of the base relocation table Integer 

8 pe.has_resources Indexed resources Integer 

9 pe.has_rich_header Structure after MZ DOS header Integer 

10 pe.has_signature Digital signatures Integer 

11 pe.has_tls A special storage layer that Windows supports Integer 

12 

PE entry point * First 64 bits of Entry point This function is in IMAGE_OPTIONAL_HEADER and contains the 
address of the base image Real 

. 

. 

. 
75 
76 

ASCII 256 characters in ASCII 
code table Character set and character encoding based on the Latin alphabet Real 

. 

. 

. 
331 
332 

Liblabries 
150 most commonly used 
libraries 
(Group B) 

Dynamic Link Libraries Real 

. 

. 

. 

481 

482  Pe.virtual_size Ratio of the size of the PE file on the disk and on the RAM Real 

483 

PE Section 

CNT_CODE Total SECTION_CHARACTERISTICS.CNT_CODE divided by the 
total sections Real 

484 MEM_EXECUTE Total SECTION_CHARACTERISTICS.MEM_EXECUTE divided 
by the total sections Real 

485 Entropy Total entropy in sections Real 

486 Virtual_size The ratio of the actual size of each section to the size on disk and total 
sections Real 

C. Malware Classification Algorithm 
In this paper, we will use a number of deep learning and 

machine learning algorithms to classify files into normal or 
malicious. Accordingly, we choose to use the RF and SVM 
algorithms. Regarding deep learning algorithms, we use 3 main 
algorithms: Multi Layers Perceptron (MLP), Convolutional 
Neural Network (CNN), Long Short Term Memory (LSTM). 
The documents [15, 16, 17, 18] described in detail the 
mathematical basis and operating principle of these algorithms. 
Regarding MLP, CNN, LSTM algorithms, the documents [19, 
20, 21, 22] presented about how they work and their 
applicability. In this paper, we will proceed to apply algorithms 
in the task of detecting malware. Based on the experimental 
results, we will have a basis to evaluate the effectiveness of 
each algorithm in the task of detecting malware. 

IV. EXPERIMENTS AND EVALUATION 

A. Experimental Dataset 
In this paper, we use the datasets about malware and 

normal files provided at [19]. Specifically, the dataset includes 
49,128 records consisting of 24,528 malware files and 24,602 
normal files. The malware and normal files are selected and 
extracted into the fields and components listed in Table I. 

B. Experimental Scenarios 
1) For the experimental dataset: Based on the 

experimental dataset that was collected and described as in 
Section 4A, we will mix and randomly divide in which 80% of 
the number of records in the dataset will be used in the 
training process and the remaining 20% of the data set will be 
used in the test process. 
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2) For the classification algorithm: We will use five 
different algorithms to conduct experiments on the dataset 
presented above. To evaluate the effectiveness of each 
algorithm, we will conduct experiments on each algorithm 
with the change in their parameters. Our purpose is to evaluate 
and find the most efficient algorithm as well as the most 
optimal parameters in that algorithm. Specifically, we proceed 
to refine the parameters of the algorithm as follows: 

• For the Random Forest algorithm, we will conduct 
experiments and evaluate algorithms based on the 
change number of decision trees respectively as 20, 30, 
50, 70, 100. 

• For the SVM algorithm, we select the Kernel parameter 
as RBF, linear, sigmoid, polynomial. 

• For the MLP algorithm, we will change Activation 
function = ("identity", "relu", "logistic", “tanh”) and 
Solver = ("lbfgs", "adam"). 

• For the CNN algorithm, firstly, we convert the entire 
dataset to images with a certain size. With CNN model, 
we have the following model: Input image -> 
Convolution2D -> Pooling Layer -> Fully Connected 
layer -> Output. The input is 49128 images with a size 
of 27 * 18 (3 dimensions). Then we use alternately 3 
Convolution2D layers to extract the features of the 
image, and 3 Pooling Layers (MaxPooling) to reduce 
the size of the input and still retain image characteristics. 
After going through many Convolution and Pooling 
Layers, the model has also learned the characteristics of 
the image and the Fully Connected Layer will combine 
the features of the image into the output of the model. 

• For the LSTM algorithm, we will change Activation 
function = ("tanh", "relu", "softsign", "selu"). 

C. Methods of Evaluating a System 
• Accuracy: is the ratio between the number of correctly 

predicted points and the total number of points in the 
test dataset. It is calculated by the following formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

• Recall: is the ratio of the number of true positive points 
among actually positive points. It is calculated by the 
formula: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

• Precision: is the ratio of the number of true positive 
points among those classified as positive. It is 
calculated by the formula: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

• F1 Score: is harmonic mean of precision and recall 
(assuming that these two quantities are nonzero). 

Where: 

• True Positive (TP): Both the actual and predicted values 
are positive. 

• True Negative (TN): Both the actual and predicted 
values are negative. 

• False Positive (FP): The actual value is negative but the 
prediction is positive. 

• False Negative (FN): The actual value is positive but 
the prediction is negative. 

D. Experimental Results 
1) Experimental results with random forest: From the 

experimental results in Table II, we found that the accuracy of 
the Random Forest algorithm increases gradually when the 
number of decision trees increases. The algorithm gives the 
best classification results with all metrics when the number of 
decision trees is 100. The best results in classification are 
Accuracy, Precision, Recall, F1-score as 97.62; 99.10; 96,123; 
97.59 at the number of decision trees as 100. Besides, the 
result classification of the algorithm for normal files is 
relatively high from 98.82% to 99.10% while the result 
classification for malware reaches only from 95.19% to 
96.123%. This result is relatively good because the 
experimental dataset is balanced in the number of malware 
and normal files. Fig. 2 shows the results when testing the 
malware detection model using the Random Forest algorithm 
with the number of decision trees as 100. 

From Fig. 2, can see that the algorithm incorrectly 
predicted 211 malwares and 42 normal files. This result is 
acceptable when the dataset has a large number of malwares 
and normal files. 

2) Experimental results with SVM: Table III shows the 
results of malware detection using SVM algorithm. 

The experimental results in Table III show that with the 
486 features of PE file and using the SVM algorithm, we 
obtained the results with accuracy as 95.77%. Obviously, the 
default kernel of the algorithm as RBF (C = 100.0) gave the 
highest accuracy compared to the remaining kernels. For the 
Sigmoid kernel, the result is quite low (only approximately 
50%). With this result, the SVM algorithm is not really suitable 
for this PF file-based malware detection dataset. Fig. 3 below 
shows the evaluation results of the process of testing the model 
with the SVM algorithm with parameter as RBF (C = 100.0). 

TABLE II. EXPERIMENTAL RESULTS WITH RANDOM FOREST ALGORITHM 

N_estimator Accuracy Precision Recall F1_score 

20 97.02 98.82 95.19 96.97 

30 97.07 98.78 95.33 97.02 

50 97.16 98.95 95.35 97.12 

70 97.25 98.89 95.59 97.21 

100 97.62 99.10 96.123 97.59 
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Fig. 2. Confusion Matrix when using Random Forest. 

TABLE III. EXPERIMENTAL RESULTS OF DETECTING MALWARE USING 
SVM ALGORITHM 

Kernel C Accuracy F1_Score Recall Precision 

RBF 

1 93.40 93.40 93.40 93.46 

10 95.47 95.47 95.48 95.51 

100 95.77 95.78 95.78 95.78 

Linear 1 87.06 87.06 87.07 87.14 

Polynomial 
1 92.45 92.45 92.45 92.45 

10 95.13 95.12 95.13 95.15 

Sigmoid 
1 49.56 49.56 49.56 49.56 

10 49.31 49.31 49.31 49.31 

 
Fig. 3. Confusion Matrix when using SVM with kernel RBF/C=100.0. 

From Fig. 3, we can see that the results with the test dataset 
are as follows: the algorithm correctly predicted 4,507 malware, 
incorrectly predicted 230 normal files into malware and 
predicted missing 419 malware. 

Based on the experimental results in Table III, we noticed 
that the Random Forest algorithm is more efficient than the 
SVM algorithm. 

3) Experimental results with MLP: Table IV shows 
experimental results of detecting malware using the MLP 
algorithm in some cases with custom activation and solver. 

From the experimental results in Table IV, we noticed that 
the more layers and complex the architecture, the higher the 
classification result of MLP model is. However, the case given 
the best classification result of MLP model had the number of 
Hidden Layer as 256, activation as "tanh" and solver as "adam". 

With this result, the MLP model has improved the efficiency in 
the malware classification process compared to the SVM and 
Random Forest algorithms. However, this model is not as 
efficient as the Random Forest algorithm in normal file 
classification. 

TABLE IV. LIST OF MALWARE BEHAVIOR FEATURES IN PE HEADER 
EXPERIMENTAL RESULTS OF DETECTING MALWARE USING MLP ALGORITHM 

Activa-
tion Layer Accuracy F1 

Score Recall Precision 

relu 

256 97.13 97.13 97.52 96.73 

128-256 97.03 97.03 97.04 96.98 

128-128-256 96.97 96.97 97.71 96.24 

128-256-512-
512 97.09 97.08 97.7 96.46 

tanh 

256 97.16 97.14 97.99 96.11 

128-256 96.79 96.78 97.33 96.24 

128-128-256 96.99 96.98 97,75 96.22 

128-256-512-
512 97.05 97.03 97.77 96.31 

logistic 

256 96.96 96.95 97.41 96.44 

128-256 96.41 96.42 96.65 96.18 

128-128-256 96.4 96.4 96.43 96.39 

128-256-512-
512 96.58 96.59 96.57 96.61 

identify 

256 89.11 88.94 90.57 87.37 

128-256 89.23 89.07 90.65 87.55 

128-128-256 89.07 88.44 90.23 87.7 

128-256-512-
512 89.61 89.51 90.62 88.43 

4) Experimental results with LSTM: Table V shows some 
experimental results of detecting malware using LSTM model 
with different activation functions including "tanh", "relu", 
"logistic", and "identity". Corresponding to the activation 
functions, we have the different number of hidden layers. 

From Table V, it can be seen that when using the model 
trained with the activation function as "relu" (default) and the 
number of hidden layers as 1 (1024), we had the best results 
with accuracy as 98.73%, precision as 98.81%, recall as 
99.55% and f1 score as 99.18%. These results are quite high. 
However, with the malware detection problem, if precision is 
98.81%, with 49128 files (dataset used in the experiments), the 
model will detect incorrectly 584 files. Leaking 584 files is 
considered quite bad because there may be malware files in 
these files which leads to affecting the work as well as personal 
data of users and businesses. Considering recall, with recall as 
99.55%, the rate of mistakenly detecting malware files to 
normal files is at an acceptable level (0.45%). Assuming have 
1000 malware files, the model can only detect 995 files, the 
remaining 5 files are classified as normal files. When the 
number of files need to be detected increases, the rate is pretty 
bad. As is well known, f1 score is the harmonic mean of recall 
and precision. However, the loss ratio of the f1 score is still 
approximately 0.82%. This is acceptable in terms of training 

468 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

ratio but it would be bad when the data need to be detected is 
very large. Overall, hidden layers with the “relu” activation 
function give better results (accuracy, f1 score, recall, and 
precision) than ones with the other activation function. 
Therefore, for the problem of detecting malware using the 
LSTM algorithm, to optimize it, we will use the "relu" 
activation function and the corresponding hidden layers. 

TABLE V. EXPERIMENTAL RESULTS OF DETECTING MALWARE USING 
LSTM 

Activa-
tion Layer Accuracy F1 

Score Recall Precision 

tanh 

1024 98.17 98.53 98.38 98.68 

32-32-32-32 97.39 97.39 97.41 97.38 

32-64-64-128 97.46 97.46 97.47 97.46 
128-128-256-
512 97.76 97.76 97.78 97.76 

128-512-512-
512 97.56 97.57 97.61 97.57 

relu 

1024 98.73 99.18 98.81 99.55 

32-32-32-32 97.7 97.71 97.03 97 

32-64-64-128 96.94 96.93 96.97 96.93 
128-128-256-
512 97.79 97.79 97.8 97.89 

128-512-512-
512 97.89 97.88 97.9 97.89 

softsign 

1024 98.37 98.74 98.72 98.77 

32-32-32-32 97.49 97.48 97.5 97.48 

32-64-64-128 97.3 97.29 97.36 97.29 
128-128-256-
512 97.91 97.91 97.93 97.9 

128-512-512-
512 97.96 97.57 97.96 97.96 

selu 

1024 98.23 98.63 98.39 98.86 

32-32-32-32 97.19 97.17 97.22 97.17 

32-64-64-128 97.36 97.59 97.31 97.88 
128-128-256-
512 97.52 97.77 97.28 98.28 

128-512-512-
512 97.69 97.69 97.7 97.69 

5) Experimental results with CNN: Table VI shows some 
experimental results of detecting malware using CNN model 
with different activation functions including "Image", "No 
image", "1D". 

We noticed that when the input data is converted to images, 
we had the best results and the difference between the layers is 
very small (approximately 0.0001 - the results are rounded). 
The accuracy and f1 score are very good (99.97%). We think 
this is a very good classification model. With approximately 
4% lower, 1D gave the second best results. With 1D, the best 
model is the model had hidden layer (64-128-256). This model 
is better because its f1 score is higher than the other two 
models. As shown in the previous sections, the f1 score helps 
to choose the best model since it is the harmonic mean of recall 
and precision. To test the accuracy of CNN after training, we 
put in a test set including 30,000 images consisting of malware 

and normal files, the results are similar to the trained model. 
The algorithm detects completely correct input data. Of course, 
when the data set is larger, there will be errors in detection. 
Fig. 4 below shows the evaluation results of the process of 
testing the model with the CNN algorithm. 

Based on the confusion matrix, it can be seen that the 
model detected very well with the test dataset because there is 
no file that the model detected incorrectly. The following is a 
graph that shows the accuracy, loss, f1 score, recall, precision 
of train and test data during 20 epochs. It can be seen that the 
train and test ratio increased sharply in the 3rd epoch and 
stayed the same until the end. Fig. 5 describes in detail the 
results of this experiment. 

E. General Evaluation 
After conduct experiments with 5 different algorithms that 

are SVM, Random Forest, CNN, MLP, LSTM, we have the 
best results of each algorithm. 

Comment: Based on the comparison table (Table VII) of 
algorithms when analyzing the same file data, we can see that 
CNN gave the results with the highest accuracy of 99.99%. 
The algorithm detects completely correct input data. 

TABLE VI. EXPERIMENTAL RESULTS OF DETECTING MALWARE USING 
CNN 

Train 
method Model train Accuracy F1 

Score Recall Precision 

Image 

256 99.97 99.97 99.94 1 

16-32-32 99.97 99.97 99.94 1 

32-32-64-64 99.97 99.97 99.94 1 

64-64-128-
128-256 99.97 99.97 99.94 1 

No image 

32 91.4 91.42 91.4 91.4 

32-64 93.81 93.83 93.81 93.81 

64-128 93.86 93.88 93.86 93.86 

1D 

32-64 94.08 94.06 94.08 94.08 

32-64-128 95.41 95.42 95.41 95.41 

64-128-256 95.29 95.64 93.28 98.11 

 
Fig. 4. Confusion Matrix when using CNN. 
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Fig. 5. Accuracy and Loss after 20 Epoch. 

TABLE VII. COMPARING ALGORITHMS WHEN ANALYZING THE SAME PE 
FILE DATA 

Algorithm Accuracy F1 
Score Recall Precision 

CNN 99.97 99.97 99.94 1 

LSTM (activation 
="relu", layer=256) 98.46 98.94 98,72 99.15 

RF(N_estimator = 100) 97.62 99.1 97.59 96.12 

MLP (Layer=256, 
activation ="tanh", 
solver ="adam" ) 

97.16 97.14 97.99 96.11 

MVC (kernel = RBF, 
C=100) 95.78 95.78 95.78 95.78 

V. CONCLUSION 
In this paper, based on the PE File analysis technique, we 

proposed some features that represent abnormal behaviors of 
malware. The experimental results in section 4.3 have 
demonstrated that the features that are extracted from the PE 
File and selected and proposed by us gave good results, it 
correctly classified not only for normal files but also for 
malware. Besides, based on the experimental results of 
algorithms with different parameters, we have proven that the 
CNN algorithm gave better efficiency than the remaining 
algorithms in all aspects. Especially, in this dataset with a 
relatively high number of features (485 features), the CNN 
algorithm brought the best results. In the future, in order to 
improve the efficiency of the malware detection process based 
on PE File analysis, we need to improve two main issues: 
i) extracting additional features of malware based on PE File. 
We found that the PE File consists of many different 

components and has many important components that are 
exploited by malware developers to conceal information about 
malware behavior. Therefore, analyzing detailed and 
generalizing these features will significantly improve the 
efficiency of the malware detection process in the context of 
increasing malware in both quantity and form of distribution; 
ii) use other advanced machine learning algorithms. Obviously, 
classical machine learning algorithms have brought good 
efficiency to the classification process. However, due to the 
real situation about the rapid increase in the number of 
malware behaviors as well as the amount of experimental data, 
other advanced classification algorithms are required to ensure 
the effectiveness of the detection and monitoring process. 
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Abstract—Tremendous changes have been seen in the arena 

of cloud computing from previous years. Many organizations 

share their data or files on cloud servers to avoid infrastructure 

and maintenance costs. Employees from different departments 

create their specific groups and share sensitive information 

among group members. Revoked users from the group may try 

to access this information by colluding with an untrusted cloud 

server. Many researchers have specified revocation procedures 

using re-signature, proxy-re-signature concept to deflect the 

collusion between the cloud server and a revoked user. But these 

techniques are costly in terms of communication overhead and 

verification cost if combined with auditing techniques to prove 

the integrity of outsourced data on the cloud server. To reduce 

this cost, a collusion resistant public auditing scheme with group 

member revocation is proposed in this paper. In this scheme, the 

data owner regularly updates the recent valid members list 

which is used by a third-party auditor to validate the signature so 

that collusion can be avoided. To verify the integrity of 

outsourced data, proposed scheme uses one of the modern 

cryptographic technique indistinguishability obfuscation 

combined with a one-way function which can reduce the 

verification time significantly. Experimental results show that the 

proposed scheme decreases the communication overhead and 

verification cost compared to existing schemes. 

Keywords—Public auditing; collusion attack; ring signature; 

message authentication code; indistinguishability obfuscation; 

dynamic data 

I. INTRODUCTION 

With the rapid growth of data, many organizations or even 
individuals has started outsourcing data at cloud storage. 
Outsourcing data at remote places reduces the burden of 
storage management at a local site as well as the infrastructure 
and maintenance costs of an organization. But this cloud 
paradigm has brought with it many new challenges related to 
security. Since data may be stored at different remote servers, 
cloud users are not having ownership of their own data. Data 
integrity at an untrusted Cloud Server (CS) is a major security 
concern [1]. Outsourced data may intentionally or accidentally 
be deleted at remote sites. CS may hide such incidents from 
users to maintain reputation. Periodic verification may 
consume resources and create a burden on the user side. To 
get rid of this, the cloud user delegates this verification 
responsibility to a Third-Party Auditor (TPA) who is a 
professional and having the capability to check the integrity of 
the outsourced data periodically on behalf of the user. Public 
auditing is a technique by which TPA can check the 

correctness of data without copying the entire data file at its 
end. 

Sharing services such as Dropbox and Google Drive are 
widely used by cloud users to share the data with multiple 
members in the group. Group Manager creates a group with 
multiple users. The group manager or any group user uploads 
shared data or files which can be retrieved or edited by all the 
group members. Before uploading a file on CS, group users 
need to calculate the signature to maintain and confirm the 
integrity of outsourced data. Whenever any user wishes to 
modify the data, that user has to resign that modified blocks. 
When users left the group, the revocation must be done 
properly so that revoked users are no longer able to access 
information from the group. The signature of blocks computed 
by revoked users must be recomputed by existing users. Wang 
et al. [2] proposed an efficient public auditing scheme 
Homomorphic Authenticable Proxy-Re-Signature scheme 
(HAPS) with user revocation. But with this scheme 
information may be revealed to the revoked user because of 
collusion between revoked user and CS. 

Security threats can be classified as internal and external 
threats. Many organizations concentrate only on external 
threats because of confidence that internal threats can be 
monitored by organization policies and access rights. Hence 
they concentrate on an unfamiliar outsider who can get 
unauthorized access to their information. Although it is not 
possible for one entity to get unauthorized access, dishonest 
internal and external participants may collaborate and launch a 
collusion attack to get sensitive data [3]. 

Public auditing for cloud storage system comprises Cloud 
users, CS, and TPA. For the efficient processing of the 
auditing system, many auditing schemes assume all these 
entities to be honest and fully trusted. But in practice, some of 
these entities may be dishonest and can collude with each 
other to generate a collusion attack. Guo et al. [4] proposed an 
Outsourced Dynamic Provable Data Possession (ODPDP) 
scheme where any one of the three participants may be 
dishonest or two entities may collude with each other. By 
using a log-audit mechanism, the scheme resists any dishonest 
participant or collusion. In most auditing techniques, TPA is 
assumed to be expert, reliable, and having capability to 
validate the outsourced data on behalf of cloud user. But in 
real life, certain TPAs are honest but curious. They may 
collude with CS to pass the verification of some corrupted 
events. Many researchers have given solution [5]-[7] to detect 
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and prevent collusion from dishonest TPA using feedback 
method or game-theoretic analysis. 

In certain situations during partial and total file loss, CS is 
one entity that is not trusted. CS may try to deceive users by 
manipulating verification tags and proving to possess correct 
files. CS may delete less frequently accessed user data to 
create space for new data. To manipulate this event, CS may 
collude with TPA to pass the verification and deceive the user. 
Many researchers [8]-[10] have given solution using pseudo-
random string or pairing-based server aided verification 
scheme to detect and prevent collusion from malicious CS. 

Cloud users many times create groups and share the 
contents with each other. Revoked users from group may 
collude with CS or TPA to get unauthorized access of 
sensitive information. To avoid collusion due to revoked user, 
it is necessary to re-sign the blocks signed by the revoked user 
previously or regularly update the valid user list to CS or TPA 
so that they can differentiate between valid and revoked user. 
Zhu and Jiang [11] proposed a secure anti-collusion data 
sharing as well as revocation scheme for a dynamic group. In 
this scheme, if a user is revoked, Group Manager generates a 
new random re-encryption key. Using this key encrypts the 
block and signs the message with latest timestamp. So, there is 
no need to re-compute and update the secret keys of other 
users. 

Group signature is a cryptographic technique in which any 
group member can sign the data but the identity of signer is 
anonymous in generated signature. To create a confidential 
network among group members, Group Key Agreement 
(GKA) protocol is used. Rather than a common symmetric key 
among group members, Wu et. al[12] proposed Asymmetric 
Group Key Agreement (ASGKA) protocol in which public 
key can be used to validate signature as well as encrypt 
messages whereas any signature can be used to decipher the 
ciphertext under this public key. Many researchers [13-14] 
have proposed revocation techniques using ASGKA and 
verifier local verification to avoid collusion. However, these 
schemes create increased communication and computation 
overhead. 

To overcome the overhead of computation, Hequn et.al. 
[15] utilized backup files for resigning after user has revoked. 
In this scheme, they store original as well as backup files on 
cloud during upload. When user is revoked, the existing user 
will resign on the backup file instead of original. So revoked 
users do not have to share their security credentials with 
cloud. 

In previous schemes, after revocation, signature of a 
revoked user has to be re-calculated by the existing user. This 
may create computation and communication overhead on the 
existing user. Proxy re-signature scheme can be used in which 
semi-trusted proxy computes re-signature on behalf of group 
instead of existing user. Many revocation schemes are 
proposed [16-18] with proxies to convert signatures from 
revoked users which reduces overhead of CS and Group users. 
Yuan and Shucheng [29] proposed public auditing with data 
sharing between multiple users. They have proposed 
revocation technique in which constant size of integrity proof 
information is transmitted to verifier. 

Ring Signature [19] is another variation of group signature 
in which user can sign messages using his own private key 
and the other’s public key, without their consent or concern. 
Thokchom and Saikia [20] proposed collusion avoidance with 
integrity verification using ring signature approach. 

To check the correctness of outsourced data or auditing, 
using traditional cryptographic techniques for example 
homomorphic authenticators, Elliptical curve cryptography, or 
identity-based cryptography, proof generation and verification 
time is a major challenging issue. Since most of these 
techniques are based on bilinear pairing, computation 
overhead leads to greater verification time. To reduce this, 
modern cryptography technique known as Indistinguishability 
Obfuscation (IO) [21] was used by many researchers [22]-[24] 
for public auditing. These researchers have shown that IO 
combined with one-way function (OWF) greatly reduces the 
verification time during auditing process. Sun et.al.[30] 
proposed auditing using IO with symmetric key. Rabaninejad 
et.al.[31] proposed lightweight auditing using ID-based 
cryptography. 

The main contribution of our work is as follows: 

 Zhang et.al [22] proposed public verification scheme 
using IO. In this scheme, group based verification is 
not considered. In this paper , Zhang et. al.[22] scheme 
is extended by forming group of members where 
different users can share the files. 

 Zhang et.al.[22] scheme identified collusion attack 
between malicious auditor and cloud server but has not 
given any solution for this. Thokchom and Saikia [20] 
proposed collusion handling between revoked user and 
cloud server with integrity verification. This scheme 
uses vector commitment scheme for integrity 
verification which increases computation time because 
of bilinear pairing. Proposed scheme extends Zhang 
et.al[22] scheme with collusion handling of Thokchom 
and Saikia[20] between cloud server and revoked user. 

 Comparison between existing scheme and proposed 
scheme is performed and shown that verification time 
is greatly reduced because of IO. 

The remaining part of this paper is organized as follows: 
Section-II briefed related work. Section III elaborates brief 
idea about proposed work. Preliminaries for proposed scheme 
is in Section–IV. Section-V describes proposed work. 
Sections VI, VII and VIII discusses about security, 
performance analysis and implementation respectively. 

II. RELATED WORK 

Many individuals or organizations are using different 
cloud services for storage as well as sharing information. 
Drop-box and Google Drive provides sharing services to cloud 
users. People communicate with each other by creating group 
and disclosing data among each other. To verify shared data 
integrity, users in group generate signature on blocks. 
Different blocks are signed by multiple users during 
modifications. To maintain security, revoked users must be 
treated properly. The blocks signed by revoked users must be 
resigned by existing user in the group to preserve integrity and 
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security. This may create unnecessary burden with respect to 
computation and communication cost. Yuan et al. [29] 
proposed integrity auditing scheme by multiuser modification 
using polynomial-based authentication tags as well as efficient 
user revocation. This scheme delegates user revocation 
process to CS to reduce the burden of user but it may create 
another security issue. Revoked user can collude with 
malicious CS to retrieve and update the data unnoticed. 

Wang et al. [2] proposed a scheme named Panda that 
proposes public auditing of shared data with user revocation. 
This scheme uses homomorphic authenticators for integrity 
verification combined with proxy re-signature scheme. In this 
scheme, When a user is revoked, to reduce the resigning 
overhead of existing user, semi-trusted proxy is used to resign 
the blocks of revoked user. The idea of semi-trusted proxy 
avoids the collusion between CS and revoked user. But still 
collusion between revoked user and proxy can leak 
information. Again this makes system insecure since proxy 
can get the security credentials of revoked user during 
revocation. 

So to create a collusion resistant public auditing system for 
shared dynamic cloud data, Jiang et al. [13] proposed another 
scheme using vector commitment and verifier-local 
verification group signature. The scheme is efficient but 
provides only partial data dynamics. Data insertion and data 
deletion operations are not supported by this scheme. Scheme 
also shows improvement during verification compared to 
Panda [2] Scheme. 

One of the important functionality of public auditing 
system is lightweight. There has to be minimum 
communication as well as computation overhead on TPA and 
cloud user during verification. Zhang et al. [22] proposed 
public verification scheme using modern cryptography 
technique IO. Since IO alone is one of the weaker primitive, if 
combined with OWF, can implement different cryptographic 
primitives [21]. Zhang et al. [22] scheme has proposed 
lightweight public auditing scheme using IO and MAC to 
check the exactness of outsourced data on cloud storage. This 
scheme also provides dynamic data updation using Merkle 
Hash Tree (MHT) as well as Batch Updation. But this scheme 
faces collusion since user has to share MAC key to TPA. CS 
may collude with TPA to pass the verification of some 
malicious updations. Again this scheme doesn’t support 
groups where user can share data and work in collaboration. If 
this scheme supports group, revoked user may collaborate 
with CS and TPA to generate collusion attack. 

Thokcham [20] proposed collusion resistant public 
auditing scheme for shared data within a group. This scheme 
uses vector commitment for integrity verification and ring 
signature for group operations. Addition and revocation of 
group members is managed by data owner. During revocation, 
data owner refreshes valid member list to TPA. Collusion 
between revoked user and CS is not possible since during 
verification, TPA uses only this valid member list. Scheme 
also supports dynamic data updates such as insert, modify and 
delete. But the problem with this scheme is that as the data 
size is increased, computation cost during insertion operation 
is also increased as compared to delete and modify operation. 

In conclusion, there is a need to construct lightweight 
collusion resistant public auditing scheme which support 
shared data with proper user revocation policy. 

III. OVERVIEW OF PROPOSED SCHEME 

Proposed scheme involves mainly three entities: Cloud 
Server (CS), Cloud Users, and Third party Auditor 
(TPA).Cloud user encompasses data owner or other users in a 
group. Data owner is any group user who share a file with 
group members by uploading on CS. Groups are analogous to 
departments in organizational structure. Every department 
creates groups of employees in that department to share 
documents and files. Some employees may be a member of 
multiple groups. 

Proposed scheme works mainly in five phases: Setup, 
Store, Audit, Prove, and Verify. In setup phase, security 
parameters are generated. User group is formed by generating 
private and public key pair for each user. During store phase, 
any group member or Data owner uploads a file F on CS. 
Before uploading a file, it is divided into number of blocks. 

Using secret parameters, file owner creates F̃ which consist of 
file F comprising blocks n, a file tag τ, and signatures of all 
data blocks {σi}iЄ[1,n]. Using ring signature scheme, file owner 
can sign a data with his private key and public keys of 
remaining members and uploads a file on CS. 

During audit phase, Data Owner generates a challenging 
message and an auditing circuit corresponding to auditing 
program, obfuscates it, and passes it to CS. In the meantime, 
key parameters of obfuscated program are passed to TPA. It 
reduces the burden of computation on TPA. During prove 
phase, CS generates a proof based on challenge message and 
obfuscated program and passes it to TPA. TPA uses proof 
information, public parameters, challenging message and key 
elements of obfuscated program to generate a result of 
verification during verify phase by validating the proof. TPA 
also validates the signature with verification process of ring 
signature. 

Collusion handling involves revocation scheme which 
avoid collusion between revoked user and CS. A revoked user 
is a group member who withdraws the group either because of 
retirement or any other reason. Such member must not have 
granted access to group information after leaving organization. 
File owner handles the addition and deletion of members in 
group. To avoid the collusion, file owner give updated list of 
valid users in group signed by him with timestamp to CS and 
TPA on periodic basis. During verification, TPA considers 
this latest list received to detect and avoid the collusion. 

IV. PRELIMINARIES 

This section introduces Indistinguishability Obfuscation, 
Ring Signature and Merkle Hash Tree, which are basic 
building blocks of proposed scheme. 

A. Industinguishability Obfuscation 

Concept of program obfuscation was first introduced by 
Barak et al. [25]. According to this work, program obfuscation 
is a method which create computer programs “unintelligibile” 
but still preserve their functionality. They proposed two 
methods for IO:Virtual Black-Box Obfuscation(VBO) and 
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Indistinguishability Obfuscation(IO). VBO is nothing but a 
black box instantiating the program. This technique has 
several applications in cryptography but authors indicated that 
VBO is not possible to accomplish. So they have proposed 
another concept Indistinguishability Obfuscation(IO) which 
obfuscates any two different (same size) functions that 
implement unique functionalities, they are still 
computationally differentiable with respect to each other. This 
paper follows indistinguishability obfuscation defined by [26]. 

Amit and Brent [21] have shown how to create basic 
cryptographic primitives from IO. Psuedo-Random generator 
(PRG) approach produces public-key encryption where public 
keys are obfuscated programs and ciphertext are short. This 
scheme mainly contains three procedures: Setup, Encrypt and 
Decrypt. 

Assume PRG, a pseudo random generator that maps {0,1}𝜆 

to {0,1}2𝜆. Let F is a puncturable PRF that contains input of 
2λ bits and generates a single bit output. 

 Setup: This algorithm chooses puncturable PRF key k 
for F and generates an obfuscated program for PKE 
Encrypt function as below. 

 

The obfuscated program PKE Encrypt* is as below. 

 The public key PK is the obfuscated program and 
secret key SK is k. 

 

 Encrypt(PK, m): This algorithm selects an arbitrary 
value r and executes the obfuscated program of PK on 
input m,r . 

 Decrypt(SK, c=( 𝒄𝟏 , 𝒄𝟐 )): The output of decryption 
algorithm m’= F(K,𝒄𝟏) ⊕ 𝒄𝟐. 

B. Ring Signature 

Rivest et al. [19] formalized a notion of ring signature 
scheme for group. This scheme comprises only users. There is 
no centralized entity such as manager or data owner. This 
scheme is mainly suitable when the group members do not 
wish to participate or collaborate in generating signature. With 
this scheme, there are no prearranged groups, no procedures 
for altering, deleting groups, no means to issue specific keys 
among members and no way to revoke anonymity of genuine 
signer until signer’s wish. These features make this scheme 
very useful for generating proofs in auditing system where 
groups are involved. 

Proposed scheme utilizes CDH based Ring Signature 
Scheme [28] that is unforgeable and anonymous under CDH 
noton. Scheme uses multigenerator programmable hash 
function by Hofheinz and Kiltz [32]. This scheme is 
demarcated by two algorithms: Ring_sign and Ring-verify. 

Ring-sign: This procedure takes as input given message m. 
Each group member selects a secret key Sk = 𝒙𝒊 that belongs 
to 𝒁𝒑 and public key Pk= 𝒈𝒙𝒊. 

 Signer t uses global parameter h, 𝒖𝟎,𝒖𝟏 … . . 𝒖𝒍 Є 𝑮𝟏 of 
l random elements. 

 Signer t will select random 𝒓𝒊 Є 𝒁𝒑 for entire members 

of the group and calculate 𝒔𝒊  = 𝒈𝒓𝒊 . Signer again 
computes. 

𝒔𝒕 = (h. ∏ 𝑷𝒌𝒊
𝒓𝒊𝒏

𝒊=𝟏,𝒊≠𝒕  . (𝒖𝟎 . ∏ 𝒖
𝒋

𝒇𝒋𝒍
𝒋=𝟏 )−𝒓𝒏+𝟏)

𝟏
𝑿𝒕⁄   

The ultimate signature is σ = (𝒔𝟏, 𝒔𝟐 … . . 𝒔𝒏+𝟏). 

 Ring-verify: Using signature, message F, and public 
keys of all members, verifier checks the following 
equation. 

∏ 𝒆(𝒔𝒊
𝒏
𝒊=𝟏 , 𝑷𝒌𝒊) . e(𝒔𝒏+𝟏, 𝒖𝟎 ∏ 𝒖𝒋

𝑭𝒋𝒍
𝒋=𝟏 ) ≟ e(g,h) 

C. Merkle Hash Tree 

In cloud storage system, data holders may modify data 
dynamically at any time. During auditing process, the 
homomorphic authenticator scheme utilizes the index data that 
is to be used in tag computation. But modification in data 
results in the recomputation of all corresponding 
authenticators. 

The Merkle Hash Tree (MHT) [27] is used to attain data 
dynamics through auditing. As shown in Fig. 1, the leaves of 
the MHT are assumed as the blocks fi of file. A publicly 
qualified root value R and the Auxiliary Authentication 
Information (AAI) of individual leaf is utilized to check the 
block f. For the path that joins from the leaf to the root, AAI 
comprises whole siblings of the nodes. Zhang et al. [22] also 
used the MHT to support dynamic data during auditing. 
Proposed scheme uses this auditing scheme to support groups 
in cloud data storage. 

 

Fig. 1. MHT Authentication Tree. 

PKE Encrypt 

Input: Punctured PRF key k, message m, random value 

r Є {0,1}𝜆. 

1. Calculate t=PRG(r) 

2. Produce c=(𝑐1=t, 𝑐2=F(k,t) ⊕ m). 

PKE Encrypt* 

Input: Punctured PRF key k(𝑡∗), message m, random 

value r Є {0,1}𝜆. 

1. Calculate t=PRG(r) 

2. Produce c=(𝑐1=t, 𝑐2=F(k,t) ⊕ m). 
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V. PROPOSED SCHEME 

A. System Framework 

As shown in Fig. 2, proposed scheme comprises mainly 
three components: Cloud Server (CS), Cloud User, and Third-
Party Auditor (TPA). Signer is any Cloud user form group 
who share file with group members by uploading it on CS. 
Before uploading, signer generates verification tags on file. 
Signer also creates an audit circuit (a program for auditing) 
which verifies the integrity of outsourced data. Signer 
obfuscates the audit circuit embedded with MAC key K. 
Signer shares MAC key K with TPA and obfuscated program 
with CS. 

Based on the challenge message received from TPA, CS 
calculates the inputs for obfuscated program and runs the 
obfuscated program. Generated MAC tag is forwarded to 
TPA. TPA only desires to validate the MAC tag. 

B. Group based Integrity Verification 

The proposed scheme implements the Zhang et al. [22] 
framework that works in five phases: Setup, Store, Audit, 
Prove, and Verify. This scheme is modified to handle 
collusion attack because of group member revocation using 
ring signature [20]. 

Setup: Let G and 𝐺𝑇  are two multiplicative groups 
produced by g with order p comprise bilinear map e: G x G → 
G𝑇. Data owner D selects a signing key pair (ssk, spk), α, v 
where α → 𝑍𝑝 and v = 𝑔𝛼 Є G. D chooses s random elements. 

𝑢1 ,𝑢2 … . . 𝑢𝑠 and determines pseudorandom permutation 
and function key 𝜋𝑘𝑒𝑦( ) and 𝑓𝑘𝑒𝑦( ) respectively. The secret 

and public parameters are sk=(α, ssk) and pk=(v, spk, 
𝑢1 , 𝑢2 … . . 𝑢𝑠 ). Using key generation of CDH based ring 

signature scheme, group members randomly selects private 
key as 𝑥𝑖 Є𝑍𝑝 and 𝑦𝑖 = 𝑔𝑥𝑖  Є G as public key. 

Store: Data owner transforms the data file F into blocks n 
and each block is again split into s sectors F= { 𝑓𝑖,𝑗}1≤i≤n, 1≤j≤s . 

D computes file tag as τ = name|| 
n|| 𝑢1 , 𝑢2 … . . 𝑢𝑠 || 𝑠𝑖𝑔𝑠𝑠𝑘 (name||n|| 𝑢1 , 𝑢2 … . . 𝑢𝑠 ) based on 
randomly selected names. Also computes tag for each data 
block as: 

𝜎𝑖 = (H(i||name) . ∏ 𝑢
j

𝑓𝑖𝑗𝑠
𝑗=1 )α , i Є [1,n]           (1) 

Where H() is any secure hash function. D has to outsource 

F̃= { F= { 𝑓𝑖,𝑗} i Є [1,n], j Є [1,s] , ϕ ={𝜎𝑖}i Є [1,n] , τ } on cloud. 

Before uploading on cloud, D has to sign a block on behalf of 
group using CDH based ring signature scheme. D randomly 
chooses 𝑢0, 𝑟𝑖 Є 𝑍𝑝 and compute. 

𝑊𝑖 = 𝑔𝑟𝑖  for i= {1, 2,…,n+1}/{j}            (2) 

Where, n – total number of user members in a group 

j - serial number of the user member in the signature 

who is signing it 

Then compute h= H(ϕ||T) where T is timestamp. D again 

computes 

𝑊𝑗 = (h . ∏ 𝑦𝑖𝑟𝑖
𝑛
𝑖=1,𝑖≠𝑗  . (𝑢0 ∏ 𝑢𝑗

𝐹𝑗𝑙
𝑗=1  ) –r

n+1 ) 1/ 𝑥𝑗                 (3) 

The signature at time T is  

𝜙𝑇 = (𝑊1,𝑊2 … . . 𝑊𝑛+1) 

D uploads  FT = { F= { 𝑓𝑖,𝑗} i Є [1,n], j Є [1,s] , 𝜙𝑇 , τ } on CS. 

 

Fig. 2. Architecture of Proposed System. 
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Audit: During this phase, D selects a MAC key k and 
shares to TPA using a secure channel. D also generates a 
circuit. 

 

𝐴𝑢𝑑𝑖𝑡𝐾  as described above. Uniform PPT algorithm iO 
takes securty parameters, audit circuit 𝐴𝑢𝑑𝑖𝑡𝑘  and computes 
public parameter P as P=iO( 𝐴𝑢𝑑𝑖𝑡𝐾 ). TPA produces a 
challenge message using data blocks to be audited. Generates 
{𝑘1, 𝑘2} which are keys for pseudorandom permutation and 
function respectively. TPA sends these keys to CS. 

Prove: Using {𝑘1 , 𝑘2 }, CS computes i=π𝑘1 (ξ) and 𝑣𝑖 = 
f𝑘2(ξ) where ξ Є [1,c] and c is size of I (Input blocks to be 
audited). Based on public parameters and corresponding τ, 𝑓𝑖,𝑗, 

𝜎𝑖,c CS computes σ= ∏ 𝜎𝑖
𝑣𝑖

𝑖ЄI  , μ𝑗= ∑ 𝑣𝑖𝑖ЄI 𝑓𝑖𝑗 and 

Prf= P(τ, {(i, 𝑣𝑖) , μ𝑗}iЄI , σ, {v, spk}) 

CS send this PRF to TPA for verification phase. 

Verify: Using CDH based ring signature process, TPA 
verifies the group signature based on input signature 𝜙𝑇 and 

public keys (𝑦1,𝑦2 … . . 𝑦𝑛) of all members in group, FT, public 
parameter 𝑢0. TPA first calculate h=H(ϕ||T). Then verifies 

∏ 𝑒(𝑊𝑖𝑗
𝑛
𝑖=1 , 𝑦𝑖) e(𝑊𝑛+1, 𝑢0 ∏ 𝑢𝑗

𝑓𝑗𝑙
𝑗=1 ) = e(h,g) 

To verify the correctness of data, TPA computes π𝑘1(ξ) 
and 𝑣𝑖= f𝑘2(ξ) and verify Prf ≟ 𝑀𝐴𝐶𝑘(name||{(i, 𝑣𝑖) iЄI }). 

C. User Revocation 

Data owner D can revoke any user because of some 
reason. When data owner revokes user, the signatures 
calculated on file blocks by revoked user have to be re-
calculated again by existing user. The re-signature process is 
as follows: 

Initially, D selects any random user to take responsibility 
for the blocks earlier signed by revoked user. D selects 
randomly an element 𝑢0  and send it to existing user. Upon 
receiving this parameter 𝑢0, existing user selects random 𝑟𝑖 ← 
𝑍𝑝 . Then Computes 𝑊𝑖  using (2) for all members except 
himself. 

The existing user also computes hash using timestamp T 
and then generates signature with his own secret key using (3). 
Re-calculated signature 𝜑𝑇 = (𝑊1,𝑊2 … . . 𝑊𝑛+1) is outsourced 
on CS with tag calculated using (1) and original file blocks. 

The existing user also prepares a valid group member list, sign 
the list and share it with CS and TPA. While verifying the 
signature, TPA uses this updated member list which helps to 
detect and avoid collusion attack. 

D. Dynamic Data Updation 

The users can modify, insert and delete information in the 
files outsourced by D on CS. To enable this, Zhang et. al 
scheme [22] used MHT to avoid recalculation for block 
indexes of the file. In proposed scheme, during Store phase, D 
initially produces a tag for each data block and generates a 
tree with root ⍵𝑀𝐻𝑇  and sends it to TPA. During Audit phase, 
D also generates an audit circuit for dynamic support. 

During prove phase, CS sends Prf and Auxiliary 
Authentication Information (AAI) which comprises path list 
of node siblings to reach from the leaves to the root. During 
Verify, TPA validates ⍵𝑀𝐻𝑇  and AAI. The dynamic updation 
scheme of Zhang et al. [22] is used as it is because even 
though any member of group has updated information in file, 
the changes are reflected in MHT during Store and Audit 
phase. TPA can verify the changes using ⍵𝑀𝐻𝑇  and AAI. 

VI. SECURITY ANANLYSIS 

This section describes security proof related to proposed 
system. 

A. Authenticity 

Theorem 1: For the cloud, it is impracticable to deceive 
the TPA and user in case of forgery. 

Proof: The contents of outsourced files on CS may be 
corrupted or deleted intentionally or unintentionally 
(Hardware Failures). With proposed scheme, CS can’t hide 
these changes from TPA and user. We prove this by a smiple 

game sequence as follows: Assume 𝐶�̃� as malicious who try to 
pass the verification for corrupted data blocks. 

1) The challenger selects (ssk, spk), α, K, 𝑢1,𝑢2 … . . 𝑢𝑠 as 

described in section V. 

2) The challenger produces the circuit 𝐴𝑢𝑑𝑖𝑡𝑘  and 

calculates v=𝑔α, iO (𝐴𝑢𝑑𝑖𝑡𝑘) and set it as public parameter. 

3) 𝐶�̃� generates the proof 𝑝𝑟�̃� and send it to TPA. 

4) Challenger verifies the proof by computing prf. 

5) 𝐶�̃� wins, if 𝑝𝑟�̃� differs from prf while challenger does 

not reject. 

In above game, it is not possible for 𝐶�̃� to cheat challenger 
because of secure HMAC scheme in the system. Even though 

𝐶�̃� try to pass it’s corrupted data blocks, there is a difference 
between the proof generated, which results in verification 
failure. 

B. Revocation 

Theorem 2: In proposed scheme, the group together with 
the CS is capable of converting the signature from one 
revoked user into signature of an existing user after revocation 
and revoked user not able to access group information with his 
security parameters. 

Proof: To prove this, we use an arrangement of game as 
follows: 

𝐴𝑢𝑑𝑖𝑡𝐾  

Input: τ, {(i, 𝑣𝑖), µ𝑗} i Є [1,n], j Є [1,s],σ, {v, g, spk} 

Constant: MAC Key K 

 

Validae τ 

 If no Valid 

 Output ┴ 

 Else 

 Deconstruct τ to retrieve name, 𝑢1,𝑢2 … . . 𝑢𝑠 

 If Ver ({(𝑖, 𝑣𝑖), µ𝑗  , 𝑢𝑗}𝑖ЄI,jЄ[1,s] , σ, name)=1 

 Generate MACk (name||{(𝑖, 𝑣𝑖)𝑖ЄI}) 

 Else 

 Output ┴ 
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1) User 𝑈𝑎  is revoked from a group because of some 

reason. D randomly chooses an existing user 𝑈𝑏 , who is 

responsible for computing the re-signature on the blocks signed 

by 𝑈𝑎. 
2) D randomly selects 𝑢0 and send to 𝑈𝑏. User 𝑈𝑏 make 𝑢0 

public and select random 𝑟𝑖 ← 𝑍𝑝. 

3) User 𝑈𝑏  computes 𝑊𝑖  = 𝑔𝑟𝑖  for all members of group 

except himself. 

4) Downloads the blocks signed by 𝑈𝑎. Computes the hash 

and calculate the re-signature with his own private key 𝑥𝑗 using 

(3) as in section V. 

After revocation, in above game, there is no need for D or 
any group member to manually delete the security parameters 
of user 𝑈𝑎 . User 𝑈𝑎  even though trying to access the group 
information, not able to do that since user 𝑈𝑏  has already 
uploaded re-signed data blocks and valid user list on CS. 

C. Collusion Resistant 

Theorem 3: It is impracticable for the CS to fabricate 
valid proofs to clear the verification test, even though a 
revoked user colludes with the CS. 

Proof: Considering the above same game, assume that 
user 𝑈𝑎 is revoked. He colludes with CS and modified some 
blocks of files. When TPA gives audit challenge for this file 
block, CS generate the fabricated proof. 

Prf’= P(τ, {(i, 𝑣𝑖) , μ𝑗}iЄI , σ, {v, spk}) 

User 𝑈𝑎  wins, if TPA does not reject and pass the 
verification. 𝑈𝑎  become successful in generating collusion 
attack. But collusion is not possible in proposed system since 
whenever member is revoked, D updates the current valid 
signed members list to CS and TPA. While validating the 
signature of users, the auditor utilizes only these valid 
members list signed by D. 

VII. PERFORMANCE ANALYSIS 

To check the performance of public auditing system for 
cloud storage, different functionalities can be considered. 
These functionalities are: third party auditing, dynamic data 
operation, user revocation, immune to collusion attack, 
membership to several groups using the same key set. 

Multiple schemes proposed by different researchers explore 
some functionalities. Some schemes provide partial dynamic 
data updates such as only insertion and modification of data 
excluding deletion. Another functionality, lightweight auditing 
is the scheme in which TPA and data owner has to incur less 
burden as per communication and resource cost to complete 
the auditing task. A detailed comparison of these schemes is 
as below in Table I. 

Initially we analyze the communication cost of proposed 
scheme and then evaluate it with different existing schemes. In 
auditing system, to analyze communication overhead consider 
communication between three entities: User, CS and TPA. 
Mostly communication overhead between user and CS is 
insignificant since user uploads the entire data to CS initially. 
So the communication overhead between CS and TPA is 
analyzed since these are the two entities involved in proof 
generation and verification process. 

In proposed scheme, TPA challenges CS for specific 
blocks. So communication overhead between TPA and CS is 
|𝑲𝟏|+|𝑲𝟐|+HMAC where 𝑲𝟏 and 𝑲𝟐 are transformed keys of 
HMAC. Based on challenge, CS generates the proof by 
calculating HMAC through obfuscated program. This proof 
submitted to TPA for verification. During verification, TPA 
checks the correctness of outsourced data by confirming: 

Prf ≟ 𝑴𝑨𝑪𝒌(name||{(i, 𝒗𝒊) iЄI }) 

So TPA has to only calculate the HMAC. Along with this 
TPA has to verify the signatures of users using verification 
method of CDH based ring signature. So communication 
overhead for TPA during verification is to calculate hash and 
verify each user using public key of each member. During 
user revocation, D revokes user and existing user has to resign 
the blocks signed by revoked user. The existing user has to 
download blocks signed by revoked user, calculates hash and 
recomputes the signature of all n group members and signs it 
with his own private key. The computation cost for the above 
three operations compared with existing methods is shown in 
Table II. The meaning of each notation is as follows: M for 
multiplication, P stands for pairing, H means for hashing, E 
for exponential, c is the number of challenged blocks, q is the 
total number of data blocks, s is the number of elements in a 
block and z is number of revoked user. 

TABLE I. COMPARISON OF EXISTING SCHEME IN TERMS OF FUNCTIONALITY 

Scheme 
Third-Party 

Auditor 

Dynamic Data 

Operation 

User 

Revocation 

Immune to 

Collusion Attack 

Membership to 

several groups using 

same key set 

Lightweight 

Wang et.al.[2] Yes full Yes No No No 

Jiang et. al.[13] Yes Partial Yes Yes No No 

Thokcham et. al[20] Full Yes Yes Yes Yes No 

Zhang et. al.[22] Yes Yes No No No Yes 

Yuan and Shucheng[29] Yes Partial Yes No No No 

Proposed System Yes Yes Yes Yes Yes Yes 
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TABLE II. COMMUNICATION OVERHEAD 

Scheme Proof Generation Verification User Revocation 

Wang et.al.[2] cM+cE (c+n)E+(c+3n)M+(n+1)P+cH 2E+M+2P+H 

Jiang et. al.[13] (q-1)(M+E) 7P+M+9E+5H+z(M+2P) Z ( M + 2 P ) 

Thokcham et.al[20] (q-c)(M+E) (n+4)P+6E+7M+(c+1)M (2n+2)E+nM 

Yuan and Shucheng[29] sE+(s+n)M+nP 6E+3M+3P CE 

Proposed Scheme cH (c+n)H (c+n)E+H 

VIII. IMPLEMENTATION AND EVALUATION 

In this section, the implementation and evaluation of 
proposed scheme are discussed with experiments. All the 
experiments are carried out on a system having Windows 10 
with AMD A12 processor, 2.70 GHz, 4.0 GB RAM. 
Considering security level as 128 bits, experiments are tested 
5 times and average values are taken. All algorithms are 
implemented using Python language. For implementation, 
some blocks are kept constant so the size of each block may 
vary. 

The performance of proposed system is evaluated in terms 
of cost of dynamic data operations, verification time with 
respect to group size and communication overhead in terms of 
KB. To evaluate the dynamic data operation cost, mainly three 
operations are performed: delete, modify and insert. 
Verification time (in Sec) of these operations for different data 
sizes varying from 2KB to 1000KB files is analyzed. Fig. 3 
shows the performance of proposed scheme compared with 
Thokcham[20] scheme. The graph shows that insertion 
operation cost in Thokcham [20] increases as the data size is 
increased whereas verification time for all three operations in 
proposed scheme is constant. 

Verification time with respect to group size is analyzed as 
depicted in Fig. 4. The verification time of proposed scheme is 
compared with a different existing scheme such as Panda [2], 
Yuan [29], Jiang [13] and Thokcham [20]. PS indicates 
proposed scheme. Graph shows increase in verification time 
for scheme Panda [2] and Thokcham [20]. Whereas Yuan 

[29], Jiang [13] and proposed scheme is constant even though 
the number of user members are increased. Evaluation of 
proposed scheme is performed by adding 100 users to the 
group. Graph proves that verification time in proposed scheme 
is not depending on the number of members in a group. 

Table II shows the evaluation of communication overhead 
of proposed scheme where it is evaluated for proof generation, 
verification and user revocation. To calculate the complete 
communication overhead of auditing in terms of KB, the size 
of an auditing message is considered. The size of a message is 
calculated during integrity verification using IO technique and 
signature verification using CDH based ring signature scheme. 
The magnitude of an auditing message is 2|MAC|.(c+n) 
+n|MAC| bits where, |MAC| is the size of MAC generated by 
CS and TPA, c is the number of challenged blocks and n is 
total number of users. Zhang et al. [22] scheme has given the 
performance of communication overhead in terms of KB by 
considering challenged number of blocks. Since proposed 
scheme is based on Zhang's [22] scheme, for comparison, 
communication overhead is computed with respect to the 
number of users in a group. Fig. 5 shows the performance of 
communication overhead in KB. For 10 users, the 
communication cost of auditing is 10.24KB. The graph shows 
that as the number of users are increased, auditing message 
size also increased. We have not compared this computation 
cost with existing work because in our scheme, we have kept 
number of blocks as fixed during splitting the file while in 
most existing work, size of block is fixed. We have given the 
computation cost results for 200KB file, which is divided into 
5 blocks of 40KB each. 

 

Fig. 3. Comparison of Cost for Dynamic Data Operation. 
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Fig. 4. Verification Time with respect to Group Size. 

 

Fig. 5. Communication Cost with respect to Group Size. 

IX. CONCLUSION 

This article proposes an efficient and secure auditing 
scheme for cloud storage using modern cryptographic 
technique, Indistinguishability Obfusction. Proposed scheme 
allow cloud users to form a group and share information or 
files within group. Proposed scheme adopts ring signature 
scheme to sign the data files which are outsourced on cloud. 
During auditing, TPA check integrity of data by calculating 
MAC as well as signature of block using public keys of all 
users. Collusion may occur between revoked user and cloud if 
revocation not done properly. Our scheme proposed 
revocation policy as well as updates valid member list to CS 
and TPA which lead to avoid collusion in system. 

The proposed scheme is efficient and lightweight since 
TPA only have to calculate the MAC tag for verification. The 
performance of proposed scheme is proved by comparing 
verification time during dynamic operations with existing 
schemes. Also analyzed the performance of communication 
overhead during auditing in terms of KB. 

In regards to future work, we want to extend our scheme to 
include batch auditing in which TPA must have the 
competence to execute the auditing tasks concurrently. In our 
scheme, after revocation of any member data owner depute 
any existing user to re-computed the signatures of revoked 
user. This may create an additional burden on existing user. 
As a future work, we want to extend our revocation scheme to 
address this issue. 
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Abstract—The Internet of Things (IoT) paradigm is at the 
forefront of the present and future research activities. The 
enormous amount of sensing data needing to be processed 
increases dramatically in volume, variety, and velocity. In 
response, cloud computing was involved in handling the 
challenges of collecting, storing, and processing the data. The fog 
computing technology is a model used to support cloud 
computing by implementing pre-processing tasks close to the 
end-user for achieving low latency, less power consumption, and 
high scalability. However, some resources in fog computing 
network are not suitable for some tasks, or the number of 
requests increases outside capacity. So, it is more efficient to 
reduce sending tasks to the cloud. Perhaps some other fog 
resources are idle, and it is better to be federated rather than 
forwarding them to the cloud. This issue affects the fog 
environment's performance when dealing with large applications 
or applications sensitive to time processing. This research aims to 
propose a holistic fog-based resource management model to 
efficiently discover all the available services placed in resources 
considering their capabilities, deploy jobs into appropriate 
resources in the network effectively, and improve the IoT 
environment's performance. Our proposed model consists of 
three main components: job scheduling, job placement, and 
mobile agent software, explained in detail in this paper. 

Keywords—Resource management; job scheduling; load 
balancing; mobile agent software; fog computing; Internet of 
Things (IoT) 

I. INTRODUCTION 
Digital devices have been distributed rapidly in our virtual 

world. These devices continuously produce a massive amount 
of structured, semi-structured, or unstructured data such as 
temperature sensors, health care devices, and transport. The 
output of these devices and applications results in a 
considerable amount of process [1]. Most digital devices and 
applications are connected to the Internet to make our 
environment smart and provide services anytime and 
anywhere. Anything that can be connected to the Internet and 
provide or produce data can be considered as the Internet of 
Things (IoT), which may reach 75.4 billion things in 2025 
[2][3]. The IoT devices have limited processing power and 
memory availability; therefore, the massive amount of data 
generated from the sensors is collected in clouds for providing 
many application accesses and services to the users. However, 
IoT devices have been rapidly increasing, and the clouds 
cannot serve all these devices efficiently. Also, some IoT 
applications need to have processes’ results as soon as 
possible such as controlling the moving vehicles, congestion 

through a mobile pilot, and medical applications. So, fog 
computing firstly has been proposed by Cisco in 2012 to 
address the challenges between IoT devices/sensors and 
clouds [28]. Fog computing is a modern model which 
considered an extension of clouds to provide services to 
network parties [4]. It consists of smaller processing power, 
smaller memory size, and closer to the end devices. Also, it 
does some processors before it sends them to a cloud. It can be 
a significant factor in the success of some applications that are 
sensitive to time processing when there is a high probability of 
speeding up emergency detection and warning to support 
appropriate intelligent decision making [6]. For instance, the 
author in [5] presents a framework of an early-warning system 
based on IoT. This kind of system is critical to saving human 
life by providing a high response warning if there is a flood. 
Another instance is illustrated in [7]. The face recognition 
method has been increasing in many fields. It is a significant 
factor in making security more effective by processing the job 
accurately and quickly. So, the authors try to conduct the task 
on fog computing rather than on the cloud side to achieve low 
bandwidth. 

In this paper, we try to solve the problem of when one fog 
resource is not suitable for a specific task or the number of 
requests increases outside capacity; it is not efficient to send 
all tasks to the cloud. Perhaps some other fog resources are 
idle, and it is better to be federated rather than forwarding 
them to the cloud, as mentioned in [8]. This issue affects the 
fog environment's performance when dealing with huge 
applications or applications that are sensitive to time 
processing. 

This paper aims to provide a new solution that can 
efficiently utilize the fog computing network's capability and 
increase the performance of IoT applications. We build a 
holistic fog-based resource management model which 
efficiently discovers all the available resources with their 
capabilities, deploys jobs into appropriate resources in the 
network effectively, and improve IoT applications' 
performance by implementing the job locally close to the end-
users. 

The objectives of this paper are listed as follows: 

• Prioritize the jobs according to applications 
requirement. 

• Balance and load the jobs among the fog nodes 
resources. 
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• Blend Mobile-Agent in the fog computing environment. 

• Track and update the status of the cloud/fog resources. 

The following is how the rest of this article is presented. In 
Section II demonstrates the related work for the relevant 
methods in the proposed solution. Section III presents the 
proposed (FNAMM) model. Section IV discuss the proposed 
model and reveals the benefits and compared to other models. 
Section V concludes the work and investigates the possibilities 
for the future work. 

II. RELATED WORK 
This research's literature review can be classified based on 

the essential aspects that fulfil the proposed architecture. 
Initially, the massive amount of data generated from the smart 
devices would be underlined by considering their IoT 
environment challenges. Secondly, various studies will be 
presented covering resource allocation and discovering their 
specifications. Thirdly, some studies will illustrate the load 
balancing and selector techniques in the fog environment to 
achieve high performance. 

The IoT devices have been increasing rapidly globally, 
leading to generating a massive amount of data through 
different sensors. IoT big data analytics’ primary purpose is to 
enhance business performance by applying processes such as 
searching a database, analysing, and mining [9]. However, the 
statistics reveal that there will be around 1 trillion sensors in 
2030 [10]. This challenge would be mitigated by providing 
enormous resources with efficient management. 

Cloud computing is a powerful paradigm in providing 
computation and storage resources for IoT devices. However, 
the increasing amount of IoT devices leads to high power 
consumption and high latency; thus, there should be done 
some process in the edge of the network rather than in cloud 
computing [11]. Resource allocation and resource scheduling 
technologies manage the data centres in cloud computing. 
These technologies enhanced resource utilization and 
established load balancing for the data centres. As a result, 
bottlenecks and overloaded have been addressed [12]. 
Resource allocation is not an easy job in fog computing since 
the computing nodes are distributed in the network edge. In 
cloud computing, the computing nodes are distributed in a 
centralized data centre. 

It is not an easy job of discovering edge resources to 
deploy workloads from IoT devices or clouds [13]. Many 
techniques are implemented for discovering edge resources 
using handshaking protocols, programming infrastructure, and 
message passing. A new handshaking protocols technique for 
discovering edge resources has been presented in [14]. This 
technique is based on the Edge-as-a-Service (EaaS) platform, 
which can discover a set of homogeneous edge resources. This 
kind of platform needs a master node that can execute a 
manager process and communicate with edge resources. After 
identifying the appropriate node, the Docker containers would 
be deployed on that node. The authors in [15] proposed a new 
programming infrastructure mechanism called Foglest that 
allows edge resources to join a cloud system. This 
mechanism's protocol can match the application’s edge 

resources requirements against the available and appropriate 
resources on edge. 

Moreover, the protocol can select a node from a set of 
edge resources closer to the user. The last technique for 
discovering edge resources is message passing. In [16], the 
user can submit a query to an edge node in the network by 
relying on simulation-based validation. Nonetheless, the edge 
nodes are not necessary to be connected to the Internet. 

Thus, there is a need for developing resource management 
for IoT applications to achieve efficient load balancing in the 
fog environment [17]. Moreover, a system model for 
managing mobile cloud network's network resources has been 
presented effectively in [18]. One of the challenges in fog 
computing is to select appropriate edge resources to place 
computation tasks from cloud and IoT devices. There is 
needed for efficient selector algorithms that can address this 
issue by considering the availability of edge resources with 
their capabilities [16]. In [19], the authors proposed a new 
method for managing mobile and edge devices. The fog 
resources are distributed in decentralized mode, and IoT 
devices connection is peer-to-peer in a decentralized mode as 
well. The problem of distributing tasks in fog computing has 
gained attention from researchers recently. The authors in [20] 
have analysed the offloading policy between multiple fog 
nodes in a ring topology. In [21], a distributed policy for tasks 
assignment that can be executed efficiently in the network 
edge cloud has been proposed. The author has not considered 
the communication between fog-to-cloud and IoT-to-cloud. 
This model's scalability is limited since the cloud servers send 
their status continuously to the mobile subscribers. It will not 
be comfortable with an immense amount of edge devices. 

The authors in [22] proposed a new load balancing 
technique for fog nodes by combing graph partitioning theory 
and fog computing characterizing. To achieve a dynamic load 
balancing in fog computing, the authors considered graph 
repartitioning.  

For managing a massive amount of data in a cloud 
environment with low cost, the authors in [23] replaced 
physical network balancers with virtualized network 
balancers. The virtualized network balancer consists of two 
parts; the first load is a master, and the other acts as a 
secondary, which includes network load balancers and load 
balancer selector. 

This kind of balancer is better than a hardware balancer 
since the cost is reduced and the user can efficiently add or 
remove an algorithm to the system. The authors in [24] 
proposed a cooperative load-balancing model for fog/edge 
data centres to mitigate the delay services. The idea is to 
assign a specific buffer for each data centre to receive requests 
from other nodes. Once the number of requests exceeds a 
certain threshold, the coming request is moved or balanced to 
an adjacent node. This kind of work anticipates the nodes are 
connected by the high-speed connection for achieving 
effective load balancing. 

Based on the literature review and to the best of our 
knowledge, there is no work yet that employs mobile agents, 
resource capabilities, and considering idle fog nodes to build a 
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fog-based resource management model for enhancing the 
performance of big data application in IoT environment and 
improving fog computing resource utilization. 

A new formulation is introduced for combined Cloud-Fog 
architectures [25]. The formulation reduced the service latency 
with the fulfilment of the Quality of Service (QoS) 
requirements. Moreover, the author used Gurobi Optimizer for 
addressing the Integer Linear Programming (ILP) model. In 
[26], the authors focus on the application models that increase 
the application deployment region. Also, they considered the 
placement strategy on edge and cloud platforms. The author 
presented a framework that increases the utilization of fog 
resources [27]. When a service is requested, the provisioning 
plan is implemented. Considering the workload is mentioned 
in [28], a new policy is proposed to determine the workload 
allocation on Fog-Cloud computing services considering the 
trade-off between the delay and power consumption. The 
authors split the original problem into three sub-problems in 
order to address each sub-problem separately. Three methods 
have been used in this framework; Generalized Benders 
Decomposition, convex optimization, and Hungarian. The 
authors in [29] provided a new model that is based on the 
mathematical service placement for the fog computing 
environment. This research aims to reduce the blocking 
probability, the percentage between the rejected workloads 
and the total workloads. The purpose of the research in [30] is 
to reduce network usage by presenting an optimization policy 
for data placement in the fog environment. This can be 
achieved by finding out the closest path between the fog 
device and the data source (IoT device). Minimizing the 
response time and maximizing the throughput are achieved in 
[31]. The algorithm distributes the workload on the fog 
resources environment. A job scheduling technique is also 
applied for Virtual Machines (VM) based on the service level 
agreement. In [32], the authors proposed a system to allocate 
and offload the service between the cloud server and fog 
computing. The decision rule relies on three conditions: 
completion time, services sizes, and the capacity of fog 
resources. Anther algorithm is proposed to satisfy the Service 
Level Agreement (SLA) and Quality of Service (QoS) and 
enhance the major data distribution in fog and cloud 
environments. Finally, the services mapping based on their 
priority level, the highest one would be mapped first, and so 
on. A new service placement framework is proposed in [33]. 
The authors attempt to reduce the latency considering the cost 
budget constraints. The Lyapunov optimization function is 
used in this framework to split the main problem into a set of 
problems with not considering user mobility. The author in 
[34] used machine learning to minimize the service costs and 
maintain the QoE. The Q-learning has been applied for 
defining the optimal migration for each service request. The 
authors in [35] demonstrate some of the service placement 
strategies in Edge-Cloud computing environments. This 
research aims to minimize the failed requests by formulating 
the problem as Mixed Integer Linear Programming (MILP). 
Two scheduling policies are used in this research: Earliest 
Deadline First (EDF), and First-In-First-Out (FIFO). The 
problem of dynamically deploying applications on fog 
resources, which should satisfy the Quality of Service (QoS) 
constraints, has been discussed in [36]. The authors expressed 

the previous problem as Integer Non-Linear Programming 
(INLP). Two heuristics are used to address the problem: a) 
Min-Cost: it is used to reduce the overall cost. b) Min-Vol: it 
is used for reducing deadline violations. The authors in [37] 
proposed a methodology to illustrate when and where the 
services should be placed. The placement strategy is based on 
the request ratio and user mobility in the edge network. The 
issue is modelled as a sequential decision-making Markov 
Decision Problem (MDP). Then the authors apply Lyapunov 
optimization on the two divided MDPs. As a result, the cost is 
reduced for each of the location constraints, delay, and 
execution. In [38], the research reflects the data locality. The 
author's design architecture consists of three tiers. The aims 
are to dynamically route the data to an optimal server and 
optimize the computing capacity. The prototype was 
implemented on the OpenStack virtualization environment by 
integrating the Software-Defined Network and Network 
Functions Virtualization (NFV). The architecture implemented 
on IoT surveillance system application, also a specific scheme 
is proposed in case of an urgent situation. Considering the 
load balancing to reduce the fog nodes' power consumption 
only is proposed in [39]. The author proposed an algorithm to 
allocate the fog resource efficiently. This algorithm is based 
on ordering the fog resources increasingly according to two 
factors: the availability and capacity to serve more tasks. Then 
assigning a threshold for each resource to keep them in a stack 
this mechanism helps utilize all available resources in the 
network. The result shows that the power consumption is 
reduced slightly compared to load balancing algorithms such 
as Round Robin and Throttled. 

The load balancing and task distribution policy play a 
significant factor in optimizing the fog system's application 
performance. The centralized load balancing controller must 
gather information about all network devices to generate 
global optimization decisions. However, this kind of controller 
may not be efficient on some applications since all the devices 
should send the applications to a manager. The centralized 
core will generate the decision. Besides, one of the centralized 
controller dilemmas is a single point of failure that makes the 
system weak. On the other side, the decentralized load 
balancing should not gather all the information of all devices 
in the network, so many managers are connected in this kind 
of controller. Also, make a decision is not on a single core as 
in the centralized controller, which makes the scalability in the 
decentralized controller is higher than a centralized one. 

Moreover, a decentralized controller's performance 
exceeds a centralized one since network overhead is high in 
the centralized controller. Overall, it is better to adopt the 
centralized and decentralized approaches in a new approach 
that can overcome both approaches' limitations. 

The task distribution or job scheduling approaches can be 
divided into static and dynamic. The necessary information 
about the demands and available resources has been 
accomplished in the static approach before receiving the tasks. 
Also, the tasks would be sent at one time, and the scheduling 
decision has already been made. This approach is not suitable 
for the fog system because it is not easy to have all the 
necessary information about all devices in fog networks before 
the execution time. 
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However, in the dynamic approach, the scheduling process 
is made once the task is received in the system. It is also 
efficient to build a hybrid approach that makes the fog system 
works more effectively with different demands and 
applications. A summary of some previous works, based on 
the load balancing controller and task distribution policy, is 
provided in Table I. 

TABLE I. COMPARISON OF SOME WORKS BASED ON THE CONTROLLER 
AND POLICY 

Ref. No. 
Load Balancing Controller Task Distribution Policy 

Centralized Distributed Static Dynamic 

[34]     

[33]     

[25]     

[26]     

[32]     

[28]     

[29]     

[30]     

[35]     

[36]     

[37]     

[38]     

[31]     

[32]     

III. PROPOSED MODEL 
The proposed model aims to mitigate the drawbacks 

mentioned in the previous section. Initially, there is a need for 
a new method to handle the increase of incoming tasks from 
IoT devices. This can be handled by building an efficient job 
scheduling technique and effective job placement mechanism. 
Secondly, since IoT devices have been increasing recently, 
numerous data need to be proceed and analysed. The mobile 
agent software is involved in this model to reduce network 
cost by transferring the necessary data from the cloud server. 

In our proposed model donates to the tasks that are sent 
from the IoT devices. The task priority plays a significant 
factor in reducing the responding time. On the other hand, an 
efficient resource management system will mitigate the cost of 
determining the suitable fog node from enormous resources, 
executing the tasks, reducing the delay, and saving power 
consumption by utilizing all available resources. This model 
consists of three main components: job scheduling, job 
placement, and mobile agent software. The job scheduling has 
a primary duty to determine the task type: mobile agent or not. 
Also sorts the tasks depending on the priority that is assigned 
from the application requirement. The mobile agent is 
responsible for dealing with tasks requiring service on the 
cloud server, such as inquiries in the cloud data center. The 
job placement sorts and ranks the available resources 
increasingly by free space for jobs and tracking each 
resource's status. 

In Fig. 2, the IoT devices send a set of tasks T = {t1,…,tm} 
continuously to the fog layer. The FNAMM model receives 
the sent tasks to be executed in the fog nodes or cloud side. 
Initially, the model scans the network for discovering a set of 
resources N = {n1,…,nm} sort the incoming tasks by their 
accompanied priorities. Each fog area includes one master fog 
node (MFN) and many fog nodes (FNs) attached to the master 
fog node. The master node receives a series of tasks <M,P,R>, 
where M is the task type mobile agent or not. The mobile 
agent will be forwarded to the cloud server, and not the mobile 
agent will be executed in local fog resource. The P defines the 
task priority, and R indicates the fog resources' availability in 
that area. If the task cannot be executed in this area, the master 
node will migrate the task to execute in the neighbour fog area 
instead of sending it to the cloud server and so on. This will 
reduce the delay by implementing the task as locally as 
possible. 

A. Optimized fog Topology Job Scheduling (OFTJS) 
This section proposes an optimized fog topology job 

scheduling (OFTJS) algorithm proposed in our solution in 
[40]. Most fog computing systems use the FCFS algorithm, 
which executes one job at a time. This strategy is not efficient 
when the system is dealing with a massive number of jobs. 
Moreover, the job priority is not considered in this strategy as 
well. 

Suppose the system topology consists of 6 main areas, and 
each area has 10 fog resource nodes. So, we have 60 fog 
resources that can execute the job in a fog computing network. 
When any nodes in the system cannot accept any more jobs, 
they would be migrated to the cloud side. In the proposed 
approach, we add a job pool between the incoming jobs and 
the system. The model's size is L, which is the number of jobs 
to be executed in the system, as shown in Fig. 1. 

 
Fig. 1. Job Scheduling Process. 

 
Fig. 2. High-Level Architecture for the Proposed Model. 
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Once the scheduling process starts, all the jobs would be 
placed into the job pool and allocated to the fog system's 
appropriate nodes. Also, the devices in the system would be 
scanned in each periodical scheduling cycle. The purpose of 
the scanning technique is to detect all available resources and 
their capabilities in the system. After determining the free and 
suitable resources in the system, we acquire a set of waiting 
jobs in the job pool ordered by the priority, as shown in Fig. 3. 

The applications in IoT/fog computing environment have 
their requirements and characteristic. The end-user sends tasks 
to the fog layer to being executed then achieving the result. 
However, sorting the tasks in a queue is different from one 
application to another one. For instance, an eHealth 
application will give the tasks high priority if the patient has a 
high blood pressure to execute early. The priority mechanism 
is based on the task’s type. In other words, each task has a 
deadline to be completed depending on the application 
requirements, as shown in Fig. 5. Based on the application 
requirement, we suggest a priority scheduling for the 
incoming tasks according to two factors: 

1) The task would reach its threshold so that it will be 
considered a high priority. 

2) The task has already been assigned as a high priority 
through the applanation requirement. 

Algorithm1: optimized fog topology job scheduling 
(OFTJS) 

1. If scheduling cycle s is launched then  

2. scan the fog system and discover the set N of M free 
resources: N = {n1,…,nM} 

3. gather the set t of T from job pool: T = {t1,…,tm} 

4. if task_type(ti) == mobile_agent then  

 initates_mobile_agent_toCLoud(ti) 

 else 

 Job Placement (J , N)  Algorithm 2 

7. If all the tasks in T are executed then 

 terminate the scheduling cycle s+1 

 else if ti € T is rejected then  

 if service_not_aval(ti) == true then  

 migrate_to_cloud(ti)  

 terminate the scheduling cycle s+1 

 else 

 reserve space in job pool 

Fig. 3. Job Scheduling Algorithm. 

Algorithm2: job placement  

Input: i) the set N of M nodes: N= { n1, n2, … , nm } 

 ii) the set t of T waiting jobs in the task-pool: T = { t1, t2 
, … , tm} 

  

1. sort and rank each ni increasingly by free space for tasks 

2. PR = priority_assign(t)  Algorithm 3 

3. if PRi == H then 

 place ti in TPH // high task pool 

 else  

 place ti in TPN // normal task pool 

4. for each task € TPH DO // high task pool placement 

5. scan the system to obtain updated set N of free fog nodes 

6. if ni has more space for TPH
i then  

 return placing TPH
i in ni 

 else 

 continue 

7. for each task € TPN DO // normal task pool placement 

8. scan the system to obtain updated set N of free fog nodes 

9. if ni has more space for TPN
i then  

 return placing TPN
i in ni 

 else 

 continue 

Fig. 4. Job Placement Algorithm. 

B. Job Placement 
The job placement algorithm plays a significant role in 

reducing the power consumption and the response time by 
placing the task close to the IoT device. Moreover, selecting 
the task to be executed early is essential for achieving the 
(QoS) and (SLA). In our job placement algorithm, it receives 
the tasks and the available and suitable resources. The first 
step is to sort the resources increasingly by free space to 
execute a task. Secondly, the priority function assigns priority 
for each task, as explained in the previous paragraph. Thirdly, 
if the task is assigned as a high priority, it will be placed in the 
high task pool; otherwise, it will be placed in the normal task 
pool, as shown in Fig. 4. 
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Algorithm3: priority assignment  

Input: the set t of T waiting jobs in the task-pool: T = { t1, 
t2 , … , tm} 

Step1: /* assign the task that will reach the threshold */  

 If delayi
t == THi then 

 return (H) 

Step2: /* assign the task that has high priority given by the 
application requirements */  

 If Tpri == 1 then 

 return (H) 

 else 

 return (N) 

Fig. 5. Task Priority Assignment Algorithm. 

C. Mobile Agent Software Technology 
Once the job scheduling, as mentioned in the previous 

section, determines the task as a mobile agent software, the 
task will be considered as a mobile IoT agent. When 
the mobile IoT agent is launched, the discovery 
manager requests the cloud service pool to provide a set of 
available virtual machines in the cloud layer, high speed, and 
high processing power devices. Moreover, it determines the 
required service from the caller/IoT. Finally, the discovery 
manager generates an action plan including routing decisions 
for the mobile IoT agent, as shown in Fig. 6 and Fig. 7. 

Upon the fog layer's migration to the cloud layer, the 
execution and data transmission paths select the same bridge. 
If the connection between the fog and the cloud is interrupted, 
the mobile IoT agent may remain on the cloud side till the 
caller reconnects to achieve the result. 

The model consists of three main components as follows: 

• Discovery manager: this agent aims to provide the 
available Virtual Machines in the cloud server and 
calculates the bandwidth between the caller/IoT and the 
VM host; as a result, the execution time would be 
minimized. This method can be achieved by sending a 
request to the cloud service pool to provide the 
available VMs in the cloud server. 

• Cloud service pool: the cloud service pool is a database 
that continuously provides VMs hosts that implement 
the mobile IoT agent. All VMs hosts' specifications are 
provided by this database, such as CPU speed and cores 
number, storage size, and current capacity. 

• Cloud VMs: these machines are available in the cloud 
layer for executing the incoming mobile IoT agent’s 
task. In this case, the service is provided as platform as 
a service (PaaS) from the cloud server. 

 
Fig. 6. Mobile Agent Architecture. 

 
Fig. 7. FNAMM Sequence Diagram. 

IV. DISCUSSION 
The proposed solution's effectiveness compared to [25] 

and [38] architectures deals with high efficiency when dealing 
with big data in the cloud. In the proposed solution, we used a 
mobile agent to reduce the volume of data that is transferred 
between the end-user and the cloud server, which also 
contributed to reducing the cost of the network as well. As for 
the fog network, our task scheduling tries as much as possible 
to implement tasks locally, near the end-user. On both [25] 
and [38], when the device cannot perform the tasks, it sends it 
north towards the cloud server. While in the proposed 
solution, we try to implement the tasks in devices that are 
adjacent to this device, taking into account both the left and 
right directions. Finally, the proposed model differs from the 
compared architectures in that the task priority collaborates in 
our solution. Each IoT applications have their requirements 
that can affect the task priority. So, depending on the 
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application requirements, the proposed task scheduling 
algorithm will regard these requirements in sorting the task in 
the queue. 

Most of the recent architectures have not considered a 
massive amount of process in fog computing networks. When 
we compare it with other architectures, the proposed 
architecture's significant feature is considering the data 
velocity in the IoT environment. We can optimize the 
performance and scalability by building an efficient resource 
management model. Creating a repository that contains all 
available resources/service and their capability in the fog 
network can enhance task scheduling and load balancing. 
Also, the metadata in the repository can indicate the data 
locality and then decide if it would be implemented in the fog 
network or must be migrated to the cloud side in early stage. 

The strength of this architecture can be demonstrated in 
the next point: 

• Dynamic: the architecture supports the collaboration 
between the resources to scale the dynamic changes in 
the network. Also, the collaboration between the 
networks is dynamic, which can enhance the join 
process. 

• Saving energy: since the architecture focuses on 
utilizing all the resources in the networks, the 
transferred process to the central cloud would be 
reduced. 

• Response Time: the architecture determines the short 
path between the resource and the destination, leading 
to reduced latency, also, by early determining, on the 
distribution task phase, if the job would be executed in 
the fog resource or on the cloud server. 

It is insufficient to use traditional methods when required 
data is transferred from the cloud servers to the user or IoT 
devices. In some cases, unused data is transmitted; thus, there 
is a waste of energy and delays in responding to demands. 
From this challenge, mobile agent technology which does 
analysis or processing on the cloud side, then transmits target 
data in a small amount to the end-user. 

V. CONCLUSION AND FUTURE WORK 
IoT applications generate massive tasks that need to be 

served adequately and received a fast-responding. Fog 
computing is proposed to accommodate the cloud server by 
providing the service close to IoT devices. However, many 
fog computing architectures are insufficient to utilize all 
available resources. A holistic fog-based resource 
management model is proposed to overcome the mentioned 
issue by building an efficient job scheduling and deploy the 
job to appropriate available resources considering capabilities. 
Our proposed model's benefits can be summarised in making a 
reduction in response time, network cost, and power 
consumption. These metrics play a significant factor in 
optimizing the performance of IoT applications. The future 
work is to implement this model in a simulation work or a 
real-time environment. Moreover, the mobility of IoT devices 
is not considered in our solution, which can be investigated in 
further research. 
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Abstract—In this paper, an automata-based algorithm that 
finds the valid shifts of a given set of words W in text T is 
presented. Unlike known string matching algorithms, a 
preprocessing phase is applied to T and not to the words being 
searched for. In this phase, a deterministic finite state automaton 
(DFA) that recognizes the words in T is built and is augmented 
with their shifts in T. The preprocessing phase is relatively 
expensive in terms of time and space. However, it needs to be 
done once for any number of words to match in a given text 
document. The algorithm is analyzed for complexity, 
implemented and compared with an adjusted version of KMP 
algorithm. It showed better performance than KMP algorithm 
for large number of words to match in T. 

Keywords—Algorithms; finite state automata; word matching; 
KMP 

I. INTRODUCTION 
In this paper, a special case of string matching [1] problem 

is considered that is called multiple word matching. Its input is 
a set of words W to match in a text string T of length n. Its 
output is a vector of the valid shifts of each word of W in T. 
The motivation for this research is that it is common to have a 
text document that need to be repeatedly searched for single 
words. Another motivation is the speed illustrated by the 
proposed algorithm to solve this problem compared with other 
matching algorithms for large |W|. 

The proposed solution is based on a preprocessing phase 
that is applied on T not on the words to search for. The idea is 
based on scanning the words in T and incrementally building a 
deterministic finite automaton (DFA) [2] that recognizes only 
the words of T. Once created, the DFA is used to search for a 
set of words W (repetition of words in W is allowed). Although 
building this DFA is time consuming, it is needed to be built 
only once for searching any number of words in T. The search 
time for the individual words will be O(m×|Σ|) where m is the 
length of the word searched for and |Σ| is the size of the 
alphabet. This means that search time will be independent of 
the length of T. The algorithm does better than other matching 
algorithms only in case of a large number of word searches in 
T is needed. 

This paper is organized as follows: Section 2 introduces 
related work. Section 3 presents the proposed algorithm. 
Section 4 gives a rough complexity analysis of the proposed 
algorithm. Section 5 shows the experimental study that was 
conducted to compare the proposed algorithm with KMP string 
matching algorithm that is adjusted for multiple search words. 
The paper ends up with a conclusion and a list of references. 

II. RELATED WORK 
String matching algorithms are well-known class of 

algorithms that have two inputs: a string to search in of length 
n called T, and a pattern string to search for of length m called 
P. Their output is the valid shifts of P in T. The simplest and 
the most expensive among these algorithms – with complexity 
O(m n) - is the Naïve string matching algorithm [1]. In this 
algorithm, P is compared with every sub-string in T of length 
m. Many string matching algorithms with better efficiency 
were invented such as Boyer-Moore[3], Knuth-Morris-Pratt[4], 
Karp-Rabin [5], Horspool [6], Quick search [7], Shift-Or [8], 
Raita [9], Berry-Ravendran [10]. Knuth-Morris-Pratt (KMP) 
algorithm is widely known and proven to be a very efficient 
and generic. Its complexity is O(n) for small m. It requires 
computing a prefix-function on P, which costs O(m), prior 
matching against T. A strong relation between string matching 
and the theory of finite automata exists, and this was discussed 
in detail in [11]. A very close work related to our work is the 
work of Aho-Corasick [12]. Their algorithm searches for a set 
of words in T by constructing a finite state automaton to 
recognize these words. This finite state automaton is then used 
to find the occurrences of these words in T. The main 
difference between our work and theirs is that in our algorithm, 
a finite automaton to recognize the words of T and not the 
words to search for is constructed. This means that Aho-
Corasick approach will require O(n) string matching 
complexity, and our approach will have O(|W|*m) where |W| is 
the number of words to search for and m is the length of words 
which is known to be short compared to n in the context of 
natural languages text. However, our algorithm pays for this 
shorter search time, by a pre-processing phase that takes longer 
time. This is because constructing a finite state automaton for T 
takes longer time. On the other hand, Aho-Corasick algorithm 
constructs the finite state machine for the words to search for, 
which is usually much smaller than the set of words of T. 

The difference between our algorithm and other string 
matching algorithms can be summarizes in two points: (1) Ours 
matches single words. So, m for our problem is relatively short. 
This means that our algorithm is less generic than other string 
matching algorithms where a pattern could be a sub-word or 
multiple words. (2) Ours is directed to solve the multiple word 
matching problem. The input is a set of words for each to be 
matched in T. One run of our algorithm will serve multiple 
search requests. Other string matching algorithms serve a 
search for one pattern in a single run. However, these string 
matching algorithms can be simply adjusted to solve the 
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multiple word matching problem by repeatedly applying them 
on a set of words on the same T. 

KMP algorithm was chosen to evaluate the performance of 
our proposed algorithm. This algorithm is among the best and 
most generic known string matching algorithms. KMP is 
adjusted slightly to do multiple word search and hence can be 
used to study the performance of our algorithm. Through this 
comparison, the circumstances where the proposed algorithm 
out-performs other string matching algorithms is explored. 

III. PROPOSED ALGORITHM 
MULTIPLE-WORD-MATCHING algorithm is shown in 

(Fig. 1). The input of the algorithm is a text to search T in and a 
set of words W to search for. The multiple searches for words 
in T is passed as an input to the algorithm. However, our 
algorithm may also be applied in the context where repeated 
search requests (for words in T) successively arrive in the same 
session. A word is to be a sequence of characters that does not 
contain spaces nor white characters. It is the same known 
concept of “word” in the context of natural languages. Our 
algorithm will only match single words in T. So, patterns that 
are sub-words or multiple words will not be matched by our 
algorithm. For example, if T=<abc abd>, our algorithm will 
assume that the only words existing in T are abc and abd. It 
will assume the strings “ab” and “abc abd” do not exist in T. 
This assumption is considered for simplicity. The output of the 
algorithm will be a vector of the valid shifts (in T) for each w in 
W. The first step is to build a DFA that recognizes the words of 
T. Then, GET-SHIFTS(DFA,w) is called for every w in W and 
the valid shifts are returned. It is assumed that a w has an 
attribute called shiftVector that will be set by the shift vector 
that is returned by GET-SHIFTS(DFA,w). 

The algorithm for BUILD-DFA(T) is shown in Fig. 2. In 
this algorithm, the DFA is initialized where the start state is 
created and its name field is set to the empty string. Each state 
s in the DFA will be augmented with a name field which 
corresponds to the string that takes the DFA from the start state 
to this state s. The loop will get the words of T one at a time 
and then add them to the DFA along with their shifts in T. 
ADD-TO-DFA will be called once for every word in T. The 
shift variable is updated to contain the shift of the next word by 
adding the shift of the current word, its length plus 1. For 
simplicity, T is assumed to be normalized. This means that T 
contains only words and these words are separated by single 
spaces. Additional processing may be needed to do this 
normalization. This assumption eases the calculation of the 
shifts of the words in T. 

ADD-TO-DFA algorithm (Fig. 3) will set the currentState 
to be start state of the DFA. The loop gets the letters of the 
word, one at a time. In each iteration, the nextLetter of the 
word is taken. A transition with nextLetter from the 
currentState is checked. If no such transition was found, 
nextState will be null. This requires that a new state (is called 
nextState) to be created with a transition from the currentState 
to nextState and is labeled with nextLetter. The name field of 
the nextState will be set to be the concatenation of name field 
of the currentState with the nextLetter. The currentState is set 
to be the nextState. This should be done in each iteration, 
whether if nextState was created or found. Once the loop 

terminates, all the letters of the word are consumed. The 
algorithm will set the current State to be a final state and shift 
is added to the shift vector of this final state. Note that only the 
final states are augmented with shifts vector. This is because 
augmenting all the states with shift vectors will result in too 
large shift vectors, especially for these states that are shallow in 
the DFA. 

To illustrate this algorithm with an example (Fig. 4), 
assume that T=<ab ac a>. Adding the word ab to the DFA will 
be done by calling ADD-TO-DFA(“ab”, 0). The name field is 
shown for all states. For example, s2.name is the word ab which 
corresponds to the prefix of the word ab that takes the DFA 
from the start state s0 to s2. The name field of the start state (s0) 
is the empty string. Only s2 has the attribute shiftVector since it 
is a final state. Final states are distinguished with a different 
color. 

The next call will be ADD-TO-DFA(“ac”, 3) because the 
next word in T is ac with shift equals 3. The currentState is set 
to s0.The word length is 2. So the loop will iterate twice. In the 
first iteration, nextLetter will be the letter 'a'. The algorithm 
finds a transition from s0 with 'a'. A nextState is found which is 
s1.The currentState becomes s1. In the second iteration, no 
transition from s1 with letter 'c' is found. So, a new state is 
created which is s3. When the loop terminates, the s3 is set to be 
a final state and the shift is added to the shift vector of s3. The 
DFA will be as shown in Fig. 5. 

 
Fig. 1. Multiple-Word-Matching Algorithm. 

 
Fig. 2. BUILD-DFA Algorithm. 
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Fig. 3. ADD-TO-DFA Algorithm. 

 
Fig. 4. DFA after ADD-TO-DFA(”ab”, 0) Call. 

 
Fig. 5. DFA after ADD-TO-DFA(“ac”, 3). 

ADD-TO-DFA will be called for the third word in T which 
is “a” ending with DFA in Fig. 6. Note that s1 became a final 
state and a shift vector is set. 

 
Fig. 6. DFA for T=<ab ac a>. 

Next, how the DFA is used to get the shifts of a word w in 
T need to be defined. This is done by calling GET-
SHIFTS(DFA, w) as shown in Fig. 7. Initially, the variable 
currentState contains the start state. It will change to represent 
the state that is reached while scanning the letters of w. The 
letters of w are taken one by one. A check for a next state from 
the currentState with letter is made. If not found, this means 
that w does not exist in T and an empty shift vector is returned. 
However, if a next state is found, the currentState is updated to 
be the nextState. The loop will break either when (1) a null 
state is reached which means that w does not exist in T or (2) 
all the letters of the word where consumed. In case all the 
letters of w were consumed ending in a final state, then w is in 
T and the shift vector (augmented in the reached final state) is 
returned. An empty shifts vector is returned when (1) w could 
not be completely consumed because of reaching a null state, 
or (2) if w was completely consumed but a non-final state was 
reached. 

 
Fig. 7. Get-Shifts(DFA,w). 

For example, to search for the word “ac” in T using the 
DFA in Fig. 6, GET-SHIFTS(DFA,”ac”) is called. The 
nextLetter will be “a” and next state will be found which will 
be s1 which is not null. This will result in another loop iteration 
where next letter will be “c”. The next state will be s3 which is 
not null. The loop will break and since all w's letters were 
consumed. Since the reached state (s3) is a final state, the shift 
vector will be returned which is <3>. 

IV. ANALYSIS OF THE PROPOSED ALGORITHM 
To analyze the time complexity of the MULTIPLE-

WORD-MATCHING algorithm, for each step, the following 
need to be found (1) its time complexity for a single run and 
(2) the number of times it's executed. These two values are 
multiplied and added up for all the steps. A bottom-up 
approach is taken, where we start analyzing the supporting 
algorithms and then find the complexity of the main algorithm. 

Starting with ADD-TO-DFA, each statement is executed 
only once except for the statements within the loop which will 
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be run m times in worse case where m is the length of the 
word. All the steps take constant time to execute except for the 
step of finding the nextState for currentState with letter. It 
requires scanning the next states of the currentState to find a 
transition with nextLetter label. An upper bound on the number 
of the next states for a currentState is the size of the alphabet of 
the text language |Σ|. This is a loose upper bound, because in 
the words in natural languages, not all letters may appear next 
to a given letter. Adding the complexities of the statements, it 
is found that the complexity of ADD-TO-DFA algorithm is 
O(m×|Σ|) which is constant and is independent of the size of T. 

For a BUILD-DFA call, the loop will iterate a number of 
times equals to the number of the words in T. All the steps 
within the loop are of constant time complexity except for the 
step (ADD-TO-DFA call) which is O(m×|Σ|). The time 
complexity of BUILD-DFA will be O(n×m×|Σ|). A tighter 
bound can be given, since the number of words multiplied by 
m will be roughly equal to n. That is, it can be said that the 
time complexity of BUILD-DFA will be O(n×|Σ|). 

The statements of GET-SHIFTS will run only once, each 
with constant time complexity, except for the loop statements. 
The statements of the loop will run in the worst case m times 
where m is the length of the word that is searched for. The 
steps within the loop all take constant time expect for getting 
the nextState step which will take O(|Σ|) to search for the next 
state for a given letter. So the time complexity of GET-SHIFTS 
will be O(m×|Σ|). 

Now, the main algorithm needs to be analyzed. BUILD-
DFA step will run once and its complexity is O(n×|Σ|). The 
loop will iterate a number of times equals to the size of word 
set W to be searched for (i.e |W|). GET-SHIFTS will be run |W| 
times with O(m×|Σ|). The total complexity of GET-SHIFTS 
will be O(|W|×m×|Σ|). So the total time complexity of the main 
algorithm will be O(n×|Σ|)+O(|W|×m×|Σ|) which will be 
O(n×|Σ|)+ O(|W|×m×|Σ|). Since we know that the length of the 
words m and |Σ| in natural languages are relatively small 
constants, we can roughly say that the complexity of the 
MULTIPLE-WORD-MATCHING is O(n)+O(|W|) for very 
large n and |W|. 

To compare our algorithm with KMP, it was slightly 
adjusted to solve our multiple word matching problem (Fig. 8). 

 
Fig. 8. Adjusted KMP. 

The loop will iterate |W| times. KMP(T,w) is the same as 
KMP in [1] but adjusted to build a shift vector instead of 
printing the shifts. From [1] we know that KMP(T,w) is of 

O(n)+O(m) complexity. This is because, O(m) is needed to 
build the prefix function for w and O(n) is needed to scan T for 
w. KMP(T,w) will be called |W| times. So, the total complexity 
of the Adjusted KMP will be O(n×|W|)+O(m×|W|). Knowing 
that m is relatively small constant in natural languages, it can 
be said that its complexity is O(n×|W|)+O(|W|) which will be 
O(n×|W|) for very large n and |W|. 

For space complexity, our algorithm needs O(n) space. 
However a tighter analysis may be considered. It was found 
that the number of states of the DFA is linear with the set of 
prefixes of the words in T. Repeated words in T means less 
number of states. Repetition of words, is a common feature in 
natural language text documents. On the other hand, Adjusted 
KMP needs only O(m) space to store the prefix function of the 
current word being searched for. A comparison between 
MULTIPLE-WORD-MATCHING and Adjusted KMP is 
shown in Table I. 

TABLE I. COMPARISON BETWEEN MWM AND ADJUSTED KMP 

MWM Adjusted KMP Comparison Facet 

T W Preprocessing phase is applied to 

O(n||) O(m|W|) Preprocessing phase complexity for W 

O(m||) O(n) Search phase complexity for a single 
word 

O(n)+O(|W|) O(n|W|) Search phase complexity for a |W| 
words (|W| large) 

O(n) O(m) Space Complexity 

large W Small W Better for 

V. EXPERIMENTAL STUDY 
Both algorithms: MULTIPLE-WORD-MATCHING 

(MWM) and ADJUSTED-KMP were implemented. We chose 
T to be the text of the Holy Quran which is composed of 
78,245 Arabic words. Fig. 9 shows the algorithm that was 
written to compare the two algorithms. 

 
Fig. 9. Comparison Algorithm. 
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The comparison algorithm is based on measuring the 
running times for both algorithms for the growing sizes of W. 
Initially W is empty. The experiment was conducted by 
randomly selecting 200 words from the T. In each iteration, the 
newly selected word w is added to W. We record the start time, 
call the adjusted KMP algorithm for W and record the end 
time. The same is applied for MWM. The size of W and run 
time for both algorithms for this W is wrote into a file. The file 
is charted as shown in Fig. 10. The x-axis represents the 
growing |W| and the y-axis shows the run time needed by each 
algorithm. We have two graphs for each algorithm where a 
point (x,y) in any of these graphs means that searching for the x 
randomly selected words took y milliseconds. 

 
Fig. 10. Comparing MWM with Adjusted KMP. 

The observations can be summarized as follows. The first 
search operation took too long time for MWM compared to the 
adjusted KMP algorithm. This is expected because of time 
needed to construct the DFA. However, our algorithm 
outperforms the adjusted KMP when |W| reaches 65 words. 
Although this number is not a fixed value, it gives a notion 
when our algorithm will out-perform the adjusted KMP for the 
given T. Note also that the accumulated time for MWM looks 
as if it is constant. However, it is increasing, but with very 
small value. The line has very small slope. 

VI. CONCLUSIONS 
In this paper, we proposed a multiple word matching 

algorithm. The proposed algorithm showed competitive 
performance only in case of a large number of word matchings 
is to be applied on T. However, it is really very expensive if 
small number of word matchings is required on T. 
Preprocessing of T may open new horizons for better text 
search algorithms. As future work, we wish to work on 
optimizations on our algorithm so that it shows better 
performance than the adjusted KMP on lower |W|. We will 
relax the restriction of word matching so that the algorithm can 
be used to search for any pattern and not only for single words. 
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Abstract—Question answering systems (QAS) are developed 
to answer questions presented in natural language by extracting 
the answer. The development of QAS is aimed at making the 
Web more suited to human use by eliminating the need to sift 
through a lot of search results manually to determine the correct 
answer to a question. Accordingly, the aim of this study was to 
provide an overview of the current state of QAS research. It also 
aimed at highlighting the key limitations and gaps in the existing 
body of knowledge relating to QAS. Furthermore, it intended to 
identify the most effective methods utilized in the design of QAS. 
The systematic review of literature research method was selected 
as the most appropriate methodology for studying the research 
topic. This method differs from the conventional literature 
review as it is more comprehensive and objective. Based on the 
findings, QAS is a highly active area of research, with scholars 
taking diverse approaches in the development of their systems. 
Some of the limitations observed in these studies encompass the 
focused nature of current QAS, weaknesses associated with 
models that are used as building blocks for QAS, the need for 
standard datasets and question formats hence limiting the 
applicability of the QAS in practical settings, and the failure of 
researchers to examine their QAS solutions comprehensively. 
The most effective methods for designing QAS include focusing 
on syntax and context, utilizing word encoding and knowledge 
systems, leveraging deep learning, and using elements such as 
machine learning and artificial intelligence. Going forward, 
modular designs ought to be encouraged to foster collaboration 
in the creation of QAS. 

Keywords—Question answering systems; syntax; knowledge 
systems; deep learning; machine learning; systematic literature 
review; artificial intelligence 

I. INTRODUCTION 
Information retrieval has undergone tremendous 

transformation in the recent past. Today, modern information 
access systems enable us to retrieve documents that may be 
linked to the input we supply the system. However, in most 
cases, the user is left to extract the important information from 
the retrieved documents. For example, the question “Who has 
finished a marathon race in under two hours?” Should return 
the answer “Eliud Kipchoge”. Instead, the user is supplied with 
a list of associated documents to explore and reveal the correct 
answer. Regardless of this limitation, Question Answering 
System (QAS) has been noted as an area with great potential in 
modern computing [3, 4, 5]. QAS allows access to information 

in a very natural way, that is, by asking questions and getting 
related responses in natural language [9, 10, 12, 14, 41, 70]. 

A. Current Rsearch Limitations 
Because of the great potential and usefulness of QAS, it 

will definitely be a subject to major advancement in the 
forthcoming years. Nonetheless, there are significant 
challenges that will require urgent resolving if we are to attain 
full potential of QAS. One of these challenges is the existing 
asymmetry between natural language and machine language. 
The asymmetry has delayed the ability of question answering 
systems to understand natural language-based input from users 
and interpret it correctly for an accurate retrieval of responses 
[43, 44, 45, and 46]. The language asymmetry has been a 
compound of several factors such as classification, 
construction of correct questions, ambiguity resolution, 
deficiencies in semantic equivalence recognition, and poor 
identification of sequential association in complex queries [50, 
51, 52, 53, 54, 55, 56, 57, 58, 59, and 71]. Besides, there has 
also been a lack of accurate validation mechanism to guarantee 
accurateness in the responses produced by QAS (689). The 
unresolved nature of most of these challenges in the QAS 
literature is the most significant limitation of QAS research. 

B. Research Motivations 
Despite the above limitation, among other challenges 

facing the development of perfect QAS, researchers have not 
given up on the quest to develop a more accurate QAS. Across 
all ages, human beings have always exhibited an acute thirst 
for information and a difference between this information and 
knowledge has always existed [17, 18, 19, 25, 32, 33, 35, 37, 
38, 40]. Owing to this difference, consistent research has led to 
the maturity of modern information retrieval systems such as 
web searches, which allow users to access information related 
to their interests at their fingertips. QAS is a modern and 
specialized method of information access that seeks to bridge 
the gap between the information that users may have and the 
relevant knowledge. In a typical internet browsing session, an 
internet user is not interested in the relevant webpages that 
come up when making internet searches, rather, the interest is 
in the answers to the questions defining the searches. Bridging 
the gap between the questions and answers has been the main 
motivation of modern QAS research and the great potential of 
QAS makes it an exciting field to explore. 
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C. Problem Statement 
The working mechanism of modern question answering 

systems can be broken down into three broad stages, namely 
question analysis, document analysis, and answer analysis. The 
question analysis stage entails the parsing and classification of 
questions, as well as the development of queries that can be 
interpreted by the machine. The second stage of document 
analysis involves the extraction of documents that are relevant 
to the questions as interpreted by the machine and 
identification of suitable answers. The third stage of answer 
analysis involves a further breakdown of the individual 
documents to extract candidate answers and rank them 
according to their relevancy to the question. 

In all the three stages, a combination of techniques from 
AI, NLP, statistical processing, pattern identification and 
matching, and information retrieval and extraction is used [2, 
74, and ]. The majority of modern question answering systems 
incorporate most if not all the above techniques to deliver 
improved accuracy of results. In fact, the taxonomy of the 
modern QAS is derived from the techniques that forms the 
basis of the systems at different working stages. Such include, 
Linguistic-based QAS, Statistical-based QAS, and Pattern-
based QAS approaches. Even the most sophisticated of these 
approaches has always faced the challenges of language 
asymmetry, among other challenges which have delayed the 
attainment of ultimate perfection in QASs. The desire to 
resolve the challenges has been a significant impetus for QAS 
research. A review of the literature on QAS is needed to 
understand the extent reached by current QAS research in 
resolving the outstanding challenges to the attainment of the 
perfect question answering system. 

D. Research Objectives 
This paper provides a systematic review of the modern 

question answering systems’ literature. The areas of interest to 
the paper are the current state of QAS research and 
identification of the most significant gaps and limitations in the 
reviewed studies. The three objectives of this research are 
broken down into three research questions. 

E. Research Questions 
RQ1: What is the current state of QAS research? 

RQ2: Which are the most significant gaps and limitations 
in the reviewed studies? 

RQ3: What are the most effective techniques used in 
designing QAS? 

F. Summary 
The remainder of the paper is organized as follows; 

following in the next section is a review of the recent literature 
on QAS then a methodology. The research methodology 
section emphasizes on planning, the review process, and 
reporting the results of systematic review. Lastly, the paper 
offers a conclusion relevant to the three research questions and 
the reviewed literature. 

II. RELATED WORKS 
This section of the paper provides a review of modern 

studies on QAS. However, it is important to appreciate that the 

development of the modern question answering systems has 
not been an event, but a process with a rich history. Modern 
studies have built on the findings of older studies to better the 
perfection of modern information retrieval systems. Advanced 
research on QAS extends back four decades ago and has grown 
parallel to the whole natural language processing field. Over 
the last four decades, hundreds of question answering systems 
have been developed following tremendous research efforts. 

QASs are information retrieval-based tasks that process 
questions posed in natural language by using pre-organized 
databases or a large corpus of documents published in natural 
language. In another way, QAS accepts questions in a natural 
language and returns a collection of related responses in natural 
language. The demand for systems with this capability has 
been exponential owing to the growing quest for precision in 
the wake of increasing data and information. This has 
transformed it into a field with growing academic research 
interest from around the world. 

Like any other technical field in the modern day 
computing, there are key terms that are related to QAS. 
Defining these terms will help us understand the concepts used 
in QAS. One of the key terms in the QAS literature is 
“Question Phrase”, which is the section of the question that 
contains the search items (636). Another term is the “Question 
Type” which is identifies the kind of question given its purpose 
(636). In the QAS literature, the “Answer Type” means the 
classification of items that the question is seeking (636). 
“Question Focus” is the property related to the items of the 
sought by the question and “Candidate Passage” are the items 
identified by the search system as relevant to the search 
question. A candidate passage can be anything from a 
document or sentence in natural language that is retrieved by 
the search system. A “Candidate Answer” is response ranked 
as among the most suitable answer to the search question. 

QAS literature divides the working mechanism of question 
answering systems into three broad modules, namely, question 
processing, document processing, and answer processing. As 
noted earlier, the question processing stage entails the parsing 
and classification of questions, as well as the development of 
queries that can be interpreted by the machine. The goal of the 
first stage is to identify the type, which defines the focus of the 
question. The focus of the question is identified by classifying 
as a “What”, “Why”, “Who”, “Where “or “How” question so 
that the expected answer can be determined (141). This is 
important in bettering answer detection, which ultimately leads 
to acceptable accuracy of the returned answers. 

The role of the document processing stage is to select a 
collection document that are related to the question posed by 
the user. The document processing stage also involve 
extracting few paragraphs from the selected documents that 
conform to the focus of the question. In modern QAS, this 
stage generates a dataset or a neural model which acts as the 
pseudocode for the process of answer extraction [13, 76, 77, 
and 78]. The data that is retrieved in the second stage is 
organized with preference inclined to those that are highly 
relevant to the question. 

The third stage of answer processing involves a further 
breakdown of the individual documents to extract candidate 
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answers and rank them according to their relevancy to the 
question (5). This is often the most challenging task of the 
three. It involves further analysis of the document analysis 
stage to select the most suitable answer to the question. The 
complexity emanates from the need to make the answer as 
simple as possible even when it requires combining of 
information from different neural models. 

III. RESEARCH METHOD 
This systematic review followed the guidelines provided 

eight steps, amongst which the most significant are the purpose 
for reviewing the literature, searching the literature, screening 
the literature, quality evaluation, and data abstraction. The 
flowing section outlines the stages of the systematic literature 
review conducted in completing the paper. 

A. Planning the Review 
The systematic review of literature started with the creation 

of an elaborate plan. The key components of the plan included 
identifying the resources required and defining the timeframes 
for the completion of the process. In addition to identifying the 
various scholarly databases, other components of the plan 
entailed timelines for deriving research questions from the 
topic, creating the search strategy, determining the search terms 
and strings, implementing the search strategy, selecting the 
most relevant studies, reviewing those studies, and writing the 
research paper. The detailed phases are provided in the 
following sections. 

B. Specifying the Research Questions (RQS) 
Over the years, we have seen an exponential expansion of 

digital databases that have increasingly pushed for 
sophisticated tools of information retrieval. With the data at 
hand, the challenge has always been to develop efficient 
techniques of consuming the data, which involves using the 
information we have to extract knowledge from the digital 
information. One of such techniques is the question answering 
system which allows human users to interact with computers in 
the most natural way as they seek answers to their questions 
from large corpus of unstructured data. In this review, we 
create three questions, as noted under section 1, subsection 4 to 
guide this systematic review of literature, which seeks to 
understand the current state of QAS research and identification 
of the most significant gaps and limitations in the reviewed 
studies. 

RQ1: What is the current state of QAS research? 

RQ2: Which are the most significant gaps and limitations 
in the reviewed studies? 

RQ3: What are the most effective techniques (Method) 
used in designing QAS? 

C. Defining Search Strategy 
1) Data retrieval: The first step of the review was to 

index the journals and papers, including conference 
proceedings written and published in English. A date filter of 
the year of publication was limited to between 2015 and 2020. 
The journals and papers, including conference proceedings 
were pulled from five digital libraries, ACM Digital Library, 

IEEE Xplore, Science Direct – Elsevier, Springer Link, and 
Wiley. This was achieved using a conceptual research string 
containing the keywords in the research questions. 

2) Screening of the journals and papers: The choice of 
the papers included in this review were determined using an 
inclusion and exclusion criteria. The choice of the papers 
included in this review were determined using an inclusion 
and exclusion criteria to ensure that the study was explicit 
about the journals and papers included in the research. Only 
papers that met the criteria were included in the review. 
Table I provides more details about the inclusion and 
exclusion criteria used in recruiting reviewed literature. 

TABLE I. INCLUSION AND EXCLUSION CRITERIA DEFINED FOR 
SCREENING 

Inclusion Criteria Exclusion Criteria 

Only papers written and published in the 
English language Non-English academic works  

Academic research work published in 
conferences and journals  

Duplicate papers existing in 
separate libraries 

Question related to QAS, particularly 
those touching on the current state of 
QAS research and those with the potential 
to reveal the most significant gaps and 
limitations in the reviewed studies 

Books, thesis, editorials among 
others that do not constitute 
published academic research 

QAS studies published after January 1, 
2018 

Academic works published 
before January 1, 2018 

D. Defining Data Sources(Eligibility of the Journals and 
Papers) 
To ensure that only relevant papers were included in the 

review. The scheme involved answering quality assessment 
questions with a yes = 1.5, partial = 0.5, a no = 0 depending on 
a preliminary analysis of the individual papers. The papers that 
had been preselected but had a score of less than 0.5 were 
excluded from the review which resulted in a sample 130 
papers. Purposive exclusion of 50 papers was done to remain 
with 80 papers. 

E. Defining Search Keywords 
The initial search words were derived from the three 

research questions. Additional search words were determined 
based on the results of the initial search. Table II highlights the 
main search words and offers an explanation of each one of 
them. 

TABLE II. SEARCH KEYWORDS 

QAS Question answering systems  

Syntax  
Knowledge systems  
Deep learning 

Arrangement of phrases and words  
Collection of knowledge presented using some 
formal representation  
Artificial intelligence function that utilizes multiple 
layers to extract features from raw input. 

Machine learning  
Subset of artificial intelligence that entails utilizing 
statistical methods to enable machines learn 
automatically without explicit programming. 

Artificial intelligence  Programming compiuters to mimic the behavior 
and thought of human beings.  
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Several search strings were developed using the search 
words shown in Table II and combined with Boolean 
operators. The utilization of Boolean operators, primarily AND 
and OR, was important in identifying the most appropriate 
studies. 

F. Conducting Review Process 
The process entailed identifying records, screening them, 

determining their eligibility, and listing the included studies in 
accordance with PRISMA. Fig. 1 summarizes the search 
protocol. 

 
Fig. 1. Search Strategy. 

G. Selection of Study 
The articles chosen for this study were determined using 

two-level inclusion and exclusion criteria. The identification 
process produced a total of 350 articles, with 320 being found 
through database searching whereas 30 were identified using 
other sources. After the exclusion of duplicates, 189 studies 
remained. The screening process resulted in the elimination of 
59 studies. The resultant 130 studies were assessed for 
eligibility and 50 were excluded with reasons. Accordingly, 
eighty studies were included in the systematic review: 15 were 
qualitative whereas 65 were quantitative. 

IV. DATA SYNTHESIS 

A. Primary Studies Overview 
Eighty studies formed the basis of the study: 20 on QAS 

based on syntax and context; 20 on QAS based on word 
encoding and knowledge systems; 20 based on forms of deep 
learning [73, 74; and 20 based on modern components of 
machine learning and artificial intelligence. It was imperative 
to select an equal number of studies in each of the four 
categories to highlight the main directions in QAS research. In 
addition to being relevant to the research questions, the 

selected studies adhered to the inclusion and exclusion criteria. 
This means that the selected studies were authored in English, 
published after January 1, 2018, and were academic research 
work found in scholarly journals and conferences. Out of the 
eighty studies surveyed, only sixty-nine were primary studies. 

B. Answering the Research Questions 
This section discusses the relationship between the selected 

studies and the research questions. The relevant research 
articles extracted are utilized to answer each research question 
as shown in Table III. 

TABLE III. STUDIES RELEVANCE TO RQS 

RQ No. No. of Studies 
RQ1 69 

RQ2 55 
RQ3 41 

This research paper conducted a systematic review of 
literature, rather than the conventional literature review, due to 
the need to attain scholarly vigor. In addition to enabling the 
researcher to obtain the most relevant studies, systematic 
reviews of literature adopt an objective perspective, which 
limits biases and enhances the usability of the research 
findings. Generally, systematic reviews of literature are 
implemented to summarize existing evidence in a given area, 
identify gaps for further investigation, and provide a 
framework for positioning new research activities. In this 
study, appropriate search terms were utilized in conjunction 
with various Boolean operators and search strategies to obtain 
studies to answer the three research questions. 

The first research question (RQ1) focused on providing 
insights concerning the current state of QAS research. The idea 
is to provide the current understanding of QAS systems in 
terms of the approaches utilized, their effectiveness and 
accuracy, and potential areas of improvement. Accordingly, 
this study explored studies published after January 1, 2018. In 
total, sixty-nine studies were identified and examined to 
provide contemporary understanding of QAS research. 

The second research question (RQ2) aimed at identifying 
the most significant gaps and limitations in the reviewed 
studies. One of the major gaps and limitations is the inability of 
the developed QAS systems to be utilized for a variety of tasks 
[1, 4, 6, 7, 15, 24, 30, 74, 75, 80, 81, 82, 83, 84, and 85]. From 
an ideal standpoint, a QAS system should be applicable to 
different questions and settings. For example, Utomo [4] 
developed a QAS system that can only be used with the Quran. 
Another critical limitation is that a typical QAS system exhibits 
weaknesses associated with the model or algorithm used [4, 23, 
29, 31, 42, 47, 60]. For example, Jovita developed a model that 
required a long time to give an answer (about 29 seconds) [42]. 
Besides efficiency, some models are associated with poor 
precision. Deep learning models, in particular, require quality 
and large volumes of training data [47]. Thirdly, some of the 
QAS systems require question templates, selection of hot 
terms, and standard datasets, which limits their applicability in 
the practical environment [8, 13, 16, 20, 21, 22, 27, 28, 34, 36, 
39, 48, 49, 62, 69]. Other limitations of the studies relate to the 
thoroughness of the assessments and explanations of the QAS 
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systems developed [11. 26, 40, 63, 72, 79]. For instance, 
Abdiansah developed a QAS system that was tested on only 
three search engines [11]. 

The final research question (RQ3) aimed at identifying the 
most effective techniques utilized in the design of QAS 
systems. Based on the search conducted, the four most 
effective approaches are syntax and context; word encoding 
and knowledge systems; forms of deep learning; and 
components of machine learning and artificial intelligence. 
Each of the four approaches was studied using 20 research 
articles. The syntax and context approach places questions 
within their context, both in terms of the semantic information 
carried by noun, preposition, and verb phrases and other 
syntactic entities, as well as the discourse roles relating to the 
entire question-answering activity. The word encoding and 
knowledge technique entails utilizing knowledge bases, in 
combination with question encoding at the character level or 
using word embedding, to answer a question. The deep 
learning technique encompasses multiple layers of algorithms 
to progressively extract high-level features from a question to 
enable accurate answering. Finally, some question answering 
systems employ diverse components of machine learning and 
artificial intelligence, other than deep learning, to answer 
questions. 

V. FINDINGS 
This systematic review of literature demonstrates that the 

current state of QAS research is highly divergent. It appears 
that different scholars are setting out to develop their individual 
QAS systems from scratch. This trend could be explained by 
the fact that QAS is an emerging field. The diversity in QAS 
techniques means that it is almost impossible to compare them 
objectively. There is also an emerging trend of combining 
different components, which makes it difficult to evaluate the 
effect of each component individually. Accordingly, the 
adoption of a modular approach could be helpful as it would 
enable the scientific community to contribute by developing 
new plugins to improve or replace existing ones. Despite the 
challenges, QAS research is making positive strides towards 
the creation of accurate question answering systems. 

The review also highlights various significant gaps and 
limitations in QAS research. A key limitation identified is the 
highly focused nature of the QAS developed. In addition, the 
models utilized have weaknesses, which limits the accuracy 
and efficiency of the entire QAS. Deep learning models, while 
suited to QAS applications, require vast amounts of quality 
training data during their development [61, 62, 63, 64, 65, 66, 
67, and 68]. Without such data, their effectiveness and 
applicability reduce significantly. In research studies, 
particularly those targeting machine learning, the availability of 
unbiased training data is often a challenge. Moreover, some of 
the QAS developed only work well with standard datasets. 
Accordingly, when testing them, researchers are likely to 
obtain high accuracies. However, in practical settings, standard 
datasets are unavailable. Furthermore, the research 
methodologies adopted by the different scholars were deficient 
as some of the QAS developed were not evaluated 
comprehensively. 

The design of QAS can take one of the four approaches 
identified. The first one encompasses examining the syntax of 
the question and the context in which it is placed to enable 
accurate answering. The second approach involves encoding 
words contained in the question and then utilizing knowledge 
bases to find the correct answer. The third method entails 
utilizing some forms of deep learning, which enables a 
progressive extraction of information from questions during the 
answering process. Fourthly, artificial intelligence and machine 
learning are routinely applied in question answering systems. 

VI. DISCUSSION 

A. Research Limitations 
The findings of this study must be understood within the 

limitations encountered. One major weakness is that the 
systematic review of literature was limited to studies published 
in English. While this requirement was necessary to ensure that 
the selected studies were understandable to the author, it is 
possible that some helpful studies were eliminated. Another 
limitation is that only QAS studies published after January 1, 
2018 were surveyed. This criterion might also have limited the 
inclusion of potentially helpful studies despite being fairly 
older. Besides, the systematic review of literature included 
studies that had different methodological weaknesses, 
including inadequate QAS system evaluation. Accordingly, 
limitations in individual studies affected the overall strength of 
this systematic review. 

B. Research Conclusion 
The objectives of this study entailed providing a picture of 

the current state of QAS research, discuss gaps and limitations 
in the QAS research, and explore effective methods utilized in 
the design of QAS. The study adopted the systematic review of 
literature research methodology and encompassed examining 
relevant studies published in English after January 1, 2018. A 
total of eighty studies were selected for the research study. 
However, only 69 were relevant to the first research question, 
55 were relevant to the second research question, and 41 
answered the final research question. Based on the findings, 
QAS research literature is growing but is highly divergent as 
scholars adopt different techniques. The main techniques 
include syntax and context, word encoding and knowledge 
systems, deep learning [21, 28, 62, 66, 73, 83], and artificial 
intelligence and machine learning. Some of the significant gaps 
identified include ineffectiveness and inefficiencies associated 
with the models adopted, the highly focused nature of QAS 
systems developed, the reduced practicality of QAS due to the 
need for standard datasets or question formats, and the inability 
to test QAS thoroughly. Future research ought to focus on the 
development of QAS based on modular approaches to enhance 
collaboration within the scientific community. Future studies 
should also examine the applicability of some of the developed 
QAS in practical environments. 
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Abstract—The increasing video content over the internet 

motivated the exploration of novel approaches in the video 

compression domain. Though neural network based 

architectures have already emerge as de-facto in the field of 

image compression and analytics, their application in video 

compression also result in promising outputs. Adaptive and 

efficient compression techniques are required for video 

transmission over varying bandwidth. Several deep learning 

based techniques and enhancements were proposed and 

experimented but they didn’t exhibit full optimal behavior and 

are not end to end trained and optimized. In the zest of a pure 

and end to end trainable compression technique, a deep learning 

based video compression architecture has been proposed 

comprises of frame autoencoder, flow autoencoder and motion 

extension network for the reconstruction of predicted frames. 

The video compression network has been designed incrementally 

and trained with random emission steps strategy. The proposed 

work results in significant improvement in visual perception 

quality measured in SSIM and PSNR when compared to some 

state-of-art techniques but in trade-off with frame reconstruction 

time sheet. 

Keywords—Deep learning; video compression; autoencoder; 

SSIM; PSNR 

I. INTRODUCTION 

The growing video content over the internet motivated the 
researchers to look for more proficient and efficient video 
compression techniques. The traditional in-use video 
compression techniques are manually designed and optimized. 
In recent years, deep learning based techniques are applied in 
various domain-specific applications including image and 
video compression too. The application of deep learning in 
image compression resulted in satisfactory results [1-5]. These 
methods focused on producing the quantization based binary 
representation of the images exploring various techniques like 
transmission of a subset of the encoded representation, learning 
variable quantization, training multiple models etc. The 
enhanced implementation of recurrent approach considerably 
improved the performance of the compression architectures. 

The expanded architectures developed for image 
compression extended for videos also. But the task of video 
compression emerged as challenging due to the inclusion of 
motion information. The training of neural networks emerged 
with motion information emerged as very challenging. 

Recently, some developments have been made by the 
researchers to encode the video information in a trade-off with 
the complexity [6,7]. Though, some architecture resulted in 
superior performance in comparison to the traditional codecs, 
but with increased complexity and computation. This led to the 
exploration of learning based more efficient and less complex 
video compression methods. 

The proposed method comprises of autoencoder style 
architecture. The architecture consists of frame 
compression/decompression, flow vector compression 
/decompression network, and finally a motion extension/frame 
reconstruction network. The frame and flow 
compression/decompression networks are composed of 
encoder and decoder networks. The encoder and decoder 
networks comprise of recurrent ConvGRU based frames with 
varying degrees of compression quality. The architecture has 
been designed and implemented incrementally. The 
performance analysis and ablation study reveals the significant 
improvement in compression quality when measured both in 
SSIM and PSNR with increased efficiency measured in time 
taken to generate a single frame, mentioned as TPF. 

The work related to the proposed architecture has been 
described in Section 2. The detailed description of the 
architecture has been described in Section 3. The experimental 
details and results are presented in its subsequent section i.e. 
3B. Section 4 presents the performance analysis of the 
proposed architecture with its comparative analysis. The whole 
work has been concluded in Section 5. 

II. RELATED WORK 

The superfluous video content is taking a huge share of 
internet traffic [8]. The technological advancements have 
brought very high quality video formats and streaming of such 
formats over the web has brought new challenges to the 
compression standards. Although the in-use traditional 
techniques are performing well but doesn’t give optimal results 
with the emerging new formats. Moreover, as the bandwidth is 
limited and varying, adaptive and highly efficient techniques 
are required to transmit the quality video content with minimal 
interruption. Discrete Cosine Transforms are mainly used in 
the block designed traditional techniques [9,10]. As these 
blocks based traditional techniques are developed 
incrementally, they cannot be end to end optimized. 
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The main focus of compression techniques is to remove 
redundancies and represent the frames in minimum number of 
bits. The reconstruction error got increased with the increment 
in compression rate. Initially designed video compression 
standards are the extended versions of image compression 
standards. In such techniques like motion JPEG, individual 
frames of the video are compressed to achieve whole 
compression. The exciting results in the field of deep learning 
based image compression attained the researchers’ attention 
and found some of the autoencoder techniques more potent and 
proficient than traditional schemes [11-15]. Decreasing rate 
distortion error is the primary goal of these compression 
schemes. The use of RNNs in some image compression 
architectures also improved the performance [16]. RNN based 
architectures are more suitable for varying compression rate. 
Adaptive compression techniques are required to transmit the 
quality and uninterruptable video content over the varying 
bandwidth. Some variable image size compatible video 
compression architectures comprising of CNNs were proposed 
to remove spatial redundancies [11,14,17]. Entropy encoding 
has been used in such techniques to achieve improved 
compression. In addition to CNN and RNN based 
architectures, several different quantization and probability 
driven adaptive arithmetic coding based schemes were 
proposed and evaluated [18,19]. Such deep learning based 
explored techniques resulted in improved performance 
compared to the standard codecs. 

The exciting compression quality achieved in the field of 
image compression using deep learning based approaches lead 
to exploration of their video compatible extended versions. As 
videos includes more redundant information, it is imperative to 
have rigorous approach in the expanded formats. The widely 
used traditional codecs like H.264 or H.265 are block designed 
[20]. Their recent used versions are evolved with time by 
extensive engineering efforts. Their incremental block based 
design does not support end to end optimization. Rather, each 
block can be optimized or extended individually. Their 
predictive coding is based on the continual prediction of P or B 
frames from I frames extracting the required information. 
Initially, extensions to the existing codecs were proposed based 
on deep learning based schemes. 

Later, researchers’ explored pure deep learning based end 
to end optimizable approaches using different architectures and 
strategies. Some of the video compression architectures based 
on image interpolation were designed [21-23]. Several flow 
based techniques were presented for the prediction of the 
frames and spatial varying data will be learned by the 
Convolutional kernel. For the slow and small video frames, 
image extrapolation has performed well in frame prediction 
[24-26]. The efforts put forth in the design of deep learning 
based architectures of DVC in [7] and adversarial video 
compressions in [28] are well appreciated. A number of 
efficient deep learning based architectures have been 
developed over the years but each having its own trade off. 
Some of them suffer from the performance trade off either with 
complexity or computation.. In addition to the compression 

sphere, researches have also been extended to the extraction of 
information from compressed formats without decompressing 
[27]. Our research is also motivated from the same idea of 
designing of such compression architecture whose compressed 
format can also be parsed efficiently for analytics purpose. 

III. PROPOSED WORK 

The proposed architecture is a neural network based 
scheme for video compression. A frame auto-encoder based 
compression network has been designed using CNN and 
ConvGRU units. The input frames are taken consecutively by 
the encoder network and presents the encoded form to the 
corresponding decoder. The reconstructed frames are generated 
by the decoder from the encoded format. The encoder and 
decoder networks of the frame autoencoder are trained 
together. A Flow Autoencoder is also incorporated to compute 
the optical flow. Optical Flow is used for the motion 
information lies between consecutive frames of a video. The 
Motion Extension Network is used to reconstruct the next 
frames using optical flow and decoded frame from frame 
autoencoder. The proposed system is modelled in Tensorflow. 

A. Network Architecture 

The frame autoencoder is the vital part of compression 
architecture. It comprises of the encoder and decoder networks 
comprising of CNN and ConvGRU units. The encoder encodes 
the frames with varying degrees of compression quality. The 
binary format has been quantized before passing to the 
decoder. The decoder regenerates the frame from the encoded 
format according to the degree of compression. Farneback 
based Flow computation has been used for the motion 
estimation and prediction among the consecutive frames. Flow 
autoencoder has been incorporated to compress the computed 
flow value. Motion extension network reconstructs the frames 
based on the current frame from the frame autoencoder, the 
previous frame and decoded flow value as illustrated in Fig. 2. 
The overview of the proposed architecture has been presented 
in Fig. 1. 

Flow Vector estimation, compression and decompression is 
done using the traditional Farneback flow estimation method. 
The flow vectors between every two frames are estimated. The 
estimated flow vectors are then compressed using a standard 
CNN based encoder network with Generalized Divisive 
Normalization (GDN) layers as the nonlinearity (Fig. 3). A 
CNN based decoder network with Inverse GDN as the 
nonlinearity is used to decompress the flow vectors. 

The structural distortion among the input and output frames 
has been minimized by following loss function: 

F(xt, x’t ) = λ1 SSIM(xt, x’t ) + λ2 MSE(xt, x’t) 

where xt and x’t represents the input and output videos 
frames respectively. λ1 is the multiplier and SSIM represents 
the Structural Similarity Index Metric Loss. λ2 is also the 
multiplier and MSE denotes the mean square error amid the 
video input and the output frames. 
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Fig. 1. The Compression Network Architecture. 

 

Fig. 2. Motion Extension Network. 

 

Fig. 3. Flow Autoencoder. 
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B. Experiment 

Dataset: A dataset comprising of 20s long 571 small videos 
out of total 826 videos from Youtube UGC has been used to 
train the network, remaining clips has been for testing and 
validation. Videos of varying quality have been chosen i.e. 
480p, 360p and 720p. The frame size has been chosen as 
64x64, so video clips of all quality firstly rescaled to the 
chosen format, and then training is performed. Videos frames 
are taken randomly during training but while testing the clips 
are chosen from the starting. The model has been trained with 
randomized emission step training strategy with emission steps 
varying from 1 to 10. Addition of each emission step improves 
the output but have an effect on the compression efficiency. 

Implementation Details: For the implementation purpose, a 
single T4, K80 or P100 GPU has been used to train the 
network on the Google Colaboratory platform. ℷ1 is taken as 
one and ℷ2 be 10. The frames have been kept to the size of 64 x 
64. 10e-4 be the learning rate with Adam Optimizer. During 
the training of frame encoder with 100 epochs; at 50th, 70th 
and 90th epoch; the learning rate has been divided by ten. But 
for the whole model training, only 70 epochs have been used 
after stacking the framer encoder first and learning rate has 
been altered at 35th and 55th epoch by dividing ten. 

Evaluation: SSIM i.e. Structural Similarity Index and 
PSNR i.e. Peak Signal to Noise Ratio has been used to measure 
the visual quality of the reconstructed frames. The temporal 
distortion encountered among the frames has been evaluated by 
Flow EPE i.e. End Point Error. Moreover, the reconstruction 
time of individual frames has been measured by the TPF i.e. 
Time per Frame parameter. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

The proposed architecture has been evaluated in terms of 
perception quality, residual error and efficiency. The 
experimental results of the network have been obtained for four 
performance parameters i.e. SSIM, PSNR, EPE and TPF. 
SSIM, Structural Similarity Index is a good measure of visual 
perception. Higher the SSIM value, good is the quality of 
image/video frames. PSNR presents Peak Signal to Noise 
Ratio. It represents the image quality in term of mean square 
error. Lower the value of PSNR better will be the image. Flow-
EPE, Flow- End Point Error is used to measure the quality of 
video frames reconstructed in terms of residual error between 
consecutive frames of a video. The efficiency of the 
architecture is observed in terms of time required to generate a 
frame. The Green cell represents Highest achieved value and 
Red cell represents lowest achieved value. 

A. Performance Analysis 

The performance of the proposed architecture is measured 
in terms of both visual perception and efficiency. The 
experimental values obtained for the performance parameters 
namely SSIM, PSNR, Flow EPE and Time per frame are given 
in the Tables I to IV respectively. Moreover, the corresponding 
change in the parameters’ values with increment of each 
additional emission step has shown in Fig. 4 to 7. The proposed 
network has been designed incrementally. Firstly, the results 
were obtained with simple frame autoencoder trained with 
randomized training strategy. Secondly, Motion Extension 

Network has been incorporated with Frame Autoencoder 
named as MotionNet Randomized. The values of all four 
parameters are obtained for each emission step. The graphical 
representation shows a significant rise in SSIM, PSNR and 
TPF with each additional emission step in all three randomized 
architectures. Incorporation of Optical flow and Motion 
Extension Network results in improved visual quality. The 
same can be observed by 0.044 rises in SSIM with 3.3 
increments in PSNR value. 

TABLE I. SSIM VALUES OBTAINED PER EMISSION STEP 

SSIM Baseline 
ConvGRU 

Randomized 

MotionNet 

Randomized 

Flow-MotionNet 

Randomized 

1.  0.67 0.652 0.706 0.709 

2.  0.67 0.768 0.813 0.819 

3.  0.67 0.823 0.866 0.874 

4.  0.67 0.864 0.902 0.91 

5.  0.67 0.883 0.924 0.932 

6.  0.67 0.893 0.938 0.948 

7.  0.67 0.916 0.948 0.957 

8.  0.67 0.917 0.951 0.961 

9.  0.67 0.92 0.953 0.963 

10.  0.67 0.919 0.954 0.963 

TABLE II. PSNR VALUES OBTAINED PER EMISSION STEP 

PSNR Baseline 
ConvGRU 

Randomized 

MotionNet 

Randomized 

Flow-MotionNet 

Randomized 

1.  18.9 18.3 20 20 

2.  18.9 21.1 22.2 22.5 

3.  18.9 22.4 23.5 24.1 

4.  18.9 23.7 24.8 25.5 

5.  18.9 24.3 25.8 26.7 

6.  18.9 24.6 26.6 27.8 

7.  18.9 25.8 27.2 28.4 

8.  18.9 25.7 27.6 28.9 

9.  18.9 26 27.8 29.1 

10.  18.9 25.9 27.8 29.2 

TABLE III. FLOW EPE VALUES OBTAINED PER EMISSION STEP 

Flow 

EPE 
Baseline 

ConvGRU 

Randomized 
MotionNet 

Randomized 
Flow-MotionNet 

Randomized 

1.  1.154 1.251 0.826 0.822 

2.  1.154 0.613 0.477 0.577 

3.  1.154 0.555 0.383 0.368 

4.  1.154 0.409 0.35 0.276 

5.  1.154 0.311 0.273 0.226 

6.  1.154 0.319 0.248 0.253 

7.  1.154 0.273 0.173 0.189 

8.  1.154 0.221 0.199 0.17 

9.  1.154 0.201 0.175 0.148 

10.  1.154 0.173 0.189 0.17 
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TABLE IV. TIME PER FRAME VALUES OBTAINED PER EMISSION STEP 

TPF Baseline 
ConvGRU 

Randomized 

MotionNet 

Randomized 

Flow-MotionNet 

Randomized 

1.  0.015 0.0182 0.0208 0.0243 

2.  0.015 0.0186 0.0214 0.0248 

3.  0.015 0.0191 0.0218 0.0254 

4.  0.015 0.0195 0.0224 0.0258 

5.  0.015 0.0201 0.023 0.0263 

6.  0.015 0.0205 0.0234 0.0268 

7.  0.015 0.0211 0.0239 0.0274 

8.  0.015 0.0216 0.0245 0.0279 

9.  0.015 0.0221 0.025 0.0285 

10.  0.015 0.0226 0.0255 0.029 

 

Fig. 4. SSIM Values per Emission. 

 

Fig. 5. PSNR Values per Emission. 

 

Fig. 6. Flow EPE Values per Emission. 

 

Fig. 7. TPF Values per Emission. 

The error in consecutive frames of the video has been 
measured by Flow-EPE. In general, the EPE values are 
decreasing with each additional emission step but some 
fluctuations have been observed in some emission steps like 
the smallest value of EPE has been obtained after 9th emission 
step instead of 10th step. But in comparison to the simple 
frame autoencoder, a slight reduction of 0.003 EPE value has 
been observed if compared for last emission step. The 
efficiency of the network has been observed in terms of time 
required for the network to regenerate a single frame. As the 
proposed network comprises of optical flow and Motion 
Extension Network, the increase in computation resulted in 
slight increase in TPF value, so increased value of TPF has 
been observed for the proposed network. The analysis of the 
outcomes reveals that the proposed architecture shows a 
significant improvement in visual quality but with slight cost of 
regeneration time. This architecture can be further enhanced by 
plugging other optimized networks like optical flow, entropy 
coding etc. 

The performance of adaptive bit rate video compression has 
been analyzed with the average values of performance 
parameters obtained for all emission steps. The below Table V 
show the average values of the performance parameters. Here 
also, the proposed architecture shows a significant 
improvement in SSIM and PSNR values eventually leading to 
better video quality frames. But the average TPF value has 
been increased by 0.00628 units. The incorporation of optical 
flow and motion extension network, though contributed in 
improving the visual quality of frames but increased the 
computation of the network leading to enhanced time in frame 
regeneration. 

TABLE V. AVERAGE PERFORMANCE IN 10 EMISSION STEPS 

 Avg. SSIM Avg. PSNR Avg. EPE Avg. TPF 

Baseline 0.67 18.9 1.154 0.015 

ConvGRU 

Randomized 
0.8555 23.78 0.4326 0.02034 

MotionNet 

Randomized 
0.8955 25.33 0.3293 0.02317 

Flow-

MotionNet 

Randomized 

0.9036 26.22 0.3199 0.02662 
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B. Comparison with State-of-Art Architectures 

The outcomes of the proposed architecture have also been 
compared with the state-of-art conventional compression 
techniques like H.264 and H.265 and also with the deep 
learning based models proposed by authors of DVC [7] and 
Adversarial video compression [28]. 

For comparison, SSIM and PSNR metrics are used to 
relatively measure the perception quality. MS-SSIM correlates 
better with human perception of distortion. The proposed 
model outperformed in terms of MS-SSIM metrics. Table VI 
represents the MS-SSIM and PSNR values of the various 
architectures. The proposed model achieved good SSIM 
performance but with a drop in PSNR value. 

TABLE VI. MS-SSIM VALUES OF VARIOUS ARCHITECTURES 

Architecture MS-SSIM PSNR 

H.264 0.955 34 

H.265 0.96 36 

Adversarial video compression [28] 0.9476 28.46 

DVC [7] 0.955 35.5 

Flow-MotionNet (Proposed) 0.963 29.2 

V. CONCLUSION 

Deep Learning is becoming a milestone in the field of both 
compression and analytics. Some deep learning based 
enhancements and improvements surpass the traditional 
techniques in both qualitative and quantitative measurements. 
These positive outcomes motivated the exploration of pure 
deep learning based video compression strategies which can be 
end to end trained and optimized. This paper also presents a 
simple lightweight adaptive deep learning based architecture 
comprises of optical flow and motion extension network 
trained with randomized training strategy with ten varying 
emission steps. A ConvGRU unit has been used in each layer 
of both the encoder and decoder networks of frame 
autoencoder. Optical Flow has also been used for the motion 
depiction which eventually helps in frame regeneration with 
frame autoencoder decoded output in motion extension 
network. The performance analysis depicts a significant 
improvement in visual quality measured in terms of both SSIM 
and PSNR but in trade-off with frame regeneration time. The 
performance of the proposed architecture can be further 
improved by addition of other optimization strategies. 
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Abstract—A malware is a computer program which causes 
harm to software. Cybercriminals use malware to gain access to 
sensitive information that will be exchanged via software infected 
by it. The important task of protecting a computer system from a 
malware attack is to identify whether given software is a 
malware. Tech giants like Microsoft are engaged in developing 
anti-malware products. Microsoft's anti-malware products are 
installed on over 160M computers worldwide and examine over 
700M computers monthly. This generates huge amount of data 
points that can be analyzed as potential malware. Microsoft has 
launched a challenge on coding competition platform 
Kaggle.com, to predict the probability of a computer system, 
installed with windows operating system getting affected by a 
malware, given features of the windows machine. The dataset 
provided by Microsoft consists of 10,868 instances with 81 
features, classified into nine classes. These features correspond to 
files of type asm (data with assembly language code) as well as 
binary format. In this work, we build a multi class classification 
model to classify which class a malware belongs to. We use K-
Nearest Neighbors, Logistic Regression, Random Forest 
Algorithm and XgBoost in a multi class environment. As some of 
the features are categorical, we use hot encoding to make them 
suitable to the classifiers. The prediction performance is 
evaluated using log loss. We analyze the accuracy using only asm 
features, binary features and finally both. xGBoost provide a 
better log-loss value of 0.078 when only asm features are 
considered, a value of 0.048 when only binary features are used 
and a final log loss of 0.03 when all features are used, over other 
classifiers. 

Keywords—Multi-class classification; malware detection; 
XGBoost 

I. INTRODUCTION 
There are several kinds of malware that can infect a 

computer system. The number of malwares exceeds 800M in 
2019 [1]. Detecting a given file as malware is one of the 
interesting research problems. Malware detection is 
challenging because the cybercriminals continuously change 
the way of attacking the computer systems, resulting in change 
in the features of malware software. There is a long-lasting 
confrontation between cyber security experts and malware 
creators. Machine learning algorithms can be efficiently used 
to identify whether a given file is malware or not. These 
algorithms require features/attributes of malwares. Malware 
files exist either in the form of byte files or assembly language 
files. Features can be successfully extracted from these files. 

Microsoft is one of the major companies that develop anti-
malware products. Microsoft has launched a challenge to 
detect malwares on Kaggle.com [2]. Microsoft has provided 
nearly half a tera byte of data consisting of malware files. The 

dataset given in [2] consists of 10,868 instances with 81 
features, classified into nine classes. 

Several works are available in the literature on malware 
classification. Ahmadi et al and Drew et al work on textual 
feature extraction from the challenge dataset [3,4]. The dataset 
is of huge size and it is difficult to work on a computer with 
moderate configuration. Hu et al. address scalability of the 
dataset [5]. Scofield et al. utilize an entity resolution strategy 
that merges syntactically dissimilar features [6]. Deep learning 
techniques are used in [7] and [8] to classify malwares based 
on the textual features. Narayanan et al. use the classifications 
like SVM, k-Nearest Neighbours and Artificial Neural 
Networks in their work [9]. More recent works can be found 
in [10]. 

In this work, we apply various multi class classification 
algorithms to predict the class of a given malware. The 
organization of this paper is as follows: Section 2 describes 
the research problem, dataset details, feature extraction and 
evaluation measures. Section 3 explains proposed approach to 
solve the problem. Section 4 details the experimental setup. 
Results are given in Section 5 along with some discussion. 
Conclusions are given at the end. 

II. PROBLEM DESCRIPTION 

A. Problem Statement 
Microsoft has classified malware into 9 classes. Microsoft 

malware classification is the problem of determining in which 
class of malware, a given file belongs to. This is a multi-class 
classification problem. To problem can be elaborated as 
follows: Given a file, the problem is to estimate the 
probability of the file belonging to each type of nine classes of 
malware. In multi-class classification problems, the algorithm 
predicts the class with maximum probability as the target 
class. But this kind of approach is not probable for malware 
classification because, estimation of the probabilities that 
belong to each class is valuable. For example, the probability 
of a file belonging to class 3 is 0.5 and class 4 is 0.4. If the 
problem is modelled such that the file belongs to class 3 
considering the maximum probability, we will lose the 
information of the file may also be affected by class 4 with 
slight margin. Therefore, our approach computes probability 
of a given malware belonging to each of the 9 classes. The 
structure of the solution followed in this work is given in 
Fig. 1. 

B. Dataset Description 
The dataset available at Microsoft malware classification 

challenge webpage [1] has been used in this work. The 
organizers of this challenge have provided the training and test 
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datasets separately. There are two kinds of files in this dataset. 
(1): .asm file and (2): .bytes file. Total train dataset consists of 
200GB of data, out of which 50GB is .bytes files and 150GB 
is .asm files. There is a total of 10,868 .bytes files and 10,868 
asm files, comprising 21,736 files in total, with nine possible 
class labels denoting 9 types of malwares. The number of files 
in each kind of class is given in Table I. 

Fig. 2 shows the distribution of instances among nine 
classes of malware in the given dataset. It is understood from 
Fig. 2 that the problem is highly imbalanced with 27% of 
instances belonging to class 3 and 0.4% of instances in class 5. 
Classes 4, 5 and 7 occur very infrequently whereas, classes 1, 
2 and 3 are the malwares that occur frequently. 

Box plot on asm file size is given in Fig. 3. This indicates 
that class 2 and 5 have some similarity. But from class 
distribution plot in Fig. 2 implies that class 2 is frequently 
occurring, and class 5 is the least occurring class. This 
signifies that file size is useful in predicting class labels. 

Predicted 
Probability 0.5 0 0 0 0.1 0.4 0 0 0 

Class Label 1 2 3 4 5 6 7 8 9 

Fig. 1. Structure of Solution. 

TABLE I. DATASET DESCRIPTION 

Class ID Family name #files Type 

1 Ramnit 1541 Worm 

2 Lollipop 2478 Adware 

3 Kelihos_ver3 2942 Backdoor 

4 Vundo 475 Trojan 

5 Simda 42 Backdoor 

6 Tracur 751 TrojanDownloader 

7 Kelihos_ver1 398 Backdoor 

8 Obfuscator.ACY 1228 Any kind of obfuscated 
malware 

9 Gatak 1013 Backdoor 

A sample data points in both files are given in Table II. 

TABLE II. SAMPLE DATA POINT 

Sample data point in .asm file 

1 .text:00401000 assume es:nothing, ss:nothing, ds:_data, fs:nothing, 
gs:nothing 

2 .text:00401000 56 push esi 

3 .text:00401001 8D 44 24 08 lea eax, [esp+8] 

Sample data point in .bytes file 

1 00401000 00 00 80 40 40 28 00 1C 02 42 00 C4 00 20 04 20 

2 00401010 00 00 20 09 2A 02 00 00 00 00 8E 10 41 0A 21 01 

3 00401020 40 00 02 01 00 90 21 00 32 40 00 1C 01 40 C8 18 

 
Fig. 2. Class Distribution of Instances. 

 
Fig. 3. Box Plot of Byte Files Sizes. 

C. Feature Extraction 
1) Features related to byte files: As byte files are 

represented using hexadecimal values, there are 256 distinct 
values. To pose this as text processing problem, we encode all 
these 256 values as unigram bag of words. The t-SNE diagram 
with different perplexities is shown in Fig. 4 and 5. This 
indicates that some classes are well separated from others. 
Features extracted from byte files: file_size, unigram_bag_ 
of_words of size 256. 
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Fig. 4. t-SNE Diagram with Perplexity 50. 

 
Fig. 5. t-SNE Diagram with Perplexity 30. 

2) Features related to asm files: There are 10,868 files of 
asm of size around 150 GB. The initial observation of asm 
files says that there are Address, Segments, Opcodes, 
Registers, function calls and API related words in asm files. 
We have extracted 52 features from all the asm files. These 
features consist of file_size, bag of words related to 13 
prefixes, 26 opcodes, 3 keywords and 9 registers. As the file 
size is huge, we use multi-threading with 5 threads to extract 
these features. 

D. Evaluation Measures 
1) Multi-class log-loss [17, 18]: Log loss is the common 

evaluation measure used for multi class classification 
problems. Multi class log loss is defined as follows: 

−
1
𝑛
��𝑦𝑖𝑗log (𝑝𝑖𝑗)

𝑐

𝑗=1

𝑛

𝑖=1

 

where, n is the number of instances, 

c is the number of classes, 

yij =1 if instance i belongs to class j and 

pij is the predicted probability estimate of instance i belonging 
to class j. 

A pure classifier yields a log loss of 0. The log loss value 
increases as the probability estimate by the chosen algorithm 
goes wrong. The aim of machine learning algorithm is to 
minimize the log loss value. 

2) Confusion matrix: A confusion matrix for a n-class 
problem will be an n X n matrix, where columns correspond to 
the predicted class labels and the rows corresponds to the 
actual [19, 20, 21]. The main diagonal gives the correct 
predictions. That is, the cases where the actual values and the 
model predictions are the same. In malware classification 
problem, the matrix is of size 9 X 9. Each cell [i,j] represents 
number of points of class i are predicted to belong to class j. 
The ideal value of confusion matrix C can be 

C[i,j]  = 0 if i≠j 

   = Number of instances of class i(or j) if i=j 

3) Precision: Precision is the fraction of correctly 
predicted instances out of total predictions for a given class 
[20, 21]. Precision is good if cost of wrong belongingness 
prediction to a class. 

4) Recall: Recall is the capture of correct predictions 
among total instances belonging to the class [20, 21]. Recall is 
good if cost of identifying an instance which is a member of 
the class. If a patient who is cancerous is not predicted, it is a 
huge loss to the patient. 

The proposed approach is explained in the next section.  

III. PROPOSED APPROACH 
Various machine learning algorithms are used in a multi 

class environment in this work. The proposed approach is 
shown in Fig. 6. The algorithms used in this work are briefly 
explained. 

A. Random Model 
In random model, we compute the probabilities of each 

class in the solution shown in Table I purely in random and 
normalise the sum to be 1. A random model gives us the worst 
possible log loss value of any algorithm. Any model 
performing worse than random model can be immediately 
rejected. 

B. k-Nearest Neighbours (k-NN) Classifier [11] 
k-NN algorithm is a lazy learning algorithm. It doesn’t 

train the model in advance. The algorithm computes distance 
of test instance from k nearest instances in the training data. 
The class to which majority of k nearest neighbours belongs to 
is taken as the class of the test instance. Determining right k is 
a challenge in this algorithm. Hyper parameter tuning helps us 
in finding right k. 
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Fig. 6. Proposed Approach. 

C. Logistic Regression [12] 
Logistic regression is basically defined for binary 

classification problem. We use multinomial logistic regression 
[13], which is a variant of logistic regression for multi class 
problem. This algorithm predicts the probability of test 
instance belonging to a class in multi class environment. 

D. Random Forest [14] 
Random forest is an ensemble of decision trees trained 

with bagging. Random forest algorithm constructs n number 
of decision trees using train data. The class lable will be 
determined by majority voting of all these constructed 
decision trees. The decision tree algorithm can naturally 
handle multi class case too. 

E. XGBoost [15] 
XGBoost is an optimized distributed gradient boosting 

library. It utilises Gradient Boosting framework. XGBoost 
provides a parallel tree boosting method, which is very fast 
and accurate in many cases. XGBoost is a kind of ensemble. 
Ensemble learning constructs of a group of predictors that use 
multiple models and aggregates the performance of each tree. 
In Boosting technique, the errors made by previous models are 

tried to be corrected by succeeding models by adding some 
weights to the models. 

 
Characteristics of XGBoost: 

• XGBoost is used in regression as well as classification 
problems. 

• Supports parallel processing. 

• Can be able to manage memory very efficiently for 
large datasets exceeding RAM. 

• Supports different kinds of regularizations which helps 
in reducing overfitting. 

• Provides auto pruning of tree. 

• Efficiently handles missing values. 

• Has inbuilt Cross-Validation. 

• Takes care of outliers to some extent. 

All the classification algorithms chosen are sensitive to 
parameters. The experimental setup and parameter setting is 
discussed in the next section. 
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IV. EXPERIMENTAL SETUP 
This section describes the parameter selection of machine 

learning algorithms used for experimentation. Some classifiers 
we intend to use are sensitive to parameters. We perform 
hyper parameter tuning to fix the best parameter. The hyper 
parameter tuning is shown in Fig. 7 to 10. 

k-NN classifier is sensitive to the value of k [16]. To find 
best k, we have tested the model with different values of k 
from 1 to 15. The model gives best log loss for k=1, as shown 
in Fig. 7. Therefore, we use k=1 in our experimentation. 

For Random Forest classifier, we have tested with number 
of trees varying from 10 to 3000 (Fig. 9). With 1000 trees we 
could achieve best log loss and low misclassification error. 
Therefore, we use 1000 trees in random forest. We use 
XGBoost classifier with 500 trees, 500 estimators with a 
maximum depth of 5 and learning rate 0.05. 

Any machine learning algorithm needs training and testing 
to determine the performance of the classifier. We split the 
dataset randomly into three parts train, cross validation and 
test with 64%, 16%, 20% of data respectively. We use 80% of 
data for training and 20% for testing. 

 
Fig. 7. Hyper Parameter Tuning for k-NN. 

 
Fig. 8. Hyper Parameter Tuning for Logistic Regression. 

 
Fig. 9. Hyper Parameter Tuning for Random Forest. 

 
Fig. 10. Hyper Parameter Tuning for XGBoost. 

V. RESULTS AND DISCUSSION 
We experiment with the features extracted from byte files, 

asm files individually and by combining them all. The 
following sections present the results. 

A. Results on Byte Files 
The log loss values on cross validation as well as test data 

are tabulated in Table III. Random forest classifier achieves 
low log loss value on cross validation data, whereas XGBoost 
is the winner on test data as well as misclassified errors. 

From Table IV, we can see that the precision and recall of 
k-NN for class 5 is low compared to other classes. We guess 
that this is because of very few number of instances in class 5 
(Fig. 1). From precision matrix, it is understood that there is a 
confusion between class 1 and class 5. 

B. Results on Features Extracted from asm Files 
The log loss values computed using features extracted 

from asm files are tabulated in Table V. XGBoost obtain 
better log loss on test data. But precision and recall for class 5 
is improved using asm file features as shown in Table VI. 
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TABLE III. LOG LOSS RESULTS USING ONLY BYTE FILES 

Algorithm 
Log loss #misclassified points 

cross validation test data  

Random model 2.4561 2.4850 88.5000 

k-NN  0.2253 0.2415 4.5078 

Logistic Regression 0.5499 0.5283 12.3275 

Random Forest 0.0879 0.0858 2.0239 

XGBoost 0.0928 0.0782 1.2419 

TABLE IV. PRECISION AND RECALL USING ONLY BYTE FILES 

Classifier↓ Class → 1 2 3 4 5 6 7 8 9 

KNN 
Precision  0.88 0.97 1.00 0.97 0.75 0.89 0.94 0.96 0.91 

Recall 0.96 0.93 1.00 0.96 0.75 0.92 0.91 0.93 0.92 

Logistic Regression 
Precision  0.76 0.96 0.99 0.78 0.00 0.78 0.96 0.70 0.86 

Recall 0.78 0.89 0.99 0.97 0.00 0.68 0.95 0.88 0.70 

Random Forest 
Precision  0.94 0.99 0.99 0.95 1.00 0.95 1.00 0.95 0.98 

Recall 0.98 0.99 1.00 0.96 0.87 0.95 0.95 0.93 0.97 

XGBoost 
Precision  0.95 0.99 1.00 0.95 1.00 0.97 1.00 0.99 0.99 

Recall 0.99 0.99 1.00 0.98 0.75 0.98 0.96 0.95 0.98 

TABLE V. LOG LOSS RESULTS USING ONLY ASM FILES 

Algorithm 
Log loss 

#misclassified points 
cross validation test data 

Random model 2.4561 2.4850 88.5000 

k-NN  0.0958 0.0894 2.0239 

Logistic Regression 0.4244 0.4156 9.6136 

Random Forest 0.0496 0.0571 1.1499 

XGBoost 0.0560 0.0491 0.8739 

TABLE VI. PRECISION AND RECALL USING ONLY ASM FILES 

Classifier↓ Class → 1 2 3 4 5 6 7 8 9 

KNN 
Precision  0.96 1.00 0.99 0.96 0.70 0.98 0.95 0.95 0.97 

Recall 0.97 0.99 0.99 0.91 0.87 0.95 0.97 0.94 1.00 

Logistic Regression 
Precision  0.89 0.97 0.84 0.97 0.00 0.93 0.47 0.89 0.95 

Recall 0.91 0.99 0.99 0.71 0.00 0.88 0.10 0.83 0.95 

Random Forest 
Precision  0.97 1.00 0.99 0.98 1.00 0.99 0.96 0.97 0.98 

Recall 0.99 1.00 0.99 0.95 0.87 0.96 0.98 0.96 0.99 

XGBoost 
Precision  0.97 1.00 0.99 0.98 1.00 1.00 0.96 0.98 0.98 

Recall 0.99 1.00 0.99 0.95 0.87 0.97 0.98 0.98 0.99 

  

514 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

C. Results on Both Byte and asm Files 
Random forest ensemble and XGBoost clearly obtain 

better accuracy in both cases of asm as well as byte files. We 
have used both features in these two models and present 
results in Table VII. When 257 features related to byte files as 
well as 53 features extracted from asm files are used for 
training, log loss result of XGBoost is improved for both cross 
validation as well as testing data from 0.048 to 0.031. 

TABLE VII. LOG LOSS RESULTS USING ASM AND BYTE FILES 

Algorithm 
Log loss 

cross validation test data 

Random Forest 0.0355 0.0401 

XGBoost 0.0315 0.0323 

VI. CONCLUSION 
In this paper, we detect the type of malware that a given 

file belongs to. We use unigram model to construct bag of 
words from byte files as well as asm files. Random forest and 
XGBoost classifiers achieve a better log loss value of 0.031 
over other classifiers used in this work. Usage of only byte 
files failed to detect some class of malware especially class 5, 
where the number of files are few, but the other information 
pertaining to asm files could succeed in detecting malwares 
belonging to all class. In future, we would like to apply 
advanced text retrieval features on byte files to improve the 
log-loss. 
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Abstract—Traffic flow is regulated and controlled with the 

aid of traffic signals implemented at all major intersections in 

urban areas. With the increase in vehicles, the traditional control 

strategies are incapable of clearing heavy traffic which leads to 

long traffic queues and prolonged waiting time at intersections. 

Smart cities are increasingly adopting solutions by developing 

smart traffic lights to improve the flow of vehicles. A major 

demand arises to increase the efficiency of traffic controllers with 

the objective to minimize traffic congestion, prioritize emergency 

transit and give way to pedestrians to cross the lanes at an 

intersection. This requires leveraging the existing techniques that 

identify the best solutions at the lowest possible cost. This paper 

proposes Fuzzy Adaptive Control System (FACS) that uses fuzzy 

logic to decide the phase sequence and green-time for each lane 

based on sensed input parameters. It is designed with an aim to 

improve traffic clearance at isolated intersection especially in 

peak traffic hours of the day along with giving precedence to 

emergency vehicle as soon as it is detected and also assist 

pedestrian passage thus reducing their waiting time at the 

intersection. Performance of the proposed Fuzzy Adaptive 

Control System (FACS) is evaluated through simulations and 

compared with Pre-Timed Control System (PTCS) and Traffic 

Density-based Control System (TDCS) at a busy intersection with 

lanes leading to offices, schools and hospitals. Simulation results 

show significant improvement over PTCS and TDCS in terms of 

traffic clearance, immediate addressing of the emergency vehicle 

and giving preference to pedestrian passage at the intersection. 

Keywords—Adaptive traffic light control; smart intersection; 

fuzzy logic; emergency vehicle; pedestrian crossing 

I. INTRODUCTION 

Traffic signals are installed at road intersections and play a 
major role to control the traffic flow and avoid congestion. 
The increased number of vehicles and greater urbanization 
create critical problems of traffic jam, increased wait time and 
fuel consumption at intersections. This problem occurs mainly 
due to the most common version of traffic light controllers, 
the Pre-Timed Control System (PTCS) that gives way to lanes 
based on fixed signalling plans. This system is easy to install 
but is effective only in situations with low traffic density that 
does not show large variations in time. In case of heavy traffic 
and varied flow, it is necessary to keep a greater control over 
the traffic configuration at intersections. Some intersections 
are equipped with Traffic Density-based Control System 
(TDCS) that uses information on current traffic obtained from 
detectors and necessary control logic to prioritize certain 

phases or traffic movements to be serviced. This system shows 
improved performance over PTCS. However, they are 
ineffective in clearing heavy traffic during peak hours. An 
effective approach is an adaptive and intelligent design that 
can respond to the random traffic flow behavior and even 
consider other decision parameters. Rule-based fuzzy logic 
control scheme helps in the development of multi-criteria 
control procedures very similar to human thinking and can 
best replace an ideal policeman at the intersection. Use of 
fuzzy logic in taking decisions for existence of roundabout to 
assist in path planning of a wheeled mobile robot is presented 
in [1]. In an in-depth review [2] the authors have summarized 
a wide literature of fuzzy logic-based traffic light controllers 
in an effective tabular representation. A detailed survey of use 
of in-vehicle and on-road sensors to serve as data collection 
components in Intelligent Transportation System (ITS) is 
discussed in [3]. Comparison between different sensor 
technologies giving the advantages and disadvantages was 
also discussed. 

Fuzzy logic started by Zadeh [4] has been commonly used 
by researchers in solving traffic congestion problem at 
intersections and the development of fuzzy logic in traffic 
control was extensively discussed in [5]. The advantage of 
using this kind of traffic signal control in Saudi Arabia was 
illustrated in [6]. A fuzzy based system used to adjust the 
phase sequence and duration of traffic lights at isolated 
intersection [7] was tested by collecting real time data from 
signalized intersection in State of Kuwait. This system showed 
improved performance in case of heavy traffic volume. 
Various other research efforts have been conducted to 
combine fuzzy logic in providing solution for traffic 
management at intersections. An isolated T-junction was 
considered [8] and fuzzy logic-based traffic light controller 
was designed by taking fuzzy inputs as vehicles on arrival 
side, queue side and right side to decide for the output variable 
extension time. Better performance was achieved in terms of 
decreased waiting time but the authors proposed to conduct 
future research by taking pedestrians and emergency 
movement into account. A two-stage fuzzy control for traffic 
light was suggested [9] by calculating traffic urgency degree 
for all red phases using traffic urgency evaluation module and 
a decision module to decide green time extension of current 
green phase. Similar two stage fuzzy system [10] included the 
first stage named as urgency decision module which decided 
the next green phase based on urgency. The second module 
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calculated the green time extension of the chosen phase with 
the help of queue length as input. Another work [11] 
considered the possibility to change the green light duration at 
an isolated four-lane intersection using fuzzy inference system 
by taking the road condition, traffic and time of the day as 
major deciding inputs. Researchers in [12] applied fuzzy logic 
to improve traffic light by taking queue length, arrival flow 
and exit flow as inputs and calculated the urgency degree 
using fuzzy rules. The variable cycle length was obtained by 
extending or shortening the phase time in accordance with the 
urgency degree. Comparison with fixed time control system 
showed significant improvement. Traffic flow of a four-way 
intersection and T-crossing was studied in [13] and traffic 
flow probability for the lanes was considered. The designed 
fuzzy logic controller used inputs as queue length and waiting 
time of vehicles, decided using the rule base for the output 
variable green-time. This traffic light system followed the 
fixed phase sequence and only altered the green time of the 
lanes. Results showed significant improvement over the static 
phase traffic light system. A recent research [14] used queue 
lengths as input given to two controllers used to select the 
green phase and decide the green time. These designs showed 
improved performance as compared to pre-timed system by 
reducing the average waiting time of vehicles but in the 
absence of emergency transit and pedestrian consideration. 

In view of the risk of pedestrians who are waiting long to 
cross the lane while green and their proneness to accidents, the 
adaptive traffic light design must also consider giving way to 
pedestrians while addressing traffic at the intersection. 
Another important consideration is giving way to emergency 
transit such as ambulance, fire brigade, police van, etc. 
immediately as they are detected at the intersection. Some 
research works that considered emergency transit includes 
[15] by using three-stage fuzzy control. They considered 
queue length and waiting time of vehicles as two input 
variables and green time extension as output variable of the 
first stage. The output from the first stage works as input to 
the next stage and the third stage switches current phase to the 
demanded next phase by output of its previous stage. A 
separate function block was developed to detect emergency 
vehicle siren and switch to green to prioritize its passage 
which added to the design complexity. Fuzzy control system 
[16] designed by taking queue lengths, traffic arrival rate and 
emergency vehicle as inputs to two controllers for phase 
selection and green-time extension. Simulation results showed 
noticeable improvements when compared with pre-timed 
system. However, in real time scenario the use of two 
controllers may lead to high response time as compared to a 
single controller design. A dynamic traffic management center 
was proposed in [17] to determine the priority of road segment 
using fuzzy logic. The two input parameters taken namely 
vehicle count and presence of emergency vehicle were taken 
to output the phase priority. Green duration was calculated 
mathematically on account of the number of vehicles present 
on the road segment. The designed controller prioritized 
emergency vehicle clearance and optimized wait time of 
vehicles at intersection. This work also used congestion-aware 
routing algorithm to transmit sensed data from roadside 
sensors to the controller with minimum delay. The authors 

further proposed to test and validate the designed system in 
the real time scenario and also proposed to work on connected 
intersections. 

A smart portable wireless control system for pedestrian 
crossing was developed [18] to manage the traffic 
automatically and assist the pedestrians to cross the road 
safely. The system infrastructure and cost- effective design 
finds application to develop smart pedestrian crossings 
especially near schools. Smart solution to regulate traffic 
lights in signalized pedestrian crossings by use of fuzzy logic 
controller was also proposed [19]. Time of the day and the 
number of pedestrians about to cross the road were 
considered. The pedestrian flow was analyzed and 
performance was compared with static traffic lights. The 
designed system reduced the average queue length of the 
pedestrians waiting to cross. A controller using three fuzzy 
modules [20] was designed to find the extension degree of 
green phase and urgency degree of red phases. The controller 
showed enhanced performance under low and medium traffic 
conditions but only small improvement was achieved under 
heavy traffic conditions. The past works projected the need of 
an integrated design to support vehicle, emergency and 
pedestrian clearance at the intersection. 

This paper proposes an integrated design of Fuzzy 
Adaptive Control System (FACS) with an objective of 
reducing congestion, prioritizing emergency transit and giving 
way to pedestrians thus, reducing their waiting time at the 
intersection. Another feature of the designed system is that the 
design makes use of a single controller with four fuzzified 
inputs and two fuzzified outputs and an optimized rule base. 
This simple design helps in reducing the response time of the 
controller which is a desirable feature in real time 
applications. To evaluate the performance of proposed FACS 
a realistic traffic model is used to obtain traffic variation for 
24 hours of the day at a busy intersection. 

II. PROPOSED SYSTEM DESIGN 

A. Implementation Scenario 

The traffic intersection under study is considered to be a 
four-lane intersection. This is assumed to be one of the major 
and most occupied intersection of an urban area with lanes 
leading to offices, schools and hospitals. So, a need arises 
incorporate an intelligent traffic light system to manage 
traffic, emergency transit along with giving way to pedestrians 
to cross. The real-time traffic inflow on the lanes existing 
throughout the day is modelled as a stochastic process. The 
implementation scenario of the proposed system at a 
congested intersection is shown in Fig. 1. The vehicle and 
pedestrian detectors are employed as considered in [20]. 
Roadside detectors are used to count vehicles on lanes and a 
push-to-walk button is deployed at sidewalks to collect 
information about pedestrians. The pedestrians who wish to 
cross the road can push this button and timer gives 
information about the duration since button is pressed. This 
duration is termed as Pedestrian Wait Time (PWT). Acoustic 
sensors are deployed way ahead of the intersection to sense 
the emergency vehicle headed towards the intersection. 
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Fig. 1. Implementation Scenario of Proposed Fuzzy Adaptive Control System.

B. Fuzzy Inference System Design 

The proposed FACS system is designed and modelled in 
MATLAB using Fuzzy Logic Toolbox. 

A simplistic approach having four inputs and two outputs 
is used in order to design FACS. The inputs are taken as 
Vehicle Count (VC), Pedestrian Wait Time (PWT), Time 
since last Green (TG) and Emergency Transit (ET) as they are 
important parameters in deciding the green passage for lanes. 
Two outputs of the fuzzy inference system are Priority Degree 
(PD) and Green Time (GT). A single controller is preferred 
over multiple controllers in stages for low data processing and 
realistic control actuation times. Fuzzy Parameters and their 
membership function design are as shown in Fig. 2 to 7. 
Trapezoidal and triangular membership functions are used to 
represent the input and output fuzzy variables. 

 

Fig. 2. Membership Function of Vehicle Count. 

 

Fig. 3. Membership Function of Pedestrian Wait Time. 

 

Fig. 4. Membership Function of Time since Last Green. 

 

Fig. 5. Membership Function of Emergency Transit. 

 

Fig. 6. Membership Function of Priority Degree. 
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Fig. 7. Membership Function of Green Time. 

C. Rule Base Design 

Rules of the fuzzy inference system are fabricated with an 
aim to maximize traffic clearance even in peak traffic hours 
along with highest priority to emergency transit and 
preference to pedestrian waiting on the sidewalk to cross. 
While designing the rules in MATLAB’s fuzzy inference 
system highest priority is given to the lane detected with 
Emergency Transit (ET). Vehicle Count (VC) is considered as 
the second most important factor as it indicates the degree of 
traffic congestion. The lane with maximum Pedestrian Wait 
Time (PWT) is given low priority for green phase so that 
pedestrians could cross. Time since last Green (TG) is an 
input to avoid the situation when lane with low traffic does not 
get green signal and vehicles in that lane undergo a prolonged 
waiting time. The output is Priority Degree (PD) for the lanes. 
It is arranged in decreasing order for green phase sequencing 
in next cycle. The second output is Green Time (GT) that 
corresponds to the time for which the traffic signal is green for 
the corresponding lane. The Rule editor of the proposed fuzzy 
system is given in Fig. 8. Design is optimized with 30 rules in 
the rule base. Less number of rules minimizes the processing 
time of the controller and hence fast response time is achieved 
which is a desirable QoS parameter while dealing with real 
time inputs. 

 

Fig. 8. Rule Editor of Proposed Fuzzy Adaptive Control System. 

D. 3-D Surface Plots of Fuzzy Inference System 

After designing the rule base of proposed FACS, the 
impact of input variables on output variables can be seen by 
studying the surface plots. Surface plot in Fig. 9 illustrates that 
output variable Green Time (z-axis) rises and takes maximum 
value as the Vehicle Count (x-axis) increases at low values of 
Ped Wait Time (y-axis) whereas at high values of Ped Wait 
Time (PWT) the Green Time (GT) rises with increasing 

Vehicle Count (VC) but takes low values to allow traffic to 
pass as well as ensuring that even pedestrians do not wait for 
increased time. 

Surface plot in Fig. 10 shows that output variable Priority 
Degree (z-axis) has maximum value when Vehicle Count (y-
axis) is high but decreases with increasing Ped Wait Time (x-
axis). The value of Priority Degree (PD) decreases sharply if 
Ped Wait Time (PWT) is high for low value of Vehicle Count 
(VC). 

 

Fig. 9. Surface Plot of Output Variable Green Time. 

 

Fig. 10. Surface Plot of Output Variable Priority Degree. 

III. SIMULATION SETUP 

A. Traffic Distribution 

Traffic analysis and good traffic modelling is an essential 
requirement for accurate planning of traffic capacity. There 
are many traffic models among which the Poisson distribution 
[21] has been widely used to model the incoming traffic [8]. 
Number of vehicles arriving per unit of time interval has been 
modelled using parameter λ of the Poisson distribution. A 
realistic simulation environment is chosen to model a busy 
traffic intersection. The traffic distribution on lanes at various 
intervals of time in the day has been characterized by values 
of λ as stated in Table I. 

Random distribution of vehicle arrival at low traffic hours 
(λ=8) and peak traffic hours (λ=25) obtained for 100 iterations 
is shown in Fig. 12. The traffic flow on any lane for the entire 
day showing peak traffic hours to emulate actual traffic 
scenario at the intersection is represented in Fig. 11. The time 
of the day between 10 am to 11 am and 4 pm to 6 pm are 
considered to be the peak traffic hours. 
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Fig. 11. Traffic Flow on a Lane throughout the Day Showing the Peak Traffic Hours.

 

Fig. 12. Random Distribution of Vehicle Arrival. 

B. Comparative Analysis 

Performance of the proposed FACS is evaluated by 
comparing it with the PTCS and TDCS. The pre-timed control 
system (PTCS) is considered to have a regular green light 
switching sequence and fixed green time of one minute 
irrespective of the traffic conditions. This is the traditional 
system which is mostly implemented at intersections. The 
traffic density-based control system (TDCS) is designed to 
switch green light between lanes and adjust the green light 
time in pre-defined steps of half, one and one and a half 
minute according to the vehicle density at lanes. The proposed 
fuzzy adaptive control system (FACS) decides the lane 
sequence and green time by fuzzification of inputs and 
application of rules from the designed rule base. The output 
from the inference engine is de-fuzzified to generate priority 
degree and green time for lanes.  

C. Simulation Scenario 

The three systems PTCS, TDCS and FACS considered for 
performance evaluation are simulated under same traffic 
conditions for each hour of the day in ten observation sets of 
100 iterations each. The traffic distribution on all the lanes of 
the intersection is identical and varies in accordance with the 
time of the day as in Table I. Emergency vehicles are assumed 
to enter any lane randomly and the probability of detecting an 

emergency vehicle is more during the peak traffic hours. A 
random pedestrian wait time varying from zero to maximum 
value of GT is generated for each lane. 

TABLE I. TRAFFIC DENSITY ON LANES FOLLOWING POISSON 

DISTRIBUTION 

Time of the day 
(hours) 

Value of λ 
Traffic distribution 

(vehicles /time interval) 

00:00-5:00 

22:00-23:00 
8 1-15 

6:00-7:00 10 3-20 

8:00-9:00 

14:00-15:00 

20:00-21:00 

15 8-25 

10:00-11:00 

16:00-18:00 
25 16-40 

12:00-13:00 18 10-28 

19:00-20:00 20 14-30 

IV. RESULTS AND DISCUSSIONS 

Simulations are performed through MATLAB codes. 
Traffic on lanes for each hour of the day is simulated in ten 
observation sets of 100 iterations each. The average value of 
these ten observation sets is considered and results are plotted. 
Performance analysis is done on the basis of percentage of 
vehicles left on a lane, number of times emergency vehicle is 
addressed and prioritized for clearance and on the basis of 
giving way to pedestrians with the maximum wait time to 
cross the lane. The obtained results are comparatively 
analyzed and discussed. 

A. Performance Analysis on the basis of Percentage of 

Vehicles Left on a Lane 

Simulated results of the three systems considered for 
performance analysis are shown in Fig. 13. The percentage of 
vehicles left on a single lane when the systems were simulated 
for ten sets of 100 iterations each at each hour of the day. The 
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simulation result of vehicles left on a single lane is clearly 
represented in a graphical manner with x-axis representing the 
time of day in hours, y-axis representing the PTCS, TDCS and 
designed FACS systems considered for comparison and z-axis 
shows the percentage of vehicles left on the lanes. PTCS 
shows the worst performance with approximately 50% 
vehicles left on lanes in the peak traffic hours of the day. 
TDCS shows an improved performance with average of 25% 
vehicles left in the peak traffic hours. The designed FACS 
shows the best clearance with less than 5% vehicles left in the 
peak traffic hours and full clearance in the less and moderate 
traffic condition. 

B. Performance Analysis on basis of giving Highest Priority 

to Emergency Transit 

Another important criterion to analyze the system 
performance is the number of times highest priority is given to 
the lane on which emergency transit is detected or in other 
words we can say that the emergency transit is addressed as 
soon as it is detected on a particular lane. Emergency vehicle 
is assumed to arrive at any lane of the intersection randomly 
with a certain probability. The simulation results obtained are 
shown with the help of a bar graph in Fig. 14. The designed 
FACS shows 100% performance in addressing the Emergency 
vehicle at all traffic flow conditions throughout the day 
irrespective of traffic flow condition. The simulation result 
obtained for PTCS and TDCS clearly signifies that they are 
not able to address emergency transit effectively. 

 

Fig. 13. Percentage of Vehicles Left on Lanes. 

 

Fig. 14. Comparison of Percentage of Times Emergency Transit is addressed. 

 

Fig. 15. Comparison of Percentage of Times Maximum Pedestrian Wait Time 

is addressed. 

C. Performance Analysis on the basis of giving way to 

Pedestrians 

To evaluate the performance of the designed system with 
respect to assisting pedestrians waiting at the intersection, the 
PTCS, TDCS and FACS systems are simulated in ten sets of 
100 iterations for each hour of the day. Fig. 15 illustrates the 
measure of number of times the lane with pedestrians waiting 
for maximum time is given highest priority for red light to 
allow pedestrians to cross. The data plotted for each hour of 
the day is an average of the values obtained in ten observation 
sets of 100 iterations each. The designed FACS shows 
maximum clearance of pedestrians with highest waiting time 
and the performance of the system is better even in the peak 
traffic hours. 

V. CONCLUSION 

The proposed FACS performs better than the PTCS and 
TDCS due to its flexible design. The simulation results clearly 
show that the designed system gives better clearance to 
vehicles, emergency transit and also to pedestrians in all 
traffic flow conditions throughout the day. This system can be 
realized and implemented on any major traffic intersection to 
address all types of movements and enhance the traffic as well 
as pedestrian handling capability of the intersection. 

In future these smart intersections can be interconnected 
through the major routes of the city such as routes leading to 
hospitals to give a thorough passage to emergency transit. 
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Abstract—Most research project managers, laboratories 

directors, young researchers at the beginning stage of thesis or 

professional research projects leaders are well effective at dealing 

with planned, scheduled events — they know how to function in 

conducting their research projects according to traditional 

knowledge areas of classical processes lied to time, cost, human 

resources, risk, stakeholders, and quality management. 

Unfortunately, they may have little specific training in selecting 

the best thematic of research. Indeed, they have no experience in 

identifying adequate research problems. Despite their motivation 

for the selected project and research thematic, they don’t well 

master research problematic and how to deal with: Literature for 

the selected thematic of research: (Sources, Documents, reports 

and technical folders): List of problems encountered during the 

research theme conducting and how to make profit of the 

obtained solutions approaches for these kinds of research 

problems. -  How to decide if this research theme and the list of 

connected problems are already resolved or not by any other 

research team. This paper aims to develop this idea and finally to 

propose ontology named "Onto-Research-Project" that 

formalizes all the domain knowledge of computer research 

projects. Our final goal is to propose an approach for historical 

research projects reusing. The output of this approach is a 

computer research project memory. In this way, we have to make 

use and to restructure the knowledge obtained from the research 

computer projects stored in the database “HAL-Archives-

Nouvelles”. 

Keywords—Research projects; computer research project 

ontology; knowledge management; project memory 

I. INTRODUCTION 

Research projects in general are much diversified. They 
occupied naturally many years of deeper studies and 
experimentations to make a valid proposal. They make use of 
many knowledge sources and experimented human resources. 
Research projects in the field of computer sciences and 
engineering require organized and methodological steps to 
achieve predefined goals. Indeed, these kinds of projects 
involve a conception phase which combines different 
reasoning modes, techniques and tools to design a final system 
which makes this kind of research projects more complex. 
Research projects in the domain of computer sciences and 
computer engineering often result in designing algorithms, 
models and approaches able to solve initial research problems. 
These multiple problems generally involve knowledge about 
different concepts, terms, languages, and vocabularies. In 
general [1], anthologies play now a major role in the 

representation, organization and in the modeling of different 
and heterogeneous knowledge. Their main objective is to 
formalize the knowledge of a domain and thus add a semantic 
layer to computer systems and applications. In addition, the 
development of a new ontology makes it possible to explicitly 
represent the knowledge of a domain by means of a formal 
language, in order to be able to be manipulated automatically 
and shared easily. 

Indeed, ontology consists of a set of concepts organized 
using hierarchical and specialized relationships representing a 
means of expression, sharing and reuse of knowledge, usable 
by all actors involved in the project. In computer engineering 
projects, construction methods and software techniques 
occupy an important place. Moreover, this domain makes use 
of many concepts, terms, languages, processes, models and 
methods of resolution. This fact involves the importance of 
using ontology to structure and to model all the concepts, the 
diverse knowledge that we would like to model. 

In research projects, most research project managers, 
laboratories directors, young researchers at the beginning 
stage of thesis or professional research projects leaders are 
well effective at dealing with planned, scheduled events—they 
know how to function in conducting their research projects 
according to traditional knowledge areas of classical processes 
lied to time, cost, human resources (research teams), risk, 
stakeholders, and quality management. Unfortunately, they 
may have little specific training in how to select the best 
thematic of research. Indeed, they have no experience in 
identifying adequate research problems. Despite their 
motivation for the selected project and the selected research 
thematic they don’t master well research problematic and how 
to deal with. 

This paper aimed at elaborating an ontology based 
approach to give a helpful tool dedicated to researchers in the 
domain of computer sciences and engineering. This approach 
makes use of ontology of the domain to generate an aid at 
many levels: 

 To help young researchers to select their adequate 
research theme. 

 To help them to identify the adequate research 
problems. 

 To give an aid in literature phase of research. 
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 To look for different research suggestions and/or 
solutions proposed by researchers in historical research 
projects similar to the new project. 

Our paper is organized as follows. After the introduction, 
Section 2 consists of the state of the art which is composed of 
two sub-sections: In the first Sub-section, we will describe 
both the main related works of project memory approaches 
and a discussion study. 

In the second sub-section the ontology elaborating 
methodologies are reviewed and finally a comparative study 
between these methodologies is discussed. Section 3 presents 
the modeling phase which consists in models description and 
giving finally our domain ontology for research projects. 
Section 4 consists of a proposal of an approach based on this 
ontology. Finally Section 5 is assigned to the conclusion and 
opens future works. 

II. STATE OF THE ART 

The state-of-the-art consists essentially of two parts: The 
first one focuses on project memory concepts and their utility 
for the knowledge capitalization purposes. The second one 
reveals a state of the art on the methods of ontological 
elaboration and a comparative study of the available 
methodologies. In the following, we introduce the major 
works in the literature associated with the project memory 
concepts. 

A. Computer Project Memory 

The concept of “computer project memory” is not famous 
in literature compared with the general known concept of 
“Project Memory” or “Corporate memory”. We try here to 
introduce a research study to underline the concept of 
“Computer Project Memory”. Indeed, for the past 20 years, 
computers have literally invaded businesses. They have 
developed many computer services [2] in order to manage, 
conduct, support and follow computer projects. 

In the context of managing a computer project, there are 
constraints inherent to the information system of a company. 

At the first, we could underline the increased user 
requirements, in particular as regards ergonomics. 

Secondly, we could refer to the additional difficulties 
brought about by computer technologies. 

Finally, a computer project is characterized by an intrinsic 
difficulty since this type of project is related to a software 
complexity [3]. 

Hence, it is essential to refer to a method of project 
management. This method helps designers better conduct this 
type of project stage by stage and use well-defined modeling 
tools [4]. 

In addition, purely computer projects are quite varied in 
view of the diversity of their sub-domains; Such as databases, 
smart systems, design resources, and software engineering. 
Hence, there is a major interest to restructure the knowledge 
of the computer domain by the construction of a "computer 
project memory". 

1) Concept of project memory: Let us now, looking for the 

term of project memory in general and not essentially lied to 

computer projects. 

According to [5], a "project memory" is a very limited part 
of a capitalization exercise of a whole range of diverse 
experiences in the business. This memory aims at the 
traceability and the re-use of similar projects. It consists 
essentially of two components: 

 The problem-solving context. 

 The method of resolution. 

In [6] the "project memory" was considered as a technique 
that approximates the meeting often done at the end of the 
project because it seeks to determine the same knowledge and 
lessons learned during the project. Furthermore, the "project 
memory" is established throughout the implementation of the 
project and not at the end. 

According to [7] "project memory" can be defined as a 
memory of project knowledge. It is an appropriation of the 
knowledge acquired over time of the activity of the company. 
The development of project memory is a procedure whose 
implementation requires some basic assumptions: 

 The Project Memory is essentially formed and 
represented by database structure. 

 The project memory is a tool for sharing accessibility 
based on the demand of this database. 

 The project memory refers to the principle of 
community: "an individual effort at the service of the 
community". 

According to [8] a project memory is the procedure that 
keeps track of actions performed in the arrangement of a 
project. It makes it possible to find the person responsible for 
a decision taken beforehand. This technique also allows the 
reuse of projects that are already realized in order to reduce 
the cost and the time. 

According to [9] "a project memory" must contain in the 
first part the information describing the problem-solving and 
the decision-making. The second part represents the 
characteristics and the context of the said project. 

Through these different definitions, we can consider 
"project memory" as the storage and the retention processes of 
the history during the realization of a given project. It 
therefore contains all the information, know-how, knowledge 
and skills that will be used by experts to achieve project goals. 

2) Synthesis of computer project memory concepts:  

During our research study, we noticed that the researchers in 

memory projects domain based their research on two main 

directions: 

Direction 1: Typologies of memories (classifications). 

Direction 2: Project memory models. 

a) Typologies of memories (classifications): We present 

in the table below (Table I) a summary study of the 
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classifications of corporate memories given in literature. The 

Table I presents the kind of memory and the knowledge 

resources manipulated by each kind of organization memory. 

Corporate memory seems to be a solution for preserving and 

sharing knowledge that has come from different sources and 

fields. In addition, we notice that the «project memory» is 

almost present in all the classifications that we mentioned in 

Table I. 

This shows us the importance and usefulness of this 
memory in the knowledge management. 

TABLE I.  SUMMARY OF THE CORPORATE MEMORY CLASSIFICATION 

Since a project is a unique process that consists of a set of 
coordinated and controlled activities, knowledge, information 
and experiences. The concept of “project memory” seems to 
be the best way to contribute efficiently to solve our research 
problem which consists to manage experiences and knowledge 
about past research projects in the way to resolve the new 
project. 

b) Project memory models: Several project memory 

models are presented in the literature. Inspired from, we 

present our classification in (Table II). This classification is 

based on a set of criteria chosen by us: 

 Decision making: this criterion permits to verify 
whether the proposed model takes into account the 
decision-making process in research project. 

 Project context: is the set of elements characterizing the 
organization & environment factors of project. For 
each model proposed we will see if it guarantees the 
capitalization of the project context. 

 Rationale design: is the problem solving process, this 
criterion checks if the model allows or not the 
capitalization of the logic design. 

 Project characteristics: describes the set of elements: 
actors, materials, tools, processes and documents 
related to the project. 

 Reuse: it expresses the possibility of reusing the project 
memory in future. 

 Generic or specific: Checks if the model can be used 
for any type of project or it is simply specific to only 
one kind of project. 

According to Bekhti [16], project memory is composed of 
two parts: the first one presents the design logic and the 
second presents the project context. 

Harani [17] has proposed another generic model that is 
composed of three models (product model, process model and 
resource model). His proposal is structured on three levels: 
meta-model, specification and realization. 

Labrousse [15] has proposed a model that is based on the 
integration of these concepts: product, process and resource. 
This model is defined by the roles played by these different 
concepts. 

TABLE II.  SUMMARY OF THE PROJECT MEMORY MODELS 

Model 

 

decision 

making 

project 

context 

design 

logic 

project 

feature 
reuse 

generic 

/ 

specific 

Labrousse 

[15] 
No No Yes No Yes generic 

Bekhti 

[16] 
Yes Yes Yes No Yes generic 

Harrani 

[17] 
No No Yes No Yes generic 

Sta [9] No Yes Yes No Yes generic 

Classification Type of Memory manipulated data 

Marinella ‘s & all 

classification 

[10] 

Documentary memory Documents 

Memory based on case 
Problems, solutions, 
experiences. 

Memory based on 
knowledge 

Knowledge, text 

hybrid Memory 

Knowledge, text, data, 

documents, ontology, 

annotations 

groupware Memory 
Interventions, 
messages, mails 

Classification 

Of 

André [11] 

Semantics 
memory 

knowledge, symbols, logical 
references 

Procedural  memory 
methods, strategies, 
structures, procedures 

Episodic memory facts, episodes, events 

Classification 

Of 

Pominant [12] 

Project memory Projects, experiences, tracks 

Organizational memory Competencies, know-how 

Technical memory experiences, papers 

Classification of 

Dieng et al [13] 

Memory of profession Experiences, professions, 

Company memory 
Document, know-how, 

know 

Individual memory 
Contact information, 
judgment,  historic… 

Project memory 
Experiences, results, 
solutions 

Classification of 

Ben Sta [9] 

Long-term memory long term information 

Short term memory Short term information 

Classification of 

Bascans 

[ 14] 

Business memory documents, tools, reference, 

Corporate memory 
business, products, 

partnership 

Individual memory statue, skills, know how 

Project memory 
history, results, activities, 

experiences 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 3, 2021 

526 | P a g e  

www.ijacsa.thesai.org 

The set of models presented above could help to capitalize 
knowledge. This study allows us to note that: 

 All the models are well-versed in the notion of reusing; 
they are generic models that could be profitable for all 
types of projects. 

 The design logic is the most important component in 
the model. Effectively during the project leading, 
project team affronts many problems according to the 
design phase. So, all the models favor the capitalization 
of the design logic. 

 No models allow the capitalization of project 
characteristics and subsequently they do not favor the 
documentation. 

 Despite its importance in conducting projects, decision 
making process seems to be neglected by these models.  

 Finally, we observe the absence of a model which 
guarantees the capitalization of all these elements at the 
same time: project context, project characteristics and 
design logic. 

In the way to characterize correctly a computer research 
project and to organize and to structure the concept of 
computer project in general, it is very important at this stage to 
elaborate domain ontology of computer research project.  
Thus, we need first to have an idea about methodologies used 
to elaborate a useful ontology. 

B. Ontology Construction Methodologies (State-of-the-Art) 

In ontology engineering, the choice of methods, techniques 
and tools for the ontology construction process is an important 
step. Indeed, several methodological approaches have been 
proposed [18] to guide this process. We can distinguish four 
main categories of ontology development approaches: 

 Ontology construction approaches from zero: For these 
methodologies, the sources of knowledge used for 
ontology construction are given by the domain experts 
[18]. Knowledge engineers are based on specific 
knowledge acquisition techniques such as 
brainstorming meetings, interview of experts, 
discussion, and knowledge extraction techniques, etc. 

 Text-based construction approaches: This kind of 
methodology consists essentially of exploiting the 
textual resources [19] such as the projects documents 
and the lessons learned reports. They are generally 
applied for the construction of domain ontology. 

 Approaches based on the reuse of already existing 
ontology: These approaches consist in exploiting the 
entire or a part of the knowledge contained in already 
developed ontology [20]. 

 Crowd sourcing based approaches: These approaches 
provide the outsourcing and the exploiting of tasks that 
are already performed by employees [18]. Knowledge 
engineers based their knowledge extraction on the 
direct observation of the tasks execution done 
effectively by employees. The essential goal is to 
formalize employees’ experiences. 

In our research work, we will be interested in the approach 
of building ontology from zero. Indeed, the construction of the 
proposed ontology follows an autonomous approach which is 
not based on any existing ontology or the updating of any 
other already constructed ontology. 

Moreover, the knowledge and skills defining the essential 
components of the proposed ontology did not come from 
textual resources but from the deeper analysis of the domain 
of computer research projects. 

For all the reasons mentioned above, we found ourselves 
obliged to adapt the construction approaches from zero to 
develop our domain ontology. In the following, we introduce 
the major works in the literature associated with this kind of 
approach. 

1) Description  of the main approaches from zero: Several 

works in the literature are oriented towards this type of 

approach in what follows we have discussed some proposals. 

a) Two-steps Methodology: As its name indicates, this 

methodology is composed of two steps: 1) The knowledge 

organization and 2) the knowledge acquisition and reuse that 

allow the users collaboratively exploiting the knowledge [16]. 

In the beginning, a Core Reference Ontology (CRO) 

describing the generic concepts and relations according to the 

formalized requirements is identified. After, a Domain 

Specific Ontology (DSO) is specialized. Only two steps are 

not enough to describe a complete construction processes. In 

fact, this methodology is neither documented nor evaluated. 

b) On-To-Knowledge Methodology (OTKM)[16]: It is a 

methodology based on acquired experiences of business 

activities. It is composed of four stages from identification, to 

documentation [21]. The stages are given implicitly and not 

explicitly [18]. The activities are few detailed (just a general 

description of the steps is given and no precision in the choice 

of components). 

c) The Methodology Proposed by Fox and  al [16]: This 

methodology is used in the context of the TOVE project 

(Toronto Virtual Enterprise). The application of this 

methodology is motivated by problems which are formulated 

under form of informal questions that ontology should answer. 

This methodology has made it possible to develop complex 

projects in the field of business but remains limited because 

neither the different stages nor the techniques used are 

precisely described [22]. This methodology is adapted only to 

informal knowledge description. 

d) The Method Proposed by Noy [16]: This 

methodology is an iterative construction method that includes 

seven stages. Although this methodology is precise and well 

detailed, it is still incomplete. Indeed, no formalization and 

evaluation step is given in the process of construction. In 

addition, the description of the stages and the activities seems 

complicated and requires being a domain expert to achieve the 

ontology elaborating processes. 

e) The Meth-Ontology: It is the most widely used 

methodology in literature [16]. It is the adopted construction 

approach for many anthologies in different fields. In fact, this 

method is highly-precise [27]. Meth-ontology can be applied 
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in all areas, thanks to its flexibility. In fact, it can be applied in 

scratch or text approach. 

In order to adopt an approach to construct our ontology, 
we will propose a comparative study between the methods 
already mentioned in the previous sub-section. 

2) Comparative study of ontology construction 

methodologies: This comparative study is based on four 

criteria: these four criteria are selected in accordance with 

domain experts: 

 Process step: this criterion informs on the way in which 
the construction process is defined: detailed, little 
detailed, or very detailed. 

 Level of precision: the precision in the choice of the 
terms, relations and classes during the construction 
stages. This criterion differs from one method to 
another. 

 Application domain: It serves to know in which domain 
this method has been applied. 

 Type of activity: each process of construction is 
composed of a set of tasks or activities. Here, we have 
tried to determine the type of activity. Indeed, we can 
have a support activities, documentation, evaluation 
activities, etc. 

This comparative study results in the choice of the “Meth-
ontology" as a methodology for ontology elaboration. Indeed, 
“Meth-ontology” is the most precise of all the previous 
methodologies. In addition, this methodology offers several 
types of activities and among these activities we mention 
project management. 

The main orientation of this research study is to propose 
ontology in the field of research computer projects and 
particularly in project management domain. Since “Meth- 
ontology” has a project management activity as an essential 
activity [16], and it permits to develop the ontology 
progressively by iterations, we have decided to use this 
methodology to build the proposed ontology. 

It is in this context that we have proposed ontology for the 
domain of research computer projects. This methodology is 
incrementally elaborated: 

 First we propose a modeling phase in which we 
elaborate a project model and a class project model. 
The model of a project defines the basic components of 
a project. The class model tries to target on the 
essential pillars of a class of projects. Our goal is to 
synthesize the characteristics and specific knowledge 
of a set of projects belonging to the same class: the 
same thematic of research unifying many different 
projects of research. 

 Secondly, based on the previous models, we try to 
elaborate progressively the ontology of the domain of 
research computer projects. In this way, we elaborate 
first a kernel-ontology which represents the basic 
concepts known as essential to define a research 
project and we finalize our ontology step by step by 

adding branches and more details to well describe the 
domain of computer projects involved in research 
areas. So, our approach is called incremental approach 
which is mainly characterized by multi-intervention, 
documentation and iteration. In the next section, we 
will describe both the process of modeling of 
knowledge involved in Research computer projects and 
building ontology. 

III. KNOWLEDGE MODELING PHASE 

We will describe both the process of modeling Project and 
class of projects. 

A. Model of a Research Project 

A research project model ‘Fig. 1’ underlines three main 
components of the research project in the computer sphere: 

 The project description is a textual description 
(Abstract / Keywords of the research project/ Title of 
the project). 

 The project Characteristics enumerate all the items 
which characterize the conduction and the management 
of this research project such as (Time allowed for the 
project/ Cost estimated for the project/ Project steps / 
Project size/ Stakeholders involved/ Deliverables/ 
Constraints/Human resources/ Scope of project/…etc.). 

 The project Rationale Design or Logic Design specifies 
all the problems and sub-problems encountered in the 
process of analysis, design, implementation and test 
involved in the project. This component is essential for 
the project because it focuses on logic problems, 
suggestions and solutions proposed by different actors 
implicated in the project phases and thus must be 
memorized for further reusing in the context of REX 
(Return of Experience). These main research problems 
are attached to specific research problems within a 
class of research theme. It is this component which 
could be exploited in knowledge capitalization. 
Effectively, all the knowledge involved in problem 
specification, suggestions proposed during problem 
solving process, and retained solutions are part of this 
component. 

B. Model of a Class of Projects 

A research class project model underlines three main 
components of the class of projects (Fig. 2) in the computer 
research sphere: 

 

Fig. 1. Research Project Model. 
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Fig. 2. Class Project Model. 

 The List of projects is an extensive description of all 
the projects belonging to the same class and pre-
classified by domain experts (experts in research 
computer projects area); 

 The Class project Knowledge stores all the forms of 
knowledge which characterize the conduction and the 
management of this research project class such as 
(research thematic/ Scope of this class project/ 
Methodologies / Kinds of design architecture/ Kinds of 
research problematic/ Systems/ support 
documentation/Rex reports/ main solutions approaches/ 
Appropriate tools, etc.) 

 The Point of view for class project specifies different 
viewpoints and different strategies to manipulate 
knowledge involved in a class of projects. This 
component gives different manners for exploiting the 
same knowledge in the class. The point of view is 
attached to one particular actor and differs from one 
actor to another according to the aimed goals. 

C. Model of Rationale Design 

A rationale or logic design model underlines three main 
components of the project (Fig. 3) in the computer research 
sphere: 

 

Fig. 3. Rationale Design Model. 

 The List of problems is an extensive description of all 
the project research problems; 

 The List of suggestions stores all the forms of 
suggestions introduced by researchers within the 
project area to solve the research questions or 
problems. The suggestion is a proposal to solve some 
research questions (research technique/ method of 
problem solving/ document/ tool/ algorithm/ strategy of 
solution/ issue of research/ etc.). 

 The List of solutions specifies different solutions which 
could be adopted to solve a particular research 
problem. 

IV. PROPOSED DOMAIN ONTOLOGY: ONTO-RESEARCH 

COMPUTER-PROJECT 

The proposal of a knowledge capitalization approach is the 
main goal of our current research study. This approach 
consists essentially of two processes: 

 A knowledge formalization & acquisition process. 

 A support decision for project management process. 

The present paper is only concerned by the first process. It 
is composed of two phases: The phase of formalization and 
the phase of knowledge acquisition. 

This process is relayed by the proposal of domain ontology 
which structures and organizes the great mass of the concepts 
and knowledge encapsulated in the proposed models. 

A. Formalization Phase: Stages of Ontology Elaborating 

In this paper, we proposed an ontological construction 
approach based on the methodolgy "Meth-ontolgy" which 
leads to a final version of our domain ontology. We will now 
describe in detail this approach, by applying carefuly  the 
methodology ''Meth-ontolgy'' wich has been selected in the  
basis of a comparative study (i.e. Section II-B.2). Finaly, we 
present a final version of the ontology (Fig. 10) with our 
proposed  ontology validation approach. 

The particularity of "Meth-ontology" is the possibility of 
the return on the steps preceding [25]. In what follows, 
inspired from "Meth-ontology", we will present the stages of 
the construction of our  domain ontology: 

 Step1: This step consists in building a glossary of terms 
containing all the domain knowledge that is useful and 
potentially usable for the construction of computer 
research domain ontology. This glossary includes 
concepts, instances, verbs and attributes. To do this 
step, we have met with domain specialists and experts 
to talk about computer projects. Fig. 4 gives a general 
idea on the knowledge areas recognized in PMBOK 
[26] reference as the essential rubrics to be considered 
in project management. 

 Step2: In this step, we have built the first version of the 
ontology which presents the “classes’ hierarchy”: the 
hierarchy of concepts and terms obtained via the 
grouping, the categorization and the generalization of 
the different concepts studied (Fig. 5). This stage of 
modeling identifies three general Classes which are: 
the project description; the project characteristics; and 
the project logic design. 

 Step 3: During this stage, we have created "relations 
between classes" by determining for each relation the 
type of relation and the classes to be connected 
(Fig. 6). 

 Step 4: This step "instantiation of the ontology” 
consists in creating (individuals, instances) of the 
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classes of general concepts. Each complete instance is 
a new case: a project. To achieve this stage of 
instantiation (Fig. 7) we used the database “Archive 
Hal” of computer research projects named "HAL- 
Ouvertes". 

 

Fig. 4. Knowledge Areas of Project Management [26]. 

 

Fig. 5. Kernel Ontology: Class Hierarchy. 

 

Fig. 6. Extract of Classes relations. 

 

Fig. 7. Example of Individuals of Research Projects. 

 Step 5: This step provides a detailed description of 
previously identified relationships, attribute concepts, 
and constants. We have used the research projects of 
the “Archive HAL” and the structure of documents to 
define some classes and some attributes (Fig. 8). 

 Step 6: "Object properties". It concerns the description 
of formal properties, rules and axioms relating to the 
various elements of ontology. During this stage we will 
describe the set of properties and relations between the 
created individuals (Fig. 9). 
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Fig. 8. Glossary of Concepts. 

 

Fig. 9. Objects Properties. 

 Step 7: This step concerns the detailed description of 
instances and relations between instances, classes and 
properties (Fig. 10). 

 

Fig. 10. Data Properties. 

Validation ontology plays an important role during the 
creation and updating of ontology [27] to obtain a final and 
suitable ontology version (Fig. 11). This phase is done 
according two validation techniques: a structural and semantic 
validation [23], [28], [29], [30], [31], [32]. 

B. Acquisition Phase 

The phase of project knowledge acquisition is essentially 
the acquisition of knowledge related to projects already 
achieved and completed. The project manager or one of the 
members of the project team will instantiate the set of 
concepts already introduced in the proposed ontology. The 
knowledge management is a complex process which requires 
many strategies [24]. 

Indeed, the scope, the characteristics and the rationale 
design describing each project will be stored. The list of 
collected projects play a main role in the decision support 
phase after, since they will be used for decision-making 
concerning the new projects in question. 

In order to validate finally our approach and to test the 
functionalities offered by the aimed decision support system, 
we will choose to work on a specific type of computer project 
called "research projects". The choice of this type of projects 
is argued firstly by the fact that I‘m actually a tutor of a young 
researcher and I’am aware of the problems and difficulties that 
any researcher can encounter when carrying out his project. 
Then, tests and applications on this type of project always still 
valid for the other projects type. 
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Fig. 11. Proposed Computer Domain Ontology Version. 

 

Fig. 12. Interface for Research Projects. 

In this context we started with the construction of the 
knowledge base of the future system. This base is the results 
of an accumulation of projects published and validated in the 
Hal archive (almost 200 projects) structure (Fig. 12). We 
choose to work with 10 project scopes such as (ontology, 
database, big data, datamining, artificial intelligence, 
Networks, etc.). 

V. TOWARDS A FUTURE SUPPORT DECISION APPROACH 

This approach is essentially composed of two processes: 

 Formalization and acquisition of knowledge process. 

 Project management assistance process. 

The First process was described above in the precedent 
section and results in modeling of knowledge involved in 

research computer projects. This process is articulated 
essentially around the construction of the ontology of the 
domain of computer research projects concepts. The second 
process of assistance of project management is the object of 
this section and I will just introduce this process because it is 
yet in progress. We should give the general architecture of the 
target system (Fig. 13). This system aimed at supporting the 
decision making about research computer project. According to 
this goal, the project manager and the young researchers must 
be assisted by the system to make the convenient decision 
about their research topics. In the following, we will describe: 

 The general description of the assistance process. 

 The levels of help in decision making. 

 The main modules of this system. 
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Fig. 13. Knowledge Capitalization Approach of Computer Research Project Memory. 

A. General Description of the Assistance Process 

This process begins with the acquisition of a new project 
and ends with the adding of this project, in the resolved form, 
to the project knowledge base. This process consists of four 
complementary sub-phases: 

 Acquisition of a new project: The new project set by 
the project manager or the work team must be acquired 
as the first phase of the project management assistance 
process. In this situation, a form will be filled in 
containing all the characteristics defining this new 
project (context, characteristic, problems, Research 
theme, topics of research, actor ...). 

 Selection of projects in the same scope: During this 
phase the list of projects belonging to the same project 
class will be displayed. The project manager (leader or 
member of the project team) must mention, from the 
beginning, the class (the scope) of the new project to 
be studied. Then, all the projects descriptions 
(characteristics, context and rationale design) of the 
class in question will be displayed. In this set of 
resulting projects, the rest of the manipulation and 
processing will be carried out. This phase of selection 
will reduce the workspace and search and will reduce 
the time of response. 

 Selection of projects with the same context: this phase 
determine the set of projects that have the same 

working context (according to project keywords ...). 
During the acquisition of new project the keywords 
will be introduced and they will be used to calculate 
the similarity between the keywords of new project and 
the list of keywords of the old memorized projects. 
Here a new sub-base of projects which have the same 
class and the same context will be created. 

 Selection of projects according to rationale design: 
This phase consists of filtering, in the sub-base created 
in the previous phase. It consists of checking and 
exploiting of problems/suggestions and solutions. This 
phase consists of verifying and validating the 
suggestions and the solutions proposed in historical 
projects and thus to reuse them for the resolution of 
new projects. This phase is carried out by the project 
manager. 

 Learning of the new project: When the project is 
treated according to proposed solutions for all the 
research questions and problems inherent to this 
project, it must be considered as a new project 
achieved successfully and then could be archived in the 
project base. This phase operates as a learning phase 
which permits to restructure the knowledge base by 
adding this project. The project hence added is 
considered as a new case able to be reused for the 
resolution of other future new projects. 
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B. Levels of Help in Decision Making 

In the literature, there are several approaches, tools and 
decision support systems. Inspired by the approaches of what 
we have studied and others that are in the literature, we 
decided to offer a guide to project leaders. The main objective 
of this guide is to automate our proposed approach and to 
offer help on several levels. The specificity of our decision 
support system is that it will: 

 Offer a guide or help to the project manager during the 
realization of the project and not at the end. 

 Help the project manager with multiple levels of help, 
from acquiring the new project to solving and learning 
phases and lessons learned. 

In order to properly describe the future decision support 
system, we give, here, an outline of three levels of assistance: 

 The first level of help: it is a help oriented service. It 
allows the enrichment, consultation, statistics, framing 
and contextualization of new projects to be processed. 

 The second level of help: it is a help oriented decision 
making. This level presents the main help offered by 
the system considering that it will favor project 
manager decision. Indeed a project can be launched in 
the case where it is innovative (never already treated). 
So it will start from zero and it will be considered as an 
innovative project. 

 The third level of help: it is considered as a help 
oriented decision support. This level of help is 
achievable if the problems underlined in the new 
project have already been treated in historical projects. 
In fact, the user will benefit from these kinds of 
projects by making profit of the method used in   
problem solving, the techniques of development and 
the strategies already adopted to deal with the project 
conducting. The issues and the research steps already 
used in historical projects can be profitable for the new 
project as well as the problem solutions, suggestions 
and even the obtained results. It is also useful to exploit 
the failed projects and inspired from untreatable 
problems to invoke new trends and new research deals. 
Success as well as failure signaled in historical projects 
should be of great interest for new projects. 

C. The Main Modules of the Assistance System 

In this subsection, we will present the modules describing 
our proposed system and the application of involved levels of 
help in each module. Indeed, the system is defined by five 
modules: knowledge formalization module, acquisition 
module, project management assistance module, decision 
making module and learning module. 

 Acquisition & formalisation modules 

These two modules can be applied to two types of projects 
(new and historical) we choose to proceed by three steps: 
context acquisition, features acquisition and finally Rationale 
Design acquisition. This choice shows the specificity of the 
decision support approach. Indeed, each part will be handled 

on a separate interface which facilitates access and 
management by different users. 

The formalization of knowledge is done directly from the 
instantiation of the proposed domain ontology and the 
construction of a project memory. 

 Project management assistance module 

This module is the main module of the system. In this 
module, three levels of decision support are combined: 

 The first level of decision support: selection of projects 
of the same class of the new project acquired. This 
selection is done thanks to a simple classification 
algorithm and requires that the achieved projects must 
be pre-classified (by project management expert). 

 The second level of help is to determine the list of 
projects that have the same context. A similarity 
calculation algorithm will be applied to select projects 
that have a plausible similarity to the new project 
context. This level of help consists in selecting all the 
projects having similar keywords to the new project. 
The similarity rate adopted must greater than or equal 
to 75%. 

 The third level of help concerns the filtering of projects 
according to the proposed research problems contained 
in the new project. 

 Decision making  module 

This module consists of making the final decision after the 
completion of the third level of filtering. Decision will be 
given automatically based on the result of the similarity 
calculation between the research problems of the new project 
and the set of research problems of the projects already 
selected from the knowledge base. In this situation, the user is 
concerned by one of three types of decision-making scenarios: 

 First scenario of decision-making: in this situation, the 
similarity calculation rate is equal to zero. The user is 
informed that his project is an innovation and he must 
rely on his personal knowledge to solve his new 
project. In this situation the user can exploit the 
resulting information, knowledge and details in the first 
two levels of help. For example, he will see the list of 
problems encountered for projects in the same context. 
He can get an idea of the Rationale Design for this 
class of projects. 

 Second scenario of decision-making: In this situation, 
projects that deal with the same type of problems are 
presented but they have not yet been solved (absence 
of the solution). The user can have an idea on the kinds 
of problems encountered for this type of research 
theme. In this case also the exploiting of the two other 
levels of help is possible. 

 Third scenario of decision-making: In this case, the 
result of the similarity calculation shows that there are 
some projects that concern the same problems. In this 
situation, the user will solve the problems encountered 
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in his project based on suggestions and solutions of 
similar selected projects. 

 Learning module 

For this learning module two learning functions are to 
realize: 

 The first function concerns newly resolved projects. 
Projects with their problems, their suggestions and 
their solutions will be added in the project knowledge 
base using a learning algorithm. 

 The second function concerns the acquisition of rules 
to elaborate a classification rule base. 

VI. CONCLUSION AND FUTURE WORKS 

Our paper has an essential objective which is to support 
young researchers and teams in the selection of their research 
project in the way to avoid ambiguity and redundancy in 
research projects. This support cannot be done only by 
selecting the convenient project but also by supporting the 
conducting of the selected project during its execution 
essentially in phases of literature and in important phases of 
analysis and conception. That is in this perspective, why our 
word aimed to develop a support system organized by many 
levels of help. 

Naturally, our work necessitates to structure and to 
organize all the heterogeneous knowledge involved in 
computer projects in research fields. Thus, this important 
phase of knowledge modeling require to be well managed and 
processed. Then, when knowledge manipulated in the context 
of research computer project is collected, structured and well 
organized, an acquisition of a base of computer research 
projects is processed in the way to construct a project 
memory. 

This paper is reserved to present the first process of 
knowledge modeling and acquisition. The models presented in 
this paper concern a model of computer research project, a 
model of projects’ class and a model of project rationale 
design. All these models are of great benefits for knowledge 
structuring and organizing. After the modeling and the 
formalizing knowledge involved in the domain of computer 
research projects, the knowledge representation is a crucial 
mission. Thus, the ontology of the computer research projects 
domain was designed. 

Validation ontology plays an important role during the 
creation and updating of ontology to obtain a final and suitable 
ontology version. This phase is done according two validation 
techniques: a structural and semantic validation. These two 
validation techniques are complementary to deal with an 
acceptable ontology. Evaluating ontology means checking and 
validating two aspects: structural aspect and semantic aspects. 
The validation of the structural aspect of ontology allows 
verifying the consistency and the coherence of a model to 
check. In this way, classes and sub-classes are verified 
according to criteria of consistency and coherence between 
them and to avoid redundancy. 

The validation of the semantic aspects involves 
communication aspects between actors of different domains of 

expertise. In this way, we proposed a validation approach 
based on two criteria: 

 The first criterion: the Incremental validation of the 
ontology: the passage from one validation step to 
another results in an update [modification, deletion or 
addition] of the initial ontology. 

 The second criterion: the Multi-intervention criteria: 
This approach is characterized by the intervention of 
several and different experts. Three experts are 
involved in the validation process: 

 The project management expert: He is an expert in the 
field of project management.  

 The project computer expert: He is an expert who 
masters all the concepts of computer projects. 

 The specialist in ontology engineering: this actor has a 
good command of all the tools and editors of the 
ontology. 

Because the present paper was reserved to present the 
process of knowledge modeling, formalization and 
acquisition, different stages of ontology construction were 
given. We have also introduced here the general approach for 
exploiting ontology to construct a computer research project 
memory which could be after used by young researchers in 
computer science and computer engineering domains to help 
them to evaluate if their research themes and/or research 
problems proposed in their research projects are already 
treated by others before them or if they innovative. 

Even, if their research projects are already treated, the 
approach introduced in this paper seems to help them to 
exploit the solutions and/or suggestions and issues and 
techniques proposed within the rationale design of historical 
projects archived to launch new issues or new approaches for 
solving the same problems or to process new problems.   
Although the approach seems interesting in the articulation of 
stages and main ideas and concepts involved, it still needs to 
be validated experimentally by its application on ontology of 
domain and on real research projects such the examples of 
HAL archives. 

Then we have to implement in the future the modules 
proposed in our approach to validate the proposal and by the 
means of machine learning techniques we have to construct a 
knowledge base able to be exploited in helping young 
researchers in decision process. We have to validate and test 
the base knowledge. However, this part of work still 
insufficient it’s always necessary to design approaches and to 
organize knowledge before implementation and tests. 

For future work, we will focus on developing a prototype 
system to evaluate the feasibility of the whole approach. 
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Abstract—Mining association rules is essential in the discovery
of knowledge hidden in datasets. There are many efficient
association rule mining algorithms. However, they may suffer
from generating large number of rules when applied to big
datasets. Large number of rules makes knowledge discovery a
daunting task because too many rules are difficult to understand,
interpret or visualize. To reduce the number of discovered
rules, researchers proposed approaches, such as rules pruning,
summarizing, or clustering. For the flourishing field of big
data and Internet-of-Things (IoT), more effective solutions are
crucial to cope with the rapid evolution of data. In this paper,
we are proposing a novel parallel association rule clustering
approach which is based on Hadoop MapReduce. We ran many
experiments to study the performance of the proposed approach,
and promising results have been demonstrated, e.g. the lowest
scaleup was 77%.

Keywords—Internet of Things; big data mining; clustering;
association rules; Hadoop

I. INTRODUCTION

Big data, business intelligence and Internet of Things (IoT)
are among the fastest growing areas shaping the future, that at-
tracted increasing attention of researchers and developers in the
recent years. Many use cases have been envisioned to improve
life quality and productivity through bridging the gap between
physical and digital worlds, e.g. smart cities, smart homes,
smart grids, smart meters, smart healthcare devices, wearable
devices, smart poultry and animal farming, smart agriculture,
and connected cars. As more physical entities are connected,
an increasing volume of operational and management data is
generated, making data mining and business analytics more
crucial to turn this ocean of data into actionable insights
generating values [1–5].

A branch of data mining and analytics is extracting asso-
ciation rules to discover patterns and regularities of frequent
items in a dataset [6]. It was initially applied for transactional
data analysis in point-of-sale systems in supermarkets to find
items frequently purchased together (same basket) and predict
the purchase of some items based on the observed frequency
of others. A typical association rule takes the form α → β ,
where both α and β are itemsets and α ∩β = /0. α is known
as the rule antecedent and β is the rule consequent. Each rule
has a support which is the same as the support of α ∪β , i.e.
the number (or percentage) of transactions containing α ∪β .
Each rule has also a confidence level expressing how likely a
person purchasing α will simultaneously purchase β , i.e. the
conditional probability P(β |α). For example, an association
rule can be {coffee, sugar} → {tea} with 75% confidence.
Later its application has grown to many other domains.

For example in healthcare, a rule can take various forms,
such as {Medicine} → {Medicine}, {Disease} → {Disease},
{Medicine} → {Disease}, {Symptoms} → {Disease}, etc. [7].
Association rules and frequent-pattern mining have become
an attractive area of research to support decision making in a
wide spectrum of applications such as information security [8],
health informatics [9], airline information systems [10], social
networks [11], and several others [12, 13]. Several algorithms
have been proposed on different areas in the literature [14].
However, many approaches can suffer from the massive num-
ber of discovered rules or spurious relations even for a moder-
ately sized dataset. This limitation can lead to further problems
in decision making attempting to visualize or interpret these
rules; reducing their utility in decision support [15]. Some
efforts have been made in the literature to address this problem
in different directions such as rule grouping or clustering, rules
pruning, meta-rules and constraint based mining [14, 16–20].

Nowadays, we are in the era of Internet-of-Things (IoT)
where huge amount of data is generated by commercial,
industrial and consumer IoT devices. However, along with the
proliferation of IoT technology, cyberattacks that are exploiting
the vulnerabilities of these new systems are becoming very
challenging. Also labeling and discovering installed IoT de-
vices is becoming very difficult. Association rules discovered
from data generated from IoT devices are essential in securing,
labeling, and discovering IoT devices [1, 21–24]. The problem
is with the huge number of association rules that are discovered
from IoT data. Existing solutions of reducing association rules
are limited to traditional datasets.

In this paper, we are proposing a Hadoop MapReduce
based algorithm that clusters rules discovered from big
datasets. The proposed approach is composed of two phases.
In the first phase, it prunes rules based on their structure, and
in the second phase, it clusters the rules that were not pruned
in the previous phase. The remainder of the paper is structured
as follows. Related work is briefly reviewed in Section II. The
proposed approach is presented in Section III and experimental
evaluation is discussed in Section IV. The paper concludes in
Section V with highlights of the paper findings and some future
research work.

II. RELATED WORK

Researchers proposed several algorithms in the literature
to extract frequent itemsets and association rules in various
domains, e.g. [9, 25, 26]. Among the major problems in big
data is scalability of existing approaches leading to large
number of association rules generated which hinders their
interpretations and consuming huge computational resources.
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Several studies proposed algorithms to reduce the number of
association rules. For instance, in [14] the authors presented
two methods to remove redundant rules based on domain
knowledge. The first one prunes rules by grouping them based
on user-defined semantics, and the second one groups rules
based on common items.

In [27], the researchers proposed pruning rules by using
the idea of domain ontology, which enables association rules
to generalize in the form of is-a hierarchy. They integrated that
with user knowledge pertaining to data, as a post-processing
step, to select more interesting rules. To identify and then re-
move redundant rules, Torvonin et al. [18] utilized a rule cover
method and then Brijs et al. [28] used integer programming
to maximize the redundancy reduction. However, the success
of these techniques depends on domain knowledge of users to
eliminate uninteresting rules. The algorithm proposed in [29]
goes through two phases. In Phase 1, it puts rules with the
same consequences in the same group, and in Phase 2 prunes
rules from each group that has minimum effect on the group
cover.

Another direction uses various subjective and objective
measures to identify interesting rules to keep. The study in [30]
used chi-square statistical test to evaluate the dependence of
rule antecedent and consequent. To make pruning of the rules,
a pre-specified threshold value is used. However, this method
may fail to prune many rules due to data sparsity. In [31], an
idea based on minimum improvement constraint is presented
to perform pruning by measuring the confidence difference
between a rule and its proper sub-rules. However, the selection
of threshold value is critical and lower values can lead to
missing many overlapping rules. Contrast sets containing the
conjunction of meaningfully different attributes and values was
employed in [32]. In 2005, a search algorithm, known as OPUS
(Optimized Pruning for Unordered Search-spaces) [33], was
used in [34] to anatomically discard insignificant rules.

In [35], another approach is proposed that goes through
two phases. In the first phase, clusters of association rules are
created using a version of k-means algorithm called Kmeans-
Rules; and in the second phase meta-rules are extracted
from each cluster using two algorithms, namely BSO-MR
and HBSO-TS-MR. BSO-MR uses bees swarm optimization
and HBSO-TS-MR uses tabu search. The meta rules select
representative rules and prune the rest. In [36], the authors
propose pruning rules using a method called dual scaling to
provide semantic contextualization. The method first groups
the rules using an algorithm called AKMS and then prunes
rules from the groups that have certain number of items to
reduce data dimensionality.

An adaptive local pruning graphical method is described
by Chawla et al. [37]. The authors defined an association rule
network as a weighted B-graph and presented an algorithm to
generate it. From a set of association rules with a singleton in
the consequent as a goal item. Moreover, they presented an al-
gorithm for rule pruning by removing hypercycles and reverse
hyperedges in the B-graph. Visualization based techniques
such as parallel coordinate plots [38], matrix-based visual-
izations [39] are introduced as post-processing techniques to
analyze the discovered association rules. These techniques help
visualize the interrelations between association rule categories

in a great detail. Unfortunately, most visualization techniques
cannot display large sets of rules.

Another methodology applies classification or clustering
approaches to reduce the number of discovered association
rules. For example, Liu et al. [40] proposed a framework
integrating classification with association rule mining to focus
on a subset of association rules. This approach is known as
Classification Based on Associations (CBA) and is composed
of two parts: a rule generator (CBA-RG) and a classifier
builder (CBA-CB). The first part, CBA-RG, is based on apriori
algorithm to discover association rules whereas the second
part, CBA-CB, is a heuristic to select the best rule subset.
Other approaches used post processing with agglomerative
hierarchical clustering to produce more compact set of associ-
ation rules [41, 42]. Recently, Bui-Thi et al. proposed another
approach based on the idea of mining unexpected patterns to
automatically detect beliefs and outliers [43].

All the above mentioned solutions are limited to traditional
datasets and cannot handle data generated by billions of IoT
devices. Pruning or clustering association rules generated from
big data is essential for many IoT applications [1, 24]. For
example, IoT devices will pose substantial security challenges,
some of which are device vulnerabilities, misconfiguration and
mismanagement [21]. Also a wide variety of IoT devices are
getting connected to residential networks everyday. But most
residents lack the knowledge of how to protect their devices
from security threats [22, 23]. Another problem is labeling and
discovering of IoT devices which is now done manually. This
is impractical with the rate at which the IoT devices are getting
installed. Association rules can reduce the security issues of
IoT related services and they can be used to automate labeling
and discovering IoT devices [21–23].

III. PROPOSED METHODOLOGY

The layout for association rule mining is illustrated in
Fig. 1. In this study, we extended the work in[20]. After
data acquisition and preprocessing, association rule mining
is conducted. The proposed framework is composed of four
MapReduce algorithms. First, PPrune [20] is applied to reduce
the number of ARs based on their structure. Afterwards,
Create-ACM, Compute-lift, and Cluster-SAR cluster the as-
sociation rules that were not pruned.

A. PPrune: Rule Structure based Pruning Algorithm

PPrune reduces the number of association rules based on
the structure of the rules. The concept of structural rule cover
is presented in [18] and is utilized in PPrune to focus on most
general rules of the original set of rules. PPrune is implemented
for Hadoop MapReduce.

Algorithm 1 shows the PPrune Mapper which works as
follows. For a given set of rules R, the Map method of PPrune
reads each r ∈ R and identifies its antecedent, and consequent,
r.antecedent and r.consequent (lines 3 and 4). It then sorts
r.antecedent and computes its size, r.antecedent.size, which is
the number of items in r.antecedent (lines 5 and 6). Finally, it
emits a tuple (key, value) where key = r.consequent and value
= r and sends it to the reducer (Line 9).

Algorithm 2 shows the Reduce method of PPrune. This
method takes the output of the PPrune Mapper in the form of
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Fig. 1. Layout of Association Rule Mining.

Algorithm 1 PPrune Mapper

1: Class MAPPER
2: Method MAP(Key o f f set, Rule r)
3: r.antecedent ← get-antecedent(r)
4: r.consequent ← get-consequent(r)
5: r.antecedent.size ← get-size(r.antecedent)
6: r.antecedent ← sort(r.antecedent)
7: k← r.consequent
8: v← r
9: Emit(k,v)

10: End Method
11: End Class

(k, v) where the key k is rule consequent and the value v is
a set of strong association rules having the same consequent.
The Reduce method then generates a set of general rules G
as output. It passes through two phases. First, it groups each
r in v that has the same r.consequent and r.antecedent.size
and forms a sub-partition, S[r.antecedent.size] (lines 3 to 7
in the pseudo code). After it puts each rule in one of the
sub-partitions of S, it deletes the empty sub-partitions of S
by resizing and re-indexing S (Line 8). In the second phase,
reducer prunes covered rules. At Line 9, it initializes the set
of general rules G to null. In following lines 10 to 18, the
reducer loops through each sub-partition of S. For each rule in
a sub-partition. if a rule belongs to the first sub-partition, S[1],
or is not a superset of any of the rules in G, then it adds the
rule to G. Otherwise, the rule is pruned. Finally, the reducer
emits the key k and the value G (Line 19).

B. Lift-based Rules Clustering Approach

This approach consists of the remaining three MapReduce
algorithms introduced in the previous section, namely, Create-
ACM, Compute lift, and Cluster-SAR. The number of ARs is
further reduced by clustering ARs which were not pruned by
PPrune. The clustering is based on an interest measure of AR
known as lift [44], which is defined for rule A→C as,

li f t(A→C) =
support(A∪C)

support(A)support(C)
(1)

Algorithm 2 PPrune Reducer

1: Class REDUCER
2: Method REDUCE(Key k, Value v)
3: for each r ∈ v do
4: s = r.antecedent.size
5: ra = r.antecedent
6: S[s] ← ra
7: end for
8: S ← Re-index(S)
9: G ← �

10: for i = 1; i ≤ |S|; i++ do
11: for each r ∈ S[i] do
12: if i == 1 then
13: G ← G ∪ r
14: else if ! Cover(G, r) then
15: G ← G ∪ r
16: end if
17: end for
18: end for
19: Emit(k,G)
20: End Method
21: End Class

It measures the correlation between the rule antecedent
and consequent. A lift of value one indicates no correlation
between the antecedent and consequent (i.e. independent); and
a value much higher than one shows strong positive correlation.
The proposed clustering approach is based on the assumption
that rules with antecedents that are highly correlated with the
same set of consequents are similar and thus should be clus-
tered together [44]. Unlike the existing clustering approaches,
this approach clusters antecedents containing itemsets which
are rarely occurring together.

To perform the clustering efficiently, we created a 2-
dimensional array (a matrix), M. The size of M is |A| by |C|,
where |A| is the number of distinct antecedents and |C| is the
number of distinct consequents of all the strong association
rules that are going to be clustered. The element mi, j of M
contains the lift value of the rule Ai → C j, where Ai is the
antecedent which corresponds to the ith row of M and C j is
consequent which corresponds to the jth column of M. An
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element of M which does not belong to a strong association
rule is assigned to a lift value of 1.

The distance between antecedents Ai and A j is defined as:

dist(Ai,A j) =

√√√√ |C|

∑
k=1

∣∣mi,k−m j,k
∣∣ (2)

To cluster antecedents into a set of K groups, namely G =
G1, G2, . . . , GK , we use K-means algorithm and minimize

the within-cluster sum of squares, ∑
K
i=1 ∑A j∈Gi dist(A j,µi),

where µi is the centroid of Gi.

1) Create-ACM mapreduce algorithm: This algorithm
takes as input strong association rules and initializes two 1-
dimensional arrays called RHS and LHS, and a 2-dimensional
array called ACM. LHS is indexed by the distinct antecedents
of the strong association rules whereas RHS is indexed by
the distinct consequents of the strong association rules. Let
A = {A1,A2, . . .A|A|} be the set of all distinct antecedents and
C = {C1,C2, . . .C|C|} be the set of all distinct consequents in
the strong association rules, where |A| is the number of distinct
antecedents and |C| the number of distinct consequents. The
size of ACM is |A|×|C|. Its rows are indexed by the members
of A and its columns are indexed by the members of C. Let mi, j
be an element of ACM indexed by Ai and C j and corresponds
to the rule Ai→C j.

Algorithm 3 Create-ACM Mapper

1: Class MAPPER
2: Global: LHS, RHS
3: Method MAP(Key o f f set, Rule r)
4: k ← get-antecedent(r)
5: v ← get-consequent(r)
6: LHS ← AddLHS(k)
7: RHS ← AddRHS(v)
8: Emit(k, v)
9: End Method

10: End Class

The Create-ACM Mapper extracts the antecedent and the
consequent of each rule and emits them to the reducer function.
It also initializes two global arrays called LHS and RHS. The
size of LHS is |A| and the size of RHS is |C|. The elements of
LHS and RHS are initially set to 0. The map function of the
Create-ACM algorithm is depicted in Algorithm 3. At lines 4
and 5, the function extracts the antecedent and consequent of
a rule. It then adds the consequent of a rule to RHS and the
antecedent to LHS, lines 6 and 7. At Line 8, the function emits
the antecedent and consequent of a rule to the reducer.

The Create-ACM Reducer creates ACM array as depicted
in Algorithm 4. The reducer takes an antecedent and all its
consequents from the Mapper as input. It also uses global lists
LHS and RHS initialized by the reducer. At Line 4, the reducer
uses a function called ACM-Init to create a row of ACM which
contains |C| elements which are all initialized to -1. The row
corresponds to one of the antecedents and each of its elements
corresponds to one of the |C| consequents. Each element in
a row correspond to a rule. At lines 5 to 7, each element of
ACM which corresponds to a strong rule is set to 0. At last, the

Reducer emits the current antecedent with its corresponding
ACM row, Line 8.

Algorithm 4 Create-ACM Reducer

1: Class REDUCER
2: Global: LHS, RHS, ACM
3: Method REDUCE(Key k, Value v)
4: ACM-Init(k, RHS, ACM)
5: for each x ∈ v do
6: ACM[k,x] = 0
7: end for
8: Emit(k, ACM[k])
9: End Method

10: End Class

Algorithm 5 Compute-Lift Mapper

1: Class MAPPER
2: Global: TXN-count, LHS, RHS, ACM
3: Method MAP(Key k, Value v,)
4: TXN-count++
5: R ← generate-rules(v)
6: for each r ∈ R do
7: c ← r.consequent
8: a ← r.antecedent
9: update(LHS, a)

10: update(RHS, c)
11: if Exists(ACM, a, c) then
12: Emit(a, c)
13: end if
14: end for
15: End Method
16: End Class

2) Compute-Lift mapreduce algorithm: This algorithm
takes as input transactions and gives as output the lift values
of the strong association rules. It uses the three global arrays
(TXN-count, LHS, RHS) and ACM to compute the lift values.
The Compute-Lift Mapper is depicted in Algorithm 5. It counts
the number of input transactions at Line 4 then generates
all the possible rules from a transaction at Line 5. At lines
7 and 8, it extracts the antecedent and consequent of each
rule generated at Line 5. If the antecedent is in LHS, then
the corresponding element in LHS is incremented by 1, Line
9. Also if the consequent is in RHS, then the corresponding
element in RHS is incremented by 1, Line 10. At last, the map
function emits the current antecedent and consequent if they
have a corresponding element in ACM, Lines 11 to 13.

The Compute-Lift reducer is shown in Algorithm 6. It takes
an antecedent and all its consequents. It also uses the global
variables TXN-count, ACM, LHS and RHS. This function
receives from the mapper, an antecedent and all its consequents
and checks the corresponding ACM element if it belongs to
a strong association rule, Line 6. If it belongs to a strong
association rule, then the count of that element is incremented
by 1, Line 7. At last, the reducer computes the lift values
using the Compute-lifts function and emits the antecedent and
the corresponding lift values, Line 12.

3) AR Clustering algorithm: Cluster-SAR: This algorithm
takes as input the rows of the 2-dimensional array ACM and
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Algorithm 6 Compute-Lift Reducer

1: Class REDUCER
2: Global: TXN-count, LHS, RHS, ACM
3: Method REDUCE(Key k, Value v )
4: a ← k
5: for each c ∈ v do
6: if ACM[a,c] ≥ 0 then
7: ACM[a,c]++
8: end if
9: end for

10: k ← a
11: v ← Compute-lifts(ACM, count, LHS, RHS,a,c)
12: Emit(k, v);
13: End Method
14: End Class

returns as output the cluster of each strong association rule.
Let us refer to each row of ACM as a sample. As explained
above, each sample corresponds to a distinct antecedent and
each element of a sample corresponds to a distinct consequent.
Each element mi, j of ACM contains the lift value of the rule
Ai→C j.

Algorithm 7 Cluster-SAR Mapper

1: Class MAPPER
2: Global: centroid
3: Method MAP(Key k, Value v)
4: Init(index, minDistance)
5: for i = 0; i < k; i++ do
6: distance ← EuclideanDistance(v, centroid[i])
7: if dis ≤ MinDistance then
8: minDistance ← distance
9: index = i

10: end if
11: end for
12: k ← index
13: v ← to string(v)
14: Emit(k, v)
15: End Method
16: End Class

Cluster-SAR uses K (a pre-specified value) and global
variable called centroid, which is initialized to random values.
The algorithm is a slight modification of the one proposed
in [44]. The Mapper of this algorithm is depicted in Algorithm
7. At Line 4, the function initializes the local variable index
to -1 and the MinDistance to the highest real number. For
each sample it reads, the mapper computes the distance of the
sample from each of the K centroids. It associates each sample
with the index of the closest centroid, Lines 5 to 11. At last,
the mapper emits each centroid with its corresponding samples
at Line 14.

The Cluster-SAR reducer is shown in Algorithm 8. It
computes the new centroids. It takes as input each centroid
and associated samples, then counts and computes the sum
of the corresponding elements in its corresponding samples,
lines 5 and 6. It then computes the average of the samples to
generate the new centroids, Line 8.

Algorithm 8 Cluster-SAR Reducer

1: Class REDUCER
2: Method REDUCE(Key k, Value v)
3: Init(SumV 2, count)
4: for each x ∈ v do
5: count ++
6: ComputeSum(SumV 2, x)
7: end for
8: centroids ← ComputeCentroids(SumV 2, count);
9: v ← to string(centroids);

10: Emit(k, v);
11: End Method
12: End Class

IV. EVALUATION

We conducted a number of experiments to evaluate the
performance of the proposed algorithms. In this section, we
begin with a description of the experimental settings, datasets
and evaluation metrics. We then describe the work conducted
and discuss the obtained results and their analysis.

A. Workspace Settings and Datasets

Hadoop 2.81 was used for the experiments. We used
a hadoop cluster of three nodes; one was configured as a
master node and the other two as slaves. We created four
data nodes, each two in a machine. Python and Java were
used to implement the proposed algorithms. The datasets used
in the experiments were Chess, Mushroom, T10I4D100K,
AllElectronics and Webdocs. We chose these datasets because
they are publicly available benchmark datasets with different
characteristics and frequently used in related work. A summary
description of these datasets is shown in Table I including
dataset name, notation, number of items, number of transac-
tions, average number of items per transaction, and number
of association rules for each dataset. In order to have larger
datasets, we replicated each dataset to have four sizes: 1GB,
2GB, 3GB and 4GB; we will refer to each one of them as
Di- j, where i ∈ 1,2,3,4,5 denotes the dataset and j ∈ 1,2,3,4
denotes the sizes in GB.

B. Evaluation Metrics

The proposed algorithms were evaluated using four perfor-
mance measures, namely elapsed time, speedup, scaleup, and
sizeup. Elapsed time is the difference between the completion
time of job and its submission time. In short, it measures the
duration of time a job took to be processed. Speedup compares
the elapsed time of a single node to that of n nodes to complete
the same job. It is defined as T1/Tn, where T1 and Tn are the
elapsed times of one and n nodes to complete the same job,
respectively. Scaleup compares the elapsed time of a single
node to complete a workload to that of n nodes to complete n
times the original workload. It is defined as T1/Tn,n where T1 is
the elapsed time of one node and Tn,n is that of n nodes. Sizeup
is defined as Tn/T1 and measures the scalability of a system.
It compares the elapsed time to complete a single workload
(T1) to the elapsed time of completing n times the original
workload (Tn).
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Fig. 2. Elapsed Time for each Algorithm (PPrune, Create-ACM, and Compute-Lift) for various Datasets and Number of Nodes.

Fig. 3. Speedup for each Algorithm (PPrune, Create-ACM, Lift) for various Datasets and Number of Nodes.
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TABLE I. EXPERIMENTAL DATASETS (EACH IS REPLICATED TO GENERATE LARGER DATASETS OF SIZE 1GB, 2GB, 3GB AND 4GB)

Dataset Notation Size (KB) Items Trans Avg. Items/Trans Rules

AllElectronics D1 1 5 9 2.6 52
Chess D2 335 75 3196 37 108061
Mushroom D3 558 119 8124 23 111790
T10I4D100K D4 3928 870 100000 10 5608
Webdocs D5 1480 5,267,656 1,692,082 61 1,231,984

Fig. 4. Sizeup for each Algorithm (PPrune, Create-ACM, Lift) for various Datasets and Number of Nodes.

Fig. 5. Scaleup for each Algorithm (PPrune, Create-ACM, Lift) for various Datasets and Number of Nodes.

C. Results

The performance of a MapReduce algorithm is significantly
affected by the percentage of communication cost to that of I/O
and CPU costs. The higher is the percentage of communication

cost in comparison to the I/O and CPU costs the less efficient
is the MapReduce algorithm. To study the performance of the
proposed MapReduce algorithms, we experimented using the
datasets D1-1, D2-1, D3-1, and D4-1 with different number
of data nodes (from one to four). Fig. 2 shows the results
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Fig. 6. Speedup of the Proposed Algorithms. Dataset used: Webdoc.

for the elapsed time for each algorithm (PPrune, Create-ACM,
and Compute-Lift). As the number of nodes decreases, the
elapsed time increases because more items in a node requires
more elapsed time. As the number of nodes increases, less
number of items is assigned per node, hence the elapsed
time decreases. Moreover, the elapsed time increases with the
number of items in a dataset; that is why D4-1 and D3-1
required more processing time than D1-1 and D2-1.

To study the remaining three measures, namely, scaleup,
sizeup, and speedup, we performed three other sets of ex-
periments. The result are shown in Fig. 3 for the speedup
of PPrune, Create-ACM, and Compute-Lift. For p number of
nodes, the ideal speed up is p. In our experiments, the worst
speedup 1.6 for 2 nodes, 2.2 for three nodes and 2.7 for four
nodes. The lowest speedup gained was when experimented
with D1 and the best speedup was gained when experimented
with D4. This is because D1 has few items compared to D4.
Fewer elements results in shorter and fewer association rules,
hence less CPU time. That is why the communication cost
compared to the CPU cost was more when processing D1 than
D4.

The second set of experiments was done to study the sizeup
of PPrune, Create-ACM, and Compute-Lift. The results are
shown in Fig. 4. The ideal sizeup is n when the size of the
workload increases n times. The worst speedup was 3.1 for 4
nodes and the best was 3.4. The lowest speedup was attained
with D1 and the best speedup was attained with D4. This is
because D1 has few items compared to D4. Fewer elements
result in shorter and fewer association rules, hence less CPU
time. That is why the communication cost, compared to the
CPU cost, was more when processing D1 than D4.

The third set of experiments was done to study the scaleup
of PPrune, Create-ACM, and Compute-Lift. The results are
shown in Fig. 5. The ideal scaleup is 1 when the size of the
workload increases n times. In our experiments, the scaleups
ranged between 0.78 and 0.84 when the number of nodes
was 4. Again, the lowest scaleup was with D1 and the best

scaleup was with D4. This is because of the same reason
that we discussed before, which is the number of items in
D1 and D4.

Though we have replicated each dataset many times, the
resulting number of rules was the same as the original dataset.
Therefore, the number of rules was small. To experiment with
a huge number of rules, we used the Webdoc dataset. We
minimized the minimum support so that we can generate a
huge number of rules from the dataset. Some attributes of
the dataset are shown in Table I. We added another physical
machine (with Intel i7-8750H Processor) and created up to
16 data nodes and then tested the proposed MapReduce
algorithms. The performance of each algorithm is shown in
Fig. 6. As expected, as the number of data nodes increased,
the efficiency decreased since it is the ratio Speedup/p, where
p is the number of processors. Also, when the number of
data nodes used exceeded 8, the speedup decreased. This is
because the percentage of the communication cost was too
high compared to the CPU and I/O costs. The main reason for
the high communication cost is the size of the Webdoc dataset,
1.48 GB, which is very small for a Hadoop machine with more
than four data nodes. In general, the speedup of a Hadoop
cluster with many nodes improves with bigger datasets.

V. CONCLUSIONS

With the increasing size of datasets, the number of as-
sociation rules mined by traditional approaches is growing
exponential making them difficult to visualize or interpret.
As a solution for this problem, researchers proposed pruning,
grouping and clustering algorithms. The advent of big data
technology motivates more research to be conducted in this
field. This paper presented a novel approach for clustering
huge number of association rules. The proposed MapReduce-
based algorithms reduce the number of association rules by
first pruning them based on rule structure and then clustering
them based on lift value. To study the performance of the
proposed algorithms, we used four measures, namely, elapsed
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time, speedup, sizeup, and scaleup. We experimented using
five benchmark datasets of which two are synthetic. We did
all the experiments in a hadoop cluster and the results showed
that the proposed algorithms are efficient. For example, the
lowest scaleup achieved was 77%.

For future work, further experiments with more nodes and
bigger datasets need to be conducted. The proposed algorithms
can also be extended to relax the number of items in the
consequent of a rule. Also different clustering algorithms and
visualization tools can be employed to improve the efficiency
of the proposed algorithms.
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Abstract—This paper presents a brief study of remarkable
works done for the development of Automatic Speech Recognition
(ASR) system for Bangla language. It discusses information of
available speech corpora for this language and reports major
contributions made in this research paradigm in the last decade.
Some important design issues to develop a speech recognizer
are: levels of recognition, vocabulary size, speaker dependency
and approaches for classifications; these have been defined in
this paper in the order of complexity of speech recognition. It
also highlights on some challenges which are very important to
resolve in this exciting research field. Different studies carried out
on last decade for Bangla speech recognition have been shortly
reviewed in a chronological order. It was found that selection of
classification model and training dataset play important roles in
speech recognition.

Keywords—Bangla ASR; Bangla speech corpora; speaker de-
pendency; vocabulary size; classification approaches; challenges

I. INTRODUCTION

There are several important applications of a speech recog-
nition system. It is used to develop chat-bots in smartphones
and gadgets. For customer service in call centers, speech recog-
nition systems are used for automated replies. ASR systems are
widely used in automated machines to detect voice commands.
Speech recognizer also can be used in detecting crime planned
over phone calls and also for detection of hate speech delivery.
A study shows that for English language more than 10% of
searches are made by voice and most of them are done using
smartphones [2]. This number will increase day by day. The
first paper on Speech Recognition was published in 1950.
Since then researches on Speech technology have achieved
remarkable advancement over the last few decades, major
advancement was started in 1980’s with introduction of Hidden
Markov Model (HMM) for Speech Recognition. The main
objective of all research is to build an ASR (Automatic Speech
Recognition) system which can operate for large vocabulary
continuous speech for different languages.

Bangla language is spoken by more than 228 million people
all over the world [1]. People from West Bengal, Tripura,
Assam, Barak Valley, Andaman, Nicobar Islands, and diaspora
living in various countries speak in Bangla Language. It is
the national language of Bangladesh and official language
of the states of West Bengal. As Bangla language has a
large number of speaker groups, a successful ASR (Automatic
Speech Recognition) system for this language will benefit lots
of people. Research on Bangla ASR came into focus in the
90’s. Recognition of Bangla speech has been started since
around 2000. In 2002 A. Karim et al. presented a method for
Spoken Letters Recognition in Bangla [3]. In the same year,

K. Roy et al. presented the Bangla speech recognition system
using Artificial neural networks [4]. In 2003, M.R. Hassan
presented a phoneme recognition system using Artificial neural
network [5] and K.J. Rahman presented a continuous speech
recognition system using ANN in 2003 [6]. Recently, Google
presented a functional speech recognizer and voice search
service (SpeechTexter and Google Assistant) for Bangla and
other languages. But, these available for only android devices.
The aim of this paper is to summarise all important works done
recently on the development of Bangla ASR to facilitate the
researchers working in this filed. Fig. 1 shows the diagram of
a common ASR system. The system takes voice signal x(n) as
input. Then, after preprocessing, feature extractions are done
to reduce dimensionality of the input vector while preserving
the discriminating attributes for recognition. In the decoder,
there are mainly three parts: acoustic models, pronunciation
dictionary and language models. Acoustic model calculates
the probability of observed acoustic signal (x1...xN ) for the
given word sequence (w1...wN ). Language model provides the
probability of proposed word sequence which is Pr(w1...wN ).
Pronunciation dictionary contains list of words with their
phonetic transcriptions, and it propose valid words for a given
context. The decoder combines inputs from all three parts and
applies classification models to deliver the recognized text as
output y(n).

The rest of this paper contents are organized as follows.
Related works are discussed in Section II, issues to consider
for developing ASR are presented in Section III, challenges in
developing a successful Bangla ASR are explained in Section
IV, a list of available natural speech corpora are reported in
Section V, recent advancement in last decade is discussed in
Section VI, and discussion and conclusion of the this study is
presented in Sections VII and VIII, respectively.

Fig. 1. Automatic Speech Recognition System.
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II. RELATED WORKS

In 2014, Sultana and Palit surveyed some common speech
recognition techniques for Bangla language [7]. In 2020,
Badhon et al. reviewed 15 research papers which worked
on Bangla ASR. The study represented the datasets and
detailed methodologies involved in those researches [8]. A
few language specific surveys on ASR have been conducted
for other languages by the researchers. For example, a group
of researchers have represented speech recognition techniques
for Chinese language [9]. Few studies have been done on
Speech Recognition for Indian Languages [10][11][12]. Lima
et al. have studied the Speech Recognition components for
Portuguese language [13]. A literature review on Arabic speech
recognition was done by Al-Anzi and AbuZeina [14]. In
2006, Ronzhin et al. studied all methods and models used for
Russian speech recognition [15]. The target of such reviews
is to represent a useful summary of overall works done on a
language specific Speech recognition.

III. ISSUES TO CONSIDER FOR ASR

There are some important research concerns that need to be
considered when developing a speech recognition system. The
application, development complexity, recognition efficiency
of the system depend on a few things like utterance type,
vocabulary size, speaker dependency and pattern matching
approaches [16]. These factors are discussed briefly in the fol-
lowing sections in increasing order of recognition complexity
of the system.

A. Levels of Speech Recognition

The early stage of Speech recognition started with phoneme
recognition from recorded speech [17]. Speech recognition sys-
tems can be developed to recognize: isolated words, connected
words, continuous speech, or spontaneous speech. Isolated
words are uttered separately with sufficient pause between
them. For connected words, single words are recorded to-
gether but still there are pauses between them. In continuous
speech, words are connected and there is overlapping between
the words. This means deliberate pauses are not added after
each word while recording. The spontaneous speech recog-
nition system processes natural speech which is characterized
by pauses, silence, disfluencies, etc. This type of recognition
is most difficult as they require additional methods to process
the speech.

B. Vocabulary Size

The requirements for the vocabulary size of training dataset
depend on the target applications of recognition systems.
Some applications require as small vocabulary as a few words
whereas some other requires millions of words to train the
system. Small-size vocabulary dataset comprises only few
to hundreds of words. It is used only when the system
needs to recognize a fixed small number of digits or other
spoken words. For example, digits dialing and access control.
Usually contains 2 to 10 hours of recorded speech. Dataset for
medium-size vocabulary contains thousands of words. This
may contain 10 to 100 hours of recorded speech. This kind
of datasets are used to recognize under-resourced languages.
Large-size vocabulary contains millions of words. Large

vocabulary recognition systems are used in real-life speech
recognition e.g. class lecture transcription. The speech corpora
contains more than 100 hours of recordings involving a large
number of speakers.

C. Speaker Dependency

For speech recognition, features are collected from speak-
ers’ voice and the classification model is trained for these fea-
tures. The system can be classified depending on the number
of speakers they are able to identify successfully. Speaker-
dependant voice recognition technique identifies different
acoustic features of a single voice. These kinds of systems are
easier to develop but they do not perform well for unknown
speakers. Speaker-independent speech recognition systems
comprises a large collection of speech from several speakers.
Features are calculated for this large size data and recognition
is performed by searching the best matching for existing data.
Speaker-adaptive systems collects features from user samples
to enrich the training data. The system adapts to the best suited
features for speech recognition collected from users, in this
way the error rate is reduced and the system also performs
independent of speakers.

D. Different Approaches of Speech Recognition

The approaches used to classify speech are categorized as
follows [18]:

Acoustic-phonetic approach: This type of approach fo-
cuses on the nature of the speech. Speech features of phonetic
units are detected with help of spectral analysis. For example,
accent features of vowels and diphthongs analysis, considering
the formants and energy of the signals, etc. The target is to
discover the acoustic features of the sounds and apply those
features to recognise continuous speech. Prior to the recog-
nition this involves few steps which are features extraction,
segmenting the feature contours and labelling the segments.

Pattern recognition approach: involves two steps - pat-
tern training and pattern matching. By applying appropriate
statistical methods patterns are extracted from speech units
which are probably smaller than a word or a single word are
stored in the database. A training algorithm is applied for this
stored dataset and direct comparison is done between unknown
speech segments and trained patterns during the recognition.

Artificial intelligence approach: This approach is con-
sidered as a mimic of our human brain which actually solves
the problems based on its previous learning experiences. The
problem solving strategy always follows the steps: learning,
reasoning and perception. Typically this type of speech recog-
nition system is based on neural networks (NN). Actually
it combines the ideas taken from both the acoustic-phonetic
approach and pattern recognition approach. Input signals are
segmented and the acoustic parameters for these segments are
calculated. The system is trained for these parameters and
pattern matching is done for recognition. The pattern recog-
nition task can be supervised or unsupervised. For supervised
pattern recognition example input patterns are provided to the
system as a predefined class. For unsupervised systems there
are no example patterns, these systems are learn-based. Recent
researches focus on speech recognition based on DNN, RNN,
hybrid of HMM-DNN approaches.
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E. Performance Analysis

For word recognition systems, raw accuracy rate was used
in many studies. For continuous speech recognition, Word
error rate (WER) and Word recognition rate (WRR) most
commonly used performance measure of the systems. Word
error rate can be computed as [19]: WER = S+D+I/N; where,
S = number of substitutions, D = number of the deletions,
I = number of the insertions, N = number of words in
the reference. Word recognition rate (WRR) is defined as:
WRR = 1 - WER. Reference word sequence and recognized
word sequence may have different length and order, to skip
this problem the recognized words are first aligned with the
reference word then the error rate is calculated.

IV. CHALLENGES IN DEVELOPING BANGLA ASR

Inherently Bangla language has some distinct features like
different phonemic systems, presence of long and short vowels,
frequent use of consonant clusters, variation in stress and
intonation, etc. Building an efficient and successful Speech
Recogniser for continuous speech in Bangla language is a
challenging task for the researchers. There are some well-
established APIs available for English language like SAPI,
SIRI, IBM Watson API, etc. Researchers face few challenges
when developing a speech recognizer for Bangla based on a
successful API developed for other languages, e.g. English.
The reasons are discussed below.

A. Different Phonemes

Bangla Language consists of 14 vowels (7 natural, 7 nasal)
and 29 consonants [20]. Number of phonemes and phonemic
features differ from language to language. For example, Bangla
and English language have their distinct phonemic systems
[21]. One speciality of Bangla phonemes is that it has 7
nasalised vowels. There also exist two more long vowels /i:/
and /u:/.

B. Speech Patterns

There are some basic differences in the speech pattern of
Bangla with that of English and other languages. Bangla is
said to be bound stress as for Bangla language stress is high
at initial and becomes low at the end of speech [22]. Whereas,
English is said to be stress-timed for different stress patterns.

C. Difference in Accents

There is a noticeable difference of accents from region to
region, it is true especially for different districts of Bangladesh.
Sylhet, Dhaka, Comilla and other districts have their own
dialects. The same word may be pronounced differently for
different areas. This is a big challenge to build a common
ASR system for all. For example, পাতা -/pata/ (English:leaf) is
pronounced as ফাতা- /fata/ by many people from Sylhet.

D. Insufficient Dataset

Still, Bangla is considerd to be a low resource language
[23]. That means, for the Bangla language, very low resources
are public for research purposes. Nowadays almost all the
research of Computational Linguistics are concentrating on
Machine Learning-based models. A large training dataset is

the key point of getting a highly accurate model for DNN. We
only have a few annotated dataset available for Bangla speech
recognition.

E. Homophones

There are a number of words which sound alike, but have
different spellings, and meanings. For example, the words 'শব'-
(English: dead body) 'সব' (English: all) both are pronounced
as /Sob/. Another example is, 'িবশ' (English: twenty) vs 'িবষ'
( English :poison)both pronounced as /biS/. For the same
phonetic representation, these problems cannot be resolved at
the acoustic or phonetic levels. A higher level of language
analysis is required to do this. To solve these kinds of problems
we need a well defined language model and pronunciation
dictionary. Unfortunately, still there is a lack of such well
defined models for Bangla continuous speech.

F. Spoken vs Written Words

Sometimes spoken language is not the same as the written
language. For example, /bol/ (Englis: ball) and /bolo/ (English:
speak) both have the same spelling 'বল'। Another example
is /Sabd”han/ 'সাবধান'where 'স'is pronounced as 'শ'. Again, a
well-defined language model is required to solve this kind of
problems.

G. Consonant Clusters

Frequent use of consonant clusters in Bangla speech has
made it difficult for word boundary detection. One exampleis
the Bangla word ' চক্কর'( /t

¯
Cok:or/), in such cases most of the

time the boundary is detected wrongly before the word ends,
e.g. 'চক' and 'কর'it considers it as two words. This degrades
the performance accuracy for the overall systems.

H. Mismatched Environment

The background sound in many circumstances is an un-
controllable variable. For example, the level of background
noise in streets of Bangladesh is not as same as those in other
developed countries. It is a challenge to build an ASR system
which will work efficiently on noisy environments.

I. Unit Selection

Bangla words are pronounced syllable-wise and said to be
rhythmic. We know there are different units of speech i.e. syl-
lables, demi-syllables, diphones, phoneme. Bangla and English
have different syllable structures [24]. The same pronunciation
model can not be applied to both language. Sometimes it also
becomes hard to decide which unit to select to implement an
efficient boundary detection method. Syllable segmentation is
a challenging task, still researchers are working on it.

V. AVAILABLE SPEECH CORPORA FOR BANGLA

There are two standard forms of Bangla language. One is
spoken in West Bengal of India and another form is the official
language of Bangladesh. Researchers of both Bangladesh and
West Bengal are contributing equally to enrich resources in
this filed. For Bangla, there are a limited number of publicly
available speech corpora. For Kolkata standard, (West Bengal),
the first Bangla speech corpus was developed by Center
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for Development of Advanced Computing (CDAC), Kolkata
[25] in 2005. It is a collection of speech corpora for three
East Indian Languages: Bangla, Assamese and Manipuri. It
consists of 32 hours of continuous Bangla speech data. A read
speech corpus named SHRUTI was released by IIT, Kharagpur
in 2011 which contains 7383 unique Bangla sentences with
49 phonemes [26][27][28]. IARPA (Intelligence Advanced
Research Projects Activity) Babel program developed a speech
corpus which contains approximately 215 hours of Bengali
conversational and scripted telephone speech collected in 2011
and 2012 along with corresponding transcripts [29]. Accord-
ing to a report published in 2014 [30] the Linguistic Data
Consortium for Indian Languages (LDC-IL) collected 138
hours of Bangla continuous speech recorded over microphone
and telephone line [31]. Technology Development for Indian
Languages Program (TDIL) released a speech corpus which
contains the more than 43000 audio files of Bangla words
spoken by 1000 native speakers of West Bengal [32]. Recently
European Language Resources Association (ELRA) published
a Bangla (Bengali) Speech Corpora which contains a total of
70 hours of continuous speech recordings [33].

For Bangladeshi Bangla, in 2010 Bangladeshi researchers
Firoj Alam et al. developed three speech corpora CRBLP for
three different purposes [34]. The Corpus for acoustic analysis
contains 262 sentences, the Diphone corpus contains 4335
sentences and the Continuous speech corpus contains 10895
sentences collected from nine categories of data. In the next
year Murtoza et al. developed a phonetically balanced Bangla
speech corpus which has 2 millions sentences with 47 millions
biphones [35]. Khan et al. created a connected word speech
corpus in 2018 containing 62 hours of recordings collected
from more than 100 speakers [36]. Khan and Sobhan con-
structed another speech corpus for isolated words in the same
year which has total 375 hours of recordings collected from
150 speakers [37]. OpenSLR’s ‘Large Bengali ASR training
dataset’ was recently published by Google in 2018, the dataset
contains 229 hours of continuous speech for Bangladeshi
Bangla [38]. There were 323 males and 182 females in total
of 505 speakers who participated in the recording of 217902
utterances. In 2020 Ahmed et al developed an annotated speech
corpus of 960 hours of speech collected from publicly available
audio and text data [24]. The authors of this corpus also
proposed an algorithm to automatically generate transcription
from existing audio sources. At Shahjalal University, the NLP
research team has developed a speech corpus subak.ko which
contains 241 hours of recorded speech with 38,470 unique
words which is yet to be published [39]. Table I represents
the summary information of these mentioned corpora.

VI. RECENT ADVANCEMENT IN LAST DECADE
Researches done for developing Bangla ASR have made a

moderate progress since 2009. In 2009, Ghulam Muhammad
et al. developed an HMM-based speaker independent Bangla
digit recogniser[40] which used their own dataset of 10000
words recorded from 50 males and 50 females. The correction
rate is above 80% for the system. An Artificial neural network
(ANN) and Linear predictive coding (LPC) based ASR has
been proposed by Anup Kumar et al. [41] in the same year.
Multilayer perceptron (MLP) approach was followed to design
the ANN model and LPC coder was used to extract the coeffi-
cients. It was able to discriminate four different words uttered

by 2 males and 2 females. In the next year, a Bangla phoneme
classifier was built by Kotwal et al. [42]. It used hybrid
features of Mel-frequency cepstral coefficients (MFCCs); and
the phoneme probability was derived from the MFCCs and
acoustic features using Multi-layer neural network (MLN). It
obtained an accuracy rate of 68.90% using HMM classifier.
The dataset contained 4000 sentences uttered by 40 male
speakers. In the study [43] carried out by Mahedi Hasan et
al., the researchers focused on triphone HMM-based classifier
for word recognition. The system could recognize continuous
speech using a speech corpus of 4000 sentences spoken by
40 males at the accuracy rate was above 80%. Mel-frequency
cepstral coefficients MFCC38 and MFCC39 were extracted as
features for classifications. In 2011, Firoze et al.[44] proposed
a word recognition system which used spectral features and
fuzzy logic classifier. The system was trained for a small
dataset of 50 words spoken by a male and a female. The
reported accuracy was 80%. An ASR method based on context
sensitive triphone acoustic models was represented by Hassan
et al. for continuous speech recognition. in 2011 [45]. It
applied Multilayer neural network (MLN) to extract phoneme
probabilities and triphone HMM for classification. It obtained
accuracy of 93.71% using the same dataset from [42]. At about
the same time a study was carried out by Sultana et al. [46]
that applied a rule-based approach using Microsoft speech API
(SAPI). The obtained accuracy was 74.81% for 270 Bangla
unique words for this system. Akkas Ali et al. [47] pgresented
a Bangla word recognizer in 2013 which used MFCC, LPC
features and a hybrid of Gaussian mixture model (GMM)
and Dynamic time warping (DTW) for classification. A group
of researchers applied Back-propagation Neural Network for
Bangla digit recognition [48]. Perceived recognition accuracy
for the speaker-dependent system was 96.33% and speaker-
independent system was 92%, respectively. The sample size
of the datset was limited to 300 words taken from 10 male
speakers. A speaker-dependent neural network-based speech
recognizer for this language was built in 2014 using MFCC
features [49]. It employed feed-forward with back-propagation
algorithm for classification and the perceived accuracy was
60%. A study carried out by Mahtab Ahmed and his team
in 2015 claimed accuracy of 94% which employed Deep
Belief Network (DBN) to classify recorded Bangla digits [50].
Seven layers of RBMs were considerd for designing DBN
and speech features were collected from MFCCs. Another
study [51] applied semantic Modular time-delay neural net-
work (MTDNN) for Bnagla isolated word recognition. They
conducted recurrent time delay structure to obtain dynamic
long term memory. In total of 525words were used to obtain
an accuracy of 82%. In 2016, Nahid et al. [52] developed
an automatic Bangla real number recognizer using the API
CMU Sphinx 4 which was designed based on HMM. They
used their own dataset 3207 sentences were taken from male
speakers where feature extraction was done using MFCCs
and accuracy of the system was 85%. In 2016, Mukherjeeet
et al. [53] developed a Bangla character recognition system
REARC (Record Extract Approximate Reduce Classify). Their
database consisted of 3150 Bangla vowel phonemes retrieved
from the voices of 18 females and 27 males. They consid-
ered MFCCs for feature extraction and the recognition rate
was reported as 98.22%. Another study was published in
the same year [54] which utilized Back-propagation neural
network (BPNN) to classify Bangla digits using a dataset of
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TABLE I. AVAILABLE SPEECH CORPORA FOR BANGLA

Year Corpus Name Size of dataset No. of Speakers
2005 CDAC, Kolkata 32 hours of continuous speech Not known
2010 CRBLP 13.50 hours of continuous speech 4 males, 4 females
2011 Phonetically balanced corpus 1.18 hours of continuous speech One female
2011 SHRUTI 21.64 hours of continuous speech 26 males, 8 females
2012 IARPA-babel103b-v0.4b 215 hours of continuous speech Not known
2014 LDC-IL 138 hours of continuous speech 240 males, 236 females
2014 TDIL 43000 audio files of isolated words 1000 native speakers
2018 OpenSLR’s ’Large Bengali 229 hours of continuous speech 323 males, 182 females

ASR training dataset’
2018 Bangla connected word 62 hours continuous speech 50 males, 50 females

speech corpus
2018 Bangla isolated word 375 hours of connected words 50 males, 50 females

speech corpus
2019 ELRA-U-S 0031 70 hours of continuous speech Not known
2020 Bangla Speech Corpus from 960 hours of continuous speech 268 males, 251 females

Publicly Available Audio & Text
2020 Subak.ko 241 hours of continuous speech 33 males, 28 females

300 connected digits. The system was tested against three
different set-ups and the obtained accuracies were 88.84%,
98.46%, 82.31% for the experiments. It also represents some
contrastive analysis of different digit recognition rates. In
2017, the famous “Google Voice Search” [55] added Bangla
language to their system which was a turning point forbBangla
ASR. The system employed attention-based encoder-decoder
architectures such as Listen, Attend, and Spell (LAS) and n-
gram based model for context detection [56]. Nahid et al.
presented their study [57] for Bangla real number recognition
using the dataset of their previous experiment [52]. The new
experiment employed double layered Long short-term memory
(LSTM) of an Recurrent neural network (RNN) approach
to recognize individual Bengla words and achieved word
detection error rate of 13.2% and phoneme detection error
rate of 28.7%. A Bangla phoneme recognition system READ
(Record Extract Approximate Distinguish) was developed by
the researchers of West Bengal [58] in 2017. A group of 12
males and 8 females volunteered to develop the dataset of 1400
phonemes for the system. The overall recognition accuracy of
the system was 98.36%. In 2018, a voice search system[59] for
Bangla search engine Pipilika[60] was proposed. The system
experimented two approaches and obtained word error rate of
3.96% and 5.30% for (GMM-HMM) based model and (DNN-
HMM) based model, respectively. The dataset consisted of
500 words obtained from 43 male speakers and 7 female
speakers. Rahman et al. developed a Bangla speech classifier
[61] based on DTW-assisted Support vector machine (SVM)
which can detect words in accuracy of 86.08%. MFCC features
were obtained from a dataset of 260 words recorded from 52
speakers. Mukherjee, Phadikar and Roy presented an ensemble
learning based Bnagla phoneme recognition system which used
LPCC-2 features for classification [62]. The system was tested
on a dataset of 3710 Bangla vowel phonemes and obtained
99.06% recognition accuracy. 32 males and 21 females vol-
unteered to build the dataset. A lexicon-free Bangla speech
recognition system [63] was proposed in 2019 by Hasan et al.
The model was trained for open-source Bangla speech corpus
published by Google Inc. [38]. Two Connectionist temporal
classification-based (CTC) experiments were carried out and
the obtained WERs are 39.61% and 27.89% for the setups. A
Bangla voice command detector [64] was developed by Gupta
et al. in 2019. This digital personal assistant could execute a
task by recognizing Bangla command. It employed the cross-

correlation technique to compare the energy of a given com-
mand with a pre-recorded signal. Five speakers volunteered
to build a dataset of 240 audio files for 12 voice commands
recorded in Bangla. The system perceived accuracies 83%,
83% and 75% for noiseless, moderate and noisy environments
respectively. Another voice command recognition system was
developed in 2020 [65] by Sadeq et al. The model used a
hybrid of CTC and Attention mechanism in the end-to-end
architecture with an RNN based language model. The system
was trained for Bangla corpus released by Google [38]. For
testing, a corpus containing 28973 sentences recorded from 34
male and 22 female speakers was built. Overall WER of the
system for two different setups were 27.2% and 26.9%.

VII. DISCUSSION

The study reveals that a good number of researches have
been done in the field of developing Bangla ASR in the last
decade. A large number of studies concentrated on developing
a successful word recognition system for Bangla. Since, nowa-
days researchers are more interested doing NLP researches
using the end-to-end systems, there is a growing attention to
develop a continuous speech recognition system for Bangla
based on this type of model. From the Table II, it is seen that
the most commonly used features are MFC coefficients and
the recent trend of using classifier is focused on ANN based
models. Considering the size of the corpus the largest speech
corpus for Bangla is the “Bangla Speech Corpus from Publicly
Available Audio & Text”, though publicly available largest
natural corpus for this language is Google’s “Large Bengali
ASR training dataset”. Considering, the training dataset and
accuracy level Google’s voice API is performing the best for
Bangla speech recognition to date. The system uses n-gram
language model which has the problem with synonyms and
rigidness. It is evident that using a larger dataset in newer
ML-based models improving the overall recognition rate of
the system. Though, lots of works have been done related to
Bangla ASR still we need to develop efficient language model
and pronunciation model to be used for this purpose.

VIII. CONCLUSION

In this paper, a study has been presented covering all the
relevant researches done for Bangla ASR. A short summary
of 24 research papers has been reported to address major
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TABLE II. RECENT WORKS DONE ON BANGLA SPEECH RECOGNITION

Year Author Dataset Unit Input features/method Approaches Accuracy
2009 Muhammad et al. 10K digits Digits MFCC HMM > 84%
2009 Paul et al. 4 words Isolated words LPC ANN not mentioned
2010 Kotwal et al. 4K sentences Phonemes MFCC,Energy HMM >47%
2010 Hasan et al. 4K sentences Connected words MFCC38,MFCC39 Triphone HMM >86%
2011 Firoze et al. 50 words Isolated words Energy, frequency Fuzzy logic 80%
2011 Hassan et al. 4K sentences Continuous speech Phoneme probabilities HMM 93.71%
2012 Sultana et al. 396 words Connected words xml grammar SAPI 78%
2013 Akkas Ali et al. 1K words Isolated words MFCC, LPC, and DTW GMM >50%
2013 Hossain et al. 300 samples Digits F1, F2, MFCC BPN >92%
2014 Barua et al. 8 utterances Continuous speech MFCC ANN 60%
2015 Ahmed et al. 840 words Isolated words MFCC DBN 94%
2015 Ali Khan et al. 525 words Isolated words MFCC MTDNN 82.66%
2016 Nahid et al. 3207 sentences Real numbers MFCC CMU Sphinx-HMM 85%
2016 Mukherjee et al. 3150 phonemes Continuous speech MFCC MLP 98.22%
2016 Ahammad et al. 300 digits Digits MFCC BPN 98.46%
2017 Google Voice Search 217902 utterances Continuous speech LAS model LSTM WER 5.6%
2017 Nahid et al. 2000 words Real numbers MFCC RNN, LSTM WER 13.2%
2017 Mukherjee et al. 1400 phonemes Phonemes MFCC MLP 98.35%
2018 Saurav et al. 500 words Isolated words MFCC GMM-HMM(Kaldi) WER 3.96%
2018 Rahman et al. 260 words Isolated words DTW SVM 86.08%
2018 Mukherjee et al. 3710 vowels Phonemes LPCC-2 Ensemble Learning 99.06%
2019 Hasan et al. OpenSLR’s dataset Continuous speech Improved MFCC CTC WER 27.89%
2019 Gupta et al. 240 voice commands Continuous speech Energy Cross-correlation >75%
2020 Sadeq et al. 28973 sentences Continuous speech Labeled LDA Hybrid CTC-Attention >WER 12.8%

mechanism

advancement in this filed. A detailed list of available speech
corpora for this language also have been presented. Some
challenges regarding the development of a successful and effi-
cient Bangla ASR also have been discussed. The study found
that the recent trend focuses on the ML-based approaches for
classification. Introducing larger datasets for Bangla natural
speech is improving the performance of ASR systems. This
study may provide some important research insight for the
researchers in this filed.
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Abstract—Recently, many companies move to use cloud com-
puting systems to enhance their performance and productivity.
Using these cloud computing systems allows the execution of
applications, data, and infrastructures on cloud platforms (i.e.,
online), which increase the number of attacks on such systems. As
a resulting, building robust Intrusion detection systems (IDS) is
needed. The main goal of IDS is to detect normal and abnormal
network traffic. In this paper, we propose a hybrid approach
between an Enhanced Binary Genetic Algorithms (EBGA) as a
wrapper feature selection (FS) algorithm and Long Short-Term
Memory (LSTM). A novel injection method to prevent premature
convergence of the GA is proposed in this paper. An intelligent k-
means algorithm is employed to examine the solution distribution
in the search space. Once 80% of the solutions belong to one
cluster, an injection method (i.e., add new solutions) is used to
redistribute the solutions over the search space. EBGA will reduce
the search space as a preprocessing step, while LSTM works as
a binary classification method. UNSW-NB15, a real-world public
dataset, is used in this work to evaluate the proposed system. The
obtained results show the ability of feature selection method to
enhance the overall performance of LSTM.

Keywords—Intrusion detection; feature selection; long short-
term memory; binary genetic algorithm

I. INTRODUCTION

With the exponential growth rates of volumes of data,
both structured and unstructured, that are generated from a
variety of sources, the need to provide protection and privacy
becomes a challenging issue for intrusion detection systems
(IDSs) in this big data environment. Intrusions are suspicious
and unauthorized activities on a computer or network that
threaten the security of these systems. IDSs are very crucial to
ensure network and information security. These systems can
be devices or software that monitor systems or networks for
malicious activities or violations of security policies.

Intrusion detection systems detects unusual attacks based
on two methods; signature-based detection and anomaly de-
tection. In signature-based detection, IDS analyzes system
activities to find patterns that are similar to previously detected
and stored patterns in a database. Intrusion detection using an
anomaly detection method which relies on machine learning to
build models of patterns of normal behavior on the system or
the network (i.e., cloud computing systems) to detect patterns
of unusual behavior. Fig. 1 presents the main architecture for
IDS for cloud computing systems.

There are many algorithms have been proposed to build
a robust IDS based on machine learning and soft computing
methods. Network traffic data is a high dimensional one, many

papers investigated the ability of employing FS algorithms to
enhance the overall performance of IDS [1]. For example,
Almomani [2] applied four types of FS algorithms, namely, ge-
netic algorithm (GA), particle swarm optimization (PSO), fire-
fly optimization (FFA), and grey wolf optimizer (GWO). Al-
momani used two classifiers: Support Vector Machine (SVM)
and decision tree (J48) to build a robust IDS. Thakkar and
Lohiya [3] applied seven ML classifiers (i.e., Neural Networks
(NN), Decision Tree (DT), Logistic Regression (LR), Support
Vector Machine (SVM), k-nearest neighbours (kNN), Random
Forest (RF), and Naïve Bayes (NB)) to build an intelligent
IDS. Zhu et al. [4] introduced a multi-objective method for FS
for building a robust IDS inside cloud computing systems.

Many contributions in the literature focus on traditional
machine learning methods for IDS. However, these methods
have high cost in terms of training time when working with big
data sets. To overcome this issue, deep learning approach is
used for effective learning mechanism in reducing the training
time and increasing the accuracy of the obtained results from
the IDS. Moreover, the main contribution of this work is to
introduce a robust wrapper feature selection that is able to
reduce the high dimensionality of the dataset.

This paper is organized as follow: Section II presents the
related works of IDS. Section III presents the proposed method
used in this paper (i.e., EBGA and LSTM). Section IV presents
the data set used in this paper. Section V presents the obtained
results and analysis. Finally, Section VI presents the conclusion
and future works of this paper.

II. RELATED WORK

The literature shows a number of traditional machine
learning approaches methods have been proposed for intrusion
detection systems which include Support Vector Machine, K-
Nearest Neighbors, Decision Trees, Random Forests, Linear
Regression, Naive Bayes, Artificial Neural Networks. Recently,
deep learning-based approaches has emerged to overcome
the challenges of developing an accurate high-detection rate
IDSs. State of the art deep learning approaches that have
been used for IDS include Deep Neural Networks (DNNs)
[5], Deep Belief Networks (DBNs), Restricted Boltzmann
Machines (RBMs), autoencoders and hybrid methods. For
example, Zhao et al. [6], proposed an intrusion detection
method based on deep belief networks and probabilistic neural
network. The KDD CUP 99 data set was used for testing
the performance of the proposed method. The result shows
that their proposed method performs better than traditional
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Fig. 1. IDS Architecture in a Cloud Computing.

machine learning techniques with accuracy of 99.1%, precision
of 93.25% and FAR of 0.615%.

In [7] Erfani et al. presented a hybrid approach for IDS by
combining DBNs with a linear one-class SVM and was applied
using several data sets. Their experimental results show that
their proposed model is scalable and computationally efficient
and when compared to an autoencoder it executes 3 times
faster in the training phase and 1000 times faster in the testing
phase.

In [8], the authors proposed an approach for IDS based
on deep learning using self-taught learning on NSL-KDD,
a benchmark data set, with only six features selected out
from the forty one features of the data set. results of their
experiments and comparisons with other machine learning
algorithms; Naive Bayes, SVM and Decision Tree show that
using deep learning algorithm is promising as it performs better
than the other algorithms with higher accuracy rate and lower
false positive rate.

Javaid et al. [5] proposed a network intrusion detection
system based on deep learning approach. They used self-
taught learning technique (STL) on NSL-KDD benchmark data
set. They compared the performance of their approach with
the soft-max regression (SMR). their results show that the
proposed approach outperforms SMR with accuracy rate more
than 98%.

In [9] proposed an approach for network traffic identifi-
cation using Artificial Neural Networks (ANN) and Stacked
AutoEncoder (SAE) based on Deep learning using a real data
set of TCP data collected from an internal network. Results of
their work show that their proposed approach can classify any
flow data to a predefined protocol with accuracy enough to be
applied in real applications.

Yin et al. [10] compared the performance of their IDS
which is based on recurrent neural network, a deep learning
approach, with a number of traditional machine learning
techniques. Results from their experiments on NSL-KDD
benchmark data set show that the proposed system outperforms
traditional machine learning methods in both binary and multi-
class classification with high accuracy.

The above work studied the emergence of deep learning in
the performance of IDS. However, to date, A few number of
existing studies in the literature have addressed the integration
of deep learning approaches and Big Data for improving
the performance of IDSs. Faker and Dogdu [11] integrated
Big Data and deep learning approach to enhance the perfor-
mance of intrusion detection system using three classifiers to
classify attacks in both binary and multi-class classification;
Deep Feed-Forward Neural Network (DNN), Random forest
and Gradient Boosting Tree (GBT) on UNSW-NB15 and
CICIDS2017 data sets. on UNSW-NB15, DNN gives high
accuracy results in both binary and multi-class classification of
99.19% and 97.04%, respectively with low prediction times.
However, on CICIDS2017, GBT achieved the best accuracy, of
99.99%, in binary classification. Researches in [12] suggested
the implementation of Deep Neural Network model (DNN)
for IDS to detect and classify unforeseen and unpredictable
cyberattacks. They provide a comprehensive evaluation of
experiments of DNN and other traditional machine learn-
ing models using various benchmark IDS data sets such as
KDDCup99, NSL-KDD, UNSW-NB15, Kyoto, WSN-DS and
CICIDS2017. Their proposed model exceeded in performance
the other classical machine learning classifiers. A recent work
by [13] addressed the detection of intrusions through the use of
deep learning in big data environment. They proposed a hybrid
deep learning model based on convolutional neural network
(CNN) and a weight-dropped, long short-term memory net-
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work (WDLSTM). CNN is used to extract features from IDS
big data and WDLSTM network for learning dependencies
among the extracted features to solve the overfitting problem.
Their experimental results show a good performance with
97.1% accuracy.

III. PROPOSED METHOD

A. Enhanced Binary Genetic Algorithm

One of the most population evolutionary algorithms that
mimics the nature selection is Genetic Algorithm (GA) [14].
GA is a population-based algorithm, where the best solution
obtained after a predefined number of iterations. In simple, GA
starts by generating a set of solutions called population. All
these solutions are evaluated based on a fitness function. A set
of genetic operations (i.e., selection, crossover, and mutation)
are applied on the population at each iteration. This process is
repeated iteratively until stop condition is met and return the
best solution [15]. Fig. 2 explores the standard GA algorithm.

Fig. 2. Standard Genetic Algorithm.

To enhance the performance of GA, we proposed a novel
injection method based on solution distribution in the search
space. At each iteration, we examined the solution distribution
using intelligent k-means clustering algorithm, if 80% of the
solutions located in one cluster, we redistribute the solution
by injecting the population with new solutions to redistribute
the solutions over the search space and prevent the premature
convergence. This enhancement will enhance the exploration
process of GA. Fig. 3 explores the flow chart of enhanced GA.

B. Long Short-Term Memory (LSTM) Networks

A deep learning method (i.e., CNN-LSTM) is employed to
detect intrusions. Fig. 4 explores the main structure of CNN-
LSTM. In simple, LSTM uses an internal memory to memorise
the temporal sequence of the input feature vectors.

LSTM maps the input i (i.e., features) with output o ( i.e.,
abnormal/normal packet), while forget f gate to memorize the
store features. The hidden state h cell state c are used for

Fig. 3. Enhanced Genetic Algorithm.

Fig. 4. The Main Structure of CNN-LSTM.

memorizing. All calculations of LSTM are shown in Eqs.(1,
2, and 3).
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ct = ft ◦ ct−1 + it ◦ g (2)
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ht = ot ◦ σ(ct) (3)

The calculation of fully connected layer and softmax
process are shown in Eq. (4), and Eq.(5), respectively. In this
work, we employed the softmax to classify the input user’s
role. While the output of the fully connected layer is presented
by the softmax layer in a range [0,1]. Nc refers to the number
of rules, and L presents the activity class probability.

dli =
∑
i

σ(W l−1
ji (hl−1

i ) + bl−1
i ) (4)

P (c|d) = argmaxc∈C
exp(dL−1wL)∑Nc

k=1(d
L−1wk)

(5)

C. EBGA-LSTM

The proposed hybrid approach works by combining EBGA
with LSTM. Here, EBGA works as a wrapper FS to remove
the redundant/irrelevant data from the original dataset. while
LSTM works as a binary classifier to detect normal and
abnormal network traffic.

IV. DATASET

This paper evaluates the proposed hybrid approach over a
public intrusion data set called UNSW-NB1. The data set is
generated using a tool called IXIA PerfectStorm by Moustafa
et al. [16]. The data set has 9 different types of attacks. The
data set has 49 features. In this work, only 44 features are
used. Table I explores 44 features of the data set. Moreover,
this data set has 9 different attacks as shown in Table II.

UNSW-NB data set is imbalanced data set. In this work,
adaptive synthetic sampling method (ADASYN) is employed
for solving class imbalance issue [17]. Table III explores the
original and balanced data set. In this work, this data set is
used as a binary classification problem to determine normal or
abnormal attacks.

V. RESULTS AND ANALYSIS

This section reports the validation of the proposed hybrid
method (i.e., EBGA with LSTM) to detect intrusion in cloud
computing systems. All experiments are employed based on
cross-validation method with kfold=10. We implemented the
proposed approach using MATLAB 2019b. We used six criteria
to evaluate the proposed method which are: accuracy (sSee
Eq.(6), Specificity (see Eq.(7)), Precision (see Eq.(9)), Recall
(see Eq.(10)), and F-Measure (see Eq.(11)).

Accuracy =
TP + TN

TP + FP + FN + TN
(6)

Specificity =
TN

TN + FP
(7)

Sensitivity =
TP

TP + FN
. (8)

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

F −Measure =
2× (Recall × Precision)

Recall + Precision
(11)

Fig. 5 explores the performance of the original GA and
EBGA as wrapper feature selection algorithms. Here, we used
kNN as an internal classifier for all FS methods. The perfor-
mance of EBGA outperform the original one with accuracy
equals 88.7475, while the performance of original GA was
the worst with accuracy equals 87.523. It is obvious here, the
EBGA select 18 features out of 43, while the original GA
select 11 features. The obtained results here give us a good
indication that our proposed feature selection algorithm can
explore the search space better than the original one.

Number of features selected

43
18

11

Total Features
Features after EBGA Selection
Features after GA Selection

Accuracy for features selected

88.4739

88.7475

87.523

Total Features
Features after EBGA Selection
Features after GA Selection

Fig. 5. Selected Features.

To perform a good analysis of the proposed approach,
we simulated the proposed hybrid approach (i.e., EBGA with
LSTM) with three settings; balanced data set with FS (i.e.,
EBGA), balanced data set without FS and Original data set
without FS. Table IV explores the obtained results for three
types of experiments. It is clear that the performance of
feature selection improves the overall performance of LSTM
compared to other experiments without feature selection. For
example, the obtained results for testing data set show a good
improvement (i.e., 6%) for the proposed method over balance
data set. Fig. 6 explores the performance of LSTM in the
training process. The classification error (i.e., RMSE) has a
smooth convergence for balanced data with feature selection
(i.e., blue line). Fig. 7 explores the loss convergence for the
three experiments. It is clear that employing FS method helps
LSTM to converge faster.

From the obtained results, we believe that the proposed
method can enhance the overall performance of IDS inside
cloud computing system.
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TABLE I. FEATURES OF UNSW_NB15 DATA SET.

Feature number Feature Name Type Feature number Feature Name Type
1 id Nominal 23 dtcpb Integer
2 dur Float 24 dwin Integer
3 proto Nominal 25 tcprtt Float
4 service Nominal 26 synack Float
5 state Nominal 27 ackdat Float
6 spkts Integer 28 smean Integer
7 dpkts Integer 29 dmean Integer
8 sbytes Integer 30 trans_depth Integer
9 dbytes Integer 31 response_body_len Integer

10 rate Integer 32 ct_srv_src Integer
11 sttl Integer 33 ct_state_ttl Integer
12 dttl Integer 34 ct_dst_ltm Integer
13 sload Float 35 ct_src_dport_ltm Integer
14 dload Float 36 ct_src_sport_ltn Integer
15 sloss Integer 37 ct_dst_src_ltm Integer
16 dloss Integer 38 is_ftp_login Binary
17 sinpkt Integer 39 ct_dtp_ltm Integer
18 dinpkt Integer 40 ct_src_ltn Integer
19 sjit Float 41 ct_srv_dst Integer
20 djit Float 42 ct_sm_ips_ports Integer
21 swin Integer 43 is_sm_ips_ports Binary
22 stcpb Integer 44 attack_cat Nominal

TABLE II. PERCENTAGE OF ATTACKS IN UNSW-NB1 DATASET.

Attack type Percentage%
Normal 87.94
Exploits 1.5
DoS 0.53
Backdoor 0.09
Analysis 0.09
Fuzzers 0.88
Generic 8.42
Reconnaissance 0.49
Shellcode 0.05
Worms 0.01

TABLE III. ORIGINAL AND BALANCED UNSW_NB15 DATASET.

Dataset Number of Normal Number of Attacks Total
Original Training 56000 119341 175341
Original Testing 37000 45332 82332

Balanced Training 119341 119341 238682
Balanced Testing 45332 45332 90664
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Fig. 6. LSTM Convergence for Original Training Data Set based on RMSE.

VI. CONCLUSION AND FUTURE WORKS

This paper proposed a hybrid method between EBGA
and LSTM to detect normal and abnormal network traffic.
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Fig. 7. LSTM Convergence for Original Training Data Set based on Loss.

EBGA works as a wrapper feature selection, while LSTM
works as binary classifier. The proposed method employed as
IDS for could computing system. We examined the proposed
approach over a real public data set called UNSW-NB15.
The original data set is imbalanced one. We handled the
imbalanced data set using ADASYN method. The obtained
results show the importance of feature selection method and
its ability of enhancing the classification accuracy. In future
work, different feature selection methods such as Harris Hawks
Optimization (HHO), Gray Wolf Optimization (GWO), and
Whale Optimization Algorithm (WOA) will be applied to
reduce the search space and determine the most important
features for IDS systems.
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Abstract—Recently, due to the increasing amount of data on
the Internet along with the increase in products’ purchasing
via e-commerce websites, Recommender Systems (RS) play an
important role in guiding customers to buy products they
may prefer. Furthermore, these systems help the companies to
advertise their products to the most potential customers, and
therefore raise their revenues. Collaborative Filtering (CF) is the
most popular RS approach. It is classified into memory-based and
model-based filtering. Memory-based filtering is in turn classified
into user-based and item-based. Several algorithms have been
proposed for CF. In this paper, a comparison has been performed
between different CF algorithms to assess their performance.
Specifically, we evaluated K-Nearest Neighbor (KNN), Slope
One, co-clustering and Non-negative Matrix Factorization (NMF)
algorithms. KNN algorithm is representative of the memory-
based CF approach (both user-based and item-based). The other
three algorithms, on the other hand, are under the model-based
CF approach. In our experiments, we used a popular MovieLens
dataset based on six evaluation metrics. Our results reveal that
the KNN algorithm for item-based CF outperformed all other
algorithms examined in this paper.

Keywords—Co-clustering; collaborative filtering; KNN; NMF;
recommender systems; slope one

I. INTRODUCTION

Nowadays, most people tend to buy products from online
websites and due to the huge amount of data available on
the Internet, making the right decision to choose the most
appropriate products has become more difficult. Thus, tools
like Recommender Systems (RS) are very necessary to help
them to make the right decisions.

RS can be defined as software tools and techniques that
help the user in decision-making processes, such as what
products to buy, what books to read, and what movies to watch
[1]. Furthermore, these systems help the companies to raise
their revenues. Amazon and eBay are examples of companies
that strongly depend on RS to increase their sales and financial
profits. RS can be generally classified into two main categories,
Content-based Filtering (CBF), and Collaborative Filtering
(CF) [1]. CBF is one of the simplest approaches in RS. It
recommends to the users a list of items that are similar to the
items they liked in the past. The system analyzes the item’s
textual information, such as item’s descriptions and user’s
preferences, then finds the similar items to the ones they liked
in the past. After that, CBF makes recommendations using
some classification algorithms [2]. For example, the system
recommends to the users books from the same genre of the
books they already liked or recommends a product with a shape
and color similar to what they liked before.

CF is the most popular recommender systems approach.
It recommends items based on the user’s past behavior as
well as similar decisions made by other users. The first CF
system that was proposed is Tapestry. It was developed by
Goldberg et al. [3] in 1992. Tapestry is mainly developed to
handle the problem of a huge stream of incoming documents
via e-mail. They proposed a way to use CF, in addition to CBF,
to filter documents coming from e-mails. Their simple idea of
CF is that people help each other to filter these documents by
recording their reactions to them. In this research, we focus on
the CF approach only, since it is the most popular and generally
more efficient in comparison to other approaches. The CF
approach is categorized into memory-based and model-based
[4]. In this paper, we evaluate and compare several algorithms
under those two classes using a popular MovieLens dataset
and based on six evaluation metrics.

The rest of this paper is structured as follows: Section
II describes the different CF algorithms. Related work is
summarized in Section IV. Evaluation metrics are presented
in Section III. Section V discusses the research methodology
that we adopted. Results are discussed in Section VI. Finally,
a conclusion is provided in Section VII.

II. COLLABORATIVE FILTERING

In this section we discuss the two classes of the collabora-
tive filtering approach and the corresponding algorithms that
we evaluate in this paper.

A. Memory-based Approach

Memory-based or neighborhood-based approach uses user-
item ratings matrix to generate the recommendations [5]. From
this matrix, the system computes the similarities between users,
or between items. Then, it saves computed similarity scores to
a similarity matrix. There are several methods that have been
used to calculate the similarities such as Euclidean, cosine, and
mean squared distances.

The memory-based methods suffer from two main issues,
which are sparsity and scalability [6]. In the sparsity case, it
will be hard for the system to provide good recommendations
due to the small number of items that each user rated.
Scalability problem occurs when the numbers of users and
items increase exceedingly. In such case, there will be a lot of
information and it will be hard for the system to deal with
it [6]. As previously noted, the memory-based approach is
classified into user-based and item-based filtering [7].
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a) User-based:
In the user-based approach, recommendations are made

based on similar user preferences. K-Nearest Neighbor (KNN)
is one of the algorithms that could be used in this approach.
Equation (1) shows the prediction formula:

r̂ui = µu +

∑
v∈Nk

i
(u)

sim(u, v)· (rvi − µv)∑
v∈Nk

i
(u)

sim(u, v)
(1)

Where r̂ui is the predicted rating of user u for item i, µu is
the mean of all ratings given by user u and sim(u, v) is the
similarity value between users u and v. The value of sim(u, v)
can be computed using cosine similarity measure as shown in
the following equation:

sim(u, v) =

∑
i∈Iuv

rui · rvi√ ∑
i∈Iuv

r2ui ·
√ ∑

i∈Iuv

r2vi

(2)

b) Item-based:
In the item-based approach, the system makes recommen-

dations based on the similarities among items. KNN prediction
formula for item-based CF is as follows:

r̂ui = µi +

∑
j∈Nk

u(i)

sim(i, j)· (ruj − µj)∑
j∈Nk

u(i)

sim(i, j)
(3)

Where r̂ui is the predicted rating of user u for item i, µi is
the mean of all ratings given to item i and sim(i, j) is the
similarity value between items i and j. The value of sim(i, j)
can be computed using cosine similarity measure as follows:

sim(i, j) =

∑
u∈Uij

rui · ruj√ ∑
u∈Uij

r2ui ·
√ ∑

u∈Uij

r2uj

(4)

B. Model-based Approach

To overcome the aforementioned issues of the memory-
based approach, the model-based approach has been proposed.
Model-based CF works by grouping different users into a
small number of classes based on their ratings patterns. Many
machine learning algorithms can be used to build such a model.
In this research, we focused on three algorithms which are:
Slope One, co-clustering, and NMF.

a) Slope one:
Lemire et al. [8] proposed a model-based CF algorithm

called Slope One. One of strengths of this algorithm is that it
takes into account two types of information, information about
other users who rated the same item (similar to user-based),
and information about other items that the same user rated
before (similar to item-based).

We will illustrate the basis of the Slope One approach by
an example. Suppose we have two users, A and B, and two
items, i and j as shown in Table I. Item j is rated by both
users (A and B). User A gave it a rating of 2, while user B
gave it a rating of 4. User A also gave item i a rating of 2.5.
We notice that item i is rated more than j by 2.5 - 2 = 0.5.

Now we can use this information to predict that user B will
give item i a rating of 4 + 0.5 = 4.5.

TABLE I. SLOPE ONE EXAMPLE.

Item i Item j
User A 2.5 2
User B N/A 4

The process of the prediction is done by computing the
average differences between the ratings of one item and
another for users who rated both. The prediction formula for
Slope One algorithm is as follows [8]:

r̂ui = µu +
1

|Ri(u)|
∑

j∈Ri(u)

dev(i, j) (5)

Where r̂ui is the predicted rating of user u for item i,
µu is the mean of all ratings given by user u and Ri(u) is
the set of items j rated by user u which also have at least
one common user with item i. dev(i, j) is considered as the
average difference between item i’s ratings (rui) and item j’s
ratings (ruj) as shown in the following equation [8]:

dev(i, j) =
1

|Uij |
+

∑
u∈Uij

rui − ruj (6)

b) Co-clustering:
Clustering is a powerful technique in the data mining field

that refers to the process of grouping objects in a way that
similar objects will belong to the same group or cluster. There
are various clustering methods that could be used based on
the type of the data. In case of CF, the data is the user-
item ratings matrix, so we need a way to cluster rows and
columns. This process is called co-clustering. In this paper,
we used co-clustering algorithm that has been proposed by
George et al. in [9]. This algorithm is based on weighted co-
clustering algorithm proposed in [10]. The idea is to compute
the neighborhoods for the users and items via co-clustering and
then make predictions according to the average ratings of the
co-clusters while taking into consideration the users and items
individual biases. The prediction formula is as the following:

r̂ui = Cui + (µu − Cu) + (µi − Ci) (7)

Where Cui is the average rating of co-cluster Cui, and Cu

is the average rating of u’s cluster, Ci is the average rating
of i’s cluster, µu is user u’s average rating and µi is item i’s
average rating.

It is worth noting that if the user is new (not existing
before) but the item is known, the prediction value r̂ui will
be the average rating given to item i. If the item is unknown
(new) but the user is known, the prediction value r̂ui will be
the average rating given by user u. In case both the user and
the item are unknown, the prediction value of r̂ui will be the
global average of all the existing ratings.
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c) Non-negative matrix factorization (NMF):
Matrix Factorization-based (MF-based) modeling is one of

the CF approaches that are widely used in recent years. It is
highly accurate and scalable in several cases [11]. MF-based
models work by decomposing the user-item matrix into two
low-rank matrices. The first one is user-features matrix and
the other is item-features matrix. We can make any predictions
by calculating the dot product of two lower dimensionality
rectangular matrices.

Various matrix factorization algorithms have been pro-
posed, such as Singular Value Decomposition (SVD), Prob-
abilistic Matrix Factorization (PMF) and Non-negative Matrix
Factorization (NMF). In this research, we focus on NMF as an
example of the MF approach. In this algorithm, the prediction
r̂ui is computed as follows:

r̂ui = qTi pu (8)

Where qi is an item factors matrix and pu is user factors matrix.

Different optimization algorithms could be used in MF-
based models. The NMF algorithm uses Stochastic Gradient
Descent (SGD) optimization algorithm. At each step of the
SGD procedure, the factors (features) f of user u and item i
are updated as follows:

puf ← puf ·
∑

i∈Iu
qif · rui∑

i∈Iu
qif · r̂ui + λu|Iu|puf

(9)

qif ← qif ·
∑

u∈Ui
puf · rui∑

u∈Ui
puf · r̂ui + λi|Ui|qif

(10)

where λu and λi are regularization parameters.

III. EVALUATION METRICS

Several metrics have been proposed to evaluate the per-
formance of recommender system’s algorithms. In addition to
training time and testing time, examples of those metrics in-
clude Mean Absolute Error (MAE), Root Mean Squared Error
(RMSE), Fraction of Concordant Pairs (FCP), and coverage.
In the following subsections, we will present each of the latter
four metrics in details.

A. Mean Absolute Error (MAE)

MAE computes the average absolute difference between
the observed and predicted ratings. The MAE is given by:

MAE =
1

|R̂|

∑
r̂ui∈R̂

|rui − r̂ui| (11)

Where |R̂| is the total number of predicted ratings, rui is
the true rating value that user u gave to item i and r̂ui is the
predicted rating value that user u gave to item i. A lower value
of MAE means the predictions are more accurate and so the
performance of the algorithm is better.

B. Root Mean Squared Error (RMSE)

RMSE is very similar to MAE, except that instead of
summing the absolute values of the rating prediction errors,
we sum their squares using the following formula:

RMSE =

√√√√ 1

|R̂|

∑
r̂ui∈R̂

(rui − r̂ui)2 (12)

Where |R̂| is the total number of predicted ratings, rui is
the true rating value that user u gave to item i and r̂ui is the
predicted rating value that user u gave to item i. A lower value
of RMSE means the predictions are more accurate and so the
algorithm’s performance is better.

C. Fraction of Concordant Pairs (FCP)

One of the issues for MAE and RMSE is that they don’t
take into consideration rating scales that vary from one user to
another [12]. Thus, in addition to MAE and RMSE, we have
used FCP to evaluate the algorithms. It is calculated using
equation 13 [12] such that a higher value of FCP means the
algorithm is more accurate.

FCP =
nc

nc + nd
(13)

Where,

nc =
∑
| {(i, j) | r̂ui > ˆruj and rui > ruj } | (14)

nd =
∑
| {(i, j) | r̂ui < ˆruj and rui < ruj } | (15)

D. Coverage

Coverage refers to the percentage of items that the system
was able to successfully recommend. It is computed using the
following formula [13]:

Coverage =
npi
ni

(16)

Where ni is the total number of items that the system pre-
dict and npi is the total number of items that were successfully
predicted by the system.

IV. RELATED WORK

This section discusses the research papers that compared
different RS algorithms. Benin in [14] made a comparison of
RS for crowdfunding projects. This study aims to compare
different types of RS which are CBF, CF and hybrid RS,
which combines both CBF and CF. The popular MovieLens-
1M [15] dataset was used in the experiments. To evaluate the
algorithms, they did both quantitative and qualitative analysis.
The quantitative analysis relied on RMSE and MAE. The
qualitative analysis, which is the analysis of the quality of
the produced recommendations, was achieved via eyeballing-
produced recommendations. However, evaluating the recom-
mendations using this method is considered primitive and
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imprecise since it may vary from one point of view to another.
This study concluded that hybrid RS outperform CF and CBF.

Arsan et al. [16] made a comparison between user-based
and item-based algorithms to observe their performance and
accuracy. Since similarity measures play an important role
in the user-based and item-based predictions accuracy, they
applied various similarity measures, which are Euclidean dis-
tance, log likelihood ratio, Pearson correlation coefficient,
Tanimoto coefficient, uncentered cosine, and Spearman cor-
relation coefficient. The authors applied the algorithms to
the MovieLens-100K dataset. MAE and RMSE were used to
evaluate the algorithms’ accuracy. Time spent to make the
recommendations was also calculated. Based on their exper-
iments, they concluded that item-based algorithms perform
better than user-based algorithms.

Najafi et al. [17] assessed the item-based CF and the MF-
based FunkSVD algorithms. The idea of their study is to
compare the performance of these algorithms when the data is
scaled. MovieLens 100k and MovieLens-1M were used. They
used MAE and RMSE to evaluate the algorithms. Their results
shows that the FunkSVD algorithm is more accurate than the
item-based CF when the data is scaled.

Lemire et al. [8] proposed three algorithms which are
Slope One, weighted Slope One and bi-polar Slope One. They
compared their proposed algorithms with four other algorithms
which are: bias from mean, adjusted cosine item-based (model-
based), per user average and Pearson (memory-based) algo-
rithms. Both EachMovie [18] and MovieLens datasets were
used in their experiments. They tested the algorithms using the
evaluation metric MAE. Their results showed that the proposed
Slope One algorithms achieved comparable accuracy to the
other selected algorithms.

George and Merugu [9] proposed a novel CF algorithm
which is based on weighted co-clustering algorithm [10]. They
compared their proposed algorithm with SVD, NMF, and
classic correlation-based CF algorithms. The experiments were
applied on MovieLens-100K dataset. The MAE was used to
compute the prediction accuracy. Their results indicate that
their proposed algorithm has a high accuracy with much lower
computational cost in comparison to the other algorithms.

Our comparison is different from the above-discussed pa-
pers in many aspects. First, we made a comparison between
memory-based (both user-based and item-based) KNN algo-
rithms and model-based (NMF, Slope One, and co-clustering)
algorithms. Besides, we evaluated these algorithms using six
different metrics which are MAE, RMSE, FCP, coverage,
training time and testing time.

V. METHODOLOGY

This section discusses the methodology used to complete
this research. Section V-A introduces the dataset used in the
experiments and some of its statistical analysis results. Section
V-B describes our experimental setup including hyperparame-
ters tuning and used libraries.

A. Dataset Exploration

We have used MovieLens-25M dataset [15], which is one
of the most popular datasets used by researchers in the field

of CF. It describes a 5-star rating and tagging activity. It
contains 62,423 movies, 25,000,095 ratings and 1,093,360 tag
applications. However, in this research, we have focused on the
CF algorithms, where only the ratings data are considered. The
data were created by 162,541 users throughout 24 years and
10 months, from 9 January 1995 to 21 November 2019 and it
was released on December 2019. In this dataset, the users are
randomly selected and each user is represented merely by an
Id [15]. Fig. 1 shows the ratings histogram for the MovieLens
dataset. From the figure, we notice that 26.56% of the ratings
are 4.0 and 19.59% are 3.0. This indicates that users tend to
rate the movies they preferred. However, in our experiment,
we haven’t used the whole dataset because the memory-based
filtering algorithms don’t scale very well to such a big data
size. So, we have randomly selected 100,000 ratings of 54,778
users on 10,271 movies with a sparsity of 99.9822%.

Fig. 1. Ratings Distribution for MovieLens Dataset.

B. Experimental Setup

In this section, we discuss our experimental setup. First, in
our experiment with the KNN algorithm, we selected cosine
similarity measure to compute the similarities between users or
items. Second, in order to achieve the highest machine learning
predictive model performance, hyperparameter values need to
be selected carefully. This is one of the important steps in
building any machine learning model [19]. Table II shows the
hyperparameters, the corresponding test values that we selected
to optimize the algorithms’ performance and the best values
that we obtained. The test values were chosen with the help
of the default values in the library [20] and values found in
other studies in the related work.

Third, for training, we adopted K-fold cross validation,
with k equals 5. In this method, the dataset is divided into K
folds and the model is trained K times, each time on different
K-1 folds, and then tested on the remaining fold. The average
performance of the K results is then calculated. K-fold cross
validation approach avoids overfitting to the particular division
of the training and testing sets that may appear in the other
approaches, which split the data into training and testing sets
and run the algorithm once [1], [21].

The code used in this research was implemented mainly
using Python. Surprise library was used, which is a Python
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TABLE II. LIST OF HYPERPARAMETER VALUES

Method Hyperparameter Test values Best value
KNN k, number of neighbors 10, 20, 30 10

Co-clustering n_cltr_u, number of user clusters 3, 5 3
n_cltr_i, number of item clusters 3, 5 5

NMF n_factors, the number of factors 5, 10, 15 15
n_epochs, the number of iterations of SGD 15, 20, 25 20

Scikit library for CF [20]. In addition, Pandas [22] and Numpy
[23] libraries were used. All the work is done using MacBook
Pro with CPU 2.5 GHz Intel Core i5 and 16 GB RAM.
It is worth noting that in order to visualize the dataset and
our results in graphs, Tableau desktop software - professional
edition, version 2020.3 was used.

VI. RESULTS AND DISCUSSION

In this section, we will discuss the results of our ex-
periments. As observed in Fig. 2, the item-based KNN CF
algorithm outperformed all the other algorithms in terms of
MAE, RMSE and FCP. It also took less training time compared
to the others. This is at the expense of taking longer testing
time in comparison to Slope One, NMF, and co-clustering
algorithms. Regarding the user-based KNN algorithm, it’s
noticeable that it is less effective in terms of accuracy and
speed; it was too slow in both training and testing. These
results were expected since our dataset contains 10,271 movies
only while the number of users is as large as 54,778. This
surely has a significant effect in helping the item-based CF
algorithm to work very well compared to others.

However, when we look at the coverage results, all the
algorithms except co-clustering were not able to make predic-
tions for all the testing dataset. Specifically, they were able
to predict only about 57% of the dataset while co-clustering
was able to predict 100% of it. The full results for all the
algorithms are reported in Table III.

VII. CONCLUSION

In this paper, we have performed a comparison between
five different CF algorithms to assess their performance. The
selected algorithms are KNN for user-based, KNN for item-
based, Slope One, co-clustering, and NMF. The algorithms
have been evaluated using six metrics which are MAE, RMSE,
FCP, coverage, training time and testing time. Our results show
that the KNN algorithm for item-based CF outperformed all
other algorithms examined in this paper. It achieved the lowest
error values and thus the highest accuracy. As future work, we
plan to run the algorithms on a larger sample of the dataset to
assess their scalability. In addition, we plan to consider more
algorithms and more evaluation metrics.
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(a) MAE results (b) RMSE results

(c) FCP results (d) Coverage percentage results

(e) Training time results (in sec) (f) Testing time results (in sec)

Fig. 2. Results for all Algorithms.

www.ijacsa.thesai.org 565 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 3, 2021

Deployment and Migration of Virtualized Services
with Joint Optimization of Backhaul Bandwidth and
Load Balancing in Mobile Edge-Cloud Environments

Tarik Chanyour∗1, Mohammed Ouçamah Cherkaoui Malki2
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Abstract—Mobile edge-cloud computing environments appear
as a novel computing paradigm to offer effective processing and
storage solutions for delay sensitive applications. Besides, the
container based virtualization technology becomes solicited due
to its natural lightweight and portability as well as its small
migration overhead that leads to seamless service migration
and load balancing. However, with the mobility property, the
users’ demands in terms of the backhaul bandwidth is a critical
parameter that influences the delay constraints of the running
applications. Accordingly, a Binary Integer Programming (BIP)
optimization problem is formulated. It minimizes the users’
perceived backhaul delays and enhances the load-balancing
degree in order to offer more chance to accept new requests
along the network. Also, by introducing bandwidth constraints,
the available user backhaul bandwidth after the placement are
enhanced. Then, the adopted methodology to design two heuristic
algorithms based on Ant Colony System (ACS) and Simulated
Annealing (SA) is presented. The proposed schemes are compared
using different metrics,and the benefits of the ACS-based solution
compared to the SA-based as well as a genetic algorithm (GA)
based solutions are demonstrated. Indeed, the normalized cost
and the total backhaul costs are given by more optimal values
using the ACS algorithm compared to the other solutions.

Keywords—Mobile edge-cloud computing; delay-sensitive ser-
vices; container migration; container deployment; backhaul band-
width; load balancing

I. INTRODUCTION

Mobile Edge Computing (MEC) is an emerging distributed
computing paradigm that can deliver timely services to mobile
users [1], [2]. They generally use resource-limited smart mo-
bile devices (SMD) that allow them to run indispensable smart
applications related to social networking, learning, businesses
and entertainment. To reinforce privacy, reduce latency, pre-
serve bandwidth and offer location-awareness, MEC enables
computation and storage at the edge of the network using a
set of edge nodes (EN). These nodes are resource-rich network
cells or edge servers (ES) that are deployed in close proximity
of the end-users and offer virtualized services to allow of-
floading of the mobile applications’ workloads [3]. The use of
these applications leads to appear new constraints related to
mobility, limited energy, limited computational capacity and
short latency.

The MEC model uses the virtualization techniques to
master the resource allocation operations for Virtual Services
(VSs) [4]. These VSs are often placed, migrated or replicated

over the ENs according to the users’ locations and resources
availability while considering constraints such as QoS, load
balancing and energy. Besides, the new container-based
lightweight virtualization solution is intended to decrease the
communication network overhead and enhance continuity
and quality of services. Though, especially with the user’s
mobility intrinsic property that is mostly frequent and
unpredictable and the limited coverage of nodes, a guaranteed
QoS for the deployed virtualized services is the most critical
issue [5]. Indeed, when the user moves far from the edge
server that deploys the corresponding virtualized service, the
service response time becomes significant and can hamper
the smooth running of the service. Therefore, a service
migration [6] process in this case becomes important to make
the service more interactive and guarantee its continuity.
But, due to the high cost of this process regarding its time
and the consumption of the available network bandwidth
and other resources, the migration decision is very critical.
Actually, with the non-negligible migration overhead, frequent
migration according to the user’s movement cannot be
tolerated in all network conditions, whereas limited migration
leads to the accumulation of communication delays which
may degrade the QoS.

Service migration has sprung up recently as a leading
problem in MEC networks. It involves complex procedures
to dynamically move running services from one edge node
to another. It becomes solicited in different edge management
procedures, such as service failures handling, load balancing,
mobile workloads offloading handling, etc. Also, to guarantee
service-level agreements (SLA) or seamless services, it has
to meet many constraints related to the available network
and computing resources, the latencies’ order of magnitude
as well as the users’ mobility [7]. The migration decisions
are taken while optimizing a general cost or profit function
that is evaluated in a long-term or short-term scenarios. Its
formulation uses many metrics such as the migration duration,
service downtime duration, network resources consumption,
etc. However, a precise evaluation of these metrics remains
a major problem for a good modelling of this problem. On
the one hand, because of the great diversity and the strong
dynamicity of the parameters as well as the mobility of the
users. On the other hand, because of the limitation of the
resources involved in the migration which accentuates the
constraints and limits the number of possible solutions.
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II. RELATED WORKS

With the high-mobility characteristic in the context of
Vehicular Edge Network, the authors of [8] considered a delay-
based cost function involving wireless transmission, backhaul
and computing delays. They examined the problem of joint
service migration and mobility optimization with minimum
migration cost and travel time. To solve the problem, a multi-
agent deep reinforcement learning algorithm was proposed.
In [9], the authors use migration frequency and migration
time as the migration cost and suggest a QoS aware solution
to enhance the handover operations by exchanging additional
information in order to perform service migration.

With the user mobility awareness assumption and QoS
concerns for efficient service migration in MEC networks,
many relevant works target service migration optimization.
The work in [10] uses the follow-me edge concept to derive
a service performance optimization problem constrained to a
long-term cost budget to decide the service migration. The
decision metrics include the Computing and Communication
delays plus the migration cost. The long-term optimization
problem is decomposed using Lyapunov optimization then
approximated based on Markov approximation to derive a near-
optimal solution with fast convergence rate. Moreover, based
on this last concept to guarantee high availability and prop
ultra-low latency, in [11] the authors studied four container-
based migration strategies. They considered both predefined
and unknown path scenarios. The work in [12] considered a
cost function with a combination of three metrics: the topol-
ogy cost that depends on the network structure and routing
mechanism, the user-perceived delay and the risk of location
privacy leakage. They modelled the migration procedure as
a Markov Decision Process (MDP) problem, and propose a
modified policy iteration algorithm to find the optimal decision.
Also, a distance-based MDP was proposed in [13] to optimize
the trade-off between the user-experienced delay and migration
cost while considering the distance separating the user and
the service locations. The work in [14] considered a dynamic
task migration problem with delays, tasks’ deadlines and user
mobility consideration. The objective function to maximize
was the number of tasks with guaranteed deadlines.

However, the mobility information is usually unavailable
in real world due to privacy and inaccuracy issues. With this
consideration, several recent works tackled the optimization of
service or container migration from various perspectives. The
work in [15] studied container migration in edge networks
using a joint load balancing and migration cost minimization
model. The migration cost encompasses two main metrics:
network transmission delay and container migration downtime.
They designed a migration solution based on a modified Ant
Colony System algorithm. In [16] a live migration framework
of container-based offloading services is presented. The basic
optimization idea consist in sharing common storage layers
across the edge hosts. Also in [17], the authors addressed the
high network consumption problem while migrating virtual
machines within cloud-edge fusion computing. They proposed
heuristic algorithms to balance migration and communication
costs.

The rest of this work is organized as follows. The system’s
model is describe in Section III . The obtained optimization
problem is presented in Section IV , and its resolution’s ap-

Fig. 1. Mobile Edge-Cloud System Architecture.

proaches are summarized in Section V . Evaluation and results
are presented in section V I . Finally, Section V II concludes
the paper.

III. USER’S BACKHAUL AND LOAD BALANCING AWARE
MIGRATION AND DEPLOYMENT OF CONTAINERS

(UBL-MDC)

In this section, the need to optimise a multiple criteria
decision-making problem in the proposed edge-cloud archi-
tecture is shown. Then, the involved cost functions as well as
the final overall objective function to optimize is formulated.

A. System Model

In this paper, the service deployment and migration prob-
lem from the perspective of an edge-cloud service provider
is studied. As shown in Fig. 1, an edge-cloud network that
uses a public/private cloud (PC) and a set of Edge Nodes
(ENs) within a 2-D geographical local area is considered.
Each EN is equipped with an Edge Server (ES) that can
be hosted in a Base Station (BS) that offers access to the
wireless communication network for all SMDs in its coverage,
or simply deployed to offer to the network more processing
and storage capabilities. In this last case, the server is called
independent edge server and denoted (IS). For ease of use,
an EN or its ES are indifferently used, while the edge-cloud
server i is denoted si. A given ES within a BS serves the
SMDs within the coverage area of the BS or other remote
ones, whereas an independent ES serves only remote SMDs.
The PC is supposed to have unlimited capacity, whereas all ESs
are supposed heterogeneous with limited resources. Also, each
ES can provide a set of independent virtualized services (VS)
using the container-based lightweight virtualization technology
where each running service uses a container instance and
serves one SMD only. The set of all available edge-cloud
servers is denoted S = {s1, s2, ..., sσs} where σs is the number
of servers. For ease of use, the set of all involved containers
is denoted C = {c1, c2, ..., cσc} where σc is the number of
containers.
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1) UBL-MDC Variables: To model the involved operations
in the studied system, the decision variables are presented:

The migration binary decision variable of container i from
its edge server sci to EN j is denoted αi,j where αi,j = 1
refers to the decision to migrate ci from sci to j, otherwise,
αi,j = 0.

αi,j ∈ {0; 1} ; i ∈ C; j ∈ S (1)

Additionally, when migrating container i from its edge
server sci to j the decision variable to select the migration path
among the possible paths set Psci ,j is the binary variable βki,j
where βki,j = 1 refers to the decision to use the k-th path in
Psci ,j to migrate i from edge server sci to j, otherwise βki,j = 0.

βki,j ∈ {0; 1} ; i ∈ C; j ∈ S; k ∈ Psci ,j (2)

2) Paths and delay: The SMDs get access to the ESs
via wireless channels, while the nearby ENs are connected
to each other in wired manner using high speed Ethernet
cables or optical fibers. The MEC network topology is given
by the set of nodes S and the set of links relying them.
The set of links is denoted L which can be defined as
L = {Lj,j′ |; j ∈ S; j′ ∈ S \ {j}} where Lj,j′ is one hop
link between ES sj and sj′ . Also, Psci ,j is used to denote
the set of feasible 1 paths connecting ESs sci and j that
can serve to migrate container ci located in ES sci to server
sj . Without loss of generality, we assume that the set Psci ,j
is precalculated and given while deciding the containers
migration. Then, P is used to denote the set of all sufficient
paths connecting all pairs of distinct nodes (j, j′) defined as:

P = {Pj,j′ / j ∈ S; j′ ∈ S \ {j}} (3)

Each path pk in Psci ,j is an ordered set of distinct links of
length |pk| such that pk =

(
L1,L2, ...,L|pk|

)
. Here, the source

node of link L1 is sci and the target node of the last link
L|pk

j,j′ |
is j. For the remaining links, the source node of link

L` is the target node of link L`−1 and the target node of
link L` is the source node of link L`+1. Fig. 2 shows a
network topology example given by a set of five ESs S =
{s1, s2, s3, s4, s5} where σs = 5 and six wire links denoted
: L = {Ls1,s2 ,Ls1,s3 ,Ls2,s3 ,Ls1,s4 ,Ls1,s5 ,Ls4,s5}. Also, the
dotted links show a migration path instance p1 with its ordered
links set given by p1 = (Ls2,s1 ,Ls1,s4). Then, the set of
possible paths connecting s2 and s4 is given by the following
set P2,4 = {p1, p2, p3, p4} where: p1 = (Ls2,s1 ,Ls1,s4),
p2 = (Ls2,s1 ,Ls1,s5 ,Ls5,s4), p3 = (Ls2,s3 ,Ls3,s1 ,Ls1,s4) and
p4 = (Ls2,s3 ,Ls3,s1 ,Ls1,s5 ,Ls5,s4).
In the proposed model each link ` ∈ L is characterized by
its total available bandwidth b(`). In addition, given the path
pk ∈ Psci ,j and the set L of all σl links, the binary array δki,j of
length σl indicating membership of all links to pk is defined.
Accordingly, the binary indicators δk,`i,j of each link ` ∈ L can
be computed using the paths in Psci ,j such that δk,`i,j takes 1 if
link ` in L is crossed in path pk ∈ Psci ,j , otherwise it takes 0.

1we assume that a restriction set of paths is sufficient to obtain the optimal
solution without the need to consider all possible paths

Fig. 2. Inter-Server Routing Paths Example.

Thus, each available path pk ∈ Pj,j′ with the hop count Hkj,j′
offers an allocatable bandwidth Bkj,j′ (see Ref [15]) for multi
hop data transmission. They are respectively expressed as:

Bkj,j′=

{
∞ ; j=j′
min
`∈pk
{b(`)} ; j 6=j′ ;j∈S;j′∈S;pk∈Pj,j′ (4)

Hkj,j′=
{

0 ; j=j′
|pk|−1 ; j 6=j′ ;j∈S;j′∈S;pk∈Pj,j′ (5)

Thus, when container ci is transferred to node j, the backhaul
bandwidth between its target node sti and node j is given by:

Bi,j =


∞ ; sti = j

max
k∈Pst

i
,j

{
Bksti,j

}
; sci 6= j ; i ∈ C; j ∈ S

(6)
which gives:

Bi =
∑
j∈S

αi,jBi,j ; i ∈ C (7)

3) Containers: Hereafter and for ease of notation, the fol-
lowing variables i, j, k, `,m are reserved to use for containers,
servers, paths, links and resources respectively. Also, from
now on, each container ci is characterized by the following
operating parameters : Ωi , 〈sci , sti,Rdemi , Bseri , xi〉 and the
set of all operating parameters is denoted Ω = {Ωi}i∈C . Here,
sci refers to the current server hosting container ci and sti refers
to the actual node hosting the communication access point
connecting the user of the service associated with container ci.
This node is considered as the best candidate target node for
deployment or migration so that the best transfer paths for ci
are in Psci ,sti . Actually, if a path is a feasible solution, container
ci will be migrated to the direct proximity of the user with no
communication overhead. Also, Rdemi = {rdi,1, rdi,2, ..., rdi,σr}
represents the resources demand set of ci and are given in
the number of standardized virtual resource units. Here, σr is
the number of resource types and rdi,m represents the required
quantity in terms of resource rm demanded by container i.
Furthermore, Bseri concerns the minimum allowable data rate
in terms of available bandwidth between ci and its associated
user after the migration or deployment procedures.The binary
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xi indicates whether ci is requested for a migration (xi = 1)
or for a new deployment procedure (xi = 0).

4) Edge servers resources: Each ES provides a set of
resources among multiple types including CPU, GPU, mem-
ory, storage, etc. Here, the set of possible σr resources is
denoted R = {r1, r2, ..., rσr}. Accordingly, every server j is
characterized by its capacity set in terms of resources which
is denoted Rcapj = {rcj,1, rcj,2, ..., rcj,σr}. Here, rcj,m represents
the maximum available quantity in terms of resource rm that
sj can furnish.
Within the server j which runs a set of containers using the
allocated resources, the deployment and migration will result
in hosting new containers and freeing others conforming to the
placement decisions. Thus, the utilization of resource rm on
ES j after the migration process is calculated as follows:

ruj,m (α) =
∑
i∈C

αi,jr
d
i,m ; j ∈ S;m ∈ R. (8)

5) Container deployment: Deploying a service in this work
refers to the transfer of unstarted components of the container
(program codes, libraries, databases, etc.) from the storing
node to a MEC server in order to make them available to
serve a user. The provider’s containers are stored in its PC or
in a specific known EN depending on the requested service.
Thus, all new incoming service requests from the users trigger
service deployment from the hosting nodes to the ENs. Here,
the same notation sci is adopted to refer the hosting node of
the requested container ci.

6) Container migration: Migrating a container tries to
achieve load balancing of ESs and increase the number of ser-
vices that meet the execution latency constraints if necessary.
this process involves the transfer of all runtime memory states
as well as the related storage data that should be synchronized
in the target ES. Furthermore, migration traffic routing in
MEC networks not only helps to significantly reduce services
downtime and interruption by selecting the best routing paths,
but it protect the network from route failure. Indeed, if some
links are in use or completely fail, alternate paths can be
selected to redirect and salvage the data flows. Accordingly,
a container migration decision has to found the expedited
path to route the migration flows while avoiding the network
congested links.

The important notations used are summarized in Table I.

TABLE I. MAIN NOTATIONS

Notation Definition

C The set of containers
S The set of edge-cloud servers
L The set of links
σc, σs, σr The the total number of containers, servers, resources
Pj,j′ The set set of sufficient paths connecting servers sj and sj′
Bk
j,j′ The bandwidth of path pk ∈ Pj,j′
Hk
j,j′ The hop count of path pk ∈ Pj,j′
Bi The backhaul bandwidth associated with container ci
Ωi The operating parameters of container ci
rdi,m The ci demand in terms of resource rm
ruj,m The sj resource usage in terms of resource rm

B. The Cost Models

As already alluded above, the containers’ deployment or
migration has to be decided while optimizing a cost model as
it is the most suitable way to favour one possible migration
solution over another. Thus, in the present section the costs
that are involved to formulate the objective function of the
optimization problem are presented. Table II shows some
important notations used to express these costs.

TABLE II. IMPORTANT COST NOTATIONS

Notation Definition

Costbacki,j The container ci backhaul cost when transferred to sj
Costback The overall user backhaul cost
Costprocj The processing load cost related to server sj
Costproc The overall processing load cost
Costnetw The overall network load cost
Cost (α, β) The cost or objective function
φ0, φi,j The pheromone initial and current values
∆l
φ, ∆g

φ The local and global pheromone evaporation rates
ε1, ε2 The pheromone and heuristic information parameters
temp0 The initial temperature value

1) User backhaul cost: After placing container ci at node
j, the backhaul delay of its user depends on the characteristics
of the path connecting node j and its communication access
node sti. In fact, the ideal situation is achieved if j = sti.
Accordingly, to favour such migration, this cost is introduced
in order to bring the containers as close as possible to their
end users. Generally, the smaller is this cost the more efficient
the placement is. To assess this cost, the available bandwidth
between nodes j and sti as well as the hop count between them
are used. Accordingly, the following weighted sum is adopted:

Costbacki,j =


0 ;sti=j

min
k∈P

st
i
,j

∆r

min
k′∈P

st
i
,j

Bk
′
st
i
,j

Bk
st
i
,j

+∆h

Hk
st
i
,j

max
k′∈P

st
i
,j

Hk′
st
i
,j

 ;sti 6=j

(9)
Here i ∈ C; j ∈ S and Costbacki,j is ranging in [0,1], ∆r and ∆h

are the weights associated respectively with the available data
rate (bandwidth) and the hop count costs such that ∆r+∆h =
1. Also, the fractions’ max and min expressions are used for
normalization purpose. Therefore, with the decision vector α,
the overall user backhaul cost can be obtained as:

Costback (α) =
∑
i∈C

∑
j∈S

αi,jCost
back
i,j (10)

2) Load balancing cost: To ensure the service quality
while taking into account the service delay, the model favours
containers’ migration from over-loaded ENs to release re-
sources for future nearby users requests. Also, to avoid the
unbalanced network load, e.g. some links are highly loaded
while some others are less loaded, the links traffic load metric
is introduced. The main intuition behind balancing this load
is to select paths that best balance the traffic loads across
different links and keep critical links available for future traffic.
Accordingly, the load balancing cost involves the processing
or computation load cost of the running containers on all ENs
and the traffic load of all available links. The processing load
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ratios θj,m of resource rm in ES j and their mean value θ̄m
are defined as follows:

θj,m (α) =
ruj,m (α)

rcj,m
∈ [0, 1] ; j ∈ S;m ∈ R (11)

θm (α) =
∑
j∈S

θj,m
σs

;m ∈ R (12)

Then, the processing load related to ES j with regards to all
resource types is defined as:

Costprocj (α) =
∑
m∈R

|θj,m (α)− θm (α) |
σr

; j ∈ S (13)

which gives the following overall processing load:

Costproc (α) =
∑
j∈S

∑
m∈R

|θj,m (α)− θm (α) |
σsσr

∈ [0, 1] (14)

On the other hand, the network load balancing cost shows
the distribution ratio of the links’ load or indicates whether
containers receive a fair share of data transfer resources.
Hence, the lack of capacity ϑ` of link ` using the the allowable
bandwidth Bksci ,j is given by:

ϑ`(α,β)=max

0;
∑
i∈C

∑
j∈S

∑
k∈Psc

i
,j

(
αi,jβ

k
i,jδ

k,`
i,j B

k
sci ,j

)
−b(`)

;`∈L

(15)
Accordingly, this lack of capacity is chosen as the network
load unbalance cost related to link ` which gives the following
overall network traffic load unbalance cost:

Costnetw (α, β) =
∑
`∈L

ϑ` (α, β) (16)

Moreover, as ϑ` (α, β) 6 b(l) ∗ (σc − 1), herein the following
normalization sum is presented:

Lcap = (σc − 1)
∑
`∈L

b(`) (17)

Finally, the following weighted sum is adopted to asses the
overall load balancing cost where ∆p and ∆n are the weights
associated respectively with both processing and network loads
such that ∆p + ∆n = 1. Also, the denominators in this
expression are used for normalization purpose.

Costload(α,β)=∆pCostproc(α)+∆n
Costnetw(α,β)

Lcap
∈[0,1] (18)

IV. THE UBL-MDC PROBLEM FORMULATION

A. Multi-objective Cost Function

Now, to get the overall cost model, a multi-criteria mi-
gration and deployment decisions by considering all the three
cost metrics within the proposed edge computing system is
designed. The proposed multi-objective function is formulated
as a weighted sum of these four costs using the following
function:

Cost(α,β)=∆b
Costback(α)

σc
+ ∆lCost

load(α,β) (19)

Here ∆b, and ∆l are regulatory weights constants to balance
this cost function. Their values are ranging in [0,1] such that
∆b + ∆l = 1. By deciding these weights one can adjust the

priority to attribute to each metric. Here, the variables are given
by α (two dimensions binary array [σc × σs] ) and β (two
dimensions array [σc × σs] of vectors where βi,j is a vector
of binaries of length |Pi,j |).

B. Constraints

In the proposed model model, the case when container i is
not migrated is represented by setting αi,sci = 1 and αi,j = 0
for j ∈ S \ {sci} and if migrated, only one target server is
selected. Accordingly, the migration decision of container i
has to meet the following constraint:

∑
j∈S

αi,j = 1 ; i ∈ C; (20)

By selecting a path p =
(
Lsci ,s1 ,Ls1,s2 , ...,Ls|p|−1,j

)
in

Psci ,j to serve the transfer flow of container ci from node sci
to j, many constraints have to be satisfied. With the start node
sci of path p, its last node j must be the placement node of
container i which is expressed as:

∑
k∈Psc

i
,j

βki,j = αi,j ; i ∈ C; j ∈ S (21)

Also, the resource capacity in EN j must satisfy all the
containers resource requirements that are decided to be
deployed in or migrated to ES j for all resource types, which
is finally formulated as:∑

i∈C
αi,jr

d
i,m ≤ rcj,m ; j ∈ S;m ∈ R (22)

Lastly, the serving bandwidth constraint after the placement of
container ci using the maximal available bandwidth in (7) is
formulated as:

Bi > Bseri ; i ∈ C (23)

C. Formulation

In light of the above clarifications of the studied prob-
lem, the formulation of the proposed UBL-MDC framework
which aims to efficiently deploy and migrate the involved
containers while considering their priorities is presented. The
joint deployment, migration and route selection are made
while deciding the best placements to minimize the objective
consisting of the costs related to the resulting users back-
haul bandwidth and the load balancing degree. Finally, the
following optimization problem P1 generates the minimal
deployment and migration cost with resource allocation and
traffic routing while maximum number of priority containers
are satisfied.

P1 : minimize
{α,β}

Cost (α, β)

s.t. (1), (2), (20), (21), (22), (23)

Indeed, this formulation minimizes the aforementioned four
metrics influencing the performance of the studied mobile
edge-cloud system and the users’ satisfaction according to their
priorities.
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D. The UBL-MDC Problem Complexity

Since problem P1 is a binary integer programming
problem, it is considered to be NP-complete. This is high-
lighted when showing its search space dimension that is
2σcσs

(∑
i∈C
∑
j∈S

(
2|Pi,j |

))
. For example, when σc = 20,

σs = 5 and |Pi,j | = 10, the search space size is 2100× (100×
210) ' 1.298× 1035. As such, the search space’s exponential
growth with the problem’s dimension is obvious and one
can observe the excessive computational requirement to solve
such a problem. Therefore, the following section shows the
development procedure of a low-complexity heuristic scheme.

V. PROBLEM RESOLUTION

A. The BFS-PS Exact Solution

To get the optimal containers’ migration and deployment
decision given by problem P1, an exhaustive search is per-
formed over all possible solutions using a Brute Force Search
with Path Selection that is denoted (BFS-PS). It is presented in
Algorithm 1. Unfortunately, this search is an O(σc× σs×N)

time complexity solution where N =
σc∏
i=1

(
σr∑
j=1

(|Pi,j |)

)
and

is feasible for limited settings. Indeed, when σc = 20, σs = 5
and |Pi,j | = 10, the iterations’ count N ' 9.536×1033, which
is already not feasible.

Algorithm 1 : BFS based Containers’ Migration and Deploy-
ment
Require: C,S,P ,Ω
Ensure: optimal decisions α∗, β∗ with cost Γ∗

1: Γ∗ ←∞

2: N ←
σc∏
i=1

(
σr∑
j=1

(|Pi,j |)

)
;

3: for l = 0 to N − 1 do
4: build β from l;
5: for each container i in C do
6: for each node j in S do
7: if

∑|Pi,j |
k=1 βki,j == 0 then

8: αi,j ← 0;
9: else

10: αi,j ← 1;
11: end if
12: end for
13: end for
14: if constraints of P1 are satisfied then
15: X ← Cost(α, β) according to (19);
16: if X < Cost∗ then
17: (α∗, β∗,Γ∗)← (α, β,X)
18: end if
19: end if
20: end for
21: return (α∗, β∗,Γ∗)

As input, Algorithm 1 requires the parameters’ vector Ω as
well as the information regarding containers, servers and paths.
The main for loop of the algorithm iterates N times over the

instructions’ bloc that tries to enhance the best solution using
variables α and β that are built using the current iteration
value.

B. ACS-PS Approximate Algorithm

To get a feasible containers’ migration and deployment
decisions, hereafter an efficient discrete ACS-based algorithm
with Paths Selection (ACS-PS) is designed with two different
migration strategies. To compare its performance, two other
meta-heuristic algorithms based on simulated annealing (SA)
and genetic algorithms (GA) are used. The first is summarized
in Algorithm 4 whereas the second is based on the work in
[15].

1) Algorithm description: ACS schemes adopt pheromone
evaporation and sharing strategies to share the learned ex-
perience among different ants’ groups. They simulate the
feeding process of ants to simulate the decision of containers’
migration and deployment. The main pieces of this algorithm
are summarized as follows:

• Ants are randomly placed in the containers to be
transferred.

• every ant Aa selects a mapping tuple < ci; sj > with a
probability pi,j , referring the transfer of container ci to
node sj using path pk according to the pheromones
φi,j and the heuristic information ψi,j . Then, ci is
placed into tabu list Tabua of Aa.

• To get its migration plan, ant Aa returns to the next
container in the transfer containers set C, and repeats
the previous process to complete the next migration
allocation.

• That all the ants complete the allocation of all the
transfer containers in C once, can be regarded as one
iteration.

• The algorithm terminates when the maximum itera-
tions’ number is reached.

2) Algorithm skeleton: In practice, ants use a kind of
chemical substance named pheromone to share information
with each other [18]. Its initial value is defined as follows:

φ0 =
1

σc
(24)

Pheromone variation rules: When transferring the con-
tainers, the ACS algorithm dumps the ants’ search experience
using the matrix [φ] of size σc × σs. Each element φi,j saves
the pheromone amount that informs ants about the tendency
to choose pair (ci; sj).
The next equations are the rules serving to update the
pheromone locally and globally, respectively:

φnewi,j = φoldi,j × (1−∆l
φ) (25)

φnewi,j = φoldi,j + ∆g
φ ×∆a

i,j (26)

here ∆l
φ and ∆g

φ are the local and global pheromone evap-
oration rates respectively. ∆a

i,j is its increment of additional
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pheromone defined by:

∆a
i,j =


1

Cost(X+
a )

; if αi,j = 1 in X+
a

0 ; otherwise
(27)

where Cost(X+
a ) is the cost value of an iteration’s best

solution found by ant Aa. Actually, when the mapping relation
tuple < ci; sj > is chosen, the ant updates locally the
pheromone value of this path using Eq. (25). On the other
hand, when the mapping relation tuples of all current solutions
is completed, the best one w.r.t. Cost is chosen to perform
pheromone update globally using Eq. (26) in order to maintain
the experience of the global best solution.

Heuristic information: The proposed model uses heuristic
information ψi,j that is obtained based on the maximum
allowable bandwidth to transfer container ci to node nj that
is expressed as:

ψi,j = max
k′∈Pst

i
,j

Bk
′

sti,j
(28)

Usually ants tend to choose the path with more pheromones
and higher expectations of the ongoing path. Nevertheless,
this deterministic choice has the disadvantage to fall into
local optimum. Accordingly, ACS algorithm reacts by using a
pseudorandom rule where ants probabilistically select the next
mapping transfer tuple < ci, sj , pk > using a probabilistic rule.
First, Eq. (29) defines the set ωa(i) of possible target nodes
j′ related to ant Aa and their leading routes k′ that verify
all constraints in (31). Each element in this set represents
a possible candidate placement node j with its associated
possible leading routes that are given by the set ωa,j(i). The set
of candidate placement nodes only in ωa(i) is denoted ωa(i).

ωa(i) = {(j′, k′) | if (31) are satisfied } (29)

ωa(i) = { j | (j, k) ∈ ωa(i)} (30){ ∑
i′∈Cαi′,jr

d
i′,m+rdi,m≤rcj′,m m∈R

Bk′sti,j′>Bi
(31)

The nodes selection: The next pair container-node is
chosen based on the following equation:

j=

{
argmax
j′∈ωa(i)

{(φi,j)ε1×(ψi,j)
ε2} ifq6q0

Roulette Wheel{ωa(i);χi,j} otherwise
(32)

where q is a uniformly distributed random number ranging in
[0, 1] and q0 ∈ [0, 1] is a threshold parameter. ε1 and ε2 are
pheromone and heuristic information parameters, respectively.
When q 6 q0, Aa choose pair (i, j) with the maximum value
to transfer ci to node j. Otherwise, the pair (i, j) is chosen
with the Roulette Wheel procedure (see Alg.(2)) within the
set ωa(i) using probabilities χi,j defined in Eq. (33).

χi,j=
(φi,j)

ε1×(ψi,j)
ε2∑

j′∈ωa(i)

(φi,j′)ε1×(ψi,j′)ε2
(33)

The node-path pair selection: if container ci is selected
for transfer, the model proposes to select the pair sj − pk

Algorithm 2 : Roulette Wheel Rule Algorithm for Container
ci using ωa(i).

Require: S,P ,ωa(i),Ωi, ε1 and ε2

Ensure: the candidate node j0;
1: for each node j in S do
2: if j in ωa(i) then
3: calculate χi,j using Eq. (33)
4: else
5: χi,j ← 0;
6: end if
7: end for
8: q1← random(0, 1) ∗ χtotal;
9: p← 0;

10: for each node j in ωa(i) do
11: p← p+ χi,j ;
12: if q1 > p then
13: j0 ← j;
14: break;
15: end if
16: end for
17: return j0

denoted (j, k) as the target node and the path of its transfer.
The adopted path selection strategy uses two versions: the first
strategy denoted (ACS-PS-1) select the path with the maximum
allowable bandwidth, while the second one denoted (ACS-PS-
2) adopts a random selection strategy. With the first strategy
ACS-PS-1, the following equation that gives the maximum
transfer bandwidth while choosing path pk is adopted:

k← argmax
k′∈ωa,j(i)

{
Bk
′

sci ,j

}
(34)

3) Algorithm pseudo-code: The pseudo-code of the pro-
posed algorithm is summarized in Algorithm 3 where a solu-
tion Xa is given by the variables’ arrays (α, β) and X is the
solutions’ set of all ants.

As input, Algorithm 3 requires the sets C,S and P; the
parameters’ vector Ω, the maximum iterations count parameter
nmax, the ants’ count σa, the pheromone initial value q0, the
local and global pheromone evaporation rates ∆l

φ and ∆g
φ; ε1,

ε2 the pheromone and heuristic information parameters and the
path selection strategy s. In lines 1 to 3, the initial solution’s
vectors are built and the optimal cost F ∗ associated with the
optimal solution (α∗, β∗) is initialized. In line 4, the general
for loop repeat the process using nmax iterations where in each
iteration all ants are involved using the loop in line 6. At each
ant step, probability matrix is updated (lines 7-11), the contain-
ers’ placement decisions with paths’ selection are performed
using Eq. (32) and strategy s which results in the vectors α
and β (lines 12-35); and the local update of pheromone is
executed. Then the iteration solutions corresponding to all ants
are examined with a global pheromone update(lines 38-40)
using the best solution and Eq.(26).

C. The SA-PS Approximate Algorithm

In this section, the proposed Simulated Annealing based
heuristic solution with Paths Selection (SA-PS) is described.
This heuristic optimization technique is characterized by its
simplicity and general applicability features. In terms of speed,
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Algorithm 3 : ACS-Based Container Transfer Algorithm with
Path Selection (ACS-PS)

Require: C,S,P ,Ω, nmax, σa, q0, ∆l
φ, ∆g

φ, ε1, ε1 and strategy
s

Ensure: the Global solution (α∗, β∗);

1: Generate an initial solution (α, β)
2: Calculate F = Cost(α, β) according to (19);
3: (α∗, β∗, F ∗)← (α, β, F )
4: for n = 1 to nmax do
5: X ← {}
6: for a = 1 to σa do
7: for each container i in C do
8: for each node j in S do
9: calculate χi,j using Eq. (33)

10: end for
11: end for
12: for each container i in C do
13: choose pair < sj0 ; pk0 > from ωa(i) using
14: Eq. (32) and strategy s;
15: for each node j in S do
16: if j = j0 then
17: αji ← 1;
18: for each path k in Psci ,j0 do
19: if k = k0 then
20: βki,j0 ← 1;
21: else
22: βki,j0 ← 0;
23: end if
24: end for
25: else
26: αji ← 0;
27: for each path k in Psci ,j do
28: βki,j ← 0;
29: end for
30: end if
31: end for
32: update the local pheromone according to
33: Eq. (25);
34: put ci into Tabua;
35: end for
36: put solution Xa = (α, β) into X;
37: end for
38: X+ ← argmin

Xa∈X
{Cost(Xa)};

39: F ← Cost(X+)
40: update the global pheromone according to Eq. (26);
41: if F < F ∗ then
42: (α∗, β∗, F ∗)← (α, β, F )
43: end if
44: end for

it is considered among the main efficient heuristics compared
to other techniques. Probabilistically, this algorithm accepts not
only cost gain, but also cost degradation in order to leave the
local minima. Inspired by the Very Fast Simulated Annealing
[19] variant, this algorithm use the cost function Cost as the
thermodynamic system’s energy. During the solutions’ space
probabilistic iteration, the acceptance of the current state is
done such that new states with less energy compared to the

previous energy are accepted; otherwise, the new state is
accepted when the probability exp

(
|F−Fnew|
temp

)
is greater than

a random generated float using a uniform distribution U [0, 1].
Also, with decreasing temperature process, the chance for the
system to accept such penalizing transitions decreases. The
temperature schedule in this algorithms is given by:

tempk = temp0e

(
−0.5k

1
2σc

)
(35)

where k is the current iteration number and temp0 is the initial
temperature parameter. The detail of the solution is presented
in Algorithm (4).

Algorithm 4 : SA-Based Container Transfer Algorithm with
Path Selection (SA-PS)

Require: C,S,P ,Ω, kmaxand temp0.
Ensure: the Global solution (α∗,β∗);

1: Generate an initial solution (α,β)
2: Calculate F=Cost(α,β) according to (19);
3: (α∗,β∗,F ∗)←(α,β,F )
4: for n=1 to kmax do
5: temp←temp0e

−0.5n
1

2σc ;
6: αnew←rand neighbour(α);
7: Build best βnew using αnew
8: Calculate Fnew=Cost(αnew,βnew) using (19);
9: ∆F←Fnew−F

10: if ∆F<0 or e
−|∆F |
temp >random(0,1) then

11: (α,β,F )←(αnew,βnew,Fnew)
12: if F<F ∗ then
13: (α∗,β∗,F ∗)←(α,β,F )
14: end if
15: end if
16: end for
17: return (α∗,β∗)

As input, Algorithm 4 requires the sets C,S and P; the
parameters’ vector Ω, the maximum iterations count parameter
kmax, the initial temperature value temp0. In lines 1 to 3,
the initial solution’s vectors are built and the optimal cost
F ∗ associated with the optimal solution (α∗, β∗) is initialized.
Then a for loop (line 4) is used in order to repeat the annealing
process using kmax iterations. At each step, the temperature
value temp is updated (line 5); then, a neighboring state
αnew of the current state α in line 6 is generated and its
corresponding paths selection vector is built in line 7. Then,
the new cost Fnew is evaluated in line 8. Then, the new state
is accepted if generating more profit; otherwise it is accepted
using a probabilistic test(lines 10 to 15). Here, random(0, 1)
is a function’s call that uniformly generates a random number
in [0, 1].

VI. EVALUATION AND RESULTS

In this section, the proposed experiments used in order to
compare the proposed solutions are presented based on the
execution time and the cost function metrics.

A. Simulation Setup

All developed simulation programs were ran using a
2.4GHz Intel Core i5 processor in a PC with a maximum 8GB
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of RAM. Moreover, the basic parameters of the simulation
experiments are listed in Table III .

TABLE III. SIMULATIONS’ PARAMETERS

Parameter values

σs; σr 5; 3
|Pi,j | [[3; 5]]
nmax; kmax 100; 200
q0 0.3
∆l
φ; ∆g

φ 0.1; 0.7
∆r ;∆h 0.5; 0.5
∆p;∆n 0.5; 0.5
∆l;∆b 0.5; 0.5
ε1 1
ε2 2
temp0 200

B. Exact vs. Heuristic Performance

To investigate the feasibility and limitation of Algorithm
1, the first experiment is carried where the achieved costs
are measured and the execution time of all five solutions
is recorded. In fact, the performance of the optimal BFS
based solution is studied compared to the proposed heuristic
solutions where the ACS-PS algorithm is studied relatively to
both proposed strategies denoted ACS-PS-1 and ACS-PS-2.
Accordingly, the containers’ count (σc) is varied between 2
and a maximum feasible experimentation value σc = 9 while
the nodes’ count σs = 5, and |Pi,j | ∈ [[3; 5]]. The obtained
results are depicted in Fig. 3.
The obtained normalized cost for the proposed solutions is

Fig. 3. Normalized Cost and Execution Time with σc; σs = 5.

shown in the left part of this figure. The variations of the same
curve in this figure is only the result of using different data
from one point to another and does not carry any information.
Thus, the figure shows similar results for all solutions when
σc ∈ [2, 7]; elsewhere the results of the GA-PS solution only
deviate little from the optimal BFS-PS solution. The right side
of this figure shows the variation of the execution time of
the studied solutions. For clarity reason in this part of the
figure, the results are zoomed to show the achievements of the
heuristic solutions. Accordingly, the exponential growth of the
BFS-PS solution execution times is demonstrated. Indeed, it
achieves better performance for σc ∈ [2, 4] compared to all
other solution; elsewhere, it enormously goes beyond feasible
times. For instance, it reaches 34123.15s with σc = 9. The
SA-PS solution achieves the minimum execution times by
little exceeding the achievements of the ACS-PS and GA-PS

solutions. In fact, with σc = 9 it reaches only 0.192s; whereas
ACS-PS-1, ACS-PS-2 and GA-PS solutions respectively attain
2.242, 1.883 ans 2.784 seconds. This experiment shows a
slightly stable execution time for the heuristic solutions and the
infeasibility of the BFS-PS solution beyond the value σc = 5.

C. Heuristic Solutions Comparison

The second experiment studies the heuristic solutions’ per-
formance only. In this experiment, the containers’ number (σc)
is taken such that σc ∈ {10, 20, 30, 40, 50, 60, 70, 80, 90, 100}.
With regard to the total number of containers, Fig. 4 shows
the achieved Normalized Cost obtained as the value of the
objective function defined in Eq. (19). The results demonstrate
the superiority in performance of the ACS-PS solution for both
strategies. In particular, the ACS-PS-2 solution gives the best
results compared to all other solutions for all values of σc.
Also, the results of the solutions based on GA-PS and SA-PS
are slightly bigger in that order compared to those of ACS-PS.
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Fig. 4. Normalized Cost with σc; σs = 5.

D. The Total Backhaul Cost

Now, the next evaluation is introduced where the perfor-
mance related to the total backhaul cost achievements for all
heuristic solutions is studied. The reported values are obtained
using Eq. (10). First, the experience is performed such that
σc ∈ {10, 20, 30, 40, 50, 60, 70, 80, 90, 100} with σs = 5
and record the overall backhaul costs using ACS-PS, SA-
PS and GA-PS heuristic methods. In each value of σc the
overall achieved backhaul cost is sown without normalization
using different settings. Thus, the variation shape of the same
curve does not provide any information. Hence, Fig. 5 depicts
the obtained results of this first experiment. Once again, the
ACS-PS-2 solution gives the best results compared to all
other solutions for all values of σc. Mainly, the performance
results of the solutions based on ACS-PS widely exceed the
performance of GA-PS and SA-PS although there is no clear
and fixed preference between GA-PS and SA-PS in terms
of results. Indeed, ACS-PS-1, ACS-PS-2, SA-PS and GA-PS
attain respectively 0.221, 0.101, 1.244 and 1.203 for σc = 100,
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whereas they attain 0.302, 0.169, 1.071 and 1.169 for σc = 90.
Now, the following second part of the experiment studies the
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Fig. 5. Total Backhaul Costs with σc; σs = 5.

impact of the regulatory factor ∆b on the result in terms of the
total backhaul cost. ∆b is taken in the interval [0.05, 0.5] with
the setting σc = 30; σs = 5; ∆l = 1.0 − ∆b. The obtained
results are reported in Figure 6.
The balance effect is well observed from this figure. Indeed,
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Fig. 6. Total Backhaul with ∆b; σc = 30; σs = 5; ∆l = 1.0−∆b;.

when the value of ∆b increases, the total backhaul cost gen-
erally decreases except for a few values where small tolerable
increases are observed. these increases can be explained by the
probabilistic aspect of these heuristic solutions which remain
acceptable. The same figure further demonstrates superior per-
formance of the ACS-PS-2 solution. Indeed, for this solution
only, the variation of the total backhaul cost remains decreasing
for all values of the experience. Consequently, this experiments
shows that the factor ∆b, used as regulator coefficient to
balance the importance of the backhaul bandwidth cost among
the other metrics, really fulfills its role.

VII. CONCLUSIONS AND PERSPECTIVES

In this paper, a containers’ deployment and migration
problem with resource consideration within a multi-server
mobile edge-cloud system is studied. The model considers a
set of containers to deploy and migrate to a set of edge-cloud
nodes where the transfer is compellable to users’ backhaul

bandwidth constraints. The formulated optimization problem
minimizes a derived multi-objective function that jointly min-
imizes end-users perceived bandwidths and the system’s load
balance degree. Accordingly, the optimal transfer decisions
are established by solving the obtained optimization problem.
To handle its high complexity, two moderate complexity
algorithms based respectively on Ant Colony System and
Simulated Annealing are proposed. Then, a set of simulation
experiments are performed to study their performance. The
results reveal that the proposed BFS-based exact method is
inefficient with big settings and it is highly time consuming.
Furthermore, the ACS-PS is considerably efficient and gives
good result with more acceptable execution time, whereas
the SA-based solution is very efficient in terms of execution
time. Moreover, the balance effect of the ∆b factor serving to
balance the importance degree of the backhaul cost is well
established. Finally, we plan as perspectives to involve the
transfer delays regarding the migrations types in the studied
edge-cloud system.
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Abstract—A reasonable amount of annotated data is required
for fine-tuning pre-trained language models (PLM) on down-
stream tasks. However, obtaining labeled examples for different
language varieties can be costly. In this paper, we investigate
the zero-shot performance on Dialectal Arabic (DA) when fine-
tuning a PLM on modern standard Arabic (MSA) data only
— identifying a significant performance drop when evaluating
such models on DA. To remedy such performance drop, we
propose self-training with unlabeled DA data and apply it in the
context of named entity recognition (NER), part-of-speech (POS)
tagging, and sarcasm detection (SRD) on several DA varieties.
Our results demonstrate the effectiveness of self-training with
unlabeled DA data: improving zero-shot MSA-to-DA transfer by
as large as ~10% F1 (NER), 2% accuracy (POS tagging), and
4.5% F1 (SRD). We conduct an ablation experiment and show
that the performance boost observed directly results from the
unlabeled DA examples used for self-training. Our work opens up
opportunities for leveraging the relatively abundant labeled MSA
datasets to develop DA models for zero and low-resource dialects.
We also report new state-of-the-art performance on all three
tasks and open-source our fine-tuned models for the research
community.

Keywords—Natural language processing; natural language
understanding; low-resource learning; semi-supervised learning;
named entity recognition; part-of-speech tagging; sarcasm detec-
tion; pre-trained language models

I. INTRODUCTION

Neural language models [1], [2] with contextual word
representations [3] have become dominant for a wide range
of Natural Language Processing (NLP) downstream tasks.
More precisely, contextual representations from transformer-
based [4] language models [5], [6], pre-trained on large
amounts of raw data and then fine-tuned on labeled tasks-
specific data, has produced state-of-the-art performance on
many tasks, even when using fewer labeled examples. Such
tasks include question answering [7], text classification [6],
named entity recognition (NER), and part-of-speech (POS)
tagging [8], [9].

Typically, such language models see a huge amount of
data during pre-training, which could mistakenly lead us to
assume they have a strong generalization capability even in
situations where the language varieties seen at test time are
different from those the language model was fine-tuned on. To
investigate this particular situation, we first study the impact of
using a language model pre-trained on huge Arabic corpora for
two popular sequence tagging tasks (NER and POS tagging)
and one text classification task (sarcasm detection) when fine-
tuned on available labeled data, regardless of language variety
(Section VII-A). To test the model utility for tasks based
on exclusively dialectal Arabic (DA), we then remove all

dialectal data from the training splits and fine-tune a model
only on MSA. Evaluating such a model in a zero-shot setting,
i.e., on Egyptian (EGY), Gulf (GLF), and Levantine (LEV)
varieties, we observe a significant performance drop. This
shows the somewhat brittle ability of pre-trained language
models without dialect-specific fine-tuning.

Unfortunately, the scarcity of labeled DA resources cov-
ering sufficient tasks and dialectal varieties has significantly
slowed down research on DA [10]. Consequently, a question
arises: “How can we develop models nuanced to downstream
tasks in dialectal contexts without annotated DA examples?”.
We apply self-training, a classical semi-supervised approach
where we augment the training data with confidently-predicted
dialectal data. We empirically show that self-training is indeed
an effective strategy, which proves to be useful in zero-shot
(where no gold dialectal data are included in training set)
independently as well as with self-training (Sections VII-B
and VII-C, respectively).

Our experiments reveal that self-training is always a useful
strategy that consistently improves over mere fine-tuning. In
order to understand why this is the case (i.e., why combining
self-training with fine-tuning yields better results than mere
fine-tuning), we perform an extensive error analysis based
on our NER data. We discover that self-training helps the
model most with improving false positives (approximately
59.7%). This includes in cases involving DA tokens whose
MSA orthographic counterparts [11] are either named entities
or trigger words that frequently co-occur with named entities
in MSA. Interestingly, such out-of-MSA tokens occur in highly
dialectal contexts (e.g., interjections and idiomatic expressions
employed in interpersonal social media communication) or
ones where the social media context in which the language
(DA) employed affords more freedom of speech and a plat-
form for political satire. We present our error analysis in
Section VIII.

We choose Arabic as our experimental playground since
it affords a rich context of linguistic variation: In addition to
the standard variety, MSA, Arabic also has several dialects,
thus offering an excellent context for studying our problem.
From a geopolitical perspective, Arabic also has a strategic
significance. This is a function of Arabic being the native
tongue of 400 million speakers in 22 countries, spanning
across two continents (Africa and Asia). In addition, the three
dialects of our choice (EGY, GLF, LEV) are popular dialects
that are widely used online. This makes our resulting models
highly useful in practical situations at scale. Pragmatically,
ability to develop NLP systems on dialectal tasks with no-
to-small labeled dialect data immediately eases a serious
bottleneck. Arabic dialects differ among themselves and from
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MSA at all linguistic levels, posing challenges to traditional
NLP approaches. Having to develop annotated resources across
the various dialects for the different tasks would be quite
costly, and perhaps unnecessary. Therefore, zero-shot cross-
dialectal transfer would be valuable when only some language
varieties have the labeled resources. We also note that our
method is language-independent, and we hypothesize it can
be directly applied to other varieties of Arabic or in other
linguistic contexts for other languages and varieties.

Our research contributions in this paper are 3-fold:

1) We study the problem of MSA-to-DA transfer in the
context of sequence labeling and text classification
and show, through experiments, that when training
with MSA data only, a wide performance gap exists
between testing on MSA and DA. That is, models
fine-tuned on MSA generalize poorly to DA in zero-
shot settings.

2) We propose self-training to improve zero- and few-
shot MSA-to-DA transfer. Our approach requires
little-to-no labeled DA data. We evaluate extensively
on three different dialects across the three afore-
mentioned tasks, and show that our method indeed
narrows the performance gap between MSA and DA
by a margin as wide as ~10% F1 points. Moreover,
we conduct an ablation experiment to evaluate the
importance of using unlabeled DA rather than MSA
data in the zero-shot setting, and we show that
unlabeled DA data is indeed much more effective and
necessary for adapting the model to DA data during
testing.

3) We develop state-of-the-art models for the three tasks
of (NER, POS tagging, and SRD), which we intend
to publicly release for the research community.

We now review relevant literature.

II. RELATED WORK

Classical machine learning techniques, including SVM and
Conditional Random Fields (CRFs) [12] applied manually-
extracted, hand-crafted word- and character-level features,
were previously employed for various sequence labeling tasks
including NER, POS tagging, chunking. More recently, how-
ever, neural architectures, have become the defacto approach
for various tasks including sequence labeling. This usually in-
cludes an autoregressive architecture such as vanilla Recurrent
Neural Networks (RNN) [13] or the more sophisticated Long
Short-Term Memory networks (LSTM) [14]. The networks
processes the input text in a word-by-word fashion, and the
network is trained to predict the correct label for each word.
In addition, more capacity can be given to such networks by
adding an additional layer that processes the input in a right-
to-left fashion [15], [16].

Neural approaches usually make use of both word- and
character- features. Word-level features usually consist in se-
mantic word embeddings, which are trained on a large raw
corpus in a self-supervised fashion [17], [18]. Character-level
features can be extracted through an additional network such
as LSTM [19] or CNN [20]. Neural techniques has produced
better or comparable results to classical approaches in addition
to alleviating the need to manually hand-craft features.

In the context of Arabic NLP, the above neural techniques
have also been applied to sequence tagging tasks including
NER [21], [22], [23], [24], POS tagging [25], [26], and seg-
mentation [27], outperforming classical rule-based approaches
[28], [29], which certainly shows the promise of these tech-
niques when applied to morphologically-rich languages such
as Arabic.

With respect to NER but mostly in the context of MSA,
due to lack of dialectal NER datasets. For example, [30]
applied a CRF layer over n-gram features to perform NER. [31]
combined a decision tree [32] with rule-based features. Other,
but little, work has focused on NER in the context of social
media data, where DA and MSA are usually mixed together.
For instance, [29] used cross-lingual resources, namely English
to improve Arabic NER. However, they obtained poor results
when evaluating on social media data. More recently, [21]
applied bi-directional LSTM networks on both character- and
word-levels to perform NER on the Tweets dataset [29]. As for
Egyptian dialect, specifically, [33] performed NER by applying
a CRF tagger on a set of lexical, morphological, and gazetteer-
based features. Their approach showed improvements over
baselines but the performance on dialectal data was not on
par with it on MSA data, showing the challenges brought by
dialectal contexts. To the best of our knowledge, little attention
has been given to NER on dialectal Arabic and no prior work
has studied the performance when training on MSA data and
evaluating on DA data, respectively.

As for POS tagging and similarly to NER, the performance
of models trained on MSA drops significantly when used with
DA [34], [25]. Initial systems for Arabic POS tagging relied on
both statistical features and linguistic rules crafted by experts
[35], [36] or combined machine learning techniques with rules
[37]. More recent work adopted classical machine learning
model such as SVM applied on n-gram features [38], [39].
Other work used n-gram features. RNNs and their variants
were later adapted for the task [40], [25], [41].

Dialectal Arabic POS tagging has received some attention
although usually limited to work individual dialects such as
Gulf [42], [25] and Egyptian [43], [44]. [45] studied multi-
dialectal POS tagging by proposing an annotated DA dataset
from twitter spanning 4 different dialects, namely, Gulf, Egyp-
tian, Levantine, and Maghrebi. While their results show a
performance drop on DA when training on MSA only, no
attempt was done to improve the DA performance in that
case. We can see that despite both the difficulty and scarcity
of annotated DA data for all of the different dialects and
tasks, most previous work has focused on annotating uni-
dialectal datasets attempting to leverage the already abundant
MSA datasets. A classical work [43], who employed an MSA
morphological analyzer with a minimal supervision to perform
POS tagging on Egyptian data with unlabeled Egyptian and
Levantine data.

Sarcasm Detection (SRD) is the task of identifying sar-
castic utterances where the author intends a different meaning
than what is being literally enunciated [46]. Sarcasm detection
is crucial for NLU as neglecting sarcasm can easily lead to
the misinterpretation of the intended meaning, and therefore
significantly degrade the accuracy of tasks such as sentiment
classification, emotion recognition, and opinion mining. Much
research effort has addressed Sarcasm detection in English,
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where abundant resources exist [47], [48], [49], [50]. Earlier
methods employed linguistic rules [51] or classical machine
learning models [49], [52]. More recent methods used neu-
ral networks [53], [54], [55], [56], [57], [58] or pre-trained
language models [59], [60], [61], [62].

With respect to Arabic Sarcasm Detection, the majority of
research has focused on detecting sarcastic tweets. The author
in [63] used Random Forests to identify sarcastic political
tweets. [64] proposed a shared task on irony detection in
Arabic Tweets. The submitted systems to the shared task
varied in their approaches from classical models with count-
based features [65], [66] to deep models [67], [68]. [69]
highlighted the connection between sentiment analysis and
sarcasm detection, by showing how sentiment classifiers fail
with sarcastic inputs. They also proposed the largest publicly
available Arabic sarcasm detection dataset, ArSarcasm, which
we use in this work. We can see that so far, sarcasm detection
methods have been applied to social media data collectively,
with no effort made to study the zero-shot performance across
dialects of state-of-the-art methods.

Pre-trained Language Models. Sequential transfer learn-
ing, where a network is first pre-trained on a relevant task
before fine-tuning on the target task, originally appeared in
domain of computer vision, and has recently been adapted in
NLP. The author in [70] proposed to pre-train a LSTM network
for language modeling and then fine-tune for classification.
Similarly, ELMO [3] leveraged contextual representations ob-
tained from a network pretrained for language modeling to
perform many NLP tasks. Similar approaches were proposed
such as BERT [5] that relied not on RNNs, but on bidirectional
Transformers [4], and on a different pre-training objective,
namely masked language modeling. Other variations appeared
including RoBERTa [6], MASS [71], and ELECTRA [72].
Fine-tuning these pre-trained models on task-specific data
has produced state-of-the-art performance, especially in cases
when sufficiently large labeled data does not exist. They have
been applied to several tasks, including text classification,
question answering, named entity recognition [9], and POS
tagging [8].

Cross-lingual Learning. Cross-lingual learning (CLL)
refers to using labeled resources from resource-rich languages
to build models for data-scarce languages. In a sense, knowl-
edge learned about language structure and tasks is transferred
to low-resource languages Cross-lingual learning is of particu-
lar importance due to the scarcity of labeled resources in many
of the world’s languages, some of which are spoken by millions
of people (Marathi and Gondi, for example). While our work
can be better described as cross-dialectal, the techniques used
for cross-lingual learning can easily be adapted for settings
such as ours. In this work, Modern Standard Arabic (MSA)
and Arabic dialects (DA) represent the high-resource and low-
resource languages, respectively.

Many techniques were proposed for CLL, including using
cross-lingual word embeddings [73], [74], [75], [76], where
the two monolingual vector spaces are mapped into the same
shared space. While cross-lingual word embeddings enable
comparing meaning across languages [73], they typically fail
when we do not have enough data to train good monolingual
embeddings. In addition, adversarial learning [77] has played
an important role in cross-lingual learning where an adversarial

objective is employed to learn language-independent represen-
tations [78], [79], [80], [81]. As a result, the model learns
to rely more on general language structure and commonali-
ties between languages, and therefore can generalize across
languages. Multilingual extensions of pre-trained language
models have emerged through joint pre-training on several lan-
guages. Examples include mBERT [5], XLM [82] and XLM-
RoBERTa [9]. During pre-training on multiple languages, the
model learns to exploit common structure among pre-training
languages even without explicit alignment [83]. These models
have become useful for few-shot and zero-shot cross-lingual
settings, where there is little or no access to labeled data
in the target language. For instance [9] evaluate a cross-
lingual version of RoBERTa [6], namely XLM-RoBERTa, on
cross-lingual learning across different tasks such as question
answering, text classification, and named entity recognition.

Semi-supervised Learning. Several methods were pro-
posed for leveraging unlabeled data for learning including
co-training [84], graph-based learning [85], tri-training [86],
and self-training [87]. A variety of semi-supervised learning
methods have been successfully applied to a number of NLP
tasks including NER [88], [89], POS tagging [90], parsing [91],
word sense disambiguation [92], and text classification [93],
[94]. Self-training has been applied in cross-lingual settings
where gold labels are rare in the target language. For example,
[95] proposed a combination of Active learning and self-
training for cross-lingual sentiment classification. [96] made
use of self-training for named entity tagging and linking across
282 different languages. [97] used self-training for cross-
lingual word mapping to create additional word pairs for
training. [98] employed self-training to improve zero-shot
cross-lingual sentiment classification with mBERT [5]. With
English as their source language, they improved performance
on 7 languages by self-training using unlabeled data in their
target languages. Lastly, [99] used the self-labeled examples
produced by self-training to create adversarial examples in
order to improve robustness and generalization.

We now introduce our tasks.

III. TASKS

Named Entity Recognition (NER) is defined as the in-
formation extraction task that attempts to locate, extract, and
automatically classify named entities into predefined classes or
types in unstructured texts [100]. Typically, NER is integrated
into more complex tasks, where, for example, we might
need to handle entities in a special way. For instance, when
translating the Arabic sentence “ é«PA�ÖÏ @

�
éJ


	
�

	
¯ ÐQ»

�
�

�
®k” to

English, it would be useful to know that “ÐQ»” is a person
name, and therefore should not be be translated into the word
“generosity”. Similarly, NER can be useful for other tasks
question answering, information retrieval and summarization.

Part-of-Speech (POS) tagging is the task of assigning
a word in a context to its part-of-speech tag. Such tags
include adverb (ADV), adjective (ADJ), pronoun (PRON),
and many others. For example, given an input sentence
“ÐY

�
®Ë@

�
èQ» I. k


@ A

	
K

@”, our goal is to tag each word as follows:

A
	
K

@ (PRON) I. k


@ (VERB) �

èQ» (NOUN) È@ (DET) ÐY
�
¯ (NOUN).

POS tagging is an essential NLU task with many applications
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in speech recognition, machine translation, and information
retrieval. Both NER and POS tagging are sequence labeling
tasks, where we assign a label to each word in the input
context.

Sarcasm Detection is the task of identifying sarcastic
utterances where the author intends a different meaning than
what is being literally enunciated [46]. Sarcasm detection is
crucial for NLU as neglecting to detect sarcasm can easily
lead to the misinterpretation of the intended meaning, and
therefore significantly degrade the accuracy of tasks such
as sentiment classification, emotion recognition, and opinion
mining [69]. For example the word “YJ
ª�” in the utterance

“Zù


¢J. Ë @ È@ñm.

Ì'@ @
	

YîE. @Yg. YJ
ª� A
	
K

@” can erroneously lead senti-

ment classifiers into positive sentiment, although the sentiment
has negative sentiment. Sarcasm Detection is typically treated
as a binary classification task, where an utterance is classified
as either sarcastic or not.

IV. METHOD

In this work, we show that models trained on MSA for
NER, POS tagging, and Sarcasm Detection generalize poorly
to dialect inputs when used in zero-shot-settings (i.e., no
annotated DA data used during training). Across the three
tasks, we test how self-training would fare as an approach
to leverage unlabeled DA data to improve performance on
DA. Self-training involves training a model using its own
predictions on a set of unlabeled data identical from its original
training split. Next, we formally describe our algorithm. The
notation used in this section to describe our algorithm is
directed towards sequence labeling (since we experiment with
2 sequence labeling tasks out of 3). However, it should be
straightforward to adapt it to the context of text classification
as in [98].

A. Self-training for Sequence Labeling

For sequence labeling, our proposed self-training proce-
dure is given two sets of examples: a labeled set L and an
unlabeled set U . To perform zero-shot MSA-to-DA transfer,
MSA examples are used as the labeled set, while unlabeled
DA examples are the unlabeled set. As shown in Fig. 1, each
iteration of the self-training algorithm consists mainly in three
steps. First, a pre-trained language model is fine-tuned on the
labeled MSA examples L. Second, for every unlabeled DA
example ui, we use the model to tag each of its tokens to
obtain a set of predictions and confidence scores for each token
pui = (l

(i)
1 , c

(i)
1 ), (l

(i)
2 , c

(i)
2 ), ...(l

(i)
|ui|, c

(i)
|ui|), where (l

(i)
j , c

(i)
j ) are

the label and confidence score (Softmax probability) for the j-
th token in ui. Third, we employ a selection mechanism to
identify examples from U that are going to be added to L for
the next iteration.

For a selection mechanism, we experiment with both a
thresholding approach and a fixed-size [98] approach. In the
thresholding method, a threshold τ is applied on the minimum
confidence per example. That is, we only add an example ui
to L if min

(l
(i)
j ,c

(i)
j )∈pui

c
(i)
j ≥ τ . See Algorithm 1. The fixed-size

approach involves, at each iteration, the selection of the top
S examples with respect to the minimum confidence score

Algorithm 1: MSA-to-DA Self-Training for Se-
quence Labeling
1 Given set L of labeled MSA examples, set U of

unlabeled DA examples, τ parameter for probability
threshold selection.

2 repeat
3 Fine-tune model M for K epochs on labeled

MSA examples L;
4 for ui ∈ U do
5 Obtain prediction pui

on unlabeled DA
example ui using model M ;

6 if min
(l

(i)
j ,c

(i)
j )∈pui

c
(i)
j ≥ τ then

7 remove ui from U and add it to L;
8 end
9 until stopping criterion satisfied

min
(l

(i)
j ,c

(i)
j )∈pui

c
(i)
j , where S is a hyper-parameter. We experi-

ment with both approaches and report results in Section VII.

B. Self-training for Classification

For sarcasm detection, we follow [98] who select an
equivalent number of examples from each class, which we
will refer to as class balancing. In other words, let cui

be the
confidence of the most probable class assigned to example
ui. Then we sort the unlabeled examples in a descending
order according to their confidence and select the top bS/Cc
examples from each class such that we have a total of S
examples, where C is the number of classes.

For example if S = 100 and C = 2 i.e we have 2
classes, we will select the top 50 confident examples that
were classified as positive and the top 50 confident examples
classified as negative. Similarly to [98], we observe the positive
effect of class balancing on the performance of self-training in
sarcasm detection1 and we compare class balancing against
selecting the top S confident example regardless of their
predicted class. See Section VII-C.

V. PRETRAINED LANGUAGE MODEL

In this work, we turn our attention to fine-tuning pre-
trained language models (PLMs) on our three tasks. While
self-training can basically be applied to many types of other
models such as LSTM networks [14], we select PLMs for two
reasons. First, PLMs have been shown to outperform models
trained from scratch on a wide variety of tasks [5], [70], [82].
Second, we aim to show that even state-of-the-art models still
perform poorly in certain low-resource settings asserting that
we still need methods to handle such scenarios.

Pre-trained language models make use As a pre-trained
language model, we use XLM-RoBERTa [9] (XML-R for
short). XLM-R is a cross-lingual model, and we choose it since
it is reported to perform better than mBERT, the multilingual

1We do not use class balancing with sequence labeling tasks since each
example contains a set of tokens, each assigned to a possibly different class,
which makes it very difficult to guarantee that an equal number of examples
are selected for each class.

www.ijacsa.thesai.org 580 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 3, 2021

Algorithm 2: MSA-to-DA Self-Training for Classi-
fication
1 Given set L of labeled MSA examples, set U of

unlabeled DA examples, S total number of unlabeled
examples to add to the training data every iteration,
C the number of classes.

2 repeat
3 Fine-tune model M for K epochs on labeled

MSA examples L;
4 Obtain class predictions and confidences on all

unlabeled DA examples ui using model M ;
5 Sort all unlabeled examples ui in descending

order by the confidence of their most probable
class cui

;
6 Select the top bS/Cc examples from each class,

remove them from U , and add them to L;
7 until stopping criterion satisfied
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Fig. 1: MSA-to-DA Self-Training Transfer.

model from Google [5]. XLM-R also uses Common Crawl
for training, which is more likely to have dialectal data than
Wikipedia Arabic (used in mBERT), making it more suited to
our work. We now introduce our experiments.

VI. EXPERIMENTS

We begin our experiments with evaluating the standard
fine-tuning performance of XLM-R models on NER, POS
tagging, and SRD against strong baselines. We then use our
best models from this first round to investigate the MSA-to-DA
zero-shot transfer, showing a significant performance drop even
when using pre-trained XLM-R. Consequently, we evaluate
self-training in zero- (NER, POS tagging, SRD) and few-
shot (POS tagging) settings, showing substantial performance
improvements in both cases. We now introduce our datasets.

A. Datasets

NER: For our work on NER, we use four datasets:
ANERCorp [101];ACE 2003 [102] BNews (BN-2003);ACE
2003 Newswire (NW-2003); and Twitter [29]. Named entity
types in all datasets are location (LOC), organization (ORG),
and person (PER).

POS Tagging: There are a number of Arabic POS tagging
datasets, mostly on MSA [103] but also on dialects such as

EGY [104]. To show that the proposed approach is able to
work across multiple dialects, we ideally needed data from
more than one dialect. Hence, we use the multi-dialectal (MD)
dataset from [45], comprising 350 tweets from various Arabic
dialects including MSA, Egyptian (EGY), Gulf (GLF), and
Levantine (LEV). This dataset has 21 POS tags, some of which
are suited to social media (since it is derived from Twitter).
We show the POS tag set from [45] in Table XIII (in the
Appendix). We further evaluate fine-tuning XLMR for POS
tagging on a Classical Arabic dataset, namely the Quranic
Arabic Corpus (QAS). [105].

Sarcasm Detection: We use the Ar-Sarcasm dataset pro-
vided by [69], which has a total of 10,547 example split into
training and test sets. Each example in this dataset is labeled by
its dialect and sarcasm label. For our experiments, we set aside
20% of the training data as a development set. Table I shows
sizes of the datasets used. We now introduce our baselines.

B. Baselines

For the NER task, we use the following baselines:

• NERA [31]: A hybrid system of rule-based features and a
decision tree classifier.

• WC-BiLSTM [21]: A character- and a word-level Bi-LSTM
with a conditional random fields (CRF) layer.

• WC-CNN [22]: A character- and a word-level CNN with a
CRF layer.

• mBERT [5]: A fine-tuned multilingual BERT-Base-Cased
(110M parameters), pre-trained with a masked language
modeling objective on the Wikipedia corpus of 104 lan-
guages (including Arabic). For fine-tuning, we find that
(based on experiments on our development set) a learning
rate of 6× 10−5 works best with a dropout of 0.1.

In addition, we compare to the published results in [28],
AraBERT [106], and CAMel [107] for the ANERCorp dataset.
We also compare to the published results in [22] for the 4
datasets.

For the POS tagging task, we compare to our own
implementation of WC-BiLSTM (since there is no published
research that uses this method on the task, as far as we know)
and run mBERT on our data. We also compare to the CRF
results published by [45]. In addition, for the Gulf dialect,
we compare to the BiLSTM with compositional character
representation and word representations (CC2W+W) published
results in [25].

For the Sarcasm Detection task:

• Word-level BiLSTM: A bidirectional LSTM on the word
level. We use the same hyper-parameters as in [69].

• Word-level CNN [108]: the network is has one convolu-
tional layer of 10 filters of sizes 3, 5, and 7.

• mBERT [5]: mBERT fine-tuned for SRD. Here, we find
that a different learning rate of 5× 10−6 performs best.

C. Experimental Setup

Our main models are XLM-RBASE (L = 12, H =
768, A = 12, 270M params) and XLM-RLARGE (L =
24, H = 1024, A = 16, 550M params), where L is number of
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TABLE I: Datasets used for Each of the 3 Tasks Studied

Task Dataset Size
NER ANERCorp [101] ~150K tokens

ACE 2003-BNews [102] ~15K tokens
ACE 2003-News Wire [102] ~27K tokens
Twitter [29] ~81K tokens

POS Tagging Multi-dialectal (MD) - MSA [45] ~26K tokens
Multi-dialectal (MD) - EGY [45] ~23K tokens
Multi-dialectal (MD) - GLF [45] ~21K tokens
Multi-dialectal (MD) - LEV [45] ~23K tokens
Quranic Arabic Corpus (QAC) ~134K tokens

Sarcasm Detection Ar-Sarcasm [69] ~10K sentences

layers, H is the hidden size, A is the number of self-attention
heads. For XLM-R experiments, we use Adam optimizer with
1e−5 learning rate, batch size of 16. We typically fine-tune
for 20 epochs, keeping the best model on the development set
for testing. We report results on the test split for each dataset,
across the two tasks. For all BiLSTM experiments, we use the
same hyper-parameters as [22].

For all the self-training experiments, we use the di-
alect subset of the Arabic online news commentary (AOC)
dataset [109], comprising the EGY, GLF, and LEV varieties
limiting to equal sizes of 9K examples per dialect (total
=27K) 2. We use the split from [110] of AOC, removing the
dialect labels and just using the comments themselves for our
self-training. Each iteration involved fine-tuning the model for
K = 5 epochs. As a stopping criterion, we use early stopping
with patience of 10 epochs. Other hyper-parameters are set as
listed before. For selecting confident samples, we experiment
with a fixed number of top samples S = [50, 100, 200] and se-
lection based on a probability threshold τ = [0.80, 0.90, 0.95]
(softmax values) 3. For all evaluations, we use the seqeval
toolkit 4.

VII. RESULTS

A. Fine-tuning XLM-R

We start by showing the result of fine-tuning XLM-R on
the NER task, on each of the four Arabic NER (ANER)
datasets listed in Section VI-A. Table II shows the test set
macro F1 score on each of the four ANER datasets. Clearly,
the fine-tuned XLM-R models outperform other baselines on
all datasets, except on the NW-2003 where WC-CNN [22]
performs slightly better than XLM-RLARGE.

For POS Tagging, Table III shows test set word accuracy
of the XLM-R models compared to baselines on the Quranic
Arabic Corpus (QAC) and four different subsets from the
multi-dialectal dataset [45]. Again, XLM-R models (both base
and large) outperform all other models. A question arises
why XLM-R models outperform both mBERT and AraBERT.
As noted before, for XLM-R vs. mBERT, XLM-R was pre-
trained on much larger data: CommonCrawl for XLM-R vs.

2We note that our approach could be scaled with an even bigger unlabeled
dataset, given the performance gains we report with self-training in this work.

3It is worth noting that our S values are similar to those used in [98].
We also experimented with other values for τ and S, but found them sub-
optimal and hence we report performance only for the listed values of these
two hyper-parameters here.

4https://github.com/chakki-works/seqeval

Wikipedia for mBERT. Hence, the larger dataset of XLM-
R is giving it an advantage over mBERT. For comparison
with AraBERT, although the pre-training data for XLM-R and
AraBERT may be comparable, even the smaller XLM-R model
(XLM-RBASE) has more than twice the number of parameters
of the BERTBASE architecture on which AraBERT and mBERT
are built (270M v. 110M). Hence, XLM-R model capacity
gives it another advantage. We now report our experiments
with zero-shot transfer from MSA to DA.

For Sarcasm Detection, we fine-tune XLM-RBASE and
XLM-RLARGE on the full Ar-Sarcasm dataset and compare
their performance against three different baselines in Table IV.
Worst performance is given by CNN, which can be attributed
to the way CNNs work; by capturing local n-gram features, the
CNN filters fail to learn the wide contextual features required
to detect sarcasm. Clearly, mBERT is performing very well
compared to BiLSTM and CNN but XLM-RBASE and XLM-
RLARGE outperfrom all other baselines on the task with 69.83%
and 74.07% macro F1 points, respectively, achieving new state-
of-the-art on the Ar-Sarcasm dataset.

B. MSA-DA Zero-Shot Transfer

As before, we start by the discussion of NER experiments.
To evaluate the utility of approach, we obviously need DA
data labeled for NER. We observed that the dataset from [29]
contains both MSA and DA examples (tweets). Hence, we
train a binary classifier to distinguish DA data from MSA5.
We then extract examples that are labeled with probability
p > 0.90 as either DA or MSA. We obtain 2,027 MSA
examples (henceforth, Darwish-MSA) and 1,695 DA examples
(henceforth, Darwish-DA), respectively. We split these into
development and test sets with 30% and 70% ratios. As for
POS Tagging, we already have MSA data for training and
the three previously used DA datasets, namely EGY, GLF and
LEV, for evaluation. We use those for the zero-shot setting
by omitting their training sets and using only the development
and test sets.

We first study how well models trained for NER and
POS tagging on MSA data only will generalize to DA inputs
during test time. We evaluate this zero-shot performance on
both the XLM-RBASE and XLM-RLARGE models. For NER,
we train on ANERCorp (which is pure MSA) and evaluate

5The classifier is XLM-RBASE fine-tuned on the AOC data. The fine-
tuned model achieved development and test accuracies of 90.3% and 89.4
%, respectively, outperforming the best results in [110].
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TABLE II: Test Set Macro F1 Scores for NER

Model ANERCorp BN-2003 NW-2003 NW-2004 Twitter
NERA [31] 88.77 – – – –
CAMeL [107] 85.00 – – – –
Hybrid [28] 90.66 – – – –
WC-BiLSTM [21] 88.56 94.92 90.32 89.62 64.93
WC-CNN [22] 88.77 94.12 91.20 91.47 65.34
mBERT (ours) 85.86 89.52 87.19 88.58 58.92
AraBERT [106] 84.2 – – – –
XLM-RBASE (ours) 87.75 95.35 85.25 89.61 60.39
XLM-RLARGE (ours) 91.43 97.33 91.10 90.78 68.91

TABLE III: Test Set Accuracy for POS Tagging using Several Baselines

Model QAC MD-MSA MD-EGY MD-GLF MD-LEV
BiLSTM (CC2W + W) [25] – – – 89.7 –
CRF [45] – 93.6 92.9 87.8 87.9
WC-BiLSTM (ours) 91.65 94.63 93.41 88.79 86.13
mBERT (ours) 94.83 90.57 92.88 87.85 72.30
XLM-RBASE (ours) 96.70 96.30 94.70 92.18 89.98
XLM-RLARGE (ours) 96.59 98.21 97.00 94.41 93.19

TABLE IV: Macro F1 Scores with Several Baselines for
Sarcasm Detection. Dataset used is Ar-Sarcasm [69]

Model DEV TEST
BiLSTM [69] 63.51 62.19
CNN 59.7 58.50
mBERT 68.87 69.51
XLM-RBASE (ours) 73.22 69.83
XLM-RLARGE (ours) 73.72 74.07

on both Darwish-MSA and Darwish-DA. While for POS
tagging, we train on the MSA subset [45] and evaluate on
the corresponding test set for each dialect. As shown in Table
V, For NER, a significant generalization gap of around 20 %
F1 points exists between evaluation on MSA and DA using
both models. While for POS tagging, the gap is as large as
18.13 % accuracy for the LEV dialect with XLM-RBASE. The
smallest generalization gap is on the GLF variety, which is
perhaps due to the high overlap between GLF and MSA [25].

For Sarcasm Detection, Since Ar-Sarcasm is labeled by
dialect, it is trivial to extract the MSA examples for training.
Similarly to what was done with the NER data, we split all6
the remaining DA examples into development and test sets
with 30% and 70% ratios, respectively for evaluation. Finally,
we obtain 4506 MSA training, 1202 DA development, and
2268 DA test examples. As shown in Table V, a performance
gap of around 8 macro F1 points with both XLM-RBASE and
XLM-RLARGE, showing poor generalization on DA in context
of text classification, as well. In the next section, we evaluate
the ability of self-training to close this MSA-DA performance
gap.

6Without this, we had only 528 and 698 development and test examples,
respectively and it resulted in high variance in the results obtained. So we had
to increase the sizes of the development and test sets by sacrificing the DA
training data.

C. Zero-shot Self-Training

Here, for NER, similar to Section VII-B, we train on
ANERCorp (pure MSA) and evaluate on Darwish-MSA and
Darwish-DA. Table VI shows self-training NER results em-
ploying the selection mechanisms listed in Section IV, and
with different values for S and τ . The best improvement
is achieved with the thresholding selection mechanism with
a τ = 0.90, where we have an F1 gain of 10.03 points.
More generally, self-training improves zero-shot performance
in all cases albeit with different F1 gains. Interestingly, we
find that self-training also improves test performance on MSA
with the base XLM-R model. This is likely attributed to the
existence of MSA content in the unlabeled AOC data. It
is noteworthy, however, that the much higher-capacity large
model deteriorates on MSA if self-trained (dropping from
68.32% to 67.21%). This shows the ability of the large model
to learn representations very specific to DA when self-trained.
It is also interesting to see that the best self-trained base model
achieving 50.10% F1, outperforming the large model before
the latter is self-trained (47.35% in the zero-shot setting). This
shows that a base self-trained model, suitable for running on
terminal machines with less computational capacity, can (and
in our case does) improve over a large (not-self-trained) model
that needs significant computation. The fact that, when self-
trained, the large model improves 15.35% points over the base
model in the zero-shot setting (55.42 vs. 40.07) is remarkable.

As for POS tagging, we similarly observe consistent im-
provements in zero-shot transfer with self-training (Table VII).
The best model achieves accuracy gains of 2.41% (EGY),
1.41% (GLF), and 1.74% (LEV). Again, this demonstrates the
utility of self-training pre-trained language models on the POS
tagging task even in absence of labeled dialectal POS data
(zero-shot).

For Sarcasm Detection, we follow [98] in balancing the
examples selected in each self-training iteration through select-
ing an equal number of examples from each class (sarcastic
and non-sarcastic). Without the balancing step, we find that
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TABLE V: Zero-shot Transfer Results on the DA Test Sets. Metrics used are Macro F1 for NER and Sarcasm Detection,
and Accuracy for POS Tagging. Models are Trained on MSA only and Evaluated on DA. Datasets used are: Darwish-MSA and
Darwish-DA [29] (NER), Multi-Dialectal [45] (POS Tagging), and Ar-Sarcasm [69] (Sarcasm Detection). As shown, a Significant
Performance Drop Exists when Training on MSA and Evaluating on DA

Model NER POS Tagging Sarcasm Detection
MSA DA MSA EGY GLF LEV MSA DA

XLM-RBASE 60.42 40.07 96.30 78.38 83.72 78.17 68.68 60.17
XLM-RLARGE 68.32 47.35 98.21 82.28 85.95 81.24 71.55 62.90

TABLE VI: Test Set Macro F1 in the Zero-Short Setting
for NER. Training was Done on MSA Data Only. ST Stands
for Self-Training. Models were Trained on ANERCorp (Pure
MSA) and Evaluated on Darwish-MSA and Darwish-DA Ex-
tracted from the Twitter Dataset [45]. Self-training Boosts
the Performance on DA Data by 10% Macro F1 Points with
XLM-RBASE and τ = 0.90

Model Darwish-MSA Darwish-DA
XLM-RBASE 61.88 40.07
XLM-RBASE, ST, S=50 60.98 43.88
XLM-RBASE, ST, S=100 61.13 42.01
XLM-RBASE, ST, S=200 61.46 43.49
XLM-RBASE, ST, τ = 0.80 63.36 46.97
XLM-RBASE, ST, τ = 0.90 61.02 50.10
XLM-RBASE, ST, τ = 0.95 62.25 47.91
XLM-RLARGE 68.32 47.35
XLM-RLARGE + ST, τ = 0.90 67.21 55.42

the selected examples come from the most frequent class
(non-sarcastic), which hurts performance since the model is
learning only one class. The results for sarcasm detection are
shown in Table VIII, where we see that self-training adds 3%
and 2.5% (for XLM-RBASE) and 5.9% and 4.5% (for XLM-
RLARGE) macro F1 points on the development and test sets,
respectively using the best settings for self-training (S = 100
with class balancing). We also find that selection based on
probability thresholds performs much worse than fixed-size
selection, hence we omit these results.

TABLE VII: Test Set Accuracy in the Zero-Shot Setting
for POS Tagging. ST Stands for Self-Training. Models were
Trained on the MSA Data of the When Training on MSA Only.
Self-Training Boosts Performance of XLMRBASE by Around
2% Accuracy Points on Different Dialects with the Best Setting
of S = 50

Model MSA EGY GLF LEV
XLM-RBASE 96.30 78.38 83.72 78.17
XLM-RBASE, ST, S=50 – 80.79 85.13 79.91
XLM-RBASE, ST, S=100 – 80.43 84.74 79.16
XLM-RBASE, ST, S=200 – 78.75 84.21 79.40
XLM-RBASE, ST, τ = 0.90 – 79.52 83.97 79.21
XLM-RBASE, ST, τ = 0.85 – 78.97 83.53 79.06
XLM-RBASE, ST, τ = 0.80 – 78.88 83.72 78.50
XLM-RLARGE 98.21 82.28 85.95 81.24
XLM-RLARGE + ST, S=50 – 82.65 87.76 83.70

D. Ablation Experiment

Here, we conduct an ablation experiment with the NER
task in order to verify our hypothesis that the performance
boost primarily comes from using unlabeled DA data for self-
training. By using a MSA dataset with the same size as our
unlabeled DA one7, we can compare the performance of the
self-trained model in both settings: MSA and DA unlabeled
data. We run three different self-training experiments using 3
different values for τ using each type of unlabeled data. Results
are shown in Table IX. While we find slight performance boost
due to self-training even with MSA unlabeled data, the average
F1 score with unlabeled DA is better by 2.67 points, showing
that using unlabeled DA data for self-training has helped the
model adapt to DA data during testing.

VIII. ERROR ANALYSIS

A. NER

To understand why self-training the pre-trained language
model improves over mere fine-tuning, we perform an error
analysis. For the error analysis, we focus on the NER task
where we observe a huge self-training gain. We use the
development set of Darwish-DA (see Section VII-C) for the
error analysis. We compare predictions of the standard fine-
tuned XLM-RBASE model (FT) and the best performing self-
training (τ = 0.9) model (ST) on the data. The error analysis
leads to an interesting discovery: The greatest benefit from the
ST model comes mostly from reducing false positives (see
Table X). In other words, self-training helps regularize the
model predictions such that tokens misclassified by the original
FT model as a named entities are now correctly tagged as
unnamed entity “O”.

To understand why the ST model improves false positive
rate, we manually inspect the cases it correctly identifies that
were misclassified by the FT model. We show examples of
these cases in Table XIV (in the Appendix). As the table
shows, the ST model is able to identify dialectal tokens
whose equivalent MSA forms can act as trigger words (usually
followed by a PER named entity). We refer to this category
as false trigger words. An example is the word ú



æ
.

	
K “prophet”

(row 1 in Table XIV). A similar example that falls within
this category is in row (2), where the model is confused by
the token úÍ@ ( “who” in EGY, but “to” in MSA and hence
the wrong prediction as LOC). A second category of errors
is caused by non-standard social media language, such as
use of letter repetitions in interjections (e.g., in row (3) in

7We use a set of MSA tweets from the AOC dataset mentioned before.
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TABLE VIII: Macro F1 in the Zero-Shot Setting for Sarcasm Detection on the Ar-Sarcasm [69] Dataset. Training was Done
on MSA Data Only. ST: Stands for Self-Training. An Obvious Performance Boost Occurs when using Self-Training in the Best
Setting with S = 100 and Class Balancing

Model MSA DA
DEV TEST DEV TEST

XLM-RBASE 65.64 68.68 61.66 60.17
XLM-RBASE + ST, S=50, – – 62.53 60.82
XLM-RBASE + ST, S=100 – – 61.15 59.46
XLM-RBASE + ST, S=200 – – 62.57 60.25

XLM-RBASE + ST, S=50, class balancing – – 62.49 59.34
XLM-RBASE + ST, S=100, class balancing – – 64.72 62.66
XLM-RBASE + ST, S=200, class balancing – – 62.89 59.46

XLM-RLARGE 67.81 71.55 62.28 62.90
XLM-RLARGE + ST, S=100, class balancing – – 68.21 67.43

TABLE IX: Ablation Experiment with MSA Unlabeled Data
for Zero-Shot NER. Development Set Macro F1 is Shown
when Using Both Unlabeled MSA and DA Data with the
Same Size. Average Performance with DA Unlabeled Data is
Higher Showing the Effect of Unlabeled DA on the Model
Final Performance

Setting Unlbl. MSA Unlbl. DA
XLM-RBASE, ST, τ = 0.80 43.88 44.46
XLM-RBASE, ST, τ = 0.90 44.69 47.83
XLM-RBASE, ST, τ = 0.95 43.43 46.87
Avg 43.67 46.34

Table XIV). In these cases, the FT model also assigns the
class PER, but the ST model correctly identifies the tag as
“O”. A third class of errors arises as a result of out-of-MSA
vocabulary. For example, the words in rows (4-6) are all out-of-
MSA where the FT model, not knowing these, assigns the most
frequent named entity label in train (PER). A fourth category
of errors occurs as a result of a token that is usually part of a
named entity in MSA, that otherwise functions as part of an
idiomatic expression in DA. Row (7) in Table XIV illustrates
this case.

We also investigate errors shared by both the FT and
ST models (errors which the ST model also could not fix).
Some of these errors result from the fact that often times
both MSA and DA use the same word for both person and
location names. Row (1) in Table XV (in the Appendix)
is an example where the word “Mubarak”, name of the ex-
Egypt President, is used as LOC. Other errors include out-of-
MSA tokens mistaken as named entities. An example is in row
(3) in Table XV, where �

èPAÓ

AK. ,(“proof” or “basis” in EGY)

is confused for �
èPAÓA


K. (“emirate”, which is a location). False

trigger words, mentioned before, also play a role here. An
example is in row (7) where É¢�. AK
 is confused for PER due to

the trigger word AK
 “Hey!” that is usually followed by a person
name. Spelling mistakes cause third source of errors, as in
row (4). We also note that even with self-training, detecting
ORG entities is more challenging than PER or LOC. The
problem becomes harder when such organizations are not seen
in training such as in rows (8) 	á�
ÒÊ�ÖÏ @

	
à@ñ

	
kB@, (9) �

éJ
K. QªË@
�
èA

	
J
�
¯

and (10) ø



Qº�ªË@ �Êj. ÖÏ @, all of which do not occur in the
training set (ANERCorp).

Here we investigate the false negatives produces by
the self-trained models observing a number of named
entities that were misclassified by the self-trained model
as unnamed ones. See Table XVI (in the Appendix).
As an example, we take the last name ø



Pð

	Q 	
�m.
Ì'@ which

was classified both correctly and incorrectly in different
contexts by the self-trained model. Context of correct
classification is “ø



Pð

	Q 	
�m.
Ì'@ ÈAÒºË h. A

�
K

�
�Aë ”, while it is

“ú


G
.
ñÊ

	
¯ éJ
Ê« ½�AÓ ø



Pð

	Q 	
�m.
Ì'@ B@ ø



X ú



æ� AêÊ¿ �A

	
JË @ úÎ« ½�AÓ”

for the incorrect classification. First, we note that ø



Pð
	Q 	
�m.
Ì'@ is

not a common name (zero occurrences in the MSA training
set). Second, we observe that in the correct case, the word
was preceded by the first name ÈAÒ» which was correctly
classified as PER, making it easier for the model to assign
PER to the word afterwards as a surname.

TABLE X: Comparison of Error Categories in Percentage
between the Fine-Tuned Model (FT) and the Model Combining
Fine-Tuned+self-trained (ST) Model for NER. The Values are
based on the Dialectal Part of the Development Set

Measure FT ST % improvement
True Positives 155 165 +6.5 %
False Positive 159 64 +59.7 %

False Negatives 162 168 -3.7 %
True Negatives 5,940 6,035 +1.5 %

TABLE XI: NER task. Sample False Negatives Produced by
Self-Training

no. Word Gold FT ST
(1) 	

à@ñ
	

kB@ ORG ORG O

(2) ú


«X@Q�. ÊË PER PER O

(3) XCm.
Ì'@ ø



Ym.

× PER PER O

(4) È 	QK
X
	
àA

	
¯ PER PER O

(5) ø



Pð
	Q 	
�m.
Ì'@ PER PER O

(6) 	
àñ��


	áK

	P PER PER O
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B. Sarcasm Detection

We also conduct an error analysis on Sarcasm Detection
comparing the predictions of XLM-RBASE with and without
self-training. For that we use the best model on the devel-
opment set (XLM-RBASE, S=100 with class balancing). Our
analysis with SRD yields a similar observation to NER, where
the performance boost driven by self-training is mostly due
to the alleviation of false positives or the improvement of true
negatives8. Table XII compares performance measures between
the two models. However, we can see that, unlike NER, false
negatives increase by as much as 44%, which is likely due to
the self-training regularization effect mentioned earlier.

We also analyze sample errors that were fixed by the
self-trained model. See Table XVII (in the Appendix). The
first four examples represent false negatives, where the fine-
tuned model assumed to be non-sarcastic. We can see that
in such dialectal contexts, the fine-tuned model suffers from
many unseen words during training on MSA. More specifically,
words such as éJ
K. and éËA�

	
« in example (1), or �

HAëA« in

(2), ¡J
J.« in (4), or an idiom such as AîD
Ó@Qk AîD
ÓAg n e(3),

or I. Ê
	
« Yg

�
�

	
�A¿ AÓ in (5), or øQ

�
KAK
 in (6), all of which

represent dialect-specific language that is not encountered in
MSA contexts, and therefore represents a significant challenge
in zero-shot settings.

In addition, we show sample errors shared between the fine-
tuned and the self-training models. See Table XVIII (in the
Appendix). As to why the self-trained model has not corrected
these errors, we can hypothesize that it may be due to that
the vocabulary used in these inputs was not seen during self-
training. In other words, this vocabulary was either not selected
by the self-training selection mechanism to be added to the
training data or not existing at all in the unlabeled examples
used for self-training. As a result, the model was not adapted
sufficiently to handle these or similar contexts. We assume the
performance on these inputs could improve with larger and
more diverse unlabeled examples used for self-training.

TABLE XII: Comparison of Error Categories in Percentage
between the Fine-Tuned Model (FT) and the Model Combining
Fine-Tuned+Self-Trained (ST) Model for Sarcasm Detection,
based on the Dialectal Part of the Development Set

Measure FT ST % improvement
True Positives 737 688 -6.6 %
False Positive 230 185 +19.7 %

False Negatives 111 160 -44.1%
True Negatives 124 169 +36.29 %

IX. CONCLUSION

Even though pre-trained language models have improved
many NLP tasks, they still need a significant amount of
labeled data for high-performance fine-tuning. In this paper,
we proposed to self-train pre-trained language models by using
unlabeled Dialectal Arabic (DA) data to improve zero-shot
performance when training on Modern Standard Arabic (MSA)
data only. Our experiments showed substantial performance

8We can see that in binary classification, every false positive removed is a
true negative added

gains on two sequence labeling tasks (NER and POS), and one
text classification task (sarcasm detection) on different Arabic
varieties. Our method is dialect- and task-agnostic, and we
believe it can be applied to other tasks and dialectal varieties.
We intend to test this claim in future research. Moreover,
we evaluated the fine-tuning of the recent XLM-RoBERTa
language models, establishing new state-of-the-art results on
all of the three tasks studied.
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M. Eldesouki, and L. Kallmeyer, “Effective multi dialectal arabic pos
tagging,” Natural Language Engineering, vol. 1, no. 1, p. 18, 2020.

[11] K. Shaalan, “A survey of arabic named entity recognition and clas-
sification,” Computational Linguistics, vol. 40, no. 2, pp. 469–510,
2014.

[12] H. M. Wallach, “Conditional random fields: An introduction,” Techni-
cal Reports (CIS), p. 22, 2004.

[13] L. R. Medsker and L. Jain, “Recurrent neural networks,” Design and
Applications, vol. 5, 2001.

[14] S. Hochreiter and J. Schmidhuber, “Long short-term memory,” Neural
computation, vol. 9, no. 8, pp. 1735–1780, 1997.

[15] M. Schuster and K. K. Paliwal, “Bidirectional recurrent neural net-
works,” IEEE transactions on Signal Processing, vol. 45, no. 11, pp.
2673–2681, 1997.

[16] Z. Huang, W. Xu, and K. Yu, “Bidirectional LSTM-CRF models
for sequence tagging,” CoRR, vol. abs/1508.01991, 2015. [Online].
Available: http://arxiv.org/abs/1508.01991

www.ijacsa.thesai.org 586 | P a g e

https://doi.org/10.18653/v1/n18-1202
https://doi.org/10.18653/v1/n19-1423
http://arxiv.org/abs/1907.11692
https://doi.org/10.18653/v1/D19-1374
https://www.aclweb.org/anthology/2020.acl-main.747/
http://arxiv.org/abs/1508.01991


(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 3, 2021

[17] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and J. Dean,
“Distributed representations of words and phrases and their composi-
tionality,” in Advances in neural information processing systems, 2013,
pp. 3111–3119.

[18] J. Pennington, R. Socher, and C. Manning, “Glove: Global vectors
for word representation,” in Proceedings of the 2014 conference on
empirical methods in natural language processing (EMNLP), 2014,
pp. 1532–1543.

[19] Q. Wang and M. Iwaihara, “Deep neural architectures for joint named
entity recognition and disambiguation,” pp. 1–4, 2019. [Online].
Available: https://doi.org/10.1109/BIGCOMP.2019.8679233

[20] X. Ma and E. H. Hovy, “End-to-end sequence labeling via bi-
directional lstm-cnns-crf,” 2016. [Online]. Available: https://doi.org/
10.18653/v1/p16-1101

[21] M. Gridach, “Character-aware neural networks for arabic named entity
recognition for social media,” in Proceedings of the 6th workshop
on South and Southeast Asian natural language processing (WS-
SANLP2016), 2016, pp. 23–32.

[22] M. Khalifa and K. Shaalan, “Character convolutions for arabic named
entity recognition with long short-term memory networks,” Computer
Speech & Language, vol. 58, pp. 335–346, 2019.

[23] M. Al-Smadi, S. Al-Zboon, Y. Jararweh, and P. Juola, “Transfer learn-
ing for arabic named entity recognition with deep neural networks,”
IEEE Access, vol. 8, pp. 37 736–37 745, 2020.

[24] I. El Bazi and N. Laachfoubi, “Arabic named entity recognition
using deep learning approach.” International Journal of Electrical &
Computer Engineering (2088-8708), vol. 9, no. 3, 2019.

[25] R. Alharbi, W. Magdy, K. Darwish, A. AbdelAli, and H. Mubarak,
“Part-of-speech tagging for arabic gulf dialect using bi-lstm,” in
Proceedings of the Eleventh International Conference on Language
Resources and Evaluation (LREC 2018), 2018.

[26] W. AlKhwiter and N. Al-Twairesh, “Part-of-speech tagging for arabic
tweets using crf and bi-lstm,” Computer Speech & Language, vol. 65,
p. 101138, 2021.

[27] Y. Samih, M. Attia, M. Eldesouki, A. Abdelali, H. Mubarak,
L. Kallmeyer, and K. Darwish, “A neural architecture for dialectal
arabic segmentation,” in Proceedings of the Third Arabic Natural
Language Processing Workshop, 2017, pp. 46–54.

[28] K. Shaalan and M. Oudah, “A hybrid approach to arabic named entity
recognition,” Journal of Information Science, vol. 40, no. 1, pp. 67–87,
2014.

[29] K. Darwish, “Named entity recognition using cross-lingual resources:
Arabic as an example,” in Proceedings of the 51st Annual Meeting
of the Association for Computational Linguistics (Volume 1: Long
Papers), vol. 1, 2013, pp. 1558–1567.

[30] A. Abdul-Hamid and K. Darwish, “Simplified feature set for Arabic
named entity recognition,” in Proceedings of the 2010 Named Entities
Workshop. Association for Computational Linguistics, 2010, pp. 110–
115.

[31] S. Abdallah, K. Shaalan, and M. Shoaib, “Integrating rule-based
system with classification for arabic named entity recognition,” in
International Conference on Intelligent Text Processing and Compu-
tational Linguistics. Springer, 2012, pp. 311–322.

[32] Y.-Y. Song and L. Ying, “Decision tree methods: applications for
classification and prediction,” Shanghai archives of psychiatry, vol. 27,
no. 2, p. 130, 2015.

[33] A. Zirikly and M. Diab, “Named entity recognition for arabic social
media,” in Proceedings of the 1st Workshop on Vector Space Modeling
for Natural Language Processing, 2015, pp. 176–185.

[34] A. Pasha, M. Al-Badrashiny, M. T. Diab, A. El Kholy, R. Eskander,
N. Habash, M. Pooleery, O. Rambow, and R. Roth, “Madamira: A fast,
comprehensive tool for morphological analysis and disambiguation of
arabic.” in LREC, vol. 14, no. 2014. Citeseer, 2014, pp. 1094–1101.

[35] S. Khoja, “Apt: Arabic part-of-speech tagger,” in Proceedings of the
Student Workshop at NAACL. Citeseer, 2001, pp. 20–25.

[36] S. Alqrainy, “A morphological-syntactical analysis approach for arabic
textual tagging,” 2008.

[37] Y. Tlili-Guiassa, “Hybrid method for tagging arabic text,” Journal of
Computer science, vol. 2, no. 3, pp. 245–248, 2006.

[38] M. Diab, K. Hacioglu, and D. Jurafsky, “Automatic tagging of arabic
text: From raw text to base phrase chunks,” in Proceedings of HLT-
NAACL 2004: Short papers, 2004, pp. 149–152.

[39] J. H. Yousif and T. M. T. Sembok, “Arabic part-of-speech tagger
based support vectors machines,” in 2008 International Symposium
on Information Technology, vol. 3. IEEE, 2008, pp. 1–7.

[40] K. Darwish, H. Mubarak, A. Abdelali, and M. Eldesouki, “Arabic pos
tagging: Don’t abandon feature engineering just yet,” in Proceedings
of the Third Arabic Natural Language Processing Workshop, 2017,
pp. 130–137.

[41] K. Alrajhi and M. A. ELAffendi, “Automatic arabic part-of-speech
tagging: Deep learning neural lstm versus word2vec,” International
Journal of Computing and Digital Systems, vol. 8, no. 03, pp. 307–
315, 2019.

[42] S. Khalifa, S. Hassan, and N. Habash, “A morphological analyzer
for gulf arabic verbs,” in Proceedings of the Third Arabic Natural
Language Processing Workshop, 2017, pp. 35–45.

[43] K. Duh and K. Kirchhoff, “Pos tagging of dialectal arabic: a mini-
mally supervised approach,” in Proceedings of the acl workshop on
computational approaches to semitic languages, 2005, pp. 55–62.

[44] R. Al-Sabbagh and R. Girju, “Yadac: Yet another dialectal arabic
corpus.” in LREC, 2012, pp. 2882–2889.

[45] K. Darwish, H. Mubarak, A. Abdelali, M. Eldesouki, Y. Samih,
R. Alharbi, M. Attia, W. Magdy, and L. Kallmeyer, “Multi-dialect
arabic pos tagging: a crf approach,” in Proceedings of the Eleventh
International Conference on Language Resources and Evaluation
(LREC 2018), 2018.

[46] C. Van Hee, E. Lefever, and V. Hoste, “Semeval-2018 task 3: Irony
detection in english tweets,” in Proceedings of The 12th International
Workshop on Semantic Evaluation, 2018, pp. 39–50.

[47] F. Barbieri, H. Saggion, and F. Ronzano, “Modelling sarcasm in twitter,
a novel approach,” in Proceedings of the 5th Workshop on Com-
putational Approaches to Subjectivity, Sentiment and Social Media
Analysis, 2014, pp. 50–58.

[48] G. Abercrombie and D. Hovy, “Putting sarcasm detection into context:
The effects of class imbalance and manual labelling on supervised
machine classification of twitter conversations,” in Proceedings of the
ACL 2016 student research workshop, 2016, pp. 107–113.

[49] A. Joshi, V. Sharma, and P. Bhattacharyya, “Harnessing context
incongruity for sarcasm detection,” in Proceedings of the 53rd Annual
Meeting of the Association for Computational Linguistics and the
7th International Joint Conference on Natural Language Processing
(Volume 2: Short Papers), 2015, pp. 757–762.

[50] M. Bouazizi and T. O. Ohtsuki, “A pattern-based approach for sarcasm
detection on twitter,” IEEE Access, vol. 4, pp. 5477–5488, 2016.

[51] S. K. Bharti, K. S. Babu, and S. K. Jena, “Parsing-based sarcasm sen-
timent recognition in twitter data,” in 2015 IEEE/ACM International
Conference on Advances in Social Networks Analysis and Mining
(ASONAM). IEEE, 2015, pp. 1373–1380.

[52] S. Saha, J. Yadav, and P. Ranjan, “Proposed approach for sarcasm
detection in twitter,” Indian Journal of Science and Technology,
vol. 10, no. 25, pp. 1–8, 2017.

[53] S. Porwal, G. Ostwal, A. Phadtare, M. Pandey, and M. V. Marathe,
“Sarcasm detection using recurrent neural network,” in 2018 Second
International Conference on Intelligent Computing and Control Sys-
tems (ICICCS). IEEE, 2018, pp. 746–748.

[54] Y. Ren, D. Ji, and H. Ren, “Context-augmented convolutional neural
networks for twitter sarcasm detection,” Neurocomputing, vol. 308, pp.
1–7, 2018.

[55] P. K. Mandal and R. Mahto, “Deep cnn-lstm with word embeddings
for news headline sarcasm detection,” in 16th International Conference
on Information Technology-New Generations (ITNG 2019). Springer,
2019, pp. 495–498.

[56] D. Jain, A. Kumar, and G. Garg, “Sarcasm detection in mash-up
language using soft-attention based bi-directional lstm and feature-rich
cnn,” Applied Soft Computing, vol. 91, p. 106198, 2020.

[57] A. Kumar, V. T. Narapareddy, V. A. Srikanth, A. Malapati, and
L. B. M. Neti, “Sarcasm detection using multi-head attention based
bidirectional lstm,” IEEE Access, vol. 8, pp. 6388–6397, 2020.

www.ijacsa.thesai.org 587 | P a g e

https://doi.org/10.1109/BIGCOMP.2019.8679233
https://doi.org/10.18653/v1/p16-1101
https://doi.org/10.18653/v1/p16-1101


(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 3, 2021

[58] S. He, F. Guo, and S. Qin, “Sarcasm detection using graph convolu-
tional networks with bidirectional lstm,” in Proceedings of the 2020
3rd International Conference on Big Data Technologies, 2020, pp.
97–101.

[59] A. Baruah, K. Das, F. Barbhuiya, and K. Dey, “Context-aware sarcasm
detection using bert,” in Proceedings of the Second Workshop on
Figurative Language Processing, 2020, pp. 83–87.

[60] H. Srivastava, V. Varshney, S. Kumari, and S. Srivastava, “A novel
hierarchical bert architecture for sarcasm detection,” in Proceedings
of the Second Workshop on Figurative Language Processing, 2020,
pp. 93–97.

[61] A. Kumar, V. T. Narapareddy, P. Gupta, V. A. Srikanth, L. B. M.
Neti, and A. Malapati, “Adversarial and auxiliary features-aware bert
for sarcasm detection,” in 8th ACM IKDD CODS and 26th COMAD,
2021, pp. 163–170.

[62] R. A. Potamias, G. Siolas, and A.-G. Stafylopatis, “A transformer-
based approach to irony and sarcasm detection,” Neural Computing
and Applications, vol. 32, no. 23, pp. 17 309–17 320, 2020.

[63] J. Karoui, F. B. Zitoune, and V. Moriceau, “Soukhria: Towards an
irony detection system for arabic in social media,” Procedia Computer
Science, vol. 117, pp. 161–168, 2017.

[64] B. Ghanem, J. Karoui, F. Benamara, V. Moriceau, and P. Rosso, “Idat
at fire2019: Overview of the track on irony detection in arabic tweets,”
in Proceedings of the 11th Forum for Information Retrieval Evaluation,
2019, pp. 10–13.

[65] M. Khalifa and N. Hussein, “Ensemble learning for irony detection in
arabic tweets.” in FIRE (Working Notes), 2019, pp. 433–438.

[66] H. A. Nayel, W. Medhat, and M. Rashad, “Benha@ idat: Improving
irony detection in arabic tweets using ensemble approach.” in FIRE
(Working Notes), 2019, pp. 401–408.

[67] T. Ranasinghe, H. Saadany, A. Plum, S. Mandhari, E. Mohamed,
C. Orasan, and R. Mitkov, “Rgcl at idat: deep learning models for
irony detection in arabic language,” 2019.

[68] C. Zhang and M. Abdul-Mageed, “Multi-task bidirectional transformer
representations for irony detection,” in Working Notes of FIRE 2019 -
Forum for Information Retrieval Evaluation, Kolkata, India, December
12-15, 2019, ser. CEUR Workshop Proceedings, P. Mehta, P. Rosso,
P. Majumder, and M. Mitra, Eds., vol. 2517. CEUR-WS.org, 2019, pp.
391–400. [Online]. Available: http://ceur-ws.org/Vol-2517/T4-2.pdf

[69] I. A. Farha and W. Magdy, “From arabic sentiment analysis to sarcasm
detection: The arsarcasm dataset,” in Proceedings of the 4th Workshop
on Open-Source Arabic Corpora and Processing Tools, with a Shared
Task on Offensive Language Detection, 2020, pp. 32–39.

[70] J. Howard and S. Ruder, “Universal language model fine-tuning
for text classification,” pp. 328–339, 2018. [Online]. Available:
https://www.aclweb.org/anthology/P18-1031/

[71] K. Song, X. Tan, T. Qin, J. Lu, and T. Liu, “MASS: masked
sequence to sequence pre-training for language generation,” vol. 97,
pp. 5926–5936, 2019. [Online]. Available: http://proceedings.mlr.
press/v97/song19d.html

[72] K. Clark, M. Luong, Q. V. Le, and C. D. Manning, “ELECTRA: pre-
training text encoders as discriminators rather than generators,” 2020.
[Online]. Available: https://openreview.net/forum?id=r1xMH1BtvB
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APPENDIX

A. POS Tag Set

B. Error Analysis

The “regularizing” effect caused by self-training and
discussed in section VIII can sometimes produce false
negatives as shown in Table XI. We see a number of named
entities that were misclassified by the self-trained model
as unnamed ones. As an example, we take the last name
ø



Pð
	Q 	
�m.
Ì'@ which was classified both correctly and incorrectly

in different contexts by the self-trained model. Context of
correct classification is “ø



Pð

	Q 	
�m.
Ì'@ ÈAÒºË h. A

�
K

�
�Aë ”, while it is

“ú


G
.
ñÊ

	
¯ éJ
Ê« ½�AÓ ø



Pð

	Q 	
�m.
Ì'@ B@ ø



X ú



æ� AêÊ¿ �A

	
JË @ úÎ« ½�AÓ”

for the incorrect classification. First, we note that ø



Pð
	Q 	
�m.
Ì'@ is

not a common name (zero occurrences in the MSA training
set). Second, we observe that in the correct case, the word
was preceded by the first name ÈAÒ» which was correctly
classified as PER, making it easier for the model to assign
PER to the word afterwards as a surname.
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TABLE XIII: The POS Tag Set in [45]

Tag Description Tag Description
ADV adverb ADJ adjective
CONJ conjunction DET determiner
NOUN noun NSUFF noun suffix
NUM number PART particle
PUNC punctuation PRON pronoun
PREP preposition V verb
ABBREV abbreviation VSUFF verb suffix
FOREIGN non-Arabic FUT PART future particle
PROG PART progressive particle EMOT Emoticon/Emoji
MENTION twitter mention HASH Hashtag
URL URL – –

TABLE XIV: NER task. Bigger Sample False Positives Mitigated by Self-Training. These were Correctly Predicted as the
Unnamed Entity “O” by the Self-Trained Model

no. Token Eng. MSA Context/Explanation FT Pred.
(1) ú



æ
.

	
K we want YK
Q

	
K . . . 	áÓ

	
¬Qª

	
K ú



æ
.

	
K (we want to know who) PER

(2) @ñ
	
KA¿ AÓ wasn’t @ñ

	
KñºK
 ÕË

	á�

�
¯Y�Ó @ñ

	
KA¿ AÓ ú



Í@ I. Ê

	
«


@ (most of those who wasn’t believing) LOC

(3) ÈðððñË LOL ½m�
	
� . . . ÈðððñË (interjection) PER

(4) 	
àA

�
�« for ú



¾Ë I. ªÊ

�
K

	
àA

�
�«

�
HAK
PA¢�. ú



æ
.

�
K (she wants batteries to play) LOC

(5) ú



�
æ

�
¯ñËX now 	

à
�
B@ ú




�
æ

�
¯ñËX È

	Q 	
�K
 èñª

	
J
�
¯@. . . (convince him to move now) PER

(6) �
��
@ what @

	
XAÓ ½K



@P

�
��
@ (what do you think?) PER

(7) PXA
�
¯ capable PXA

�
¯ . . . PXA

�
¯

�
èPY

�
®K. ð (magically; idiomatic expression) PER

(8) 	á�

�

�ÖÏ @ shameful 	á�

�

�ÖÏ @ ø



ðA¢
	
J£

	á�

�

�ÖÏ @ (shameful Tantawy; Playful for General Tant.) PER

(9) @ñºK
YK
@ your hands ÕºK
YK



@ . . . èñª

	
J
�
¯@ @ñºK
YK
@ �ñK. @ (I entreat you to convince him) PER

(10) ½ËA�@ I ask you ½Ë

A�


@ ú



æî

	
D

�
� ½ËA�@ ø



Xð (I ask you what) ORG

(11) 	á�
Ó who 	á�
Ó ø



ðYJ. Ë @
	á�
Ó ©Ó ½

�
Kñ� (who do you vote for, Badawi) PER

(12) ½��
X ú


G
.
ñÊ

	
¯ floppy disk 	

àQÓ �Q
�
¯ ½��
X ú



G
.
ñÊ

	
¯ éJ
Ê« ½�AÓ (holds a floppy disk against him) PER

(13) I. K
AJ. m
Ì loved ones ZAJ.k


B@ I. K
AJ. m

Ì 	
K
 ÕÎ« ÈAª

�
K (come teach your loved ones) LOC

(14) ø



AÓ water ZAÓ ø



AÓ ÑêË
�

IJ.k. (brought them water) PER

(15) �
IK
ñ

�
JK
P retweet YK
Q

	
ª

�
K

�
èXA«@


�

IK
ñ
�
JK
P �ðX

	
àA

	
Q̄

�
¯ ñË (if depressed click retweet) PER

TABLE XV: NER task. Sample Errors that are Not Fixed by Self-Training (Shared with the Mere Fine-Tuned Model)

no. Token(s) Context/Explanation Gold FT ST
(1) ¼PAJ. ÖÏ AK. A

	
Jk@ XA« ¼PAJ. ÖÏ AK. (We are still in Mubarak) LOC PER O

(2) �
�

�
�m×

�
èQå

	
�AjÖÏ @ É

	
gX

�
�

�
�m× (a drunk entered the lecture) O PER PER

(3) �
èPAÓ


AK.

	á�

	
¯ð éK
 @

�
èPAÓ


AK. (what is the evidence/sign and where?) O LOC LOC

(4) ú


æ
�
�

	
®
�
J�ÖÏ èPAK. ðYË@ Qå�

�
¯ ú



æ
�
�

	
®
�
J�ÖÏ (to Qasr AlDobara Hospital) LOC O O

(5) ú


» A

�
J
	
J» ú



» A

�
J
	
J» Y

	
J« (by Kentucky [resturant]) LOC O O

(6) 	
àðA

�
K

	
àð@X A¢

	
J¢�.

	
àðA

�
K

	
àð@X ¨ðQå

�
�Ó (a down town Tanta project) LOC O O

(7) É¢�. AK
 É¢�. AK
 ¼ðQ�.Ó (Congratulations, hero!) O PER PER

(8) 	
à@ñ

	
kB@

	
à@ñ

	
kB@ ©Ó

	
Ê

�
J
	
m�

	
' (we disagree with the Muslim brotherhood) ORG O O

(9) �
éJ
K. QªË@

�
èA

	
J
�
¯

�
éJ
K. QªË@

�
èA

	
J
�
¯

�
I

	
®

�
� (watched Al Arabya Channel) ORG O O

(10) ø



Qº�ªË@ �Êj. ÖÏ @ ø



Qº�ªË@ �Êj. ÖÏ @ éÊÔ« ú


ÎË @ (what the military council did) ORG O O

TABLE XVI: NER task. Sample False Negatives Produced by Self-Training

no. Word Gold FT ST
(1) 	

à@ñ
	

kB@ ORG ORG O

(2) ú


«X@Q�. ÊË PER PER O

(3) XCm.
Ì'@ ø



Ym.

× PER PER O

(4) È 	QK
X
	
àA

	
¯ PER PER O

(5) ø



Pð
	Q 	
�m.
Ì'@ PER PER O

(6) 	
àñ��


	áK

	P PER PER O
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TABLE XVII: SRD task. Sample Errors that were Fixed by Self-Training

no Example FT ST
(1) éËA�

	
« éJ
K. ÉÓA«

�
I

	
J» èQ

�
¯AJ.ªË @ Q�


	
« AÒê

	
®K


	áË Non-Sarcastic sarcastic

(2) �
HAëA« AK


	á�
ê
	
¯A

�
K AK
 ú



æ�J
Ó

	
àðYK. Õºª

	
�ð @

	
Yë Non-sarcastic sarcastic

(3) AîD
Ó@Qk AîD
ÓAg Non-sarcastic sarcastic

(4) ù


Ò

	
¢

	
� ù



ÖÞ�P ¡J
J.« l��Ag éÒ�

�
®
�
JÓ Aë 	QK
A« éÊJ
J.

�
¯ Ég. P É¾Ë 	QK
 @ Non-sarcastic sarcastic

(5) I. Ê
	
« Yg

�
�

	
�A¿ AÓ �ñÊ

	
®ËAK. ñË AÓ ú



Íð@ ék. PX

	
àAg. QêÓ èX ÕÎªÊË Sarcastic Non-sarcastic

(6) Aê
�
®k èY

	
g@ð

�
�Ó q

�
�

	
¯ èñÊg ú




	
GA

	
«@ AîD
Ë �PA

	
¯ ÐAK


Q�
Ó è
	
XA

�
J�B@ Sarcastic Non-sarcastic

(7) PA
�
J
	
m�

	
' 	á�
Ó I. Ó@Q

�
K YËA

	
KðXð

	
àñ

�
J
	
JÊ¿ ø



PCJ
ë

	á�
K. ø



Q
�
K AK
 Sarcastic Non-sarcastic

(8) C
�
JÓ

	
àñ

�
J
	
JÊ¿ ø



PCJ
ë èY�

�
¯

�
I�Ë@ èñ«X Sarcastic Non-sarcastic

TABLE XVIII: SRD task. Sample Errors that Were not Fixed by Self-Training (Shared with the Mere Fine-Tuned Model)

no Example Prediction Gold
(1) ¼ñJ.��


	
¯ ú



Î« Aî

�
EYg. ð èPñ�

	
P̄A« sarcastic non-sarcastic

(2) éªJ

	

�
	
¯ sarcastic non-sarcastic

(3) C

JK. AÓ ½J. m

�'
.

Q�

	
«ð C


KYK. ð CJ


	
J

	
ªK. sarcastic Non-sarcastic

(4) è @ñîE.
	á�


	
J� ú



ÍA

�
®K. ú



ÎË @ ú



ÍA

	
ªË @

�
I

	
K@ Sarcastic Non-sarcastic

(5) A�
	
�Q

	
¯ 	ám.

×AK
 Õº�
	
®

	
K @ ú



Î« ñ

	
Kñë É

�
¯@PAK
 èQ

	
j�Ó Õ

�
æ

	
KX éë non-sarcastic sarcastic

(6) éë PPYJ

	
¯

�
HP@X XPñÊË @ ø



	P

	
àñºJ
k ú




	
æªK
 non-sarcastic sarcastic

(7) 	
à@

	
XQj. ÊË éJ
Òª¢�
ð èXA¢��


	
¬Q« @YgAÓ

	
àñÒJ
»ñK. @

	
Yë é«AÔg

.
AK
 non-sarcastic sarcastic

(8) �
�
�K
ñ

�
JK
P ú




�
¯AJ. Ë AK. Y

	
gA

�
K éº

	
¯

�
��


	
®Ó ½

�
KQå

	
�k non-sarcastic sarcastic
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Abstract—The sequential pattern mining was widely used to
solve various business problems, including frequent user click
pattern, customer analysis of buying product, gene microarray
data analysis, etc. Many studies were going on these pattern
mining to extract insightful data. All the studies were mostly
concentrated on high utility sequential pattern mining (HUSP)
with positive values without a distributed approach. All the ex-
isting solutions are centralized which incurs greater computation
and communication costs. In this paper, we introduce a novel
algorithm for mining HUSPs including negative item values in
support of a distributed approach. We use the Hadoop map
reduce algorithms for processing the data in parallel. Various
pruning techniques have been proposed to minimize the search
space in a distributed environment, thus reducing the expense of
processing. To our understanding, no algorithm was proposed to
mine High Utility Sequential Patterns with negative item values in
a distributed environment. So, we design a novel algorithm called
DHUSP-N (Distributed High Utility Sequential Pattern mining
with Negative values). DHUSP-N can mine high utility sequential
patterns considering the negative item utilities from Bigdata.

Keywords—High utility sequential pattern mining; big data;
utility mining; negative utility; distributed algorithms

I. INTRODUCTION

These days we can’t imagine the volume of data that is
produced every day in the form of sequences [14] [15]. Mining
high utility patterns is a prominent job in data mining that
discovers the itemsets which appear frequently in sequences.
Many current algorithms [5] [16] [24] only take into account
the frequency of each object in a sequence and presume that
the importance of items is the same for various items. In
[6], the authors depicted such approaches are not sufficient
for industry needs. In reality, these algorithms mined patterns
are not especially related to business needs, so they don’t
really know the patterns are interesting for their business. For
example, in a retail market analysis, each item possess its
own profit value, and an item will exist in the purchasing
record of a customer many times. Utility was introduced to
mine frequent patterns to resolve this issue by considering
the profit (quality) and quantity of products. This introduce
a novel field of study, namely, high utility itemset mining and
high utility sequential pattern mining (HUSP), these are able
to mine insightful knowledge, given a minimum utility defined
by the user instead of minimum support. Utility model-based
knowledge can supply more useful and applicable decision-
making information than those based on a conventional support
framework. High utility sequential pattern (HUSP) mining [2]
[23] is used to extract profitable and more beneficial sequential

patterns from databases. It considers a business intention such
as profit, user interests, value, etc. A sequence mined from a
sequence database is said to be a high utility sequential pattern
only if it is having an utility not less than the minimum utility
threshold supplied by the user. So, we came up with a new
method for mining sequential patterns with high utility that
includes negative item values using a distributed approach.
Here we use algorithms like Hadoop map reduce [9] to operate
data quickly in parallel. We suggest few pruning strategies to
eliminate unpromising items that leads to minimize the search
space in distributed circumstances.

The following are the contributions of the current work:

1. We made a complete overhaul to HUSP-NIV [21]
algorithm and studied the distributed solution to the problem
of HUSP-N [22] mining.

2. MapReduce algorithm is proposed for extracting HUSPs
with negative item values.

3. Proposed a distributed utility upper bound that supports
global mining of HUSP-N’s.

4. Several experimental evaluations have been accom-
plished on the real as well as synthetic datasets to assess the
efficiency of DHUSP-N algorithm.

The remaining sections in the paper are composed as
follows: Description of related work is mentioned in Section
II. Section III provides a detailed description of problem
definition. The details of DHUSP-N are given in Section
IV. The performance details of DHUSP-N obtained from the
experimental results are noted in Section V. The enhancements
of the current work and its conclusion is given in Section VI.

II. RELATED WORK

Sequential pattern mining became a buzzword and many
algorithms [1] [4] [7] [8] [17] have been proposed. Sequential
pattern mining is an extenison to frequent itemset mining based
on support framework that was firstly introduced by Srikant
and Agrawal [1] in their studies. He gave a new definition
by adding different time constraints and other attributes like
sliding time window, user-defined taxonomy, and introduced
a generalised sequential pattern (GSP) algorithm. Wang et
al. [20] proposed novel pruning strategies namely, RSU and
PEU to remove the sequences with less utility and designed
HUS-Span algorithm to efficiently extract HUSPs. Truong-
Chi & Fournier-Viger [8] has described about high utility
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TABLE I. SAMPLE DATASET

Sid Q− sequence

1 〈(I5, 2)[(I1, 4)(I2, 2)](I4, 4)〉
2 〈[(I1, 3)(I2, 1)][(I1, 1), (I3, 1), (I4, 3)][(I1, 2), (I4, 3)(I5, 3)]〉
3 〈[(I3, 4)(I6, 6)][(I2, 3)(I4, 3)]〉
4 〈[(I2, 1)(I3, 6)][(I1, 3)(I4, 3)][(I1, 4)(I2, 1)(I3, 2)]〉
5 〈[(I2, 2)(I5, 3)][(I1, 3)(I6, 2)][(I1, 2)(I2, 1)]〉

sequence mining. Many other pattern mining problems were
generalized by the authors, such as frequent itemset mining in
transaction databases, sequential pattern mining in sequence
databases, and high utility itemsets in databases of quantitative
transactions. The sequential order between the items and their
utility has been considered to mine high utility sequences from
a quantitative sequence database. Guha et al. [11] used the
regular expressions as a constraint for user-controlled focus on
mining sequential patterns. Some more algorithms like USpan
[23], HUS-Span [20] and HuspExt [3] algorithms have been
designed to extract high utility patterns based on utility concept
but they are not designed to use negative patterns. Negative
sequential patters (such as missing medical check-ups) are
crucial and more useful than positive sequential patterns (e.g.
visiting a medical check-up) in many intellectual systems and
applications such as healthcare analysis and risk management.
However, exploring sequential patterns with negative item
values is considerably more complex than sequential pattern
mining including positive item values because of acute time
complexity occurred by non-repeating elements, high time
complexity and large search space in finding negative sequen-
tial patterns. Xu et al. [21] came up with HUNSPM. This
algorithm considers the items that do not occur into attention.
These are the first studies to mine HUNSPM (high utility
negative sequential pattern mining). These algorithms can mine
HUSPs efficiently from a non-decentralized database using a
single machine, however, they cannot handle big data [12].
Also, their proposed pruning techniques cannot be applied in
a distributed environment. Mining patterns from big data on a
single machine is very costly to execute the mining algorithms.
Developing a distributed algorithm that mines HUNSPs is a
key to handle the problem. Recently, Lin et al. [13] introduced
an algorithm for high utility itemset mining which is applicable
for handling big data. The approach proposed in [13] do
not consider the sequential ordering of itemsets. Adding the
sequential order of itemsets makes it more challenging to mine.
Recently, we proposed a distributed MapRedcue algorithm that
can mine high utility time interval sequential patterns [19].
However, we do not include the negative item values. This
motivates us to study a novel approach of mining HUSP that
includes negative item values from a distributed environment.

No approach has been introduced till now for high utility
sequential pattern mining that can consider both the utilities
and negative values in a distributed environment, to the best
of our understanding. So, we design a novel algorithm called
DHUSP-N that can extract all sequential patterns with high
utility and negative item values that appear in bigdata.

III. PROBLEM DEFINITION

Given a sequential database D, the problem of mining
sequential patterns of high utility with negative item values

TABLE II. QUALITY TABLE

Item I1 I2 I3 I4 I5 I6

Quality 5 -3 1 2 4 1

from large databases in a distributed way is described here.
Let a set of distinct items be I = {i1, i2, i3, i4, . . . , in}. A
positive or negative number p(ik), called its external utility is
associated with each item ik. The quantity or internal utility
of I is called a q-item (i,q), where i ∈ I and q denotes the
purchased amount of i. Our problem is to mine all high utility
sequential patterns with negative item values (DHUSP-N) in a
distributed environment with a minimum utility threshold δ.

Example: Consider a Q-sequence database as in Table I.
Each entry in the Q-sequence database is said to be a q-
sequence. The q-sequence S1 depicts the items I5, I1, I2 and
I4 with internal utility of 2, 4, 2 and 4. Table II gives us the
external utilities of these items respectively 4, 5, -3 and 2. So
the item I2 is sold at loss. [(I1, 4)(I2, 2)] is the itemset with
two q-items.

Definition 1: Sequence α = k1, k2, . . . , ki is a sub-
sequence of sequence β = k1, k2, . . . , kj(i ≤ j) or the other
way β is a super-sequence of α.

Definition 2: Every element in the itemset consists of pos-
itive number p(I), called the external utility (e.g. price/profit
per unit). Every item I in itemset Xd of particular sequence Sr

(i.e., Sd
r ) has a positive number q(I, Sd

r ), called as its internal
utility (e.g., quantity) of I in itemset of particular sequence.

Definition 3: The utility of a q-item is defined as the
product of internal utility and external utility. The utility of
a q-itemset is defined as the sum of each item utility in the
q-itemset. The q-sequence utility is defined as the sum of each
item utility having positive external utility. For example, utility
of (I1, 4) in itemset 2 of sequence S1 is 4×5 = 20. The utility
of itemset [(I1, 4)(I2, 2)] is S1 is 4×5+2×−3 = 20−6 = 14.
The q-sequence utility of S1 = 〈(I5, 2)[(I1, 4)(I2, 2)](I4, 4)〉
is 2× 4 + 4× 5 + 2× 4 = 8 + 20 + 8 = 36.

Definition 4: The sequence local utility in partitioned
database Di is defined as suL(α,Di) =

∑
Sr∈Di

su(α, Sr)
for sequence α in the partition Di. The sum of local utilities
of α in each partition Di is defined as its global utility and
denoted as suG.

Definition 5: The total utility of a partition Di is denoted as
UDi

and is defined as sum of sequence utility of each Si, where
Si is an input sequence in Di. The total utility of sequence
database D is denoted as UD and is defined as the sum of
total utility of each Di.

Definition 6: Given a sequence α, it is called a local high
utility sequential pattern with negative value (L-HUSP-N),
iff suL(α,Di) ≥ δ · UDi , where δ is the minimum utility
threshold.

Definition 7: Given a sequence α, it is called a global high
utility sequential pattern with negative value (G-HUSP-N), iff
suG(α,D) ≥ δ ·UD, where δ is the minimum utility threshold.

Definition 8: Given a sequence dataset D and a minimum
utility threshold δ, then the sequence α is said to be a high
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TABLE III. UTILITY MATRIX FOR SEQUENCE S1

Item q-itemset1 q-itemset2 q-itemset3

a (0,36) (20,8) (0,8)

b (0,36) (-6,8) (0,8)

d (0,36) (0,8) (8,0)

e (2,28) (0,8) (0,8)

GSWU sequence if and only if GSWU(α,D) ≥ δ · UD.

Definition 9: Mining of HUSP with/without Negative Item
Values - Selecting the highest utility from the utility estima-
tions of every q-sequence and add them together to address
the sequence’s utility in a given sequence database.The max
utility is used to denote the utility of a sequence t and it is
characterized as umax(t) =

∑
s∈S max{u(t, s)}.

HUSP mining is to mine all the HUSPs from the database
where each item possess only positive external utilities,
whereas HUSP-N mining is to mine all the HUSPs from
the database where each item in the database may have
either positive or negative external utilities. The sequence t
is called as HUSP in Q-sequence Database S if and only if
umax(t) ≥ δ. The properties defined for HUSP-N mining are
as follows [21]:

Property 1: HUSP can have items with negative external
utilities.

Property 2: No less than one item having a positive external
utility must be included in a high utility sequential pattern.

Definition 10: Sequence-weighted Utilization (SWU) of a
particular sequence t in q-sequence database S is defined as
sum of q-sequence utilities where t is a subsequence to q-
sequence.

Definition 11: Given a bunch of sequences Di, the Local
Sequence-Weighted Utility (LSWU) of a sequence α in Di,
indicated as LSWU(α,Di), is characterized as the amount
of the utilities of sequences containing α in Di, where
α ≤ S implies α is a subsequence of S. In like manner, the
Global Sequence-Weighted Utility (GSWU) of a sequence α
in information base D is characterized as: GSWU(α,D) =∑

(Di⊂D) LSWU(α,Di).

Property 3: Sequence-weighted Downward Closure
Property- Given the S database of q-sequences, and two t1
and t2 sequences, where t2 contains t1, then t2 contains t1,
then SWU(t2) ≤ SWU(t1).

Definition 12: Utility matirx (UM)- It is a data structure
introduced in USpan [23] algorithm to store the q-sequence
utility. Each element in the matrix stores two values, the first
one is item’s utility, where as the second is item’s remaining
utility.

Definition 13: The remaining utility in the Utility Matrix
is only the sum of all remaining q-sequence items’ positive
external utility values.

From Definitions 12 and 13, the utility matrix created for
sequence S1 in our sample database is shown in Table III.

Definition 14: Given a sequence pattern α, an I-concatenate
pattern β is a sequence obtained by including an item I to the
last itemset α.

Definition 15: Given a sequence α, S-concatenate pattern
β denotes a sequence obtained by including a 1-Itemset {I}
after the last itemset of α.

IV. METHODOLOGY

Mining HUSP with negative values in the big data era
is a hectic job to do due to the hurdles of data growth in
an exponential way. It is expensive to mine patterns in a
single individual machine. Designing a distributed and parallel
algorithm is the one solution that we are thinking of. To
implement this approach, we need to address a few key issues
like decreasing the search space in the data, decreasing the
communication overhead between different local machines,
and finally the scalability issues to be answered.

We propose an algorithm namely DHUSP-N (Distributed
High utility sequential pattern mining with negative values).
This algorithm mines high utility patterns in a distributed
approach. Fig. 1 demonstrates the phases of the methodology.
In the initialization phase, the sequence database is divided into
many partitions. Each partition is given to a mapper which in
turn gives a utility matrix [21]. The data structure UM [21] is
used in later stages to retrieve utility values. This stage also
identifies the items which do not form HUSP, which are pruned
by DHUSP-N in the later stage.

1. Initialization phase: This comprises of two stages,
namely, map and reduce.

Map stage: In each partition, utility matrix (UM) is con-
structed by the mapper for every input sequence in the given
partition of database. Here UM refers to a data structure which
contains utility values and the leftover utility of rest of items.
This data structure is used to determine the LHUSP-N from
each partitioned node. With this representation of utility matrix
the mining takes place even faster. These are stored in Resilient
Distributed Dataset (RDD). All elements in the database may
not form high utility patterns. We use local sequence weighted
utility (LSWU) and global sequence weighted utility (GSWU)
to find the unpromising items which may not form good
patterns. The pruned items are based on LSWU and GSWU
values. The results are stored in a resilient distributed dataset.

Reduce Stage: Each reducer receive the output of the same
key. So, basically, by adding all the LSWU values of the
similar items, the reducer calculates the GSWU values of each
item. The reducers emit the items for which the calculated
GSWU values are less than the user supplied minimum utility
threshold. These are referred as unpromising items. These are
also stored and maintained in resilient distributed dataset which
is used to update UM’s in next phase.

2. Local HUSP-N mining: In this stage, the search space is
reduced by pruning all the unnecessary items from each par-
tition. Since it is hard to find global search space initially, we
will find local HUSP-N from each partition then we will find
DHUSP-N using this stage. Two map transformation stages
play a key role in mining local HUSP-N. Map transformation
1 is used to prune unpromising items and map transformation
2 is used to find potential global HUSP. Rather than finding all
the patterns in the partition with non-zero utility, we discover
HUSPs locally. Pruning of low utility sequential patterns from
the sequential patterns will not result in any loss of global

www.ijacsa.thesai.org 594 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 3, 2021

Fig. 1. Workflow of DHUSP-N.

HUSP. Thus, there is no loss of GHUSP while L-HUSP-N
mining.

Map Transformation 1: In this map transformation the
original UM’s which is obtained from the previous stage
results us the unpromising items. All the unpromising items in
each utility matrix is pruned by mappers. The mappers output
the updated utility matrix which will be stored in resilient
distributed dataset.

Map Transformation 2: From the given input we have
minimum utility threshold δ, partition Di, updated Utility
matrix and total utility, DHUSP-N applies HUSP-NIV [21]
algorithm to find the local High Utility Sequential patterns
with negative item values whose utility is greater than min-
imum utility threshold. Each mapper outputs the LHUSP’s
< Patt,< Di, utility >>, where Di is the id of partitioned
database and utility is the utility of pattern patt in Di. These
are stored in resilient distributed dataset.

3. Discovering potential globally distributed HUSP-N: To
find the potential global patterns, global utility of each lo-
cal HUSP obtained from the L-HUSP-N phase needs to be
determined. As the number of local High utility patterns are
very large, we only consider potentially global patterns and
prune all local HUSP’s which are not PG-HUSP-N’s. In this
stage for whose maximum utility values is less than a certain
threshold will be pruned resulting in potential GHUSP-N.
Since maximum utility represents the upper bound of utility of
pattern, for those patterns where the utility value is less than
the threshold limit will be pruned. Continuously pruning with
a threshold of maximum utility will not miss any high utility
patterns.

Reduce stage: Every L-HUSP-N with same key is collected
into same reducer. The reducers in this stage return PG-HUSP-
N’s whose utility exceeds the user supplied minimum utility
threshold.

4. DHUSP-N Mining: The DHUSP-N mining process finds
each patterns global utility in the given set. Given the set of
PG-HUSP-N, it discovers GHUSP-N’s. The reducer finds the
sum of each patterns utility in the set after all possible GHUSP-
N’s are read. All patterns with a total utility greater than the
threshold defined are returned as GHUSP-N’s.

Map Stage: Given PG-HUSP-N’s, each mapper finds the
local utility of the patterns as follows: If certain pattern among
PG-HUSP-N is local high utility sequential pattern in the
given partition Di, as we already obtained utility from the
previous phase, the mapper outputs < α,< Di, utility >>.
The mapper otherwise calculates the utility of α. To find α’s
utility in a partition, we build a pattern-growth approach that
passes through the reduced search space. It undergoes both
I-concatenate sequence and S-concatenate sequence.

Reduce stage: From the given set of PG-HUSP-N’s, utility
values are directed to the same reducer which has the same
key. The reducer’s input is a pattern, an utility in which the
utility is the local utility resulting from map stage. Later, after
reading each PG-HUSP-N, each pattern utility is added by the
reducer. Finally, the patterns whose total utility exceeds the
threshold are returned as Global DHUSP-N.

V. EXPERIMENTAL RESULTS

To assess the efficiency of DHUSP-N, experiments have
been run on two synthetic datasets and three real-world
datasets. As this is the first of this kind there is no suitable
algorithm to compare with DHUSP-N. The generic algorithm
such as USPAN [23] is not appropriate to compare with
DHUSP-N because it does not use negative values and it
is a centralized approach. Even we cannot compare it with
BIGHUSP [25] as it does not consider the negative values.
Hence these algorithms are not suitable to compare with
respect to run time or any other parameters.
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TABLE IV. REAL DATASETS

Dataset Sequence count Item count Average sequence length

Kosarak 990002 41270 8.099

BMSWebview2 77512 3340 4.62

MSNBC 989818 17 5.7

TABLE V. SYNTHETIC DATASET PARAMETERS

Parameter Name Description

C Average number of itemsets in each sequence

T Average number of items in each itemset

D Number of sequences (in millions)

N Total number of items

TABLE VI. SYNTHETIC DATASETS

Dataset C T D N

C10T2.5D5N1000 10 2.5 5 1000

C15T3D10N10000 15 3 10 10000

The Distributed environment is equipped with 1 master
node and 6 worker nodes. All the nodes are designated with
Intel Xeon 2.6 GHz and 128Gb of RAM and the spark 3.0.0
is employed on the IBM platform conductor. A distributed
platform is required for implementation. For this, we use
apache spark distributed framework. This runs in a variety
of platforms like the IBM platform for Spark [10], Hadoop,
and Mesos clusters. We choose IBM Platform Conductor as it
permits organizations to execute multiple instances of spark
frameworks at the same time on a single infrastructure. It
results in best usage of resources along with its efficient
resource planning.

In DHUSP-N, we used the following parameters as per-
formance measure: a) Run time: total time to mine DHUSP-
N from the data set b) Number of candidates generated with
varying utility c) scalability

A. Datasets

For this experiment, we used two synthetic datasets gen-
erated by IBM data generator and three real-time data sets,
namely, Kosarak, BMSWebView2 and MSNBC. The real
datasets are acquired from SPMF data mining libray.1 The
parameters of real datasets are given in Table IV. Table V
depicts the parameters of synthetic data and the datasets are
given in Table VI.

B. Effect of Minimum Utility

The performance of DHUSP-N is tested on real as well as
synthetic datasets. Each experiment is conducted for distinct
values of minimum utility threshold and the outcomes are
reported in Fig. 2 and Fig. 3. Fig. 2 depicts the results on
real datasets, whereas Fig. 3 describes the results on synthetic
datasets. From the figures, it is clear that the execution time
required for the completion of DHUSP-N is high at low
values of minimum utility and tends to fall off with a rise
in minimum utility. On Kosarak dataset, the execution time is

1https://www.philippe-fournier-viger.com/spmf/

Fig. 2. Run Time Performance of DHUSP-N on Real Datasets.

Fig. 3. Run Time Performance of DHUSP-N on Synthetic Datasets.

Fig. 4. Number of Candidates Generated on Real Datasets.

420 seconds for 0.1% threshold and it is 265 seconds for 0.3%
threshold. Similarly on BMSWebview2 dataset, the execution
time is 250 seconds for 0.1% threshold and it is 131 seconds
for 0.3% thresholds, and it is 210 seconds and 164 seconds
for 0.1% and 0.3% utility respectively on MSNBC dataset.
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Fig. 5. Number of Candidates Generated on Synthetic Datasets.

Fig. 6. Scalability Test on C10T2.5D5N1000.

To know the performance on large datasets, we conducted
the experiment on two synthetic datasets having 5 million
and 10 million sequences respectively. The former dataset
require 1190 seconds for completion, whereas later dataset
completed its execution in 3090 seconds. This is for 0.1%
threshold and the execution times for the remaining thresholds
are shown in Fig. 3. The number of candidates generated is
also reported in Fig. 4 and Fig. 5. It is clearly noticed in
Fig.5 that the candidates generated is high for larger dataset
i.e. C15T3D10N10000. The reason is due to the increase in
the sequence count from 5 to 10 and increase in the itemsets
count per sequence from 10 to 15. Moreover, the difference in
the execution time is high for lower values of minimum utility
compared to higher values of minimum utility.

C. Scalability

To assess the scalability of DHUSP-N, we conducted
the experiments on both the synthetic datasets. In case of
C10T2.5D5N1000 dataset, initially we considered the first
1 million sequences and noted the execution time of the
algorithm. Later, the database is scaled by 1 million se-
quences and repeated until 5 million sequences. Similarly,
for C15T3D10N10000 dataset, the process is repeated from

Fig. 7. Scalability Test on C15T3D10N10000.

2 to 10 million sequences in steps of 2 million sequences.
The experiment is conducted for varying minimum utility. The
results reported in Fig. 6 and Fig. 7 depicts the scalability of
DHUSP-N. It is observed that the time for execution increase
with the increase in the sequence count. The processing time
increased significantly after 6 million sequences for 0.1%
utility as shown in Fig. 7.

VI. CONCLUSION

This paper introduced a novel algorithm called DHUSP-N
for mining high utility sequential patterns with negative values
in a distributed environment. To our understanding, no methods
were introduced in the utility mining literature to mine high
utility sequential patterns with negative values in distributed
environment. The performance of DHUSP-N is assessed on
real as well as synthetic datasets. As this is the initial step
of distributed approach to HUSP-N mining problem, there
is a lot for the improvement as future work. More efficient
data structures and techniques for pruning can be studied in
the future. The current problem can be further extended to
incremental mining of high utility negative sequential patterns
[18]. Also, time intervals can be included in addition to the
order of items purchased which leads to time interval high
utility sequential pattern mining [19] with negative values.
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Abstract—Involvement of social media like personal, business
and political propaganda activities, attracts anti-social activities
and has also increased. Anti-social elements get a wider platform
to spread negativity after hiding their identity behind fake and
false profiles. In this paper, an analytical and methodological
user identification framework is developed to significantly binds
implicit and explicit link relationship over the end-users graphical
perspective. Identify malicious user, its communal information
and sockpuppet node. Apart from that, this work provides the
concept of the deep neural network approach over the graphical
and linguistic perspective of end-user to classify as malicious,
fake and genuine. This concept also helps identify the trade-
off between the similarity of nodes attributes and the density
of connections to classifying identical profile as sockpuppet over
social media.

Keywords—Social media; anomaly detection; malicious activity;
spam account; fake account; sockpuppet; deep neural network

I. INTRODUCTION

Social media has entered our lives in many areas, among
7.5 billion people globally; 3.1 billion are active on social
media. Many activities, such as communication, entertainment,
political campaigning, and shopping, are carried out on social
media platforms [1]. As a result of this, huge data generated
spontaneously on social media platforms continuously emerge.
The spread and popularity of social media have attracted the
attention of antisocial elements. These people, unfortunately,
use social media to scam or cyberbullying activity through a
fake account.

Ungenuine user-profiles opened by users for mischievous
purposes in social networks such as Facebook, Twitter and
LinkedIn are called fake accounts. Fake accounts are usually
opened for lack of trust, fear or hiding from anyone, protecting
oneself from the potential loss of important news and accessing
information by hiding. Apart from this, fake accounts are
also opened in celebrities’ names to gather followers, run
ad campaigns, run negative campaigns about a brand, or get
personal information and profile information of users. The
credibility and global expansion of social media can infer that
fake accounts opened using individuals or companies’ names
can pose a major problem.

Domenico et al. [2] state that false profiles on social
networks are those that do not comply with the terms and
conditions established by the platform, they do not belong to
real people, they do not belong to the person they indicate,

and they pretend to be real profiles existing. They also indicate
fake, manual or artisan profiles (created by people) and those
generated and manipulated manually and automatically (bots
or robots). They mention that there are different types of
"tasks" of a fake profile: stalker, cyberbullying, gamers, spam-
mers, pornography, digital reputation, media manipulation,
cybercrime.

There are different categories of fake profiles, generated for
different purposes. Some of them (gamers or stalkers) may be
harmless. Still, others have a clear intention of causing damage
or seeking financial gain for themselves, insults, extortion,
threats, scams and worst Cases, corruption and grooming of
minors.

Recently, researchers applying classification approach to
detect fake account over social media. But due to a lack of
graphical and linguistic implicit information [3], [4] for end
node, the performance of this research does not get significant
results. On the other hand, linguistic pattern and geocommunal
information of end-user are crucial characteristics to identify
the pattern of the end-user.

However, graphical communal characteristics depend upon
the implicit and explicit link relationship. The explicit link rela-
tionship easily extracted from the graphical structure. Whereas,
extraction of the implicit link relationship is a challenging task.
Mining of linguistics and behavioural pattern of user-generated
content such as, like, dislike, follow, comment and share lead
to extract implicit graphical structure.

In this paper, an analytical and methodological user identi-
fication framework is developed to significantly binds implicit
and explicit link relationship over the end-users graphical
perspective. Identify malicious user, its communal information
and sockpuppet node. Apart from that, this work provides the
concept of the deep neural network approach over the graphical
and linguistic perspective of end-user to classify as malicious,
fake and genuine. This concept also helps identify the trade-
off between the similarity of nodes attributes and the density
of connections for Influence maximization.

The organization of the paper is as follows. In the second
part, the relevant literature is given, and the social media analy-
sis and fake account detection programs are briefly mentioned.
In the third part, the algorithms we developed and used are
mentioned. While the evaluation results are mentioned in the
fourth section, results and suggestions are given in the last
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section.

II. RELATED WORK

Social networking has become an increasingly important
application in recent years, because of its unique ability to
enable social contact over the internet for geographically
dispersed users. A social network can be represented as a
graph, in which nodes represent users, and links represent the
connections between users.

The purpose of the literature survey is to gain and un-
derstand the diverse and dynamic nature of social media data
for feature extraction to extract Misuse of Fake Profiles for
Review Spam On Social Media [1-7], Detection of fake review
spreading community [8,10].

Along with that total eight articles (published in 2016
to 2019) presented in this paper are summarized in Table
1 that contains six columns. The main task of the articles
is illustrated in the second column. Column third illustrates
method used. Column fourth illustrate method and algorithm
used for account verification in different application. Whereas
sixth column describes the name of data sets and its source
that has been used for evaluating different methodology.

Cresci et al. [5] developed a behaviour model inspired
by biological DNA in detecting spambots in social networks
in another bot research. By changing the genetic algorithm’s
different parameters, it was determined how advanced bots
escaped from detection techniques, in another Galindo et al.
[6] examined political bots in the General Elections. The
accounts considered in the study using three different data
sets are grouped as bot or human. To classify the data set,
features such as the age and location of the relevant Twitter
accounts, the length of the user step, the sickness per tweet, and
the time between two retweets were used. AdaBoost, logistic
regression, support vector machine and naive Bayes have
been tested as the classification algorithm. Logistic regression
worked the best among them. Based on the data in Chasma,
author can say that bots retweet slightly less than real accounts.
Also, bots include more external URLs in their tweets than
original accounts.

Ruiz et al. [7] claim that when detecting bots on Twit-
ter, follower friends’ ratio will not always give us correct
results. They think that bots can unfollow accounts that do
not automatically follow back. Instead, the text in the tweets
of bot accounts is more uniform than the actual accounts.
They use text entropy to measure similarity. It also deals with
the methods used to access Twitter to detect bot and human
accounts. For example, most human accounts use the web or
mobile application, while the bots have stated that they use
other applications such as API, they also stated that human
accounts have a more complex timing behaviour than bots and
cyborgs. In this study, they use multiple classification methods
as bots or human accounts in the Twitter social network. The
process of updating has been carried out. By applying feature
extraction techniques to the data set, it has been prepared for
the dilution process.

III. PROPOSED WORK

A graphical, linguistics and social theory based relationship
identification (RIF) framework is developed to identify mali-

cious end-user over social media, as shown in Fig. 1. This
framework amalgamates linguistics, temporal and contextual
ethics of user-generated content with profile and graphical
information.

The RIF framework extract feature vector to delineate user
behaviours and similarity index over social media. Classifying
identical profile concerning to similar user via Jaccard coeffi-
cient over linguistics pattern of tweets and provide linguistics,
temporal and contextual meaning to develop a mathematical
model for classifying identical profile as sockpuppet over
social media.

A. Data Extraction

RIF framework analyze and extract user pattern from user-
generated content, profile and graphical information of social
media user. This approach encapsulates social media mining
concepts, theories, with the concept of natural language pro-
cessing to extract the communal intersection of user-generated
and profile content from social media.

B. User Feature Vector

RIF framework examine and correlate user profile (uf ),
generated data (cf ) with graphical perspective (gf ) of social
media data as .

ρ = {uf ./ cf ./ gf} (1)

The taxonomy of user feature includes profile, content, and
graph-based feature, as shown in Fig. 2. Whereas in this work
profile-based feature comprises validation of profile informa-
tion such as suspicious user profile is verified or not, profile
age, profile cover, and picture as

uf =


verified if vf = y

age if not immediate
cover if not default
picture if not default

(2)

However, content-based features include temporal, contextual
validation of user-generated data, grammatical quality, and
emotional context of surfing nature as shown in Fig. 3.

Temporal taxonomy comprises time interval between
tweets(tg), retweets (rtg)and its frequency(tf ,rtf ). Contextual
content includes term and document frequency of user tweets,
Whereas linguistics feature reflects the standard of language
script and sensitivity incorporate susceptibility of the user
while tweets.

tf =


tg = time

rtg = time

tf = number

rtf = number

(3)

However, graph-based features include validation of structural
and relational nature of end-user such as number of friends,
follower, friend distribution, etc.
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TABLE I. ARTICLE SUMMARY:FAKE ACCOUNT DETECTION

R Task Approach Algo Data Set Research Gap
[8] Cross-Platform Fake account

identification
Friend Relationship-Based
User Identification

Graph
Based

Crude Data Set Multiple Dimensions Pro-
file Information

[9] Anomalous Compromised Ac-
count Detection

Statistical Anomaly Detection
Techniques

Graph
Based

Twitter Dataset Discriminate weightage of
features

[10] Sybil Attacks detection Via
Fake profile

Deep-Regression Graph
Based

USA Election
Tweeter data set

Handling noisy and mali-
cious data

[11] Sybil Attacks detection Via
Fake profile

Pairing-based Cryptography Graph
Based

Twitter and YouTube
dataset

Handling optimized de-
fensive features

[12] Mining Fake Account Social Media Mining Machine
Learning

Deceptive Accounts
Dataset

Detection of identity de-
ception

[13] Contextual long short-term
memory architecture to detect
bots

Deep Neural Network Machine
Learning

Cresci and Collabora-
tors Dataset

Scrutinize social media
Conversation in different
contexts

[14] Location labeling for Spam
Account detection

Similarity based Social Media
Mining

Machine
Learning

Twitter API Dataset Handle dynamic informa-
tion

[15] Detection of malicious profiles Petri net structure analyzes GB-
Machine
Learning

Crude dataset Optimization of irrelevant
features

2
Profile

r
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Fig. 2. User Feature over Social Media.

Q�Temporal · Contextual

^

Linguistics

�

Sensitivity

Fig. 3. Content Based Feature over Social Media.

C. Textual Feature

Textual feature of social media user generated content are
classified into three class behalf of content, reviewer profile
and network dimension as shown in Fig. 4. RIF framework
examine and correlate following Review, Reviewer and Net-
work centric feature.

(a) Reviewer Centric Feature [16], [17], [18]
- Number of reviews

- Number of Shared/helpful votes
- Time interval between reviews
- Percentage of positive and negative reviews
- Ratio of verified purchase
- Verified stay flag
- Rating deviation
- Review length

(b) Review Centric Feature[19], [20], [21], [22], [23], [17],
[18], [24], [25]
- Content Similarity Score (Nearly Duplicates)
- Percentage of Pronouns/ Nouns/ Adjective / Verbs
- Lexical Validity
- Lexical Diversity
- Content Diversity
- Syntactical Diversity
- Active and Passive Voice
- Picture and Links
- Emotivenss
- Content Relevancy
- Sentiment Score
- Linguistic inquiry and Word Count
- Product Information Matching
- First Review Flag

(c) Network Centric Feature (NCF) [26], [27]
- IP address
- GPS Information
- Timestamp
- Traffic Patterns (IP density )
- Device Information

D. Relationship Identification

After identifying profile and textual feature of end-user
as seed profile , relationship identification employed balance
theory to extracts hidden relationships of other similar profile
with seed profile as implicit link relationship. For instance,
consider g(v,re) as a social media graph having 11 users
nodes and 9 relationship edges, as shown in Fig. 5. Then
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after applying the balance theory of SMM, two hidden implicit
relationships are extracted over graph g(v,re), as shown in Fig.
6 by the red line.

After extracting the secret relationship, nodes are hierarchi-
cally differentiated according to their implicit status derived
through the status theory. After applying the status theory,
node colour over the clique are changed. The Degree of the
brightness of node color has shown its hidden implicit statuses
over the clique, as shown in Fig. 7.

Simultaneously, the graph transmit effects as explicit char-
acteristics extracted through Influence, Homophily, and Con-
founding correlation theory. Higher status communal node
changes the belongingness of its lower status node into their
respective community through the Influence theory. Whereas,
homophily builds the belongingness of similar characteristics
node over the same community. However, any online forum
creates an environment to make individuals similar, as con-
founding.

After extracting implicit information from social media
through social theory, NCF generates vertex degree vector and
reachability matrix, as shown in equation 6.16 and 6.17.

nvd =
{
n1d, n

2
d, n

3
d, ......n

m
d

}
∀ m ≤ n− 1 (4)

Where,nvd is represent node degree vector and nid is the number
of node having degree i in desire clique structure. Whereas,
noderm represent node rechability square matrix having n*n
dimension and rvi,vj is the modular distance between node vi
and vj

noderm =
[
rvi,vj

]
n∗n (5)

After extracting node feature vector and matrix , multiplication
of vertex degree vector and node reachability matrix return
Ai,j as the highest influence node. Simultaneously, the K-
means algorithm builds the community of similar nodes with a
similarity index of the Jaccard coefficient over the initial point
Ai,j .

IV. ENVIRONMENTAL SETUP AND RESULT ANALYSIS

The comparative analysis is present interesting and use-
ful facts regarding the state-of-the-art of malicious account
classification technique. For performance evaluation of DNN
based RIF framework with basic stand-alone classifiers such as
Random Forest (RF), Bagging Classifier, J48 Classifier, Ran-
dom Tree, and Logistic Regression has been carried out over
two different interaction and structural anomalies social media
data set, namely Crude and Cresci Collaborators (CCDS) data

set. Crude dataset [10] has 6824 profile data(Fake+ Gen-
uine),59153788 tweets, 4899493 followers, 16236669 Likes,
67976 listed count 1367 URL Shared. Simultaneously, CCDS
[11] has 3474 genuine accounts, 8377522 genuine tweets, 991
fake account, and 1610176 fake tweets.

Performance evaluation of Random Forest (RF) for mali-
cious account classification with and without user feature and
social theory is described in Table I.

The RF algorithm acquires 67.09%, 66.98%, 68.12% and
80.21% 78.45%, 81.78% precision with user feature, social
theory, and fusion of both respectively over Crude and CCDS
data set as shown in Table II and Fig. 8(a). The RF algo-
rithm’s performance is significantly boosted up after rectifying
network information by user feature, social theory, and fusion
of both. The RF algorithm acquires 1.53%, 1.36%,3.09% and
33.02%, 30.10%, 35.62% improvement over the precision with
user feature, social theory, and fusion of both over Crude and
CCDS data set, as shown in Fig. 8(b).

Whereas, RF algorithm acquires 67.34%, 66.14%, 68.92%
and 78.41% 74.24%, 79.12% recall with user feature, social
theory, and fusion of both respectively over Crude and CCDS
data set as shown in Table II and Fig. 8(c).The RF algorithm’s
performance is significantly boosted up after rectifying net-
work information by user feature, social theory, and fusion
of both. The RF algorithm acquires 3.09%, 1.26%,5.51% and
41.15%, 33.65%, 35.62% improvement over the recall with
user feature, social theory, and fusion of both over Crude and
CCDS data set, as shown in Fig. 8(d).

Simultaneously, RF algorithm acquires 67.84%, 65.91%,
69.46% and 78.9% 76.14%, 79.98% F1-Score with user fea-
ture, social theory, and fusion of both respectively over Crude
and CCDS data set as shown in Table II and Fig. 8(e).The
RF algorithm’s performance is significantly boosted up after
rectifying network information by user feature, social theory,
and fusion of both. The RF algorithm acquires 4.19%, 1.23%,
6.68% and 38.37%, 33.53%,40.27% improvement over the F1-
Score with user feature, social theory, and fusion of both over
Crude and CCDS data set, as shown in Fig. 8(f).

However, RF algorithm acquires 92.94%, 92.1%, 93.45%
and 95.78%, 94.56%, 96.2% Accuracy with user feature, social
theory, and fusion of both respectively over Crude and CCDS
data set as shown in Table II and Fig. 8(g).The RF algorithm’s
performance is significantly boosted up after rectifying net-
work information by user feature, social theory, and fusion
of both. The RF algorithm acquires 1.41%, .49%, 1.96% and
5.46%, 4.12%,5.92% improvement over the Accuracy with
user feature, social theory, and fusion of both over Crude and
CCDS data set, as shown in Fig. 8(h).

The Bagging algorithm acquires 66.59%, 65.19%, 67.82%
and 75.22%, 74.61%, 76.15% precision with user feature,
social theory, and fusion of both respectively over Crude and
CCDS data set as shown in Table III and Fig. 9(a). The
RF algorithm’s performance is significantly boosted up after
rectifying network information by user feature, social theory,
and fusion of both. The Bagging acquires 3.43%, 1.26%,
5.34% and 42.25%, 41.09%, 44.01% improvement over the
precision with user feature, social theory, and fusion of both
over Crude and CCDS data set, as shown in Fig. 9(b).
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TABLE II. MALICIOUS ACCOUNT CLASSIFICATION THROUGH RANDOM FOREST

Data Set Evaluation Parameter Standalone User Feature Social Theory Fusion

Crude

Precision 66.08 67.09 66.98 68.12
Recall 65.32 67.34 66.14 68.92
F1-Score 65.11 67.84 65.91 69.46
Accuracy 91.65 92.94 92.10 93.45

CCSD

Precision 60.30 80.21 78.45 81.78
Recall 55.55 78.41 74.24 79.12
F1-Score 57.02 78.90 76.14 79.98
Accuracy 90.82 95.78 94.56 96.20
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Fig. 8. Performance Evaluation of Malicious Account Classification Through Random Forest.
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TABLE III. MALICIOUS ACCOUNT CLASSIFICATION THROUGH BAGGING

Data Set Evaluation Parameter Standalone User Feature Social Theory Fusion

Crude

Precision 64.38 66.59 65.19 67.82
Recall 63.04 66.69 64.85 67.98
F1-Score 55.36 65.24 64.12 68.72
Accuracy 90.94 92.74 90.42 93.14

CCSD

Precision 52.88 75.22 74.61 76.15
Recall 48.84 73.16 70.58 73.89
F1-Score 49.83 73.65 71.25 75.28
Accuracy 89.44 95.55 92.18 95.98

Whereas, Bagging acquires 66.69%, 64.85%, 67.98% and
73.16%, 70.58%, 73.89% recall with user feature, social the-
ory, and fusion of both respectively over Crude and CCDS
data set as shown in Table III and Fig. 9(c).The Bagging per-
formance is significantly boosted up after rectifying network
information by user feature, social theory, and fusion of both.
The RF algorithm acquires 5.79%, 2.87%, 7.84% and 49.80%,
44.51%, 51.29% improvement over the recall with user feature,
social theory, and fusion of both over Crude and CCDS data
set, as shown in Fig. 9(d).

Simultaneously, Bagging acquires 65.24%, 64.12%,
68.72% and 73.65%, 71.25%, 75.28% F1-Score with user
feature, social theory, and fusion of both respectively over
Crude and CCDS data set as shown in Table III and Fig. 9(e).
The Bagging performance is significantly boosted up after
rectifying network information by user feature, social theory,
and fusion of both. The Bagging acquires 17.85%, 15.82%,
24.13% and 47.80%, 42.99%, 51.07% improvement over the
F1-Score with user feature, social theory, and fusion of both
over Crude and CCDS data set, as shown in Fig. 9(f).

However, Bagging acquires 92.74%, 91.42%, 93.14% and
95.55%, 92.18%, 95.98% Accuracy with user feature, social
theory, and fusion of both respectively over Crude and CCDS
data set as shown in table 3 and figure 9(g).The Bagging per-
formance is significantly boosted up after rectifying network
information by user feature, social theory, and fusion of both.
The Bagging acquires 1.98%, .53%, 2.42% and 6.83%, 3.06%,
7.31% improvement over the Accuracy with user feature,
social theory, and fusion of both over Crude and CCDS data
set, as shown in Fig. 9(h).

The J48 algorithm acquires 63.52%, 62.78%, 64.15% and
70.6%, 64.52%, 72.82% precision with user feature, social
theory, and fusion of both respectively over Crude and CCDS
data set as shown in Table IV and Fig. 10(a). The J48 per-
formance is significantly boosted up after rectifying network
information by user feature, social theory, and fusion of both.
The Bagging acquires 4.75%, 3.53%, 5.79% and 52.19%,
39.08%, 56.97% improvement over the precision with user
feature, social theory, and fusion of both over Crude and CCDS
data set, as shown in Fig. 10(b).

Whereas,J48 acquires 62.02%, 59.69%, 62.84% and
69.23%, 65.82%, 71.56% recall with user feature, social the-
ory, and fusion of both respectively over Crude and CCDS data
set as shown in table 4 and figure 10(c).The J48 performance is
significantly boosted up after rectifying network information
by user feature, social theory, and fusion of both. The J48
acquires 5.14%, 1.19%, 6.53% and 64.52%, 56.42%, 70.06%

improvement over the recall with user feature, social theory,
and fusion of both over Crude and CCDS data set, as shown
in Fig. 10(d).

Simultaneously, J48 acquires 61.73%, 58.36%, 62.84%
and 69.19%, 66.58%, 70.69% F1-Score with user feature,
social theory, and fusion of both respectively over Crude and
CCDS data set as shown in Table IV and Fig. 10(e).The
J48 performance is significantly boosted up after rectifying
network information by user feature, social theory, and fusion
of both. The J48 acquires 19.68%, 13.14%, 21.13% and
58.73%, 52.74%, 62.17% improvement over the F1-Score with
user feature, social theory, and fusion of both over Crude and
CCDS data set, as shown in Fig. 8(f).

However, J48 acquires 91.87%, 91.25%, 93.14% and
93.95%, 92.56%, 94.64% Accuracy with user feature, social
theory, and fusion of both respectively over Crude and CCDS
data set as shown in Table IV and Fig. 8(g).The J48 per-
formance is significantly boosted up after rectifying network
information by user feature, social theory, and fusion of both.
The J48 acquires 1.77%, 1.09%, 3.18% and 6.50%, 4.92%,
7.28% improvement over the Accuracy with user feature,
social theory, and fusion of both over Crude and CCDS data
set, as shown in Fig. 10(h).

The Random tree algorithm acquires 64.67%, 64.08%,
65.84% and 72.76%, 70.28%, 73.58% precision with user
feature, social theory, and fusion of both respectively over
Crude and CCDS data set as shown in Table V and Fig. 11(a).
The J48 performance is significantly boosted up after rectifying
network information by user feature, social theory, and fusion
of both. The Random tree acquires 1.57%, 0.64%, 0.41% and
41.04%, 36.23%, 42.62% improvement over the precision with
user feature, social theory, and fusion of both over Crude and
CCDS data set, as shown in Fig. 11(b).

Whereas, Random tree acquires 65.13%, 64.56%, 66.18%
and 50.86%, 49.86%, 52.69% recall with user feature, social
theory, and fusion of both respectively over Crude and CCDS
data set as shown in Table V and Fig. 11(c). The Random
tree performance is significantly boosted up after rectifying
network information by user feature, social theory, and fusion
of both. The Random tree acquires 4.59%, 3.68%, 6.28% and
7.48%, 5.37%, 11.35% improvement over the recall with user
feature, social theory, and fusion of both over Crude and CCDS
data set, as shown in Fig. 11(d).

Simultaneously, Random tree acquires 63.78%, 62.86%,
64.27% and 54.15%, 52.85%, 55.28% F1-Score with user
feature, social theory, and fusion of both respectively over
Crude and CCDS data set as shown in Table V and Fig.
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Fig. 9. Performance Evaluation of Malicious Account Classification Through Bagging.

TABLE IV. MALICIOUS ACCOUNT CLASSIFICATION THROUGH J48

Data Set Evaluation Parameter Standalone User Feature Social Theory Fusion

Crude

Precision 60.64 63.52 62.78 64.15
Recall 58.99 62.02 59.69 62.84
F1-Score 51.58 61.73 58.36 62.48
Accuracy 90.27 91.87 88.25 92.14

CCSD

Precision 46.39 70.6 64.52 72.82
Recall 42.08 69.23 65.82 71.56
F1-Score 43.59 69.19 66.58 70.69
Accuracy 88.22 93.95 92.56 94.64

TABLE V. MALICIOUS ACCOUNT CLASSIFICATION THROUGH RANDOM TREE

Data Set Evaluation Parameter Standalone User Feature Social Theory Fusion

Crude

Precision 63.67 64.67 64.08 65.84
Recall 62.27 65.13 64.56 66.18
F1-Score 54.61 63.78 62.86 64.27
Accuracy 90.65 91.54 91.05 92.47

CCSD

Precision 51.59 72.76 70.28 73.58
Recall 47.32 50.86 49.86 52.69
F1-Score 48.36 54.15 52.85 55.28
Accuracy 89.06 94.84 92.42 95.58

TABLE VI. MALICIOUS ACCOUNT CLASSIFICATION THROUGH LOGISTIC REGRESSION

Data Set Evaluation Parameter Standalone User Feature Social Theory Fusion

Crude

Precision 52.97 60.92 59.85 62.56
Recall 53.42 61.54 60.21 63.08
F1-Score 53.13 61.11 60.48 62.46
Accuracy 88.31 90.17 88.23 91.47

CCSD

Precision 57.21 63.18 61.56 64.58
Recall 46.03 92.54 89.95 94.12
F1-Score 56.44 92.72 90.56 93.86
Accuracy 76.75 84.67 83.41 85.98
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Fig. 10. Performance Evaluation of Malicious Account Classification Through J48.
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Fig. 11. Performance Evaluation of Malicious Account Classification Through Random Tree.
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Fig. 12. Performance Evaluation of Malicious Account Classification Through Logistic Regression.

TABLE VII. MALICIOUS ACCOUNT CLASSIFICATION THROUGH PROPOSED WORK

Data Set Evaluation Parameter Random Forest Bagging J48 Random Tree Logistic Regression Proposed Work

Crude

Precision 68.12 67.82 64.15 65.84 62.56 75.89
Recall 68.92 67.98 62.84 66.18 63.08 76.42
F1-Score 69.46 68.72 62.48 64.27 62.46 77.52
Accuracy 93.45 93.14 93.14 92.47 91.47 95.89

CCSD

Precision 81.78 76.15 72.82 73.58 64.58 82.49
Recall 79.12 73.89 71.56 52.69 84.12 87.76
F1-Score 79.98 75.28 70.69 55.28 83.86 86.19
Accuracy 96.2 95.98 94.64 95.58 85.98 98.54

11(e). The Random tree performance is significantly boosted
up after rectifying network information by user feature, social
theory, and fusion of both. The Random tree acquires 16.79%,
15.11%,17.69% and 11.97%, 9.28%, 14.31% improvement
over the F1-Score with user feature, social theory, and fusion
of both over Crude and CCDS data set, as shown in Fig. 11(f).

However, Random tree acquires 72.76%, 70.28%, 73.78%
and 94.84%, 92.42%, 95.58% Accuracy with user feature,
social theory, and fusion of both respectively over Crude
and CCDS data set as shown in Table V and Fig. 11(g).
The Random tree performance is significantly boosted up
after rectifying network information by user feature, social
theory, and fusion of both. The Random tree acquires .98%,
.44%, 2.01% and 6.49%, 3.77%, 7.32% improvement over the
Accuracy with user feature, social theory, and fusion of both
over Crude and CCDS data set, as shown in Fig. 11(h).

The Logistic algorithm acquires 60.92%, 59.85%, 62.56%
and 63.18%, 61.56%, 64.58% precision with user feature,
social theory, and fusion of both respectively over Crude
and CCDS data set as shown in Table VI and Fig. 12(a).
The Logistic performance is significantly boosted up after

rectifying network information by user feature, social theory,
and fusion of both. The Logistic acquires 15.01%, 12.99%,
18.10% and 10.44%, 7.60%, 12.88% improvement over the
precision with user feature, social theory, and fusion of both
over Crude and CCDS data set, as shown in Fig. 12(b).

Whereas, Logistic regression algorithm acquires 61.54%,
60.21%, 63.08% and 82.54%, 79.95%, 84.12% recall with
user feature, social theory, and fusion of both respectively
over Crude and CCDS data set as shown in Table VI and
Fig. 12(c). The Logistic performance is significantly boosted
up after rectifying network information by user feature, social
theory, and fusion of both. The J48 acquires 15.20%, 12.71%,
18.08% and 79.32%, 73.69%, 82.75% improvement over the
recall with user feature, social theory, and fusion of both over
Crude and CCDS data set, as shown in Fig. 12(d).

Simultaneously, Logistic regression algorithm acquires
61.11%, 60.48%, 62.46% and 82.72% 80.56%, 83.86% F1-
Score with user feature, social theory, and fusion of both
respectively over Crude and CCDS data set as shown in Table
VI and Fig. 12(e). The Logistic performance is significantly
boosted up after rectifying network information by user fea-
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Fig. 13. Performance Evaluation of Malicious Account Classification Through Proposed Work.

ture, social theory, and fusion of both. The Logistic acquires
15.02%, 13.83%, 17.56% and 46.56%, 42.74%, 48.58% im-
provement over the F1-Score with user feature, social theory,
and fusion of both over Crude and CCDS data set, as shown
in Fig. 12(f).

However, Logistic regression algorithm acquires 90.17%,
89.23%, 91.47% and 84.67% ,83.41%, 85.98% Accuracy with
user feature, social theory, and fusion of both respectively
over Crude and CCDS data set as shown in Table VI and
Fig. 12(g).The Logistic performance is significantly boosted
up after rectifying network information by user feature, social
theory, and fusion of both. The Logistic acquires 2.11%,
1.04%, 3.58% and 10.32%, 8.68%, 12.03% improvement over
the Accuracy with user feature, social theory, and fusion of
both over Crude and CCDS data set, as shown in Fig. 12(h).

Whereas Proposed work acquire 75.89% , 82.49% pre-
cision, 76.42% , 87.76% recall, 77.52%, 86.19% F1-Score,
and 95.89%, 98.54% Accuracy respectively over Crude and
CCDS data set as shown in Table VII and Fig. 13. However
its gain 11.41% - 21.31% and 0.87% - 27.73% improvement
in precision, 10.88% - 21.61% and 10.92% - 66.56% im-
provement in recall, 11.60% - 24.11% and 2.78% - 55.92%
improvement in F1-Score, and 2.61% - 4.83% and 2.43% -
14.61% improvement in Accuracy over Crude and CCDS data
set, as shown in Fig. 13.

V. CONCLUSION

Online Social Network (OSN) is a network hub where
people with similar interests or real world relationships in-
teract. As the popularity of OSN is increasing, the security
and privacy issues related to it are also rising. Fake and
Clone profiles are creating dangerous security problems to
social network users. Cloning of user profiles is one serious

threat, where already existing userâC™s details are stolen to
create duplicate profiles and then it is misused for damaging
the identity of original profile owner. They can even launch
threats like phishing, stalking, spamming, etc. Fake profile is
the creation of profile in the name of a person or a company
which does not really exist in social media, to carry out
malicious activities. In this paper graphical, linguistics and
social theory based relationship identification (RIF) frame-
work is developed to identify malicious end-user over social
media.This framework amalgamates linguistics, temporal and
contextual ethics of user-generated content with profile and
graphical information. The RIF framework extract feature
vector to delineate user behaviors and similarity index over
social media. Classifying identical profile concerning to similar
user via Jaccard coefficient over linguistics pattern of tweets
and provide linguistics, temporal and contextual meaning to
develop a mathematical model for classifying identical profile
as sockpuppet over social media. RIF framework achieve
maximum 82.49% precision, 87.76% recall, 86.19% F1-Score,
and 98.54% Accuracy. However its gain maximum 27.73%
improvement in precision, 66.56% improvement in recall,
55.92% improvement in F1-Score, and 14.61% improvement
in Accuracy.
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Abstract—Clustering is one of the relevant data mining tasks,
which aims to process data sets in an effective way. This paper
introduces a new clustering heuristic combining the E-transitive
heuristic adapted to quantitative data and the k-means algorithm
with the goal of ensuring the optimal number of clusters and the
suitable initial cluster centres for k-means. The suggested heuris-
tic, called PFK-means, is a parameter-free clustering algorithm
since it does not require the prior initialization of the number of
clusters. Thus, it generates progressively the initial cluster centres
until the appropriate number of clusters is automatically detected.
Moreover, this paper exposes a thorough comparison between
the PFK-means heuristic, its diverse variants, the E-Transitive
heuristic for clustering quantitative data and the traditional k-
means in terms of the sum of squared errors and accuracy
using different data sets. The experiments results reveal that,
in general, the proposed heuristic and its variants provide the
appropriate number of clusters for different real-world data sets
and give good clusters quality related to the traditional k-means.
Furthermore, the experiments conducted on synthetic data sets
report the performance of this heuristic in terms of processing
time.

Keywords—Data mining; clustering; overlapping clustering; k-
means; cluster centre initialization

I. INTRODUCTION

In the last few years, the digital world has been facing rapid
and unprecedented global evolutions due to the emergence of
various concepts such as the development of the connected
objects market, known as the internet of things, the continued
growth of social networks, the strong use of the large e-
commerce sites, as well as other factors. Therefore, this digital
explosion presents a serious challenge for researchers to find
appropriate techniques and efficient algorithms to analyze and
process the considerable amount of data arising from those
sources, and thus extract relevant information and facilitate
decision-making.

Clustering is one of the relevant data mining tasks, which
aims to process data sets effectively. Indeed, it proceeds by
gathering the data objects the most similar into the same
group, and the dissimilar ones into different groups, so that
the similarity between data objects of the same group is
the highest while the similarity between two data objects of
different groups is the lowest [1]. The purpose is then to
form disjoints groups, called clusters. The notion of similarity
mainly depends on the attribute values describing the data
objects and generally implies a distance measure. Accordingly,
different clustering algorithms can make different clustering
results for the same data set.

This paper suggests a parameter-free clustering algorithm

combining the E-transitive heuristic [2] and the traditional k-
means algorithm [3] [4]. Indeed, the proposed heuristic does
not require the prior initialization of the number of clusters. It
generates progressively the initial cluster centres until the ap-
propriate number of clusters is automatically detected. Hence,
the improvements achieved through this heuristic concern
primarily two major weaknesses of the k-means algorithm.
The first one consists of fixing the number of clusters k,
and the second one focuses on the determination of the
initial cluster centres. Moreover, an overall comparison was
established between the parameter-free clustering algorithm
based k-means, its diverse variants, the E-transitive heuristic
[2] adapted to quantitative data, the iterative k-means minus-
plus [5] and the traditional k-means [3] [4] in terms of the
sum of squared errors and accuracy measures using different
UCI data set [6]. The experiment results reveal that, in general,
the proposed heuristic and its variants provide the appropriate
number of clusters for different real-world data set and give
good clusters quality compared to the traditional k-means.
Furthermore, the experiments conducted on synthetic data sets
report the performance of this heuristic in terms of processing
time.

The major contributions of this paper are as follows:

• Develop a new parameter-free clustering heuristic
combining the E-transitive heuristic and the k-
means algorithm to automatically determine the
initial cluster centres and the number of clusters.

• Provide different variants of the PFK-means al-
gorithm focusing on the initialization process
applied with different approaches (Overlapping
PFK-means and Hard PFK-means).

• Establish a comparison between the suggested
heuristic, its variants, the E-transitive adapted to
quantitative data, the traditional k-means, and the
iterative k-means minus-plus algorithm.

The remainder of this paper is organized as follows: Section
2 fully describes the different steps of the proposed heuristic,
its different variants, and the E-transitive heuristic adapted to
quantitative data. Section 4 provides the experiment results on
real-world and synthetic data sets. And finally, Section 5 covers
the conclusion and future perspectives.

II. LITERATURE REVIEW

Several clustering algorithms have been developed with
the goal of ensuring optimal solutions for different clustering
problems [7] [8] [9] [10] [11]. K-means is one of the popular
partitioned clustering algorithms [3] [4], which aims to cluster
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a set of data objects into k clusters by minimizing the sum
of squared errors over these clusters. Despite its popularity,
efficiency, and facility of implementation, the major difficulty
encountered with the k-means algorithm is primarily related
to its sensitivity to the initialization conditions including the
selection of the initial clustering centres, the determination of
the number of clusters k, and the possibility to converge on a
local optimum [12] [1]. All these aspects influence the quality
of clustering. To deal with these issues, researchers devote
continuously great efforts to find adequate techniques able
to provide suitable initialization parameters, so then ensure a
higher clustering quality. Diverse initialization improvements
were suggested over the years such as [13] [12] [14][15] [16]
[17] [5] [18] [19] [20].

Among these enhancements, the global k-means [13] which
is considered as a global search procedure aiming to find an
optimal solution for a clustering problem. Indeed, this pro-
posed technique proceeds by adding dynamically one cluster
centre at a time using a series of local searches based on fast
computed bound on the clustering error. Moreover, it consists
of splitting the data space using a k-d tree structure to improve
the performance of clustering.

Another initialization strategy represented in cluster center
initialization algorithm (CCIA) [12], which intends to perform
clustering using two major steps. The first one consists of
generating clusters whose number may exceed the number of
clusters k. In such a case the second step is employed by
merging the similar clusters using a density-based multi-scale
data condensation, and then the merged clusters are treated as
the initial cluster centres of the k-means algorithm.

In the same context, the k-means ++ algorithm [14] aims
to select the initial cluster centre uniformly at random, then
choose the next cluster centres based on a determined proba-
bility until the total number of clusters is reached. The next
step consists of applying the standard k-means algorithm.

Further enhancement regarding the k-means initialization
strategies manifested in the modified global k-means algorithm
[15] intents to compute clusters incrementally and determine
the k-partition of the data set used based on the previous
iterations. Thereby, the algorithm calculates the starting points
by minimizing an auxiliary cluster function.

In a similar vein, the authors in [17] develop a new canopy
clustering; a pre-processing method for the k-means algorithm,
which aims to determine appropriate initial clustering centers
and thus attains an optimal number of clusters k. The proposed
algorithm covers the pre-processing density canopy method as
well as the main k-means processes.

More recently, an entropy-based initialization method [18]
for the k-means algorithm was developed to obtain an optimal
number of clusters. Indeed, it determines the initial point
using the maximization of Shannon’s entropy-based objective
function, then it aims to detect the best number of clusters
based on the optimal cluster detection algorithm for faster
convergence.

Another recent work represents the random initialization
method [21] merging the bootstrap technique with the data
depth concept. Thereby, this method employs k-means with
bootstrap replications to find the cluster centres in the original

data space. Moreover, it aims to identify a good separation
among clusters using depth computation.

III. A PARAMETER-FREE CLUSTERING ALGORITHM
BASED K-MEANS

A. Basic Concepts

Suppose a data setX={ x1, ..., xn }, containing n data
objects in Euclidean space, xi∈Rd, i=1...n. The aim is to
partition X into k clusters C1, C2, . . . ,Ck, that is,

⋃k
j=1 Cj=X

and Ci ∩ Cj=∅ for 1≤ i 6=j ≤ k. c1,c2,. . . ,ck are the centres
of clusters C1, C2, ...,Ck respectively and cj= 1

|Cj |
∑

xi∈Cj
xi.

The difference between ci, a centre of cluster Cj and a
data object x is measured by dist(x, ci), where dist(x, y) is
the Euclidean distance between two data objects x and y. The
quality of cluster Cj can be measured by the sum of squared
error between all data objects xi in Cj and the cluster centre
cj , defined as:

E =

n∑
i=1

k∑
j=1

dist(xi, cj)
2, xi ∈ Cj (1)

The average distance of all data objects in the data setX is
defined as follows:

MeanDist(X) =
2

n(n− 1)

n∑
i=1

n∑
j=i+1

dist(xi, xj) (2)

A new cluster centre cnew ∈ X corresponds to the data object
defined by:

dist(cnew, cj) = Max(dist(xi, cj)) (3)

where 1≤j≤p, p≤k, xi ∈ X , p is the number of the existing
cluster centres { C1, ..., Cp } and cj corresponds to the jth
cluster centre.

B. The PFK-means Heuristic

The proposed heuristic is a parameter-free clustering algo-
rithm, named PFK-means, combining the E-transitive heuristic
[2] adapted to quantitative data and the traditional k-means
[3][4]. Indeed, PFK-means does not require any initial pa-
rameters and generates progressively the cluster centres until
the appropriate number of clusters is automatically detected.
More specifically, the PFK-means consists of two major stages:
the first stage includes the construction of the initial cluster
centres and thus discovers the number of clusters k. The second
stage consists of applying the traditional k-means algorithm
by taking the cluster centres of the first stage as well as the
number of clusters detected in the previous stage.

1) The initialization stage: This stage aims to establish the
cluster centres without specifying the number of clusters k.
In that respect, it starts by calculating the average distance
of all data objects using the equation 2. Then, it selects the
first cluster centre randomly from the data set containing n
data objects. The next step consists of calculating the distance
between the selected centre and each data object in the data set,
using the Euclidean distance. In the case where the distance
value is less than the average distance value, the corresponding
data object is added to the overlapping cluster, which is being
formed. Otherwise, no changes will be applied.
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The selection of the other cluster centres follows another
strategy. In such a case, the selection is decided during the
construction of the forgoing overlapping cluster. The data
object the least similar to the foregoing cluster centres is
defined as the cluster centre of the current overlapping cluster.
In other words, the new cluster centre corresponds to the data
object defined in equation 3. From the second iteration, after
the determination of the cluster centre, the construction of the
other overlapping clusters is made similarly to the first step.
This process continues until all data objects are processed and
thus the initial clusters, as well as the overlapping clusters,
are obtained. The steps above-mentioned are described in the
algorithm 1.

Algorithm 1 Construction of initial clusters
Input:A set of n data objects X
Output:The initial cluster centres Tcnext. The number of
clusters automatically computed
begin

1: compute MeanDist(X) or MeanDist(SampleX)
2: select the first cluster centre cnew randomly from X
3: initialize Next←true
4: Tcnext ← null
5: add cnew to Tcnext
6: while Next do
7: cnext ← null
8: for i← 0 to |X| do
9: calculate dist(xi, cnew)

10: if dist(xi, cnew) < MeanDist(X) then
11: assign xi to the current cluster
12: else if cnext is null then
13: cnext ← xi

14: else if dist(xi, cnew) > dist(cnext, cnew) for all
cnext in Tcnext then

15: cnext ← xi

16: end if
17: end for
18: cnew ← cnext
19: add cnew to Tcnext
20: if cnext is null then
21: Next← false
22: end if
23: end while
end begin

2) The second stage: The purpose of the initialization stage
is to provide the initial cluster centres and detect the number
of clusters k automatically. These parameters are the input
settings of the traditional k-means executed in this stage. In that
respect, the procedure starts by browsing the whole data set and
thereafter scrolls through the list of cluster centres provided
from the initialization stage and finally assign each data object
to the appropriate cluster according to the Euclidean distance.
After assigning all data objects to the appropriate clusters, the
cluster centres are updated by calculating the mean of the data
objects contained in each cluster. The process reiterates until
there is no change in the cluster centres values. It should
be noted that using the initial cluster centres obtained in
the initialization stage as input settings of the traditional k-
means allows a rapid convergence and an optimum solution.
The pseudo-code of the traditional k-means is described in

Algorithm 2.

Algorithm 2 The traditional k-means
Input: a set of n data objects X , the list of initial clusters
Tcnext, the number k automatically computed
Output: the data objects in X partitioned in k clusters
begin

1: repeat
2: for i← 0 to |X| do
3: for j ← 0 to k do
4: calculate dist(xi, cj)
5: if dist(xi, cj) < MeanDist(X) then
6: assign xi to the current cluster
7: end if
8: end for
9: end for

10: update the cluster centres
11: until Convergence criteria are met
end begin

C. Different Variants of PFK-means

In order to fully explore the suggested heuristic, several
variants of PFK-means have been proposed. These variants
mainly focus on the initialization process applied with different
approaches: overlapping PFK-means and hard PFK-means.

1) Overlapping PFK-means variant: In the initialization
stage, each data object can belong to several clusters and
thus the obtained distribution contains overlapping clusters. In
that respect, there is one suggested solution with overlapping
clusters.

In order to obtain the initial clusters and the number of
clusters, the first variant of PFK-means consists of applying
the initialization procedure, which is above-explained as a
first stage. Thereafter, the second stage starts by browsing
the achieved cluster centres and the whole data set and for
each data object, calculates the distance between this data
object and the current cluster centre based on the Euclidean
distance. In the case where the distance value is less than the
average distance of all data objects (equation 2), the data object
being processed is added to the overlapping cluster which is
being formed. After scanning the whole cluster centres, each
cluster centre value is updated by calculating the mean value
of all data objects belonging to its corresponding cluster. This
iterative procedure is repeated until no changes occur on the
cluster centres values. After the completion of this process, the
data set processed is partitioned into k overlapping clusters.
The algorithm 3 shows the details of this iterative procedure.

2) The hard PFK-means version I: This solution consists
of applying the initialization process ((Algorithm 1) presented
in the PFK-means heuristic as a first stage. Then, similarly
to the steps explained on the iterative procedure (Algorithm 3)
assign each data object to the appropriate cluster and in parallel
remove the intersections between the constructed overlapping
clusters. In other words, when the data object which is being
processed is not clustered, it is added immediately to the
cluster being formed. Otherwise, when the data object is
already clustered, the distance between the current cluster
centre and the data object is calculated then compared with
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Algorithm 3 The iterative procedure
Input: a set of n data objects X , the k initial cluster centres
C, k
Output: the data objects in X partitioned in k clusters
begin

1: repeat
2: for r ← 0 to k do
3: for i← 0 to |X| do
4: calculate dist(xi, cr)
5: if dist(xi, cr) < MeanDist(X) then
6: assign xi to the current cluster
7: end if
8: end for
9: end for

10: update the cluster centres C
11: until Convergence criteria are met
end begin

the distance between the same data object and the centre of
the cluster containing this data object. In the case where the
data object is most similar to the current cluster, it will be
removed from the old cluster and added to the overlapping
cluster being formed. Thus, the cluster centres are updated
after each iteration by calculating the mean value of the data
objects assigned to each cluster. The Algorithm 4 illustrates
the steps of this hard iterative procedure.

Algorithm 4 The hard iterative procedure
Input: a set of n data objects X , the k initial cluster centres
C, k
Output: the data objects in X partitioned in k clusters
begin

1: repeat
2: for r ← 0 to k do
3: for i← 0 to |X| do
4: if xi is not clustered then
5: calculate dist(xi, cr)
6: if dist(xi, cr) < MeanDist(X) then
7: assign xi to the current cluster
8: end if
9: else if xi is clustered in the cluster whose centre

is cm then
10: calculate dist(xi, cr) and dist(xi, cm)
11: if dist(xi, cr) < dist(xi, cm) then
12: add xi to the current cluster, remove xi

from the cluster represented by cm
13: end if
14: end if
15: end for
16: end for
17: update the cluster centres C
18: until Convergence criteria are met
end begin

3) The hard PFK-means version II : The process of this
variant is similar to that of the first version of the hard PFK-
means (Algorithm 1+ Algorithm 4), the only difference is
that the last stage of this solution consists of applying the
traditional k-means at the end of the process. In that regard, the

second version of the hard PFK-means consists of three major
stages. The first stage aims to discover the initial clusters by
applying the initialization phase as presented in the PFK-means
(Algorithm 1). Then, the second stage consists of executing
the hard iterative procedure as explained in the above variant
(Algorithm 4). Finally, in the last stage, the traditional k-means
is applied by taking the cluster centres and the number of
clusters, obtained from the second stage, as input parameters
(Algorithm 2).

4) The hard PFK-means version III: In a similar vein, this
solution starts by applying the initialization stage (Algorithm
1). Secondly, it executes the iterative procedure (Algorithm 3).
At last stage, it runs the traditional k-means algorithm taking
as input settings the output parameters of the second stage,
which are the initial cluster centres of the obtained overlapping
clusters and the number of overlapping clusters automatically
computed (Algorithm 2).

D. The E-transitive Heuristic Adapted to Quantitative Data

The E-transitive heuristic [2] is an improved version of the
Transitive heuristic [22] which aims to cluster categorical data
sets using the benefits of the Relational Analysis [23]. In fact,
the principal purpose of this heuristic is to perform a clustering
without specifying the number of clusters by adopting a
specific cluster structure and then reduce the computational
time. Thus, the E-transitive heuristic adapted to quantitative
data consists of applying exclusively the initialization stage
(Algorithm 1) presented in the PFK-means heuristic by re-
moving intersections between the overlapping clusters. In that
regard, the process is similar to that of the initialization stage,
the only difference is that each data object must be checked
before being added to the appropriate cluster. Thus, at the
beginning of the process, all data objects are noted as not
clustered and each data object added to a cluster is noted
clustered. Accordingly, there are two possibilities. In the case
where the data object being processed is not clustered, it will
be added to the cluster being formed immediately. Otherwise,
in the first step, the distance between the current cluster centre
and the data object is calculated and then compared with the
distance between the same data object and the centre of the
cluster containing this data object. In the case where the data
object is most similar to the current cluster, the data object will
be removed from the old cluster and added to the overlapping
cluster being formed. The cluster centres are updated after each
modification. The Algorithm 5 presents the instructions of this
solution.

IV. EXPERIMENTS

This section provides the results obtained by implementing
the PFK-means heuristic, its different variants, the E-transitive
heuristic [2] adapted to quantitative data, and the traditional
k-means [3] [4] using real-world data sets, retrieved from the
UCI Machine Learning Repository [6]. In order to measure the
clustering effect, these algorithms are evaluated based on the
accuracy and the sum of squared errors described by equation
1. The experiments include also the simulation tests which
have been performed to evaluate the performance of PFK-
means heuristic in terms of running time with distinct synthetic
data sets generated using a data mining generator, called weka
[24].
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Algorithm 5 The E-transitive heuristic adapted to quantitative
data
Input:A set of n data objects X
Output:The initial cluster centres Tcnext. The number of
clusters automatically computed
begin

1: compute MeanDist(X) or MeanDist(SampleX)
2: select the first cluster centre cnew randomly from X
3: initialize Next←true
4: Tcnext ← null
5: add cnew to Tcnext
6: while Next do
7: cnext ← null
8: for i← 0 to |X| do
9: calculate dist(xi, cnew)

10: if dist(xi, cnew) < MeanDist(X) then
11: if xi is not clustered then
12: assign xi to the current cluster
13: update the current cluster
14: else if xi is clustered in the cluster whose centre

is cm then
15: calculate dist(xi, cr)anddist(xi, cm)
16: if dist(xi, cr) < dist(xi, cm) then
17: add xi to the current cluster, remove xi

from the cluster represented by cm
18: update the current cluster and cluster

represented by cm
19: end if
20: end if
21: else if cnext is null then
22: cnext ← xi

23: else if dist(xi, cnew) > dist(cnext, cnew) for all
cnext in Tcnext then

24: cnext ← xi

25: end if
26: end for
27: cnew ← cnext
28: add cnew to Tcnext
29: if cnext is null then
30: Next← false
31: end if
32: end while
end begin

A. Data Sets Description

Table I gives a brave description of seven real-world data
sets, retrieved from the UCI machine learning [6], used to
evaluate the performance of the proposed heuristic, namely,
Iris, Wine, Seeds, Pima Indian Diabetes, Soybean-small, Seg-
mentation, Musk, and Letter-Recognition (LR). As shown in
Table I, each data set is described by a specified number of
clusters, many data objects, and each data object is described
by a vector of attributes. The simulated data sets are generated
by varying the size of the data sets, the number of clusters,
and the number of attributes. Indeed, the first experiment
consists of generating data sets with different sizes: 1000,
1500, 2000, 2500, 3000, 3500, and 4000. Each of these data
sets is described by three clusters and five attributes. In the
second experiment, the data set size is fixed at 1000, the
number of attributes at 5, and the size of the cluster is varied

TABLE I. DESCRIPTION OF THE REAL-LIFE DATA SETS USED IN THE
EXPERIMENTS.

data set Data size Attributes Cluster number

Iris 150 4 3
Wine 178 13 3
Soybean-small 47 35 4
Pima Indian Diabetes 768 8 2
Seeds 210 7 3
Musk 6598 168 2
Letter-Recognition(LR) 20000 16 26

as follows: 2, 3, 4, 5, 6, 7, 8, 9, and 10. Finally, the last
experiment use data sets with a different number of attributes:
5, 10, 15, 20, 25, 30, 35, 40, and fix the data set size
and the number of clusters at 1000 and three respectively.
Besides, two-dimensional synthetic data sets [25] were used
for comparing the suggested heuristic and the iterative k-means
minus-plus [5]. These data sets contain 5000 data poins and
15 clusters: S1, S2, S3, and S4.

B. Clustering Evaluation Measures

Clustering validation is an important aspect to evaluate
the quality of clustering results. Indeed, it depends on some
parameters such as the similarity measure, the implementation
of the clustering algorithm used, and the capacity to catch some
or all of the hidden patterns. In order to measure the clustering
effect of the proposed heuristic, the following parameters are
involved: the time required for completing the procedure of
clustering, the sum of squared errors (equation 1), the accuracy,
and the entropy clustering measure.

C. Results on Real-world Data Sets

In order to evaluate the performance of the developed
heuristic and its variants, these heuristics have been pro-
grammed using java. The results presented are the best values
obtained from five runs for each proposed heuristic, except for
the second version of the hard PFK-means which produces
stable results. Concerning the traditional k-means algorithm,
the initial centres were generated randomly. Table II provides
the sum of squared errors for PFK-means, the E-transitive
heuristic [2] adapted to quantitative data and its variants on
real-world data sets. Clearly, the second version of the hard
PFK-means exceeds the other proposed heuristics in terms of
the sum of squared errors for all data sets except the soybean
data set. In this case, the PFK-means and the second version of
the hard PFK-means give the best results. The performance of
the E-transitive heuristic comes back to the fact that this variant
makes it possible to detect outliers. Absolutely, since in the
iterative procedure applied as the second stage of this heuristic,
the data objects which are very far from the cluster centres are
not assigned imperatively to these clusters. Therefore, the E-
transitive heuristic adapted to quantitative data provides the
minimal values of SSE. Additionally, the second version of
the hard PFK-means produces stable results. Finally, it should
be noted that PFK-means and its variants lead to finding the
right number of clusters for all tested data sets as described
in Table IV. Furthermore, regarding the PFK-means heuristic
and its hard variants, all inputs are clustered.

In the figures (Fig. 1, Fig. 2, Fig. 3), a comparison of
the clustering results of PFK-means, the E-transitive heuristic
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TABLE II. THE SUM OF SQUARED ERRORS OF THE CLUSTERING
RESULTS ON REAL-WORLD DATA SETS.

data set PFK-means E-transitive Hard Hard Hard
PFK-means1 PFK-means2 PFK-means3

Iris 78.94 76.46 82.86 78.94 78.94
Soybean 205.96 207.49 220.05 207.49 207.05
Wine 2.63E+06 2.31E+06 2.97E+06 2.37E+06 2.37E+06
Pima 5.18E+06 4.31E+06 5.68E+06 5.12E+06 5.14E+06
Seeds 587.31 587.31 630.78 587.31 588.43

Fig. 1. The Accuracy of PFK-means and E-transitive on Real-world Data
Sets.

adapted to quantitative data, its variants, and the traditional K-
means on real-world data sets in term of accuracy is illustrated.
Fig. 1 presents a comparison between the PFK-means and the
E-transitive heuristic. Based on this result, it is clear that the
accuracy of these heuristics is closed to each other. Moreover,
Fig. 2 describes the accuracy of PFK-means and its variants
for the above-mentioned real-world data sets. As can be seen,
the accuracy of PFK-means and its variants are closed to each
other for iris, Pima Indian Diabetes, seeds, and soybean data
sets, yet for wine data set the second version of the hard PFK-
means and the third version of the hard PFK-means outperform
the PFK-means heuristic and the first version of the hard PFK-
means. The last Fig. (3) describes the accuracy of the PFK-
means heuristic and the k-means algorithm with UCI data sets
[6]. From this figure, it can be shown that the PFK-means
outperforms the k-means algorithm for Pima Indian Diabetes
and seeds data set. However, for wine and soybean data sets,
the k-means algorithm achieves an accuracy superior to the
accuracy of PFK-means.

Table III presents a comparison between the PFK-means
heuristic and the traditional k-means Algorithm [3] [4], in
terms of a sum of squared errors, accuracy, and entropy
measure based on real-world data sets. Regarding the sum of
squared errors and the entropy clustering measure, the smaller
their values, the better the result. The highest value provided
by the entropy clustering measure is one while the lowest one
is 0. The PFK-means heuristic exceeds the traditional k-means
algorithm in terms of the sum of squared errors for all data sets
except the Pima data set. Concerning the accuracy, the PFK-
means heuristic gives the best results for Iris, Pima, and Seeds
data sets. Furthermore, the values obtained by the entropy
clustering measure are the best for the PFK-means heuristic. In
addition to that since the suggested heuristic doesn’t require the
number of clusters as an input parameter, it shows important
results compared to the traditional k-means. Thus, the results

Fig. 2. The Accuracy of PFK-means and its Variants on Real-world Data
Sets.

Fig. 3. The Accuracy of PFK-means and the Traditional k-means on
Real-world Data Sets.

exposed in Table III demonstrate the efficiency of the PFK-
means heuristic and its ability to find the appropriate number
of clusters for all data sets. Table IV presents the number of
clusters found after executing the PFK-means as well as the
exact number of clusters for the real-world data sets used.

TABLE III. COMPARISON OF PFK-MEANS AND K-MEANS ON
REAL-WORLD DATA SETS.

K-means PFK-means

SSE Accuracy Entropy SSE Accuracy Entropy

Iris 78.94 0.91 0.39 78.94 0.91 0.39
Soybean 208.15 0.79 0.56 205.96 0.76 0.55
Wine 2.66E+06 0.59 0.98 2.63E+06 0.58 0.95
Pima 5.13E+06 0.60 0.91 5.18E+06 0.61 0.77
Seeds 593.50 0.88 0.46 587.31 0.89 0.44

TABLE IV. THE NUMBER OF CLUSTERS OBTAINED AFTER EXECUTING
PFK-MEANS AND ITS VARIANTS.

data set Exact Cluster number Cluster number found

Iris 3 3
Wine 3 3
Soybean-small 4 4
Pima Indian Diabetes 2 2
Seeds 3 3
Musk 2 2
Letter-Recognition(LR) 26 26
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Fig. 4. Clustering Time of Synthetic Data Sets for Different Sizes.

Fig. 5. Clustering Time of Synthetic Data Sets for Different Clusters.

D. Results on Synthetic Data Sets

For the purpose of testing the performance of the proposed
heuristic in terms of processing time, different synthetic data
sets were generated based on different clustering criteria
namely, the size of the data sets, the number of clusters, and
the number of attributes.
The first experiment (Fig. 4) describes the performance of the
proposed heuristic when increasing the size of the data sets,
which varies from 1000 to 4000 while setting the number of
clusters at 3 and the number of attributes at 5. As shown in
Fig. 4 the running times of the proposed heuristic vary from
188 to 4321 milliseconds which are nearly linear against the
size of the data sets. The next experiment (Fig. 5) depicts
the suggested heuristic behavior by increasing the number
of clusters from 2 to 10 with the data set size set to 1000
instances and the number of attributes fixing to 5. It is clear
from Fig. 5 that the clustering time scales linearly from 141
to 217 milliseconds while increasing the number of clusters.
Additionally, the proposed heuristic can detect the adequate
number of clusters of each generated data set. The last exper-
iment (Fig. 6) illustrates the processing times in milliseconds
while increasing the number of attributes from 5 to 40 with
the number of clusters fixing to 3 and the size of the data set
setting in 1000. This Fig. (6) shows clearly that the variation
of the running times of the proposed heuristic from 169 to 489
milliseconds while increasing the number of attributes is quite
linear.

E. Results of PFK-means Compared to the Iterative k-means
Minus-plus

The PFK-means heuristic was compared to the iterative
k-means minus-plus [5], which is an iterative approach to
improve the quality of the k-means algorithm by removing
one cluster (minus), dividing another one (plus), and applying
re-clustering again, for each iteration. The results of the
iterative k-means minus-plus and the traditional k-means were
presented as in the original paper describing the iterative k-
means [5]. Table V presents a comparison between the PFK-

Fig. 6. Clustering Time of Synthetic Data Sets by Varying the Number of
Attributes.

TABLE V. COMPARISON OF PFK-MEANS, THE ITERATIVE K-MEANS-+,
AND THE K-MEANS ALGORITHM ON DIFFERENT DATA SETS.

maximum of partial SSE SSE

KM IKM-+ PFKmeans KM IKM-+ PFKmeans

Iris 6.53E+01 3.98E+01 3.98E+01 9.95E+01 7.89E+01 7.89E+01
Musk 4.61E+09 4.35E+09 4.35E+09 6.09E+09 5.92E+09 5.92E+09
LR 4.17E+04 3.93E+04 3.93E+04 6.20E+05 6.16E+05 6.16E+05
S1 6.59E+12 8.54E+11 8.54E+11 1.85E+13 8.92E+12 8.91E+12
S2 5.78E+12 1.33E+12 1.33E+12 2.01E+13 1.33E+13 1.32E+13
S3 3.41E+12 1.56E+12 2.97E+12 1.94E+13 1.69E+13 2.06E+13
S4 2.56E+12 1.79E+12 2.77E+12 1.70E+13 1.57E+13 1.98E+13

means heuristic, the iterative k-means minus-plus, and the
traditional k-means algorithm, in terms of a sum of squared
errors, and maximum of partial SSE for three real-world data
sets and four synthetic data sets. The PFK-means heuristic
and the iterative k-means minus-plus algorithm outperforms
the traditional k-means, except for S3 and S4 data sets when
the iterative k-means -+ outperforms the proposed heuristic.

V. CONCLUSIONS AND PERSPECTIVES

The purpose of this research is to present a new clustering
algorithm namely a parameter-free clustering algorithm based
on k-means. This hybrid solution combines the E-transitive
heuristic adapted to quantitative data and the k-means algo-
rithm to deal with the major issue encountered with k-means,
which is the determination of the number of clusters and the
initial cluster centres. The PFK-means and its variants were
explained according to the clustering approaches. Also, this
paper covers a detailed comparison between the PFK-means
heuristic, its different variants, the revisited version of the E-
transitive heuristic, the iterative k-means minus-plus, and the
k-means algorithm in terms of the sum of squared errors and
accuracy.
From the experiments that have been conducted on real-world
data sets, it has been proven that the suggested heuristics can
to detect the appropriate number of clusters independently of
any initial conditions. Accordingly, these heuristics can be
successfully used for unsupervised learning. Furthermore, the
examination conducted on synthetic data sets demonstrates
that the proposed heuristic finds the appropriate number of
clusters in reasonable processing time against the variation
of the size of the data sets, the number of clusters, and the
number of attributes. In future work, we will be concentrating
on clustering big data using the parallel programming [26]
to improve the efficiency and the complexity of the proposed
heuristic. Additionally, we will focus on the implementation
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of the proposed heuristic using other similarity measures.
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[25] P. Fränti and S. Sieranoja, “K-means properties on six clustering
benchmark datasets (2018),” URL: http://cs. uef. fi/sipu/datasets.

[26] Z. Dafir, Y. Lamari, and S. C. Slaoui, “A survey on parallel clustering
algorithms for big data,” Artificial Intelligence Review, pp. 1–33, 2020.

www.ijacsa.thesai.org 619 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 3, 2021

Arabic Tweets Sentiment Analysis about Online
Learning during COVID-19 in Saudi Arabia

Asma Althagafi1, Ghofran Althobaiti2, Hosam Alhakami3, Tahani Alsubait4
College of Computer and Information Systems

Umm Al-Qura University
Makkah, Saudi Arabia

Abstract—The COVID-19 pandemic can be considered as
the greatest challenge of our time and is defining and re-
shaping many aspects of our life such as learning and teaching,
especially in the academic year of 2020. While some people
could adapt quickly to online learning, others consider it to be
inefficient. The re-opening of schools and universities is currently
under consideration. However, many experts in many countries
suggested that at least one semester should be online, during
the pandemic. Understanding the public’s emotional reaction
to online learning has become significant. This paper studies
the attitude of people of Saudi Arabia towards online learning.
We have used a collection of Arabic tweets posted in 2020,
collected mainly via hashtags that originated in Saudi Arabia.
Our sentiment analysis has shown that people have maintained a
neutral response to online learning. This study will allow scholars
and decision makers to understand the emotional effects of online
learning on communities.

Keywords—Social media analytics; sentiment analysis; online
learning; Arabic tweets

I. INTRODUCTION

The COVID-19 pandemic has has pushed educators to-
wards adopting online learning, starting from the academic
year 2020. Looking back at history, the COVID-19 CORONA
virus was discovered in the last month of 2019, in Wuhan
of China. In March 2020, the Director General of the World
Health Organization (WHO)1 announced COVID-19 as a pan-
demic, after evaluating the accelerated dissemination and mag-
nitude of the lethal virus across the globe, with an additional
declaration of social distancing as a way of halting the spread
of the pandemic. This pandemic has prompted a worldwide
physical shutdown of businesses, sporting events and schools
by forcing all institutions to switch to online channels. As a
result, pupils cannot attend schools or institutions physically.
Around the same time, though, they need to learn to deal with
this condition and to continue their studies. While some people
could adapt quickly, others considered it to be inefficient.
The re-opening of schools and universities is currently under
consideration. However, most experts suggested that at least
one semester should be online. So, in this research we explore
what people think about online learning via exploring tweets
related to online learning to understand people’s opinions and
attitudes.

People openly share their thoughts and views in no more
than 280-characters tweets, making Twitter one of the most
popular social networking sites in the world. In this research,

1https://www.who.int/en

we focus on sentiment analysis of people’s posts in Twitter.
We argue that tweeting is a good way of raising public opinion
about online learning, as the platform is widespread in Saudi
Arabia.

At present, sentiment analysis or opinion mining has been
considered to be one of the most emerging fields of study
sparked by social networks. Sentiment analysis is the job
of recognizing optimistic and negative views, feelings, and
evaluations. The aim of sentiment analysis is to decide a
writer’s attitude to some subject or the overall document’s
tonality [1]. The purpose of Sentiment Analysis is to find
views, define the conveyed emotions, then describe their
polarity [2]. Sentiment analysis can be conducted at several
levels: document level, sentence level and subject level [3]. In
this research, we are interested in the sentence level sentiment
analysis of Arabic tweets to assess the tweet polarity; whether
it is positive, negative or neutral. We are interested in sentiment
classification in the Arabic language at the sentence level in
which the aim is to classify tweets about online learning in
Saudi Arabia to determine people’s opinions related to this
topic and classify the tweets to positive, negative or neutral.

The remainder of this article is arranged as follows: Section
II presents a background to Sentiment Analysis in Arabic.
Section III introduces related work. Section IV introduces
methods and materials used in this research. Section V exposes
our results and discussions. Finally, Section VI lays forth the
conclusion and future work.

II. BACKGROUND

A. Sentiment Analysis in the Arabic Language

In recent years, social media sentiment analysis has become
a hot subject for opinion mining in many social networking
applications [4]. Sentiment analysis-based opinion mining may
be done by evaluating a subject’s feelings and actions about an
occurrence or a particular subject. Arabic sentiment analysis
is one of the most challenging social media sentiment analysis
techniques, owing to the casual noisy content and the rich
morphology of the Arabic language. The Arabic opinion anal-
ysis approaches are gaining more popularity and significance
by rising the rate of feedback and comments by Arabic users
on numerous social media platforms [5]. Arabic is a Semitic
language that is spoken in the Middle East and North Africa
by more than 250 million individuals. It is one of the United
States’ six official dialects and the language of the Holy Quran.
It is additionally the language that a portion of the world’s most
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prominent scholarly, science and chronicled works have been
written in. There are three principle types of Arabic [6]:

1) Classic Arabic (CA)
That is the kind of Arabic that the Mushaf (Holy
Quran) is written in. The grammar of today’s Arabic
is significantly different, as Mushaf was written in the
6th century CE. CA is based on the medieval dialects
of Arab tribes.
CA special symbols are used to indicate proper pro-
nunciation and to deliver words. Such written Arabic
symbols are almost exclusively found in the Quran
or alrecitation [7].

2) Modern Standard Arabic (MSA)
In today’s Arabic-speaking countries, it is the most
common form of Arabic used. In virtually every
media medium, MSA is used in TV, documentaries,
papers, and radio broadcasts. Most written papers in
seminars and politicians’ speeches are in the MSA
[6].

3) Colloquial Arabic (Arabic)
It is the Arabic dialect unique to each region, the
Arabic language that is utilized to communicate
thoughts fundamentally in the WWW, generally in
sites, discussions, and conversational posts. While
much of its vocabulary and grammatical origins come
from the MSA, it still incorporates its own lexicon
[6].

B. Challenges of using Arabic Language in Sentiment Analysis

There are many challenges facing Arabic, some of which
are particular to the sentiment analysis activities, and the rest
are due to the complexities of the Arabic language. A big
challenge is the unavailability of colloquial Arabic sentiment
lexicons and the limited availability of MSA lexicons, relative
to those constructed in the English language, while most
people in social Media platforms use colloquial Arabic to write
their opinions and feelings [8]. The use of Latin characters to
represent Arabic words is a recent social media theme, which is
referred to as Arabizi. Arabic social media users often prefer to
switch languages in their writings between Arabic and English,
making it impossible to detect whether a phrase written with
Latin characters is Arabizi or English [8]. Sarcasm is a kind
of speech act in which there’s something good a person says
when something negative is actually meant, or vice versa [9].
Sarcasm is very difficult to detect, with just a few attempts
in English for sarcasm detection using supervised and semi-
supervised approaches to learning [9]. No research that deals
with sarcasm identification has been found in Arabic sentiment
analysis, to the best of our knowledge.

III. RELATED WORK

Since people and consumers express their thoughts and
feelings more freely than ever before, sentiment analysis is
becoming an important method for tracking and understanding
these feelings. A lot of research has been done on developing
methods of sentiment analysis and defining the process of
detecting sentiment for different languages around the world.

Heikal et al. [3] examine sentiment analysis of Arabic
tweets utilizing Deep Learning. They utilized a troupe model

for investigation. The complexity of the Arabic language has
urged them to investigate diverse profound learning models
that have not examined to improve the accuracy of Arabic
language examination. They use a mix of Convolutional Neu-
ral Network (CNN) and Long Short-Term Memory (LSTM)
models. They applied the model to a collection of Arabic
tweets. The model accomplishes a 64.46% F1 score, which
surpasses the F1 score of the cutting edge profound learning
model fusing Convolutionary Neural Network (CNN) and
Long Short-Term Memory (LSTM) models, to anticipate a
53.6% inclination on the Arabic Sentiment Tweets Dataset
(ASTD).

Aldayel and Azmi [10] present a further investigation on
the subject of getting the feeling from Arabic tweets with an
attention on those starting in Saudi Arabia. There are numerous
hindrances to the act of utilizing dialectical Arabic in tweets;
the engendering of spelling mistakes; and the enormous variety
of Twitter spaces, to name a few. To depict the extremity
of Arabic tweets, they propose a cross breed arrangement
that mixes semantic direction with an AI approach. A lexical
classifier is utilized to characterize tweets in a solo manner, for
example to manage plain tweets, and the SVM classifier further
fortifies the result of the lexical classifier. The tests demonstrate
that neither the lexical nor SVM classifiers will get the impact
of the half breed approach. The normal execution of the
crossover classifier regarding F-estimation and accuracy is
84.01% and 84.01% separately, respectively.

Duwairi et al. [11] present another study on Arabic tweets,
discussing sentiment analysis. About 350,000 tweets have been
collected for this purpose. In order to label 25000+ tweets,
crowd sourcing was used. A label like Positive, Negative or
Neutral is assigned to each tweet. Majority voting was used
with every tweet to determine the final label. There are many
novel contributions to this work, such as managing negations,
Arabizi and Arabic dialects. The system was tested using three
built-in classifiers in Rapid miner. The results obtained are
promising.

Zhou et al. [12] present a study about a Tweets Sentiment
Analysis Model (TSAM). Their research has shown that it
is feasible and can be very useful to develop an intelligent
lexicon-based sentiment analysis framework. However the
opinion analysis method, in its current form, has not yet
achieved its full potential. A variety of study problems must
be worked out in order to boost the existing TSAM, such as
distinguishing between parts of speech. The opinion terms are
extracted in the current model as the features. The accuracy of
the part of speech tagging has been found to affect the overall
sentiment ratings. Therefore to enhance the existing technique,
advanced NLP methods must be implemented. Taking into
account the study of emotions, the method identifies positive
and negative thoughts, experiences and feelings. It measures a
person’s feeling in the sense of positivity or negativity. How-
ever, the study of text emotions moves beyond the positive-
negative dimension to the discreet forms of emotions such as
joy, sadness, etc. Moreover, text-based mood analysis, such as
text grouping and clustering, poses numerous obstacles beyond
conventional text analysis. With the analysis carried out above,
the TSAM model will yield even more accurate performance,
with the use of more specific entity recognition approaches.

Larkey et al. [13] present one more examination utilizing

www.ijacsa.thesai.org 621 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 3, 2021

an assortment of word references that store positive, negative
and neutral roots. A stemmer was used to translate words
into roots in order to evaluate the sentiment or class of a
sentence. On the chance that the subsequent root shows up in
the positive/negative/neutral root word reference, it is called
positive/negative/impartial. In the event that the word isn’t in
the word reference, the user is asked to choose its extremity
and afterward to add its source to the relating word reference.

A. Comparison of Related Work

Overall, we reviewed several recent studies highly related
to ours. Some of these studies, as shown in Table I, applied
Sentiment Analysis on tweets to extract the sentiments by
using many methods, as we detail in the table.

TABLE I. COMPARISON OF RELATED WORK

Studies Main Method Accuracy%

Heikal et al. [3] Convolutional Neural Network(CNN) 64.46%
Heikal et al. [3] Long Short-Term Memory(LSTM) 53.6%

Aldayel et al. [10] Support Vector Machines (SVM) 84.01%

IV. METHODOLOGY

A. Tweets Extraction

Firstly, we got a Twitter Developer Account2 that helps you
to access the Twitter API. By using our API information we
collected tweets in Arabic only related to online learning. We
searched for the following hashtags in the tweets:

• #YªK.
	á« Õæ



Êª

�
JË @ (Online teaching)

• #YªK.
	á«

�
é�@PYË@ (Online learning)

• #XPñJ.» CJ. Ë @ (Blackboard)

• # 	QÒJ

�
K (Teams)

• #ú



	
GðQ�

�ºËB@ Õæ


Êª

�
JË @. (E-Learning)

And the keywords that follow:

• YªK.
	á«Õæ



Êª

�
JË @ (Online teaching)

• YªK.
	á«

�
é�@PYË@ (Online learning)

• XPñJ.» CJ. Ë @ (Blackboard)

• 	QÒJ

�
K (Teams)

• ú



	
GðQ�

�ºËB@Õæ


Êª

�
JË @ (E-Learning)

By using the get tweets function, we got 10445 tweets that
also include venue, username, retweet count, favorite count,
and time of tweet.

2https://developer.twitter.com/en

B. Data Pre-Processing

The first stage of pre-processing is getting rid of duplicate
tweets. There were 2269 duplicate tweets, so the number of
tweets was decreased to 8176. Then, we need to get rid of stop
words, punctuation, hashtags, comparisons, links, and one or
two-letter words as follow:

• Tokenize tweets into words and punctuation marks.
The sentence “ .

�
�ÊªÓ ÐñJ
Ë @ XPñJ.» CJ. Ë @ “can be tokenized

like [“.”, “.
�

�ÊªÓ”, “ÐñJ
Ë @”, “XPñJ.» CJ. Ë @”]

• Remove URLs from tweets because the URLs are
pointed to extra information that was not a prereq-
uisite for sentiment analysis in our approach. We also
removed numbers, punctuation marks and extra white
spaces because they do not contain emotions.

• Remove stop words. Removing stop words from text
helps to recognize the most relevant words. Here we
delete terms like: (who, whom, whose, not) ø




	
YË@, ú




�
æË@

, 	áK

	

YË @ and ��
Ë by using the stop words from the nltk
library.

• Finally we apply stemming which is a natural lan-
guage processing technique that solves the issue of
vocabulary mismatch [14] and keeps only the origin
of each word.

C. Sentiment Analysis

Once the tweets were pre-processed, the second stage is
sentiment analysis. In this step, we can focus on our main aim
in this project which is to measure sentimental characteristics
of tweets, such as polarity and subjectivity, using TextBlob3.
Polarity is a variation in value between ‘-1’ and ‘1’. It shows
us how positive or negative the statement is. Subjectivity is
another difference of value between ‘0’ and ‘1’ which shows
whether the statement is an opinion or statement. Textblob
comes with the core features of natural-language processing
essentials; this approach classifies the polarity of textual data
in positive, neutral and negative groups as ‘1’, ‘0’ and ‘-1’. We
divided sentiments into three groups, namely positive, negative
and neutral, based on their polarity, as seen in Table II.

TABLE II. POLARITY CLASSIFICATION

Value of Polarity Sentiment

>0 Positive
0 Neutral
<0 Negative

D. Evaluation

To evaluate our results, we split our data into 80%
train and 20% test sets. To classify the texts, a variety of
machine learning algorithms have been implemented. We
used the Naive Bayes, Random Forest and K-nearest neighbor
Classifiers.

3https://textblob.readthedocs.io/en/dev/
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Naive Bayes is a simple but fast classification algorithm. It
is a commonly used algorithm for classifying documents [15].
Multinomial classifier Naive Bayes is widely used in the case
of text categorization. It depends on three assumptions: docu-
ments are generated by a mixture model, between each mixture
component and class there is a one-to-one correspondence, and
each mixture component is a multinomial distribution of terms
[16]. Theorem of Bayes offers a way to measure the posterior
likelihood by equation 1.

P (c | x) = P (x | c)P (c)

P (x)
(1)

Where:

• P (c | x) is the posterior probability of the attribute
given by the class.

• P(c) is a prior probability of class.

• P(x) is a prior probability of attribute.

• P (x | c) is the probability of attribute given class.

Random Forest (RF) classifiers excel in a number of au-
tomated sorting functions, such as categorization and emotion
analysis. It is ideal for treating high dimensional noise data
in text classification [17]. The phases of the Random Forest
algorithm are as follows: The first step is to conclude that n
samples and T classification attributes are found in the training
set. N samples are collected using the bootstrap sampling
process to get a new sample collection. In the second step, the
t(T<=t) attributes are selected at random from the t attributes
given. The optimal classification node is chosen by using the
optimal feature norm of a decision tree such that all the sub
samples are leaf nodes. Repeat the second step of K in the
third step, create K decision trees, and get the final random
forest. In the fourth step, the function model of the classifier
is H(x), the decision tree is hi, the classification label is y,
and the indicator function is I(hi(x) = Y ). The random-forest
decision-making formula is as equation 2 [18]:

H(x) = argmax

k∑
i=1

I(hi(x) = Y ) (2)

K-nearest neighbor (KNN) is a standard example based
classifier that does not make a clear, declarative description of
the category, but depends on the category labels attached to
the training documents identical to the test text [19]. KNN is
classified by a majority vote of its neighbors, with the case
assigned to the most common class of its nearest K-neighbors,
determined by a distance function in equation 3. For K = 1,
the case is simply assigned to the class of its closest neighbor.√√√√ k∑

i=1

(Xi − Yi)2 (3)

V. RESULTS AND DISCUSSIONS

To have a better understanding of the public opinion
towards online learning, we studied the sentiment people
expressed in social media in the first academic term of 2020
in Saudi Arabia by tweets in the Twitter platform. We got the

results as Fig. 1 shows. That most tweets were expressing a
neutral sentiment that might has happened because most of
the tweets contained sentences that do not express negative,
or positive emotions, the rest are due to the complexities of
the Arabic language, such as having no sentiment lexicon
available for colloquial Arabic, while MSA lexicons are
limited relative to those constructed for the English language,
and most peoples in social Media platforms use colloquial
Arabic to write their opinions and feelings.

Fig. 1. Distribution of Sentiment.

Fig. 2. Hourly Distribution of Tweets.

We also obtained the hourly distribution of tweets as shown
in Fig. 2. We can see that the amount of tweets during the day
is increased in the period from 6am until 3pm. This period has
the most activity because these times are the times of lectures
and courses for students in Saudi Arabia.

Moreover, after using TextBlob we can get words clouds
for each label. Let us look at the positive and negative
tweets words as seen in Fig. 3 and 4. Apparently, in negative
words, people whose tweets are negative finds online learning
tedious, terrible, and stressful. On the other hand, some
positive people prefer online learning opportunities.

To evaluate our results the algorithm performance review
experimental environment is supported by the Windows 10
operating system, Intel(R) Core(TM) i7-4710HQ CPU 2.50
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Fig. 3. Positive WordCloud.

Fig. 4. Negative WordCloud.

GHz cpu and 16.0 GB memory as support for the whole ex-
periment and we used Python as the language of programming.
We used a machine learning model by Naive Bayes, RF and
KNN Classifiers. We split our data into 80% train and 20%
test sets. We got 77% of Naive Bayes, 84% of RF and 67%
of KNN Classifier.

The comparison of Naive Bayes, RF and KNN classifiers
for multi-class text classification is also presented in this
research. The findings indicate that the RF multi-class clas-
sification method achieved the highest classification accuracy
in comparison with Naı̈ve Bayes and KNN classifiers because
it works well with high-dimensional data such as a text
classification compared to the other classifiers model.

VI. CONCLUSION

Our research was centered on Twitter’s opinion mining and
sentiment analysis about online learning during COVID-19
pandemic, which bifurcates tweets based on three categories:
positive, negative and neutral. Our goal was to get a better
understanding of the feelings and opinions of tweeters about
online learning. To do so, we collected about 10445 tweets.
After that we applied sentiment analysis to these tweets and
measured sentimental characteristics of tweets, such as polarity
and subjectivity, using TextBlob. We got that most tweets
were expressing a neutral sentiment, that might have happened
because most of the tweets contained sentences that does
not express negative nor positive emotions. One of the key
challenges, however, is the lack of resources to be able to
analyze the Arabic language, especially that each country has
different colloquial Arabic. As for future work, we plan to
understand people’s attitudes towards different platforms of
online learning via sentiment analysis of the feelings shared
by the public about these platforms.
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Abstract—Everywhere, centers, laboratories, hospital and
pharmacy have faced many challenges to delivery quality of
health service due to constraints related to limited availability
of resources such as drugs, places, equipments and specialists,
often in health deficit with increasing number of patients, for
instance during COVID-19 pandemic. Late information on these
constraints from health service centers will play negatively on
service quality because of time delayed between requesting service
on place and the response to delivery safe service. All these
problems don’t strengthen prevention or fighting against diseases
in a region. This paper proposes a data research framework in a
NoSQL database based on GIS data, containing an abstract table
that could be inherited or specialized to any adopted GIS solution
leading to a central data management instead of installing several
database sites. The central database accepts data updated in back
office by data owner and allows data research based on meshing
Techniques and the map-reduce algorithm in front office. Variant
meshing techniques have been presented to clustering GIS data
with associated definitions of the content of map-reduce in order
to improve processing time. In application in health service,
the experimental results reveal that this system contributes to
improve drug management in pharmacies and could be also
used in others fields such as Finance, Education and Shopping
through agencies spread over the territory, to strengthen national
information systems and harmonised data.

Keywords—Map-reduce; big data; digital health; classification;
Geographic Information System (GIS); COVID-19; Spark; Mon-
goDb; NewSQL;NoSQL

I. INTRODUCTION

The Sustainable Development Goals (SDG) reaffirm inter-
national commitment to achieve Universal Health Coverage
(UHC) by 2030. The quality of health services is a global
imperative in view universal health coverage, according to
World Health Organization (WHO) in [12] and OCDE in [13].
Thus, a framework to measure quality of health service has
been proposed by Arah, and others in [14]. Quality of Health
Services provided by Hospital, pharmacies, Health Centers has
played essential roles in fighting and prevention of diseases.

Health centers, Governments have faced many challenges
due to many constraints related to availability of resources
such as specialists, equipments, places, drugs during diseases.
Among the need of human capacity building, materials for
radiography contribute to improve Health services. For in-
stance, according to Abdulrahman M. Qahtani and others in

[11], since the beginning of the COVID-19 in 2019, WHO also
faced many challenges in increasing the global healthcare and
Hygiene awareness to overcome COVID-19 pandemic.Thus,
the needing of noze cover and washing hands regularly have
been strongly recommended by Governments to prevent the
COVID-19 disease.

The question is why going to a saturated clinic for health
care and leaves others unsaturated. Information on available
resources from Health centers might be opened somewhere
and should indicate to patients, the way to follow in order to
take the best decisions related to safe health. That will reduce
forward death rate.

Today’s technologies indicate the scale and speed at which
technology is transforming traditional socio-economic sectors
such as Health to reach digital Health.

Thus, digital transformation through software based on
processing data related to Health has been proposed by engi-
neers and scientists. For instance, applications based on disease
diagnostic have contributed to support specialists in disease
research.

Classification techniques are used in Big Data to identify
groups in order to accelerate data processing and to take best
decisions in smart system.

In classification, criteria can be taken into account to have
data in the same groups. In Machine Learning, classification
techniques such as supervised classification or not supervised
classification, support Vector Machine (SVM), Decision Tree,
Fuzzy Classification, Multi-Label Classification [1] could be
used to establish relations between data.

Many techniques of tiling a space have been also devel-
oped by scientists to obtain cells in different grids such as
Voronoi diagrams, Triangulation Delaunay, quasi-affine trans-
formations, presented in [2], [3] and [15]. Fortune’s algorithm
also gives a way to build voronoi diagrams with a given set
of continuous points. All these methods allows to get either
regular grids or irregular grids in the image space, leading to
data classification.

In a regular grid, each cell has the same geometric shape
and the same size while in the irregular grid, the cells have
different sizes or shapes. For instance, Vacavant’s thesis in
[4] presents different techniques of mesh generation used in
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simulation, that lead to irregular grids. Several tools as in [16]
and [17] generate meshing models.

The Map-Reduce framework in [6], [7], [8], [10] performs
speedly a large volume of data, in using the parallelism
of map and reduce. For instance, a survey on performance
comparisons of different frameworks such as Hadoop, Spark,
Phoenix++, Marissa, Mariane, Sasreduce, Bitdew, Mr4c and
Themis, has been presented by Zeba Khanam and others in
[9]. An application of the map-reduce algorithm to improve
the Hough Transform method processing has been introduced
by SERE and others in [5]. It has been extended by Mateus
Coelho and others in [19] to deal with circle recognition. SERE
and others in [18] have also used the map-reduce algorithm to
extract speedily posts from social networks.

Our work concerns with the problem to find out a particular
data in Big Data distributed on different clusters. The proposed
method is represented by an architecture that searches a data in
a grid of clusters with algorithms introduced into the functions
map and reduce. The generated clusters takes the concept of
classification based on k-neighborhood into account.

This paper is organized as follows: The Section II named
preliminaries introduces the problem specification and the
concepts related to meshing techniques and the map-reduce
algorithm. The Section III explains the proposed method with
the applications of meshing techniques and the map-reduce
algorithm. Experimental results deal with the case study of
drug management in pharmacies, illustrated by the Section IV.

II. PRELIMINARIES

This section brings informations on the problem specifi-
cation, the description of the map-reduce algorithm and the
meshing techniques used in Discrete Geometry.

A. Problem Statement

Let W be the universal set of database sites distributed
in a space. Let S be a subset of database sites such as
S ⊂ W . Suppose that S = {S1, S2, . . . , Sn−1, Sn} where
Si is a database site. All the data in database site Si ∈ S,
together possesses the characteristics of Big Data through data
volumetric.

Consider d as a specific data such as d ∈ u and u ∈W . u
could be a member of S or not. Let M be a point. The problem
is to find out database sites Si ∈ S where database sites Si

must be the neighbors of the point M and d ∈ Si. That leads
to a decisional problem in calculability.

There are two manners to verify if the data d is in the
database Si. That means if d ∈ Si? :

• the first one is to search data sequentially in each Si ∈
S in going from 1 to n.

• the second one is to proceed by a parallel verification
with research in each group of Si.

Our hypotheses is that the parallel verification is speeder than
the first one. Suppose that α is the time taken to perform Si.

In the first case, the effective execution time will be nα in
the worst case. The worst case corresponds to the conditions
( if d ∈ Sn or if d is not a member of any Si ).

In the second case, let β be the number of group of Si.
That means clearly β ≤ n. α will be also considered as the
execution time to perform each group. The global execution
time will be βα. We obtain βα ≤ nα because β ≤ n.

Thus, our analysis will focus on two axes : firstly, before
searching data, we classify data into clusters; secondly, we
accelerate data research in using the map-reduce algorithm on
limited clusters.

Furthermore, the following sections will deal with an
analysis of the map-reduce framework and meshing techniques
that generate different groups to make data research speeder
in the Big Data context.

B. Mesh Generation

There are also many techniques in discrete geometry to
create regular or irregular grid which allows forward detection
of the nearest sites. For instance, Vacavant’s thesis in [4] study
possible applications of regular grids and irregular grids in
simulation, illustrated by the Fig. 1.

Fig. 1. Irregular Grids and Regular Grids in Vacavant’s Thesis in [4].

K-neighborhood is very used in Discrete Geometry. It
follows from meshing technique application and corresponds
to 4-neighborhood and 8-neighborhood in a two dimensional
space :

Definition 1 (4-neighborhood in [3], [15]) Let A and B be
two pixels with integer coordinates respectively (XA, YA) and
(XB , YB).

( A and B are in 4-neighborhood) ⇐⇒ |XA − XB | +
|YA − YB | = 1

4-neighborhood uses the distance of Manhattan based on D(A,
B) = |XA −XB |+ |YA − YB | in 2D.

Figure 2 shows an example of 4-neighborhood between the
central pixel A and the pixels B, C, D, E.
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Definition 2 ( 8-neighborhood in [3], [15] ) Let A and B be
two pixels with integer coordinates respectively (XA, YA) and
(XB , YB).

( A and B are in 8-neighborhood) ⇐⇒ max (|XA −
XB |, |YA − YB |)=1

But, 8-neighborhood implements the distance of Tchebychev
which is defined by D(A, B)= max (|XA −XB |, |YA − YB |)
in 2D.

Fig. 3 shows an example of 8-neighborhood between the
central pixel A and the pixels B, C, D, E, F, G, H, I.

Euclidian distance and K-nearest neighbor are another
alternatives to define neighborhood, to build clusters and to
reach classification.

Manhattan distance, Tchebychev distance and Euclidean
distance lead respectively to several geometry shapes such as
lozenges, squares and circles, used in computing neighbors.

These above definitions are necessary in computing near-
est database sites. Others information related to Geographic
Information System (GIS) might be integrated in this way.

The following sections will explain how meshing tech-
niques can be useful in classification in order to speed up the
processing through the map reduce algorithm.

C. Map-reduce Concepts

Map-Reduce content defines two important tasks, namely
Map and Reduce. It describes the parallelism of the map
functions followed by the parallelism of the reduce functions,
as explained by Dean and others in [10] and SERE and
others in [18]. The shuffle phase is executed automatically by
the system, between both the map function and the reduce
function.

The map function defines a transformation of pairs that
accepts as inputs a single key and a value, noticed (k, v) pair
and produces as outputs a set of intermediate (key, value) pairs
(ki, vi). At the end of all the map functions, several pairs
(ki, vi) are produced by the map functions. For instance the
map function transforms the pairs (k, v) as input and produces
the set of pairs (k1, v1), (k2, v2).

The shuffle phase starts after all the map functions ended
and before starting the reduce functions. The shuffle phase
consists of having together the value of the pairs (ki, vi)
produced by all the map functions : it produces the pairs
that have the same key. It also sort keys into correct order to
prepare next computation. For instance, for the following pairs
(k1, v1), (k1, v2), (k2, v2), (k2, v3) produced by all the map
functions, the shuffle phase returns the pairs (k1, < v1, v2 >
), (k2, < v2, v3 >). Thus, the shuffle phase carry out data
classification where each class referenced by a key.

The reduce function takes as an input a (key, list of values)
pair that contains a intermediate key and a set of values for
that key. The reduce function produces a pair (key, result of a
list of values). The key in the input is the same in the ouput.
For instance, the pairs (k1, < v1, v2 >) and (k2, < v2, v3 >)
become (k1, < v1 + v2 >), (k2, , < v2 + v3 >).

Reduce functions could start before the end of all the map
functions. Mixing map and reduce will reach an improvement
of processing time : That will be studied in perspectives, with
synchronization control between each others.

The map-reduce model consists of the parallelism of map
function followed respectively by the shuffle phase and reduce
functions: there is a master node that controls all the processes
tasks, distributed on secondary nodes with distributed memory.

Thus, the map function, the shuffle phase and the reduce
function have summarized successively in 1, 2, 3, 4, 5, 6 and
7 as follows:

Map(k, v) −→ {(k1, v1), (k1, v2)} (1)

Map(k′, v′) −→ {(k2, v2), (k2, v3)} (2)

{(k1, v1), (k1, v2)} −→shuffle−→ (k1, < v1, v2 >) (3)

{(k2, v2), (k2, v3)} −→shuffle−→ (k2, < v2, v3 >) (4)

Reduce(k1, < v1, v2 >) −→ (k1, < v1 + v2 >) (5)

Reduce(k2, < v2, v3 >) −→ (k2, < v2 + v3 >) (6)

Generally the reduce function is defined by :

Reduce(ki, < v1, ..., vj >) −→ (ki, vk) (7)

Where vk =v1 + ...+ vj , being the result of the operator +
applied to the members of the list < v1, ..., vj >.

The map-reduce framework has applied to problems of
counting the number of word in a document, computing the
average of numbers, doing data selection and to sort dataset.

III. METHOD DESCRIPTION

This section is focusing on the application of meshing
techniques very used in discrete geometry, database structure
description, Data research algorithms and the content of map-
reduce algorithm.

Due to the size of all the database sites reaching Big Data
size as presented in problem statement, it will be better to
have different clusters of database sites, linked by an unique
structure of database in a central NoSQL database. In this
manner, the central nosql database has connected on different
sites in the same network : these sites, as data owners have the
right to update data in back office. Users request to read data
from the system in front office through their mobile phone or
online with a desktop connected on the network provided by
mobile operators for instance.

The network will contribute to improve the map-reduce
algorithm according to the execution time, in giving easily
data accessibility through data research.

Meshing techniques will define the central database struc-
ture in giving a relation between GPS references and related
data. They also creates the clusters of database sites that must
be together (in the same cluster) in order to improve data
research with the map- reduce algorithm.
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Fig. 2. 4-Neighborhood.

Fig. 3. 8-Neighborhood.

A. Meshing Application

Through the problem specification, all the database sites
are referenced by the coordinates corresponding to its GPS
reference. They have been distributed into different cells, called
clusters. The center of each cluster is also referenced by the
coordinates associated to its GPS reference.

A central database is introduced to take all the data of all
the database sites into account. The Section III-B will discuss
about database structure and the network architecture used.

The concept of k-neighborhood in discrete geometry uses
the notion of distance. It determines the neighbor cells around
a central cell.

4-neighborhood and 8-neighborhood are the particular
cases of k-neighborhood in a two dimensional space. Fig. 2
shows an example of a regular grid with different pixels in
4-neighborhood, where A is the central pixel : there are four
(04) pixels in 4-neighborhood with the pixel A, such as B, C,
D, E.
While, Fig. 3 also presents an example of 8-neighborhood:
the pixel A has eight (8) pixels as its neighbors such as B, C,
D, E, F, G, H, I.

The pixels A, B, C, D, E, F, G, H, I indicate different
clusters which contain database sites (as presented by red
points in Fig. 2 and in Fig. 3). All the database sites represented
by red points together has the characteristics of Big Data as
illustrated in the problem statement. The problem is to find out
the nearest database sites of an object O (a black point in Fig.
2 and in Fig. 3) that verify some conditions about the item d.

There exist many techniques to generate meshing grids. For
instance, Quasi-affine applications leads to establish a grid on
an image, to overcome pixels, called in our study, as clusters.
For instance let (Di) and (D′i) be straight lines, respectively
defined by ax+by = wi and cx+dy = w′i in a two dimensional
space. Fig. 4 shows clusters, resulting of the intersection of the
straight lines (Di) and (D′i).
Each cluster is referenced by idck. It contains the database
sites. Each database site is referenced by idck,l where k
is an integer in {1, 2, . . . , n − 1, n} and l is an integer in
{1, 2, . . . ,m−1,m}. n is the number of clusters in all the GIS
area while m corresponds to the maximal number of database

Fig. 4. Clusters Resulting of Crossing Parallel Straight Lines.

sites in each cluster. Then the number of database sites in the
GIS area defined by an image is then determined by the value
n.m.

In others ways, let nbd(x) be a function that allows to get
easily the number of database sites in the cluster referenced
by the index x. Then, the number of database sites in all the

area will become
k=n∑
k=1

nbd(ick).

That means :
k=n∑
k=1

nbd(ick) ≤ n.m (8)

Moreover, if each database site has a maximal size, named
s, the size of all the data named big data will be either s.n.m

or s.
k=n∑
k=1

nbd(ick) where obviously

s.

k=n∑
k=1

nbd(ick) ≤ s.n.m (9)

Our purpose concerns time reduction in using the map-
reduce algorithms for data research and to localize the data as
inputs to these algorithms.

Then, we have:

s.

k=t∑
k=1

nbd(ick) ≤ s.
k=n∑
k=1

nbd(ick) ≤ s.n.m (10)

where t < n.

Only a limited number of clusters defined by the value t,
will be processed by the map-reduce algorithm.

B. Database Structure and Architecture

The proposed solution for data control is a network be-
tween different sites, connected on the central nosql database
with permissions of data updating and data selection to each
others.
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Database structure takes into account the relation between
database sites referenced by GPS coordinates distributed into
the same cluster.

Thus, a cluster referenced by a pair (ui, vi) contains a
set of pairs (mi, ni) representing database site references. For
instance, the Table I shows a NoSQL database table.

TABLE I. A DATABASE TABLE

cluster references database site references data in sites data in sites
(u1, v1) (m1, n1) Data Data
(u2, v2) (m2, n2) Data Data
(u3, v3) (m3, n3) Data Data

We introduce a dynamic table to save clusters references
corresponding exactly to the regular grid, associated to a
region. This grid is resulting of the meshing technique appli-
cation. But, to overcome the problem of empty clusters having
no data inside that might happen in the central database, the
solution is to establish for instance, an adapted irregular grid in
following the technique of Delaunay triangulation or Voronoi
diagram. Another possibility is to accept empty clusters being
inserted into the nosql database Table I. The future works
will focus on the strategies to transform a regular grid to an
irregular grid to avoid empty clusters.

The Table II is useful for neighbor detection to get the next
clusters as inputs to the entity “data research” in the following
section.

TABLE II. A MEMORY TABLE OF CLUSTER REFERENCES GENERATED BY
A MESHING TECHNIQUE

(0,0) (0,1) (0,2) (0,3) (0,4)
(1,0) (1,1) (1,2) (1,3) (1,4)
(2,0) (2,1) (2,2) (2,3) (2,4)
(3,0) (3,1) (3,2) (3,3) (3,4)
(4,0) (4,1) (4,2) (4,3) (4,4)
(5,0) (5,1) (5,2) (5,3) (5,4)
(6,0) (6,1) (6,2) (6,3) (6,4)

The first column named “cluster references” of the table I
contains the same data as the cell values of the Table II. While
the second column named “database site reference” presents
site references. Fig. 5 provides more details on the relation
between the Table I and the Table II with (u1, v1) and (u2, v2)
as cluster references.

There are three layers in the architecture: the layer
“database”, the layer “map-reduce algorithm” and the layer
“application” as presented in the Table III.

C. Data Research

In a two dimensional space, a quasi-affine application is
defined by the function F0(x, y) which returns the coordinates
of the central cluster that contains the initial object O of
coordinates (xO, yO). That means F0(xO, yO) = (u, v) where
(u, v) is the coordinates of the central cluster.

In 4-neighborhood, we’ll obtain the couples (u, v −
1), (u, v+1), (u−1, v), (u+1, v) of the central clusters (u, v).

But, in following 8-neighborhood, the first package of
neighbors around the central cluster (u, v) gives the following

Fig. 5. Link Between an Image and a Database.

TABLE III. THREE LAYERS IN THE ARCHITECTURE

Layer 3 : Application
Layer 2 : Map-reduce algorithms

Layer 1 : Database

set of clusters {(u, v−1), (u, v+1), (u−1, v), (u+1, v), (u−
1, v − 1), (u− 1, v + 1), (u+ 1, v + 1), (u+ 1, v − 1) }.

Our method will study 8-neighborhood in a regular grid,
constituted of squares. Let I1 be the set {-1, 0,+1}. It is
obvious that card(I1)=3. The first package contains clusters
referenced by the set {(u+ k, v + l) where (k, l) ∈ I1}.

Finally, the number of clusters in the first package is
determined by card(I21 ).

As card(I21 )=9, there are nine clusters in the package 1,
used for data research.

For generalization, suppose that

Ii = {−i,−(i− 1), ...,−1, 0,+1, ...,+(i− 1),+i} (11)

The following Table IV summarizes the packages with their
cluster references inside that may be used step by step in data
research.

TABLE IV. PACKAGES

Packages In cluster references card(I2n )
Package 1 I1 ={-1, 0,+1} {(u+k, v+ l) / (k, l) ∈ I21} 9

Package 2 I2={-2,-1, 0, +1, +2} {(u+k, v+ l) / (k, l) ∈ I22} 25

Package 3 I3={-3,-2,-1, 0,+1,+2, +3} {(u+k, v+ l) / (k, l) ∈ I23} 49

Package i Ii= {-i, -(i-1),..., -1, 0, +1, ..., +(i-1), +i} {(u+k, v+ l) / (k, l) ∈ I2i } (2i+1)2

Data research deals with the processing of the package i.
It begins initially with the package 1. If the value d is not
found in the package i, then the next package i+1 will be
processed: in fact, as (package i) ⊂ (package i+1), we are
interested precisely in cluster references in the package i+1,
not already performed in the package i, as illustrated in Fig.
6 by colored layers successively with the numbers 1, 2, 3, 4,
and 5.

As we know that:

Ii−1 ⊂ Ii (12)
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Fig. 6. Clusters Sent Respectively to the Map Functions for Analysis in the
Order of Colored Packages 1, 2, 3, 4 and 5.

We have precisely:

Ii = Ii−1 ∪ {−i,+i} (13)

That means generally:

In = I1 ∪ (

i=n⋃
i=2

({−i,+i})) (14)

Consider
Di = Ii − Ii−1 (15)

We conclude then

Di = {−i,+i} (16)

Suppose that

Ri = (Di × Ii) ∪ (Ii ×Di) (17)

As

(Di×Ii)∩(Ii×Di) = {(−i,−i), (−i,+i), (+i,−i), (+i,+i)}
(18)

We have

card(Ri) = [(2× (2i+ 1)) + ((2i+ 1)× 2)]− 4 (19)

That means
card(Ri) = 8i+ 4− 4 (20)

Finally
card(Ri) = 8i (21)

As card(Ri)=8i, 8i new clusters have been performed by
data research, for each iteration i. For instance:

• if i=2, data research will run on 16 clusters referenced
by:
∗ {(u-2, v-2), (u-1, v-2), (u, v-2), (u+1, v-2),

(u+2, v-2)}
∗ {(u-2, v+2), (u-1, v+2), (u, v+2), (u+1, v+2),

(u+2, v+2)}
∗ { (u-2, v-1) (u-2, v), (u-2, v+1)}
∗ { (u+2, v-1) (u+2, v), (u+2, v+1)}

• if i=3, data research will deal with 24 clusters refer-
enced by:

∗ {(u-3, v-3), (u-2, v-3), (u-1, v-3), (u, v-3),
(u+1, v-3), (u+2, v-3), (u+3, v-3)}

∗ {(u-3, v+3), (u-2, v+3), (u-1, v+3), (u, v+3),
(u+1, v+3), (u+2, v+3), (u+3, v+3)}

∗ { (u-3, v-2), (u-3, v-1), (u-3, v), (u-3, v+1),
(u-3, v+2)}

∗ {(u+3, v-2), (u+3, v-1), (u+3, v), (u+3, v+1),
(u+3, v+2)}

• finally if i=a, data research will take in entry 8a
clusters referenced by:
∗ {(u-a, v-a), (u-(a-1), v-a ), ...., (u, v-a), (u+1,

v-a),..., (u+(a-1), v-a), (u+a, v-a)}
∗ {(u-a, v+a), (u-(a-1), v+a), ....., (u, v+a), (u+1,

v+a),..., (u+(a-1), v+a), (u+a, v+a)}
∗ {(u-a, v-(a-1)) (u-a, v-(a-2)),...., (u-a, v), (u-a,

v+(a-2)), (u-a, v+(a-1))}
∗ {(u+a, v-(a-1)) (u+a, v-(a-2)), ...., (u+a,

v),(u+a, v+(a-2)), (u+a, v+(a-1))}.

The coordinates (u, v) of any cluster localized in a re-

gion must verify the constraints
{
xmin ≤ u ≤ xmax

ymin ≤ v ≤ ymax
where

xmin, xmax, ymin and ymax are constants corresponding to the
coordinates of clusters in the extremities of the region.

We have introduced an algorithm to create a list of cluster
as follows in Algorithm 2. This algorithm takes as parameters
an integer and the Table II which has its extremities coordinates

defined by the constraints
{
xmin ≤ u ≤ xmax

ymin ≤ v ≤ ymax

The global algorithm illustrated in Algorithm 1 shows more
details on the main steps of data research: it generates in each
iteration a list of cluster through the method getClusterofPack-
age(i, m) which content is given by the Algorithm 2.

We recall that in both Algorithms 1 and 2 the coordinates
(u,v) verify F0(xO, yO) = (u, v).

Thus, the clusters in entry to the map-reduce algorithm
have been analyzed successively by iterations, as presented in
Algorithm 1. Each iteration is associated to a new package.

As a conclusion, we have studied the neighbors pack-
ages, in considering 8-neighborhood based on the distance
of Tchebychev. But others distances such as the Euclidean
distance leading to digital disks, should be explored precisely
in perspectives.

But, the concepts of distance are limited in analysis of the
nearest database sites, because they might be influenced by
barriers or obstacles in the environment, depending on effective
presence of roads described in Geographic Information System
(GIS). In reality, the distance between a point M and a database
site may be short and separated by a mountain. The future
works will study on how to take the presence of roads into
account.

Now, the remaining question is to search precisely data in
the content of each cluster.

D. Map-Reduce Algorithm and Application

This section concerns the definitions of map-reduce con-
tent, in explaining how to extract data of database sites through
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Algorithm 1: GlobalAlgorithm(Object O, Table m)
Result: a list of data found in the form list < data >
d : Data ;
i : integer ;
b: boolean ;
l: list< Cluster >;
r: list< Data > ;
l.add(Cluster(u, v));
l.addList(getClusterofPackage(1, m);
i=1;
b=False;
while (not empty(l) and b==False) do

r =Map-reduceAlgorithm(l);
if not empty(r) then

b=True ;
end
else

i=i+1;
l.clean();
l.addList(getClusterofPackage(i, m);

end
end
if (b==True) then

return r ;
end
else

return NULL ;
end

a restricted list of cluster instead of taking all the clusters in
the region.

The reference of a cluster is giving by the pair (u, v)
that corresponds to the coordinates of its center or its GPS
coordinates, transformed.

Firstly, the entries of the function map are the clus-
ters of the package 1 represented, respectively by (u, v),
(u1, v1), (u2, v2), (u3, v3), (u4, v4), (u5, v5), (u6, v6)
(u7, v7), (u8, v8) in relation in 8-neighborhood.

Due to the image size and then the cluster size, each cluster

reference must verify the constraints:
{
xmin ≤ ui ≤ xmax

ymin ≤ vi ≤ ymax

For new data research, regarding to the value 8i increasing,
the number of map function could change dynamically to face
scalability with more users connected on the system.

Moreover, due to using a regular grid, the database will
present empty clusters which contain data from any database
sites: that means no database sites in these clusters. But, these
empty clusters give information about the need of installing
database sites in these regions.

Our method considers each map function taking one cluster
in entry. Algorithm 3 shows exactly the content of the map
function.

But the future works might concern the case of several
clusters or the whole package as entries, being analyzed by
one map function.

Algorithm 2: getClusterofPackage(Int a, Table m)
Result: a list of Cluster as in the form list

< Cluster >
c : Cluster ;
j : integer ;
l: list< Cluster >;
l.clean() ;
for (j=-a; j ≤ a; j++) do

if (xmin ≤ u+ j ≤ xmax and
ymin ≤ v − a ≤ ymax) then

c=new Cluster(u+j, v-a);
l.add(c);

end
end
for (j=-a; j ≤ a; j++) do

if (xmin ≤ u+ j ≤ xmax and
ymin ≤ v + a ≤ ymax) then

c=new Cluster(u+j, v+a);
l.add(c);

end
end
for (j=-a+1; j ≤ a-1; j++) do

if (xmin ≤ u− a ≤ xmax and
ymin ≤ v + j ≤ ymax) then

c=new Cluster(u-a, v+j);
l.add(c);

end
end
for (j=-a+1; j ≤ a-1; j++) do

if (xmin ≤ u+ a ≤ xmax and
ymin ≤ v + j ≤ ymax) then

c=new Cluster(u+a, v+j);
l.add(c);

end
end
return l ;

Algorithm 3: function map(Doc idcluster, Doc value)
Result: the pairs in the form (k, v)
d : Data ;
if Verification(d, value ) then

information←getInformationSite(value) ;
emit(idcluster, information);

end

The variable value represents the content of a cluster
and contains on each line, the name and the data of a site,
corresponding to the data of the column name “data in sites”
in the table I. The output of a mapper is for instance the set of
pairs (id, info1), (id, info2), with the same id as a reference
for a cluster. Each mapper works on different clusters.

The shuffle phase is automatic as illustrated in the Table
V : it consists of putting together all the pairs issued by the
map functions. That means:

• for the cluster id1 in entry: the pairs (id1, info11),
(id1, info12) becomes (id1, < info11, info12 >);

• for the cluster id2 in entry: the pairs
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(id2, info21), (id2, info22) returns (id2, <
info21, info22 >)

• for the cluster id3 in entry: the pairs
(id3, info31), (id3, info32) becomes (id3, <
info31, info32 >).

TABLE V. THE SHUFFLE PHASE

Pairs issued by the map functions (in entry) Results after the shuffle phase
(id1, info11), (id1, info12) (id1, < info11, info12 >)
(id2, info21), (id2, info22) (id2, < info21, info22 >)
(id3, info31), (id3, info32) (id3, < info31, info32 >)

The reduce functions will work on the pairs in the Table
V resulting of the shuffle phase, as illustrated in Algorithm 4.

Algorithm 4: function reduce(Docid idCluster, Iter-
ator value)

Result: the pairs in the form
(k,< v1, v2, ..., vn−1, vn >)

result : String ;
result ← ””;
for each vi in value do

result= result+” ”+v ;
end
emit(result);

Finally, the outputs of all the reduce functions will give
three groups of data such as, info11 + info12, info21 +
info22, info31 + info32, representing information related to
the presence of the value d.

IV. SIMULATION AND DISCUSSIONS

This section deals with method applications in referring
to drugs management in pharmacies as the case study of the
problem specification.

Consider data about drugs in pharmacies, spread over the
territory. The question is to find out the nearest pharmacies
(or drugstores) accordingly to the initial position of an Object
O with coordinates (xO, yO), requesting data research in a
region.

The number of clusters 8i will increase easily in each
iteration i (for instance for i going 1 to n): the value 8i
corresponds to a linear function that will lead to more clusters
with i increasing. If the object O is localized in a cluster in one
of the extremities of the region, the worst case will consist of
finding out data related to the value d in the others extremities
of the region. Consider F0(xO, yO) =(0,0), the corresponding
cluster reference.

It will be better that the structure of cluster references in the
database follows 8-neighborhood, to facilitate data research in
the database and to allows speedily the response to any request.
The relation of 8-neighborhood between two clusters is obvi-
ously reflexive and symmetric. Thus, two clusters linked by
8-neighborhood might be juxtaposed in the database structure.
that will be of course difficult because the position of the object
O is not definitively fixed for all the requests sent by users.
But to overcome this, we have built a cluster list (precisely a

type list < Cluster >), in doing research on cluster references
in the memory Table II, as illustrated in Algorithm 1 with the
function getClusterofPackage(i, m).

Moreover, there are several nosql databases such as Mon-
godb, Hbase, Cassandra, CouchDB, Couchbase, Neo4j, Ori-
entDB, Oracle Graph, and Big table in [22] that might be
used to store GIS data, as mentioned in the previous table I.
But, here we have decided to use Mongodb as the database
layer and to connect finally spark on Mongodb to realize
implementation of the map-reduce algorithm.

Simulation considers a NoSQL database under the spark
layer and is based on a computer with the following charac-
teristics:

• the layers spark, NoSQL database (Mongodb) installed
in localhost;

• memory: 3,7 GB

• processor: Intel® Celeron(R) CPU B830 1.80 GHz ×
2

• graphic card: Intel® HD Graphics 2000

• operating system: Ubuntu 18,04 LTS 64 bits

Consider cluster references and site references in the Table
VI, specializing the Table I, and saved in a mongodb database.

Moreover, we establish a link between data in the Table VI
and its associated region in the Table VII through the foreigner
key “region name”: the database will contain only two tables.

Cluster references and database sites references are obvi-
ously fixed, like the region name and its image.

Dataset is constituted by data extracted from the list of
drugs from Hospitals in Cameroon in [21]. Generally, pharma-
cies provide the same drugs. Redundancy on the drugs names
and its specification area will appear in the database. Then,
we have decided to repeat data in the Table VI for different
clusters to have more than 100 tuples: here, the Table VI is
just a sample of real data in the database.

TABLE VI. TABLE OF DRUGS

Region name Cluster Ref Site Ref Pharmacy Drugs Specif quantity
belle-ville (0, 0) (0,1) soudia amoxiline 500mg 40
belle-ville (0,0) (0,1) soudia amoxiline 400mg 40
belle-ville (0,0) (0,1) soudia amoxiline 300mg 40
belle-ville (0,0) (0,1) soudia amoxiline 200mg 40
belle-ville (0,0) (0,1) soudia amoxiline 100mg 40

TABLE VII. TABLE OF REGIONS

Region name images
belle-ville image blob

The architecture used for implementation consists of three
layers (mongodb, spark and python application) as defined by
the Table VIII, specializing the layers, proposed in the Table
III.

A spark connector allows connection between spark and
mongodb to get dataframes from mongodb for visualisation
in python application. A sample of codes in python is imple-
mented in Fig. 7 and gives for instance the following results:
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TABLE VIII. ARCHITECTURE WITH A NOSQL DATABASE

Python application
Spark

Mongodb

Fig. 7. A Sample of Codes in Python

{{“Information”: {“Pharmacy”: “Escale”, “Produits”: “Mor-
phine”, “Specification”: “500mg/ml”, “Reference”: “(0,1)”}},
“value”: 33.0}.

We are interested in time evaluation between the sequential
research step by step on selected clusters near the localized
cluster and the parallelism research simultaneously on the same
clusters. As mentioned in the data Table IX and its related
Fig. 8, experimental results show a large difference between
the curves of sequential execution and parallel execution in
considering the time taken for data research and the number
of clusters: The parallel execution of different clusters with
the map-reduce algorithm brings interesting improvement of
processing time, giving possibilities of speed responses to
users.

We notice that, in Table IX and in Fig. 8, time is evaluated
on each group, defined by the same drug name: that means
each groupi corresponds to an unique (drugname)i.

TABLE IX. TIME EVALUATION IN MILLISECOND (MS) WITH A NOSQL
DATABASE

Group N° 1 2 3 4 5 6 7 8 9 10
Clusters found 10 20 30 40 50 60 70 80 90 100
Sequential 0.4994 0.524 0.5409 0.58790 0.7335 0.8577 0.9989 1.132 1.2859 3.5537
Parallel 0.4897 0.5294 0.565 0.5004 0.4906 0.4831 0.4898 0.5099 0.5205 0.5333

Fig. 8. Time Evaluation (in millisecond) Through the Curves of Sequential
Research and Parallel Research with Spark

On the other hand, a newsql database could be substitued to
a nosql database, to integrate performance of newsql databases

such as viz, VoltDB, MemSQL and NuoDB. Because, newsql
databases conserve the power of nosql databases such as
horizontally scalable, highly available and take into account
ACID properties, SQL support for SQL databases, accordingly
to Irina Astrova and others in [20]. In this case, implementation
will consider the layers MemSQL, Spark and Python applica-
tion: spark will be connected on MemSQL through a con-
nector. Details on comparisons with time evaluation between
MemSQL and Mongodb will be studied in perspectives.

V. CONCLUSION AND PERSPECTIVES

A GIS database structure has been proposed in taking
into account a meshing technique based on a quasi affine
application in order to get a regular grid and to identify
clusters. A NoSQL database table has been established as
the implementation of data clustering. Proposed data research
uses a limited number of clusters in entry to the map-reduce
algorithm, to improve processing time.

Experimental results reveal effectively an improvement of
processing time with the parallel execution on selected clusters
around the central cluster through the map-reduce algorithm
than the sequential execution on the same clusters.

In perspectives, the remaining questions will concern others
meshing techniques to create new clusters and to undertake
new concepts related to neighborhood through establishment
of distance definitions and in taking others criteria such as
modelization of presence of roads near the region.

The regular grid leads to empty clusters with no data inside.
In the future works, as an alternative to alleviate this problem,
we will study the case of irregular grids adapted to real data
in the database sites to eliminate empty clusters in the central
database. We will analyze strategies to transform a regular grid
to an irregular grid to avoid empty clusters.

Comparisons between the layers Mongodb and MemSQL
through spark connector and python application will be ana-
lyzed with time evaluation to determine the best alternative in
data research.

The future works will explore in more details the appli-
cations of this framework to others fields such as Finance,
Education and Shopping.
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ciel de génération automatique de maillages, 9e Colloque national en
calcul des structures, CSMA, May 2009, Giens, France. hal- 01413781
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Abstract—The stylization of pitch contour is a primary task
in the speech prosody for the development of a linguistic model.
The stylization of pitch contour is performed either by statistical
learning or statistical analysis. The recent statistical learning
models require a large amount of data for training purposes
and rely on complex machine learning algorithms. Whereas, the
statistical analysis methods perform stylization based on the shape
of the contour and require further processing to capture the voice
intonations of the speaker. The objective of this paper is to devise
a low-complexity transcription algorithm for the stylization of
pitch contour based on the voice intonation of a speaker. For
this, we propose to use of pitch marks as a subset of points
for the stylization of the pitch contour. The pitch marks are the
instance of glottal closure in a speech waveform that captures
characteristics of speech uttered by a speaker. The selected subset
can interpolate the shape of the pitch contour and acts as a
template to capture the intonation of a speaker’s voice, which can
be used for designing applications in speech synthesis and speech
morphing. The algorithm balances the quality of the stylized
curve and its cost in terms of the number of data points used.
We evaluate the performance of the proposed algorithm using
the mean square error and the number of lines used for fitting
the pitch contour. Furthermore, we perform a comparison with
other existing stylization algorithms using the LibriSpeech ASR
corpus.

Keywords—Pitch contour; pitch marking; linear stylization;
straight-line approximation

I. INTRODUCTION

Speech prosody represents the pitch contour of a voice
signal and can be used for the construction of linguistic models
and their interaction with other linguistic domains, such as
morphing and speech transformation [1]. In addition, the pitch
contours are used for learning generative models for text-to-
speech synthesis applications [2], language identification [3],
emotion prediction and for forensics research [4]. Researchers
have also used pitch and intensity of sound for predicting the
mood of a speaker [5]. In order to remove the variability in
the pitch contour, stylization is used to encode the contour
into meaningful labels [6] or templates [7] for speech syn-
thesis application. According to [8], stylization is a process
of representing the pitch contour of the audio signal with a
minimum number of line segments, such that the original pitch
contour is auditorily indistinguishable from the re-synthesized
pitch contour.

Broadly, the stylization of pitch contour either uses sta-
tistical learning or statistical analysis models. In statistical
analysis models, the pitch contour is decomposed into a
set of previously defined functions such as polynomial [9],

[10], parabolic [11], and B-splines [12]. In addition, low-pass
filtering is also used for preserving the slow time variations
in the pitch contours [6]. Recently, researchers have studied
the statistical learning models, using hierarchically structured
deep neural networks for modeling the F0 trajectories [13] and
sparse coding algorithm based on deep learning auto-encoders
[14]. In general, the statistical learning models require a
large amount of data and uses complex machine learning
algorithms for training purposes [13], [14]. On the other hand,
the statistical analysis models decompose the pitch contours
as a set of functions based on the shape and structure of
the contour that requires further processing to capture voice
intonations of the speaker [9]–[12], [15]. Table I summarizes
the algorithms proposed for the stylization of pitch contour.
Many successful speech applications use piecewise stylization
of the pitch, including the study of sentence boundary [16],
dis-fluency [17], dialogue act [18], and speaker verification
[19].

In this paper, we use statistical analysis for piecewise
decomposition of the pitch contour using the instance of glottal
closure or pitch marks to stylize the pitch contour as well as
capture the intonation of the speaker’s voice. As mentioned
above, the previous works based on the statistical analysis
approach [6], [9]–[12], mainly consider the shape and structure
of the contour for stylization. For example, [12] use best-fit
B-splines to define the segments of a pitch contour, and [11]
uses parabolic functions to approximate the pitch contour. In
contrary to these approaches, in this paper, we try to model the
instances of glottal closure (pitch marks) of the source speaker.
An advantage of the proposed approach is that the pitch marks
can be used directly as templates for speech synthesis or speech
morphing, making the approach suitable for various real-time
applications.

The piecewise stylization approximates the pitch contour
using K subset points. That is, if we let {yn}Nn=1 to be
the pitch at each instant of time in a speech signal then
the piecewise stylization can be defined using function 1,
where g(y) is the stylized pitch, ai and bi are the slope and
intercept of each line at each y time instant and K is the
subset size required for the stylization of the speech signal.
In this paper, we select the pitch marks as a subset of points
for the reconstruction of the pitch contour. These pitch marks
are selected to fit the pitch contour for capturing large-scale
variations. For this, we propose an algorithm using pitch marks
as the subset points for the stylization of the pitch contour. The
proposed algorithm can be used for retrieving the pitch marks
from the voiced region of a pitch contour. In addition, it can

www.ijacsa.thesai.org 636 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 3, 2021

Signal Pitch Contours

Linear Stylization Pitch Marks on Raw Pitch

Auto
Correlation

Pitch Marks

Fig. 1. Block Diagram of Proposed Method.

stylize the voiced and unvoiced region of the contours after
pitch smoothing, which can be apt for applications mentioned
above and for text-to-speech conversion [24], [25]. The general
flow of the proposed methodology on a smoothed pitch contour
is shown in Fig. 1. As shown in the figure, the approach
uses auto-correlation to detect pitch and uses median filtering
with length-3-window to remove sudden spikes to generate the
corresponding pitch contour. This is used for extracting the
pitch marks and to approximate the pitch contour using linear
interpolation. The number of the linear segment depends on
the number of pitch marks in the speech signal.

g(y) =

K−1∑
i=1

i+1∑
j=i

(aiyj + bi) (1)

The proposed work is closely related to [10], [15]. In
[10], the authors discuss a computationally efficient dynamic
programming solution for the stylization of pitch contour.
The approach calculates the MSE (mean square error) of the
stylized pitch by predetermining the number of segments K
using [15]. The authors in [15], use Daubechies wavelet (Db10)
to perform a multilevel decomposition of the pitch contour
and use third-level decomposition to extract the number of
extremes (K) for the stylization. The choice for the third level
is based upon the empirically tested results, which show the

best result for 60% of the cases. However, for the same data
29% of the cases show better results for higher wavelet decom-
positions or fewer segments, and 11% of the cases have better
performance for second level decomposition. On contrary, in
our approach, the number of segments is determined by the
intonation of the speaker’s voice and no pre-determination is
required for the same. That is, the number of segments required
for pitch stylization is neither pre-determined nor depends
on any empirical result. The algorithm computes the optimal
number of segments based on the change in the pitch trajectory
of the speaker.

To understand the performance of the proposed algorithm,
we analyze matrices such as mean squared error (MSE) and
the number of line segments (K) used for stylization. For our
analysis, we use voice samples from the LibriSpeech ASR
corpus [26] and the EUSTACE speech corpus [27] to compare
the performance with [15]. The experimental results show that
in comparison to [15], the proposed methodology uses less
number of lines (K) to represent the pitch contour of a speech
signal. Also, the proposed approach has a lower MSE, in
comparison to stylization via wavelet decomposition [15].

The rest of the paper is organized as follows. Section II
presents the related work. Section III presents the methodology
of the proposed piecewise linear stylization approach. In
Section IV, we discuss the experimental setup and simulation
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TABLE I. SUMMARY ON EXISTING WORK ON PITCH CONTOUR STYLIZATION

Works Approach Algorithm Application

Xiang Yin et.al.
[2016] [13]

Stat.
Learning

Hierarchically structured deep
neural networks

Statistical parametric speech synthesis

Nicolas Obin et.al,
[2018] [14]

Stat.
Learning

Deep Auto-Encoders Learning pitch templates for synthesis
and voice conversion.

J’t Hart el.at. [1991]
[11]

Stat.
Analysis

Piecewise stylization Parabolas’s adequate for F0
approximations

Daniel Hirst el.at.
[1993] [12]

Stat.
Analysis

Stylization using quadratic spline
function

Coding and synthesis of curve used for
different languages.

D’Alessandro el. at.
[1995] [20]

Stat.
Analysis

Perceptual model of intonation Prosodic analysis and speech synthesis

Nygaard el.at. [1998]
[9]

Stat.
Analysis

Piecewise polynomial
approximation

Electrocardiogram (ECG)

Dagen Wang el. at.
[2005] [15]

Stat.
Analysis

Piecewise stylization via wavelet
analysis

Pitch stylization for spoken languages

Prashant K. Gosh
el.at.[2009] [10]

Stat.
Analysis

Polynomial approximation via
dynamic programming

Pitch stylization

Origlia A.
el.at.[2011] [21]

Stat.
Analysis

Divide and conquer approach Pitch stylization

Yadav O. P.
el.at.[2019] [22]

Stat.
Analysis

Piecewise approximation via
Chebyshev polynomial

Electrocardiogram (ECG)

Yadav O. P.
el.at.[2019] [23]

Stat.
Analysis

Chebyshev nodes used for
Lagrange interpolation

Electrocardiogram (ECG)

This paper Stat.
Analysis

Piecewise approximation via Pitch
Marks

Pitch stylization

results. Finally, Section V concludes the paper.

II. RELATED WORKS

Pitch Stylization is the process of retrieving pitch contours
of an audio signal using linear or polynomial functions,
without affecting any perceptually relevant properties of the
pitch contours. Broadly, the stylization of pitch contour either
uses statistical learning or statistical analysis models. Table
I, summarizes the stylization algorithms to show the current
state-of-art. In the following, we discuss these approaches in
detail.

A. Stylization using Statistical Learning

Recently, researchers used statistical learning models for
pitch contour stylization. In [13], the author uses deep neural
networks (DNN) to consider the intrinsic F0 property for
modeling the F0 trajectories for statistical parametric speech
synthesis. The approach embodies the long-term F0 property
by parametrization of the F0 trajectories using optimized dis-
crete cosine transform (DCT) analysis. Two different structural
arrangements of a DNN group, namely cascade, and parallel,
are compared to study the contributions of context features
at different prosodic levels of the F0 trajectory. The authors
in [14] propose a sparse coding algorithm based on deep-
auto encoders for the stylization and clustering of the pitch
contour. The approach learns a set of pitch templates for
the approximation of the pitch contour. However, both these
approaches use a large data set for training and may not be
applicable for stylizing unknown audio samples.

B. Stylization using Statistical Analysis

In contrary to the previous approaches, statistical analysis
models have low computational complexity and can be used
for unknown audio samples. This is a well-studied technique
for stylization and researchers are actively proposing newer

methods for optimally approximating signals. In [11], authors
introduce the concept of piecewise approximation of F0 curve
using fragments of a parabola and perform stylization of the
contour via rectilinear approximation. Similarly, authors in
[12], propose a model for the approximation of fundamental
frequency curves that incorporates both coding and synthesis
of pitch contours using quadratic spline function. The model
is applied for the analysis of fundamental frequency curves in
several languages including English, French, Spanish, Italian
and Arabic. The author in [20] discuss a new quantitative
model of tonal perception for continuous speech. In this, the
authors discuss automatic stylization of pitch contour with
applications to prosodic analysis and speech synthesis.

In [9] the authors discuss piecewise polynomial approx-
imation for the ECG signals. The paper uses second-order
polynomials for reconstructing the signal with minimum error.
The authors show that the method outperforms the linear inter-
polation method in various cases. The concept of polynomial
interpolation is applied for the pitch contour stylization in
[10]. The paper proposes an efficient dynamic programming
solution for the pitch contour stylization with the complexity
of O(KN2). It calculates the MSE (mean square error) of the
stylized pitch by predetermining the number of segments K
using [15]. The authors in [15], use Daubechies wavelet (Db10)
to perform a multilevel decomposition of the pitch contour
and use third-level decomposition to extract the number of
extremes (K) for stylization. The choice for the third level is
based upon the empirically testing, showing the best result for
60% of the cases. For remaining cases, 29% shows the better
result on higher wavelet decompositions or fewer segments,
and 11% of the cases have better performance for second
level decomposition. The author in [21] proposes a divide and
conquer approach for pitch stylization to balance the number
of control points required for the approximation. Recently, in
[22], authors used bottom-up time series for the segmentation
of the signal, and the restoration is performed using the
Chebyshev polynomials. An improvement to the approach
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Fig. 2. Pitch Detection.

is proposed by the authors in [23], where the Chebyshev
nodes are used for the segmentation of the signal and the
approximation is performed using Lagrange interpolation.

C. Summary

In the proposed algorithm, we use statistical analysis for
stylization. Unlike previous works, the number of segments
is determined by the intonation of the speaker’s voice and
no pre-determination is required for the same. That is, the
number of segments required for pitch stylization is neither
pre-determined nor depends on any empirical result. The
algorithm computes the number of segments based on the
changes in the pitch trajectory of the speaker. The pitch marks
are used for the linear stylization of the contour. The purpose of
choosing pitch marks as the subset is to capture the intonation
of the speaker in the pitch contour, which can further be used
for various other applications like voice morphing, dubbing
and can also act as an input to [9].

III. PROPOSED METHODOLOGY

The process of pitch stylization is divided into three steps:
(1) pitch (F0) determination, (2) pitch marking, and (3) linear
stylization. In the following, we discuss these steps in detail.

A. Pitch Determination

Pitch determination is a process of determining the fun-
damental frequency or the fundamental period duration [28].
Pitch period is directly related to speaker’s vocal cord and
is used for speaker identification [4], emotion prediction [5],
real-time speaker count problem [29]–[31]. This is one of the
fundamental operations performed in any speech processing
application. Researchers have proposed various algorithms for
pitch determination, including YAAPT [32], Wu [33], SAcC
[34]. However, in this paper, we are using the auto-correlation
technique for the same.

Fig. 3. Zero Crossing Points.

For pitch determination, we first perform low-pass filtering
with a passband frequency of 900 Hz. As the fundamental fre-
quency ranges between 80-500 Hz, the frequency components
above 500 Hz can be discarded for pitch detection. In order
to remove the formant frequencies in the speech signal and
to retain the periodicity, center clipping is performed using
a clipping threshold (CL) [35]. We choose 30% of the max
amplitude as CL. We use equation 2 for center clipping, where
x(n) is speech signal and cc(n) is the center clipped signal.

cc(n) =

{
x(n)− CL if x(n) > CL
x(n) + CL if x(n) < −CL

(2)

Furthermore, the energy of the center-clipped signal can be
evaluated using equation 3. This can be used for determining
the voiced and unvoiced regions in the pitch contour.

Es =

N∑
n=1

|x(n)|2 (3)

Finally, we use the autocorrelation method to detect the
periodicity of a speech signal. The frame size used for pitch
estimation is 10 ms. For a speech signal, autocorrelation
measures the similarity of the signal with itself with a time
lag. Given a discrete-time speech signal x(n), n ∈ [0, N − 1]
of length N and τ as the time lag, the autocorrelation can be
defined as the following.

R(τ) =

N−1−τ∑
n=0

x(n)x(n+ τ) τ ∈ [0, 1, . . . , N − 1] (4)

We compare the energy Es to the maximum correlation
value, to determine the pitch of the frame. Fig. 2 gives the
flowchart of the steps followed. This step generates the pitch
contour pcont corresponding to a speech signal.

B. Pitch Marking

A pitch mark can be defined as an instance of the glottal
closures in a speech waveform. Previously, researchers have
used pitch marks for various applications, such as voice trans-
formation and pitch contour mapping [36]. However, in this
paper, we are using pitch marks for pitch contour stylization.
The following steps are used for generating the pitch marks.
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(a) Pitch Contour (b) Pitch Contour after Interpolation

Fig. 4. Smoothed Pitch Contour.

Algorithm 1 Extract Pitch Marks (pstart, pend)

1: Low pass filtering with cutoff frequency 500Hz
2: Reverse the signal again perform low pass filtering
3: High pass filtering with cutoff frequency 150Hz
4: Reverse the signal again perform high pass filtering
5: The delta function is used to differentiate the filtered

signal.
6: The delta signal is again double low pass filtered to remove

any noise or phase differences.
7: find the zero crossing points.

Algorithm 2 Pitch Marking for Voiced Region

1: Extract voiced (Pv) and unvoiced (Puv) segments from
the pitch contour

. For each ith segment 2i is the starting point and
2i+ 1 is the end point

2: for each i-th voiced segment in (Pv) do
3: pstart = get start point(i)
4: pend = get end point(i)
5: Sv = Extract pitch marks (pstart, pend)
6: end for
7: for each i-th unvoiced segment in (Puv) do
8: pstart = get start point(i)
9: pend = get end point(i)

10: Suv ← Append pstart, pend to the list.
11: end for
12: pitchMarks← MERGE (Sv, Suv) . Merge two sorted

lists in O(n)

Algorithm 1, is used for pitch marking. In the algorithm, we
first perform low pass double filtering. It is a process where the
first filtered waveform is reversed and fed again to the filter to
diminish the phase difference between the input and output of
the filter. Subsequently, double high pass filtering is performed
to lessen the phase shifts, followed by the application of
the delta function for differentiating the filtered signal. The
delta signal is again passed through a double low pass filter

Algorithm 3 Pitch Marking after Smoothing

1: smooth pcont← ptch fix(pcont)
2: fsize←size of the frame, fs ∗ t
3: nof ← number of frames of frame size fsize
4: temp← 0
5: for i← 1 to nof do
6: range← temp+ 1 : temp+ fsize
7: pitchMarks ← find pitch marks in each frame from
smooth pcont(range)

8: temp← temp+ fsize
9: end for

to remove any noise or phase differences. The zero-crossing
points are considered as the pitch marks. Zero crossings are
points where the signal changes from positive to negative or
vice-versa. Fig. 3 marks the zero-crossing points of a simple
sine wave.

The pitch marks are a compact representation of the pitch
contour. By knowing the position of pitch marks, a very
accurate estimation of f0 contour can be obtained, which can
be further utilized for various speech analysis and processing
methods [37]. Next, we use Algorithm 1 for determining the
pitch marks from the pitch contour (pcont) for the following
two cases.

1) Pitch marking for voiced region: In this approach, we
extract the pitch marks from the voiced regions. The classifica-
tion of the voiced and unvoiced regions can be determined by
using the values of pcont, as the unvoiced regions are marked
by zero pitch values. Fig. 4 shows the voiced and the unvoiced
regions in the pitch contour. The unvoiced region is marked
by black arrows and has zero value. On the other hand, the
non-zero values represent the voiced regions, where the pitch
marking is performed. For each unvoiced region, we store the
first and the last data points in the pitchMarks. The steps
followed for pitch marking are shown in Algorithm 2. In the
algorithm, for each ith voice segment, we extract the pitch
marks using Algorithm 1. The extracted pitch marks of the
voiced region are stored in Sv (step 5). Similarly, the starting
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Algorithm 4 Linear Stylization Algorithm

1: i← 1
2: while i <= length(pitchMarks)-1 do
3: slopes(i)← slope of the points i and i+ 1
4: i← i+ 1
5: end while
6: for i← 1 to length(slopes) do
7: p← pitchMarks(i)
8: q ← pitchMarks(i+ 1)
9: k ←1

10: for p to q do
11: y = slope(i) ∗ k + p
12: k ← k + 1
13: end for
14: y is the stylized pitch contours
15: end for

and end time instance of the unvoiced regions are stored in Suv
(step 10). Finally, the two lists, i.e., Sv and Suv are merged.
As the lists are sorted, the run-time complexity for merging is
O(n), where n is the maximum number of elements in both
lists.

2) Pitch marking after smoothing: Above, the pitch marks
are extracted only from voiced frames. As an extension,
the unvoiced regions in the pitch contour are interpolated
to generate a smoothed pitch contour. The shape-preserving
piecewise cubic interpolation is performed in each segment and
then median filtering is performed to get the new pitch contour.
Fig. 5 shows the smoothed pitch contour. The generated pitch
contours are segmented and pitch marks in each segment are
stored. The steps followed for pitch marking are shown in the
Algorithm 3. In the algorithm, we perform framing to extract
the pitch mark from each frame, where t is the frame size.
The main difference between the two approaches is that in the
first approach the pitch marking is performed in each voiced
region which is of variable length, on the other hand in the
second approach the pitch marking is performed in fixed-size
frames which gives a better approximation of the pitch contour
as seen in the results.

The calculated pitchMarks is the input for linear styliza-
tion, discussed below.

C. Linear Stylization

In this, we approximate the stylized pitch contour us-
ing linear functions. The linear stylization is done using
pitchMarks. First, we calculate the slope between two con-
secutive pitch marks using equation 5, where m is the slope
and (x1, y1) and (x2, y2) are coordinates of the two consecutive
pitch marks. The number of slopes generated is equal to the
number of straight lines (K) needed to approximate the pitch
contours of a speech signal.

m =
y2 − y1
x2 − x1

(5)

Next, the intermediate pitches, called stylized pitches,
between two consecutive pitch marks are calculated using the
straight-line equation. Algorithm 4 shows the detailed steps of

TABLE II. MSE COMPARISON

Samples
Mean Squared Error (MSE)

Stylization via Wavelet [15] Algorithm 2 Algorithm 3
1272-135031-0009.flac 3883.70 118.40 11.19
1272-135031-0010.flac 2999.80 89.30 2.60
1272-141231-0002.flac 1932.80 7192.80 1.17
1462-170138-0000.flac 2941.00 8451.40 19.64
2035-147961-0000.flac 1428.50 3124.50 32.12
422-122949-0025.flac 1669.20 6645.30 6.27
1673-143396-0004.flac 2911.50 17382.00 24.45
2035-152373-0013.flac 3055.50 3471.60 16.32
2803-161169-0009.flac 860.37 4766.20 0.67
7850-73752-0003.flac 1201.70 13129.00 6.64

Linear Stylization. In the algorithm, we use k to generate the
intermediate points between two pitch marks.

IV. EXPERIMENT AND RESULTS

For the experimental evaluation, we use voice samples
from the LibriSpeech ASR corpus [26]. LibriSpeech is a
corpus of English speech containing approximately 1000 hours
of audio samples of 16kHz, prepared by Vassil Panayotov
with the assistance of Daniel Povey. The data is derived
from audiobooks (part of LibriVox project) and is carefully
segmented and aligned. We test the voice samples for both
Algorithm 2, 3 and compare our results with the previously
proposed methodology [15]. We use Edinburgh Speech Tools
Library for pitch marking [38]. We use the ptch fix function
which is a part of YAAPT pitch tracking Algorithm [39], to
perform the pitch smoothing.

A. Comparison using MSE

Linear stylization approximates the original pitch contour
using subset points, the parameter used to test the accuracy
of the approximation is mean squared error (MSE). The lower
values of MSE suggest a better approximation of the original
pitch contours. The stylized pitch contour generated by the
proposed algorithms is shown in Fig. 5. Fig. 5a, shows the
pitch marks retrieved from the voiced region of the pitch
contours. The pitch marks retrieved from smoothed pitch
contour are shown in Fig. 5b.

Table II, shows a comparison between the three approaches.
From the table, the MSE of Algorithm 2 is higher than
the previously proposed speech stylization methodology using
wavelet analysis [15]. This is because, in [15] the change
points are extracted from each frame, whereas an Algorithm 2
the pitch marks are extracted from the complete signal, without
framing of the pitch contour. However, for Algorithm 2, the
MSE is considerably low compared to the [15], as the pitch
marks are extracted for both voiced and unvoiced regions from
each frame. The second approach of stylization yields better
results than [15]. This gives a perception that the subset points
extracted via pitch marks give better approximations. The
average of the corpus is given in Fig. 6, in the figure we plot
the values of MSE at log scale to give better representation.

B. Comparison using Subset Size(K)

The efficiency of the algorithm is tested using the number
of segments (K), as K is directly proportional to the number of
intermediate points generated. It is evident from the Algorithm
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(a) Pitch Marking for Voiced Region (b) Pitch Marking after Smoothing

Fig. 5. Original Pitch Contour and Stylized Pitch Contour for Audio Sample “1272-135031-0009.flac [26]”.

Fig. 6. The Average Mean Square Error by the Three Algorithms.

4 that the more the number of segments in the linear stylization
process more is the time complexity. The number of segments
K in the stylized pitch contours generated by the proposed
algorithms is shown in Fig. 8. Fig. 8a and 8b, shows the
segments obtained by using Algorithm 2 and 3, respectively.

Table III, shows the number of segments generated by the
proposed algorithms and compares the same with [15]. The
table shows that the proposed algorithms need less number of
line segments for the stylized pitch contour in comparison to
[15]. For all cases, we find that there is a significant difference
in the number of line segments K generated by the proposed
approach in comparison to [15]. The average result of the
complete corpus is given in Fig. 7, the results show that on
average 82.97% less is the subset size.

C. Comparison of the Proposed Algorithms

Finally, we compare the number of line segments (K) and
the MSE of the proposed algorithms. The number of segments

TABLE III. COMPARISON OF K

Samples
No. of lines

Stylization via Wavelet [15] Algorithm 2 Algorithm 3
1272-135031-0009.flac 730 135 250
1272-135031-0010.flac 3656 725 1121
1272-141231-0002.flac 4454 920 1664
1462-170138-0000.flac 4574 1518 2714
2035-147961-0000.flac 4454 2300 3338
422-122949-0025.flac 5568 1159 2165
1673-143396-0004.flac 7225 2827 4316
2035-152373-0013.flac 5681 3144 4860
2803-161169-0009.flac 10189 1948 3007
7850-73752-0003.flac 10382 2873 4970

K, is significantly large when the pitch marks are retrieved
from voiced and unvoiced regions after pitch smoothing, Fig.
9. The reason for this is framing, the segments are extracted
from each frame which results in a better approximation of the
original pitch contour. We can also see from Fig. 10 that mean
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Fig. 7. The Average Subset Size by the Three Algorithms.

(a) Pitch Marking for Voiced Region (b) Pitch Marking after Smoothing

Fig. 8. Number of Segments K for Audio Sample “1272-135031-0009.flac [26]”.

square error reduces with an increase in the subset points. The
results show that the approach that extracts the pitch marks
both from voiced and unvoiced regions using framing is better
in terms of MSE, but the complexity of the same is more.

V. CONCLUSION

The paper proposes two stylization approaches of pitch
contour using linear functions. The subset of points used
for stylization is the pitch marks on the pitch contour. The
pitch marks capture the voice intonation of a speaker. The
experimental results show that the proposed algorithms need
fewer line segments (K) to approximate the stylized pitch
contour with a low mean squared error. The results show
a better approximation of the pitch contour using the pitch
marks in comparison to the change points selected in the
wavelet decomposition. First, the pitch marks are extracted
from the voiced region of the pitch contours. Further, as an
extension, we consider both voiced and unvoiced regions in

the pitch contour to retrieve the pitch marks after performing
pitch smoothing. The approximation result is better for the
latter approach. In the future, we intend to test the proposed
algorithm for more voice samples and apply it for real-
time applications like voice morphing, templates to speaker
recognition, etc.
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Abstract—Growth in the data processing industry has 
automated decision making for various domains such as 
engineering, education and also many fields of research. The 
increased growth has also accelerated higher dependencies on the 
data driven business decisions on enterprise scale data models. 
The accuracy of such decisions solely depends on correctness of 
the data. In the recent past, a good number of data cleaning 
methods are projected by various research attempts. 
Nonetheless, most of these outcomes are criticized for higher 
generalness or higher specificness. Thus, the demand for multi-
purpose, however domain specific, framework for enterprise 
scale data pre-processing is in demand in the recent time. Hence, 
this work proposes a novel framework for data cleaning method 
as missing value identification using the standard domain length 
with significantly reduced time complexity, domain specific 
outlier identification using customizable rule engine, detailed 
generic outlier reduction using double differential clustering and 
finally dimensionality reduction using the change percentage 
dependency mapping. The outcome from this framework is 
significantly impressive as the outliers and missing treatment 
showcases nearly 99% accuracy over benchmarked dataset. 

Keywords—Standard domain length; domain specific rule 
engine; double differential clustering; change percentage; 
dependency map 

I. INTRODUCTION 
Many enterprises use (probably) use a business data 

architecture that's an aggregation model, covering all of their 
details. Most business data models can be conceptual as well 
as physical. In certain instances, it is self-evident when to 
create a blueprint. Formal models (often, enterprise data 
models) seem to be different, And where what was requested 
has not been completed, or put to use, business use, enterprise 
data models have been abandoned or remain unfinished. The 
root cause of these errors is typically is found in a 
fundamental mathematical error. Initially, it was not obvious 
what issues the data model wanted to address, and it was not 
yet clear what was behind these responses. Setting the 
questions to be asked and the business data model's intent 
allows things obvious when finished data modeling. There is 
the option to build business data models unnecessarily, and 
this causes both cost and time to increase. When problems 
emerge that need more explanation, go back to the business 
data model. the use of an enterprise data model is particularly 
appropriate in the following two cases. The enterprise 
procedures are being changed due to an extensive 
reengineering program. Developing an organizational data 
model in tandem with an enterprise method delivers 

tremendous benefit to the process reengineering process. The 
second implementation in business design is derived from a 
bottom-up method Integration necessitates the use of a logical 
data model to display the overlaps between different 
structures. 

Pre-processing of the dataset is one of the primary tasks in 
any data analytics or data dependent researches or projects. 
The primary component of the pre-processing ensures removal 
and replacement of the outliers, removal and replacement of 
the missing values and sometimes the attribute reductions. 
Also, in some non-trivial situation removal of the critical and 
sensitive information is also part of the pre-processing 
method. The work by H. F. Ladd et al. [1] has clearly 
suggested many case studies where information hiding is 
highly important without missing any other crucial 
information. Nonetheless, the generic datasets, unless related 
to the personalized recommendation systems, come without 
the personal identification information sets. Thus, the primary 
task for any data analyst or a strongly data dependent machine 
learning engineer are to identify and remove or replace the 
outliers or missing values [14]. 

The reduction of the outliers and missing values improves 
the accuracy as proven by many research attempts such as the 
work by T. Calders et al. [2]. Nonetheless, many of the 
parallel research works also have suggested that, removing or 
replacing the outliers or the missing values directly from the 
dataset without much customization can directly lead to loss 
of data and result into incorrect classification or clustering. 
Thus, it is highly important to generate the data pre-processing 
method suitable to domain from which the data is originally 
generated. This belief was initially projected by D. Pedreschi 
et al. [3] in the year 2008. Through many researchers such as 
S. Hajian et al. [4] have always emphasised on the data 
security. 

Realizing the need for the domain specific data pre-
processing and the need for enterprise scale data pre-
processing for domain specific outliers and missing value 
imputation methods, this work formulates a novel multi-
purpose framework for data pre-processing [15]. 

The rest of the paper is formulated such as, in the 
Section II, the parallel research outcomes are critically 
analysed; in Section III the used dataset for this research is 
described; in Section IV the proposed solutions are formulated 
using the mathematical models; in Section V, the proposed 
algorithms based on the mathematical models are discussed; in 
the Section VI the complete framework is elaborated; in the 
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Section VII the obtained results are discussed; in Section VIII 
the comparative analysis is furnished; and finally in 
Section IX, the research conclusion is formulated. 

II. PARALLEL RESEARCH OUTCOMES 
The final outcome of any analytical project is to generate 

the final results in terms of predictions or projections or 
classifications or clustering. Nonetheless, all these outcomes 
solely depend on the cleanness of the data. The cleanness of 
the data primarily refers to the reduction of the missing values, 
outliers and sometimes the noises present in the spatial 
datasets. Hence, a good number of research attempts can be 
seen in order to propose a framework, which is specific in 
nature to reduce the anomalies from the datasets. 

The work by B. Fish et al. [5] has proposed a method to 
reduce the anomalies from the datasets using the confidence 
factors and the confidence metric. This method identifies the 
outliers and missing values from each domain of the dataset 
and in case any attribute domain has more than half of the 
values as anomalies, then the confidence matrix decide, 
whether that specific attribute contributes to the final 
classification of the data. In case, that attribute showcases less 
dependencies, then that specific attribute can be completely 
discarded from the dataset. Regardless to mention, this method 
is criticized for lesser accuracy due to the information loss, in 
spite of the better time complexity. 

Yet another research attempt by M. B. Zafar et al. [6] have 
tried showcasing the effect of anomalies in the final prediction 
from the dataset and up to certain extend, the effects can be 
ignored, and the pre-processing stages can be completely 
ignored. Nonetheless, this work is also highly criticised as this 
method does not suggest any specific boundaries for domain 
specific dataset treatments. 

In the other direction, the work by T. Kamishima et al. [7] 
have showcased that the missing value imputation can be 
completely automated using various machine learning 

methods and the accuracy of this method is also remarkable. 
Nevertheless, this work does not recommend any specific 
method to handle the domain specific anomalies as explained 
in Section IV of this literature. In the same direction, the work 
by M. Hardt et al. [8] has justified the process of weighted 
parameters for reduction of anomalies using equality principle. 
However, during a domain specific pre-processing task, it is 
nearly impossible to identify the weights as equal in the 
dataset. Thus, this work also cannot justify the need addressed 
in this literature. 

Yet another approach by M. Feldman et al. [9] 
recommends that, during a pre-processing task, the knowledge 
from the previous attempts can be utilized to reduce the time 
complexity. Using the recommendations from anomaly 
reduction process from the similar datasets can be utilized on 
the newer datasets and time complexity can be significantly 
reduced. Regardless to mention, generating the similarity 
characteristics from two different datasets are a challenge in 
itself and the added time complexity shall also be considered. 
This thought is confirmed by the work of C. Dwork et al. [10]. 

The two recent research outcomes by Z. Zhang et al. [11] 
and by J. Kleinberg et al. [12] have recommended using the 
backtracking methods, which is also adopted in this literature 
and extended in the Section V. 

Further, with the detailed understanding of the parallel 
research attempts, in the next section of this work, the 
considered dataset for this research is analysed. 

III. DATASET DESCRIPTION 
Master and reference data is necessary to ensure continuity 

across implementations, but it must also be considered scoped 
to prevent data processing consistency. Since most of the 
transaction data is almost invariably moved to data centers and 
monitoring structures, this is predicted to include most 
organizations' data. 

TABLE I. DATASET DESCRIPTION 

Attribute 
Serial # Dataset Attribute Name Attribute Alias Attribute Description Value Range 

1 Employee ID ID Unique identification of the employee  Randomized due to identify hiding  

2 Job Class   JC Job category  Retired, Developer, Tester, Student, Etc. 

3 Age   AGE Age of the employee  18 to 70 Years  

4 Experience   EXP Number of years of experiences  0 to 40 years  

5 Present Skill Sets   SKILLS_NOW List of current skill sets  - 

6 Upgradation Skill Sets   SKILLS_UP List of skill sets, which the employee wants to learn - 

7 Job Satisfaction   JS The level of job satisfaction  0 (Lowest) to 5 (Highest) 

8 Job Change Willing ness   JCHA The desire to change the current job 0 (Lowest) to 5 (Highest) 

9 Project ID PID Project ID Randomized due to identify hiding  

10 Project Duration   DUR Duration of the project In Months 

11 Customer Impression   CI Feedback from the customer 0 (Lowest) to 5 (Highest) 

12 Manager Impression   MI Feedback from the project manager 0 (Lowest) to 5 (Highest) 

13 Team Impression   TI Feedback from the team members (Mean Value) 0 (Lowest) to 5 (Highest) 

14 Project Completion Status   CS Project completion percentage  0 to 100% 
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In order to carry forward, the research proposed in this 
work, the ‘The Public 2020 Stack Overflow Developer Survey 
Results’ [13] is utilized. The description of this dataset is 
furnished here [Table I]. 

Further, based on this domain specific dataset, the 
formulation of the problems is carried out in the next section 
of this work. 

IV. PROPOSED SOLUTIONS: MATHEMATICAL MODELS 
After the critical analysis of the parallel research works 

and identification of the research problems in the previous 
section of this work, in this section of the work, the proposed 
solutions are presented using mathematical models. 

This section primarily focuses on four different pre-
processing methods as identification of the missing values, 
conditional outliers, generic outliers and finally reduction of 
the attributes. 

Lemma 1: The detection of the missing values, using the 
proposed domain count iterative method, reduces the time 
complexity. 

Proof: The domain count of any dataset shall be realized as 
the maximum number of elements without the missing or null 
values. Hence, the maximum count will ensure that the 
maximum number of elements are considered without the 
missing values and in case of all missing values, the complete 
tuple is ignored. 

Assuming that, the total dataset, DS[], is a collection of 
multiple domains, D[], and each domain is again collection of 
multiple data points, Di. Thus, for a n number of domains or 
attributes, the initial relation can be formulated as, 

1
[] []( )

n

i
DS D i

=

= ∑
              (1) 

Also, assuming that each domain is consisting of m 
number of data points, thus, this relation can be formulated as, 

1
[]( )

m

j
j

D i D
=

= ∑                (2) 

Further, assuming that, the methodΦ , is responsible for 
identification of the number of data points without the missing 
or null values. Then,  being the count of data points, this 
proposed function can be formulated as, 

( []( ))D i= Φ                (3) 

Subsequently, the count of data points from each domain 
can be presented as [] and can be formulated as, 

[] []( )D X= ∀                 (4) 

Further, assuming the maximum value from the []
collection isδ , then this can be formulated as, 

[]MAXδ =                   (5) 

Further for domain the count of the number of data points, 
Y, must be compared with the maximum data point count, X, 
using the divide and conquer method as following. 

/2
1

/2 1

[ ],

, ( [ ])2
, ( [ ])2

i
j

i
j i

Iff i

Then Compare i

Else Compare i

δ
δ

δ
=

= +

>

> ∏

> ∏







             (6) 

Henceforth, if the count of data points is less than the 
expected count of the data points in first or second half of the 
domain, then the process must be repeated to identify the 
missing values only in that half of the domain and the process 
shall be repeated iteratively to identify all missing values. 

Further, the time complexity of this proposed method is 
analysed against the generic method. 

Assuming that, a total of k number of iterations has to be 
performed for n number of domains, thus the time complexity, 
T1, can be formulated as, 

1 1 ...2 4
n n nT k= + + +               (7) 

This can be re-written as, 

1 2( log )T O k n=                (8) 

In the other hand, for the similar identification, using the 
generic methods, thus the time complexity, T2, can be 
formulated as, 

2 *T k n=                (9) 

It is natural to realize that 

1 2T T<<              (10) 

Hence, the proposed method for outlier detection 
significantly reduces the time complexity with higher 
accuracy. 

Further, the conditional outliers are addressed and 
resolved. 

Lemma 2: The outliers within the valid range of the data, 
can be removed using the domain specific rule sets. 

Proof: The dataset contains multiple outliers and can be 
residing in the valid range of data. Thus, the domain specific 
outliers must be addressed with the valid set domain specific 
rule engine. 

Assuming that, the domain specific rulesets or rule engine, 
R[], is a collection of individual rules, Ri. Thus, a total 
number of n rules, this relation can be formulated as, 

1
[]

n

i
i

R R
=

= ∑              (11) 

Further, from Eq. 1, the dataset is fetched and validated 
against the ruleset for removal of the outliers as, 
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, []
[] []

, []
Valid DS

R DS
Invalid DS


→  ′

           (12) 

The reduced dataset, []DS ′ shall be identified as domain 
specific outlier reduced dataset. 

The following table defines the initial rulesets, specific to 
this project [Table II]: 

TABLE II. DOMAIN SPECIFIC OUTLIER DETECTION RULESETS 

Rule 
# 

Ruleset Description  

Target Rule Validation Rule Rule Outcome  

1 Job_Satisfaction >=4 Job_Change>=3 Outlier  

2 Job_Satisfaction >=5 Job_Change<=2 Not Outlier  

3 Job_Satisfaction >= 3 Job_Satisfaction 
= Job_Change Outlier  

4 Experience>0  SKILLS_NOW 
is NULL Outlier  

5 Experience>0  SKILLS_NOW 
is NOT NULL Not Outlier  

6 Experience<=0  SKILLS_UP is 
NULL Outlier  

7 Experience=0  SKILLS_UP is 
NOT NULL Not Outlier  

8 Completion_Status is 
High 

Customer_Rating 
is low Outlier  

9 Completion_Status is 
High 

Customer_Rating 
is High Not Outlier  

Further, the generic outliers are addressed and resolved. 

Lemma 3: The Double Clustering method, must be utilized 
to identify the outliers in the dataset. 

Proof: Assuming that the complete dataset is denoted as D 
[] and each attribute in the dataset is assumed to be presented 

as, xA for total of n number of attributes. Hence, the 
following relation can be formed. 

1 2 3[] , , ,.... nD A A A A→< >            (13) 

Here, each and every attribute is considered to have their 
own domain with m number of records each and the data 
elements are denoted as iD , which can be represented as, 

1
[]

m

x i
i

A D
=

=∑              (14) 

Further, the Euclidian distance between the data points can 
be considered as the similarity measure and the total distance 
set is represented as []λ , then, 

1
1

[]
n

i i
i

D Dλ +
=

= −∫             (15) 

Further, the Euclidian distance between the elements of 
[]λ are calculated, 

1

1
1

[]
n

i i
i

λ λ λ
−

+
=

= −∫             (16) 

The new []λ set defines the relation between the elements 
based on their similarities. 

Furthermore, the repetitive iteration of the Eq. 16 can 
measure the similarities with deeper and contextual aspect, 
which can be represented as, 

1
1

[]
n k

k i i
i

λ λ λ
−

+
=

= −∫             (17) 

Thus, based on the similarity measures of Euclidian 
distance of the similarity measures of the elements and the 
Euclidian distance of the similarity measures of the Euclidian 
distances, the final cluster centroids can be calculated as, 

0

[][] []

1

n
k

k

i

C

i i

λλ
λ λ

=

= =

+−
           (18) 

Further, the attribute reduction process is formulated. 

Lemma 4: The domain specific dependency map can build 
the dimensionality reduced dataset. 

Proof: Any two attributes or parameters in the existing 
dataset shall be compared to identify the change percentage in 
the complete domain. The parameters with highest amount of 
change percentages corresponding to the class variable shall 
define the reduced dataset and the parameters with less change 
percentage shall not be part of the final dataset. 

Assuming that, the domain of the class variable, DC[], is 
compared with two attributes, D1[] and D2[], from the actual 
dataset for identification of the change percentages. 
Assuming, Φ is the function responsible for change detection, 
thus this can be formulated as, 

1( [] 1[])DC D nΦ →             (19) 

And,  

2( [] 2[])DC D nΦ →             (20) 

Here, 1n and 2n are the change percentages. 

Considering, 1 2n n<  and DR[] is the reduced dataset, then 
as per the proposed lemma, the DC2[] shall be part of the 
reduced dataset. 

[] 2[]DR DC←              (21) 

Similarly, the dependency map can be created such as 
Table III. 

Here, the dependency map clearly suggests the priority of 
the attributes to be included in the final reduced dataset, as, 

[] 2 3 4 1 5 6 :DR D D D D D D DC← > > > > >          (22) 
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TABLE III. DOMAIN DEPENDENCY MAP 

 D1  D2 D3 D4 D5 D6 DC 

D1 0 8 39 71 75 65 100 

D2 72 0 58 71 74 81 100 

D3 69 27 0 72 73 82 100 

D4 72 55 18 0 74 84 100 

D5 71 3 43 70 0 80 100 

D6 73 24 65 71 73 0 100 

DC 73 24 65 71 73 84 0 

Further, accuracy must be verified with time complexity to 
realize the best possible reduced set. 

In the results section of this work, the time complexity and 
accuracy are analysed for building the final reduced dataset. 

Henceforth, in the next section of this work, the proposed 
algorithms are furnished based on the proposed mathematical 
models of the solutions. 

V. PROPOSED SOLUTIONS: ALGORITHMS 
After the detailed analysis of the problems and formulation 

of the proposed solutions using the mathematical models, in 
this section of the work, the proposed algorithms are furnished 
here in this section of the work. 

Firstly, the iterative missing value replacement algorithms 
are furnished here. 

Algorithm - I: Detection and Replacements of Missing Values using 
Standard Domain Length (DMV-SDL) Algorithm 

Inputs:  
Dataset, DS[] 

Output:  
Final Missing Value Replaced Dataset, DSF[] 

Algorithm:  
Step - 1. Import the dataset, DS[] 
Step - 2. For each attribute in DS[] as DS[i] 

a. Count the non-missing value fields as N[i] 
Step - 3. Find Max(N[i]) as CN 
Step - 4. For each N[i] 

a. If N[i]/2 < CN/2 
b. Then, Check for missing values in DS[i][0] to 

DS[i][(N[i]/2)] and Add DS[i] to DST[] 
c. Else If N[i]/2 > CN/2 
d. Then, Check for missing values in DS[i][(N[i]/2)] to 

DS[i][(N[i])] and Add DS[i] to DST[] 
e. Else,  
f. Mark DS[i] as No Missing Value Fields and Add DS[i] to 

DSF[] 
g. Repeat Step - 4 for CN/n with n from 4 to CN 

Step - 5. For each attribute fields in DST[] as DST[j] 
a. Calculate the domain moving average Avg_DST[j] and 

replace with missing values 
b. Add DST[j] to DSF[] 

Step - 6. Return DSF[] as missing value cleared dataset 

The proposed algorithm is primarily based on the divide 
and conquer method and thus, demonstrates a huge 
improvement in terms of time complexity. 

Also, the proposed algorithm is capable of reducing the 
total rows if all the fields are missing. In measurements, 
ascription is the way toward supplanting missing information 
with subbed values. There are three fundamental issues that 
missing information causes: missing information can present a 
generous measure of predisposition, make the taking care of 
and investigation of the information more challenging, and 
make decreases in efficiency. In other words, when at least 
one quality is absent for a case, most factual bundles default to 
disposing of any case that has a missing worth, which may 
present inclination or influence the representativeness of the 
outcomes. Ascription saves all cases by supplanting missing 
information with an expected worth dependent on other 
accessible data. 

Secondly, the domain specific outlier removal algorithm is 
furnished here. 

Algorithm - II: Outlier Removal using Domain Specific Rule 
Engine (OR-DSRE) Algorithm 

Inputs:  
Dataset, FDS[] 
Rule Engine, RE[] 

Output:  
Outlier Reduced Dataset, FFDS[] 

Algorithm:  
Step - 1. Building the rule engine, RS  

a. Rule 1: Job_Satisfaction >= 4 and Job_Change>=4  
b. Rule 2: Job_Satisfaction <= 2 and Job_Change<=2 
c. Rule 3: Job_Satisfaction = 5 and Job_Change = 5 
d. Rule 4: Job_Change >= 3 and Job_Change >= 

Job_Satisfaction  
e. Rule 5: Experience > 0 and SKILLS_NOW is 

NULL 
f. Rule 6: Experience <= 0 and SKILLS_UP is 

NULL  
g. Rule 7: Completion_Status > 50% and 

Customer_Rating < 3 
h. Rule 8: Completion_Status > 70% and 

Customer_Rating < 4 
i. Rule 9: Completion_Status > 95% and 

Customer_Rating < 5 
j. Rule10 to Rule27: Not included in this paper due to 

page limit constraints  
Step - 2. Import the dataset, FDS[] 
Step - 3. For each attribute in FDS[] as FDS[i] 

a.  If FDS[i][0..n] match (RS) 
b.  Then, Mark as outlier and remove  
c.  Else, Mark FDS[i] in FFDS[] 

Step - 4. Return FFDS[] 
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Abnormalities, or anomalies, can be a difficult issue when 
preparing AI calculations or applying factual methods. They 
are regularly the aftereffect of mistakes in estimations or 
extraordinary framework conditions and in this way don't 
depict the normal working of the basic framework. To be sure, 
the best practice is to actualize an anomaly expulsion stage 
prior to continuing with additional examination. 

Sometimes, exceptions can give us data about confined 
peculiarities in the entire framework; so, the location of 
anomalies is a significant cycle due to the extra data they can 
give about your dataset. 

Thirdly, the generic outlier removal algorithm is furnished 
here. 

Algorithm - III: Double Differential Outlier Detection & Replacement 
(DDOD-R) Algorithm 

Input:  
Dataset, FDS[] 

Output:  
Outlier Replaced Dataset, FFDS[] 

Algorithm:  
Step - 1. Import the dataset, FDS[] 
Step - 2. For each attribute in FDS[] as FDS[i] 

a. Calculate the element difference as DIFF[j] = 
Abs|FDS[i][j] - FDS[i][j+1]| 

Step - 3. For each element in DIFF[] as DIFF[i] 
a. Calculate the element difference as DIFF_Second[j] = 

Abs|DIFF[i][k] - DIFF[i][k+1]| 
Step - 4. Apply k-Mean Clustering for DIFF[] 
Step - 5. Apply k-Mean Clustering for DIFF_Second[] 
Step - 6. Identify the outliers for DIFF_Second[] 
Step - 7. If DIFF_Second[m] is outlier 
Step - 8. Then check,  

a. If DIFF[i][k] is outlier  
b. Then mark FDS[i][j] as outlier  
c. Else if, DIFF[i][k+1] is outlier 
d. Then mark FDS[i][j+1] as outlier  

Step - 9. For each outlier in FDS[i][j] 
a. Calculate the moving average and replace the outliers 

Step - 10. Repeat from Step – 2 until all outliers are detected  
Step - 11. Return the final dataset as FFDS[] 

Clustering or grouping is the errand of collection a bunch 
of items so that objects in a similar gathering are more 

comparative to one another than to those in different clusters. 
It is a fundamental undertaking of exploratory information 
mining, and a typical strategy for factual information 
investigation. 

Fourthly, the attribute reduction algorithm is furnished 
here. 

Algorithm - IV: Change Percentage Oriented Dependency Map 
based Attribute Reduction (CPODM-AR) Algorithm 

Input:  
Dataset, FFDS[] 

Output:  
Reduced Dataset, FFFDS[] 

Algorithm:  
Step - 1. Import the dataset, FFDS[] 
Step - 2. For each attribute in FFDS[] as FFDS[i] 

a. Calculate the change percentage, CDP[i] = FFDS[i] 
with FFDS[0..(i-1)] 

Step - 3. For each element in CDP[i] 
a. If CDP[i] < CDP[i+1] 
b. Then, remove FFDS[i] and calculate the 

Classification accuracy as CA[i] 
c. If CA[i] > CA[i+1] 
d. Then, Assign FFDS[i] to FFFDS[j] 
e. Else, Assign FFDS[i+1] to FFFDS[j] 

Step - 4. Return the final dataset as FFFDS[] 

VI. PROPOSED FRAMEWORK 
After the detailed analysis of the proposed algorithms in 

this section of the work, the proposed framework is furnished 
and discussed [Fig. 1]. 

The dataset for this research is adopted from the stack 
overflow developer survey and identified as one of the 
prominent datasets for enterprise scale research for pre-
processing. 

The dataset is distributed in two parts as employee dataset, 
as described already and project dataset, as described in the 
previous section of the work. 

The proposed framework functions in four phases as in the 
initial phase the missing values from the employee collection 
are reduced and generates the missing value reduced dataset 
for employee collection using the DMV-SDL algorithm. 

 
Fig. 1. Multi-Purpose Data Pre-Processing Framework. 
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The second phase of the proposed framework actually 
performs two different tasks as reduction of the domain 
specific outliers from the employee and the project dataset, 
and further merges the dataset based on the employees’ 
assigned project using the OR-DSRE algorithm. 

In the third phase of the proposed framework, the generic 
outliers are removed using the DDOD-R algorithm from 
merged dataset with employee and project specific outlines. 

In the final phase of the proposed framework, the 
reduction of the attributes is taken care using the CPODM-AR 
algorithm where the validation of the reduction process is 
done using the classification method with the measuring 
parameters as accuracy and time complexity. 

Further, the obtained results from this proposed framework 
are discussed in the next section of this work. 

The dataset for this research is adopted from the stack 
overflow developer survey and identified as one of the 
prominent datasets for enterprise scale research for pre-
processing. 

The dataset is distributed in two parts as employee dataset, 
as described already and project dataset, as described in the 
previous section of the work. 

The proposed framework functions in four phases as in the 
initial phase the missing values from the employee collection 
are reduced and generates the missing value reduced dataset 
for employee collection using the DMV-SDL algorithm. 

The second phase of the proposed framework actually 
performs two different tasks as reduction of the domain 
specific outliers from the employee and the project dataset, 
and further merges the dataset based on the employees’ 
assigned project using the OR-DSRE algorithm. 

In the third phase of the proposed framework, the generic 
outliers are removed using the DDOD-R algorithm from 
merged dataset with employee and project specific outlines. 

In the final phase of the proposed framework, the 
reduction of the attributes is taken care using the CPODM-AR 
algorithm where the validation of the reduction process is 

done using the classification method with the measuring 
parameters as accuracy and time complexity. 

Further, the obtained results from this proposed framework 
are discussed in the next section of this work. 

VII. RESULTS AND DISCUSSIONS 
The obtained results from the proposed framework and the 

algorithms are highly satisfactory. In this section of the work, 
the obtained results are furnished and discussed in five 
segments. 

Firstly, the missing value detection and replacement results 
are observed from the employee dataset [Table IV]. 

The results are visualized graphically here [Fig. 2]. 

 
Fig. 2. Employee Dataset Missing Value Analysis 

The missing value analysis from the initial employee 
dataset by the proposed DMV-SDL is highly accurate and 
demonstrates 100% accuracy. 

Secondly, the merged dataset domain specific outlier and 
missing value analysis, after the merging analysis is here in 
Table V. 

TABLE IV. EMPLOYEE DATASET MISSING VALUE DETECTION AND REPLACEMENT 

Total Number of Observation Initial Number of 
Missing Values Missing Values Detected Missing Values Replaced Missing Value Detection 

Accuracy (%) 

64461 9263 9263 9263 100 

TABLE V. MERGED DATASET MISSING VALUE AND DOMAIN SPECIFIC OUTLIER ANALYSIS 

Total Number of 
Missing Values 
Identified 

Total Number of 
Missing Values 
Replaced 

Missing Value 
Detection Accuracy 
(%) 

Total Number of 
Outliers Identified 

Total Number of 
Outliers Replaced 

Outlier Detection 
Accuracy (%) 

156060 156060 100% 17255 15492 89% 
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The results are visualized graphically here [Fig. 3]. 

 
Fig. 3. Merged Dataset Missing Value and Outlier Analysis. 

The proposed OR-DSRE algorithm has demonstrated 
100% accuracy during the missing value analysis and nearly 
90% accuracy during the domain specific outlier detection 
process. 

Thirdly, the generic outlier removal outcomes are 
furnished here [Table VI]. 

The results are visualized graphically here [Fig. 4]. 

 
Fig. 4. Generic Outlier Identification and Replacement Analysis. 

The iterative outlier identification and removal algorithm 
have also demonstrated nearly 100% accuracy and the 
algorithm identifies all the outliers within 5 iterations using 
the DDOD-R algorithm. 

Finally, the attribute reduction results are furnished here 
[Table VII]. 

TABLE VI. GENERIC OUTLIER IDENTIFICATION AND REPLACEMENT ANALYSIS 

Iteration # Outliers Values Identified Outliers Values Replaced 

Level 1 644 644 

Level 2 619 619 

Level 3 607 607 

Level 4 1352 1352 

Level 5 696 696 

TABLE VII. CHANGE PERCENTAGE METRIC  

 ID  JC  AGE  EXP  SKILLS_NOW  SKILLS_UP  JS  JCHA PID  DUR  CI  MI  TI  CS 

ID 0 81 81 83 80 84 79 73 8 39 71 75 65 100 

 JC 21 0 81 83 80 85 76 72 11 58 71 74 81 100 

 AGE 59 81 0 84 79 84 75 69 27 61 72 73 82 100 

 EXP 2 81 81 0 79 84 76 72 55 18 73 74 84 100 

 SKILLS_NOW 6 81 81 82 0 85 79 71 3 43 70 73 80 100 

 SKILLS_UP 36 80 81 82 79 0 77 73 24 65 71 73 85 100 

 JS 27 80 81 82 80 84 0 70 61 1 70 73 79 100 

 JCHA 18 80 80 84 79 84 75 0 24 17 73 73 73 100 

PID 8 80 80 83 79 84 76 72 0 40 70 75 67 100 

 DUR 61 81 81 83 80 85 78 72 61 0 69 73 69 100 

 CI 52 80 81 84 79 85 77 73 10 8 0 74 73 100 

 MI 40 80 81 82 80 85 79 70 28 55 70 0 75 100 

 TI 65 81 82 84 80 85 79 73 67 69 73 75 0 100 

 CS 100 100 100 100 100 100 100 100 100 100 100 100 100 0 
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Henceforth, based on the change percentage, the order of 
the attributes from the highest importance to the lowest is 
furnished here [Table VIII]. 

Further, based on the given rank, the attribute reduction 
process is carried out. The validation of the removal process is 
based on accuracy of classification and time complexity of 
processing [Table IX]. 

It is natural to realize that after the 5th iteration, the time 
complexity is reduced to a greater scale, but the accuracy has 

also declined. Thus, the attributes identified till the 5th 
iteration shall be marked as optimal. 

The result is visualized graphically here [Fig. 5]. 

Thus, based on the final analysis the reduced set attributes 
are furnished here [Table X]. 

Further, in the next section of this work, the comparative 
analysis is carried out. 

TABLE VIII. ATTRIBUTE RANKING ANALYSIS 

Rank Attribute Number Attribute Name 

Class Variable  0 CS 

1 13 TI 

2 6 SKILLS_UP 

3 4 EXP 

4 3 AGE 

5 2 JC 

6 5 SKILLS_NOW 

7 7 JS 

8 12 MI 

9 8 JCHA 

10 11 CI 

11 10 DUR 

12 9 PID 

13 1 ID 

TABLE IX. FINAL ATTRIBUTE REDUCTION ANALYSIS 

Iteration  
# List of Attributes  Classification Accuracy Time Complexity 

(msec) 
1 13,6,4,3,2,5,7,12,8,11,10,9,1 66 188 

2 13,6,4,3,2,5,7,12,8,11,10,9 92 152 

3 13,6,4,3,2,5,7,12,8,11,10 97 143 

4 13,6,4,3,2,5,7,12,8,11 98 101 

5 13,6,4,3,2,5,7,12,8 97 99 

6 13,6,4,3,2,5,7,12 96 97 

7 13,6,4,3,2,5,7 94 96 

8 13,6,4,3,2,5 93 95 

9 13,6,4,3,2 92 91 

10 13,6,4,3 92 87 

11 13,6,4 71 76 

12 13,6 69 71 

13 13 66 70 
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Fig. 5. Attributes Identified Till the 5th Iteration. 

TABLE X. FINAL REDUCED DATASET 

Rank Attribute Number Attribute Name 
Class Variable  0 CS 
1 13 TI 
2 6 SKILLS_UP 

3 4 EXP 
4 3 AGE 

5 2 JC 
6 5 SKILLS_NOW 

7 7 JS 
8 12 MI 
9 8 JCHA 

VIII. COMPARATIVE ANALYSIS 
After the detailed analysis of the results obtained from the 

proposed algorithms, in this section of the work, the proposed 
methods are compared with the parallel research outcomes 
[Table XI]. 

It is natural to realize that, the proposed framework 
deploys more extraction and analysis method for final 
detection, thus the accuracy in detection of the outliers and 
missing values are significantly high compared with the 
existing parallel research attempts. Finally, in the next section 
of this work, the research conclusion is presented. 

TABLE XI. COMPARATIVE ANALYSIS 

Research work, 
Year Proposed Method Missing Value 

Reduction 
Outlier 
Reduction 

Domain Information 
Preservation 

Missing Value 
Detection 
Accuracy 

Outlier 
Detection 
Accuracy 

M. Hardt et al. [8], 
2016 

Equality Matrix with Supervised 
Learning  Yes No No 91 - 

Z. Zhang et al. [9], 
2016 Bias-based Identification No Yes No - 92 

M. B. Zafar et al. 
[6], 2017 No Reduction No No No - - 

J. Kleinberg et al. 
[12], 2017 Risk Score Yes Yes No 95 96 

Proposed 
Framework, 2021 

Standard Domain Length, Domain 
Specific Rule Engine, Double 
Differential Clustering, Change 
Percentage Oriented Dependency 
Map 

Yes Yes Yes 99 99 
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IX. CONCLUSION 
This research purposes on the benchmarked dataset by 

Stack overflow and a synthetic dataset. The proposed DMV-
SDL algorithm first processes the employee-related dataset, 
and due to the nature of the divide and conquer method, the 
reduction in the time complexity is significant. Further, the 
stack overflow dataset and the synthetic project-specific 
dataset are analyzed under the OR-DSRE algorithm for 
domain-specific outlier imputation and provide a strategic 
merging of the datasets. Further, DDOD-R algorithm is 
applied on the merged dataset for generic outlier imputations. 
The proposed framework demonstrates a nearly 99% accuracy 
and some cases, up to 100% accuracy. The pre-processed 
dataset is analyzed under the CPODM-AR algorithm for 
dimensionality reduction and demonstrates nearly 99% 
accuracy with reduced time complexity for generic 
benchmarked classification algorithms. The work finally 
outcomes into a multi-purpose domain-specific data pre-
processing framework for enterprise-scale data to make the 
data-driven business decisions more reliable. 

Future Enhancements: Each pre-processed dataset 
attribute may be linked to as many timelines as required. In 
both the dependency properties and dependency forms, this is 
right (start- and end-attributes). In terms of accuracy, mostly 
related dataset related libraries are strongly recommended 
matched with the Original datasets. 
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Abstract—The web service technology has still proved its 
effectiveness in the digital revolution we are facing. This success 
unfortunately raises more and more complex obstacles, 
particularly related to the service composition. The integration of 
Non-Functional Requirements (NFRs) in each step of service 
composition process, starting with abstract service composition 
specification to the generation of the verified and concrete 
composed services, represents one of them. Furthermore, this 
complexity remains more difficult when NFRs are addressed in 
both quantifiable (i.e. Quality of Service) and behavioral aspects. 
Despite the relevant contributions present in the literature, this 
challenge still remains an open issue when considering NFRs 
modeling, publishing, integrating with each other, and handling 
conflicts and dependencies in the whole composition’s lifecycle. 
As a consequence, we suggest this contribution that aims to 
propose an approach showing how to weave efficiently required 
NFRs with functional requirements in a complete lifecycle 
composition supporting specification, formalization, model 
checking verification and integration steps of desired concrete 
composite service. Patient Health Records in Regional and 
University Health Centers in Morocco is used as a case study to 
experiment our approach. 

Keywords—Non-Functional requirements composition; 
behavioral non-functional requirements; quantifiable non-
functional requirements; model checking; web service composition 
formalization 

I. INTRODUCTION 
In the digital revolution we are facing, Web Service (WS) 

technology still proved its effectiveness. This technology is 
widely used to build highly advanced applications that support 
digital transformation, including artificial intelligence, big data, 
the Internet of Things, cloud computing, and other emerging 
technologies. Web Services are defined as loosely-coupled, 
distributed processes that communicate over a network to 
perform a specific task and to facilitate interoperability among 
heterogeneous systems. They can be autonomously developed, 
decentralized and independently deployable, built and 
integrated by composition processes to fulfill complex 
requirements. These requirements, known in software 
engineering by properties or concerns, are classified mainly 
into two main classes: Functional requirements (FRs) and Non-
Functional Requirements (NFRs). Functional Requirements 
specify what business-related goals the service composition 
should achieve. Whereas Non-Functional Requirements define 
how these services are supposed to fulfill their goals in term of 
performance and other quality constraints, mainly known as 
quantifiable QoS properties (e.g. availability, reliability, etc.). 

In the software engineering literature, specifically in the 
service-oriented architectures (SOA), different definitions and 
classifications of NFRs can be found [1]. We can notice that 
most of contributions addressing NFRs are focusing on QoS 
attributes. These attributes describe mainly quality aspects of 
published services such as availability, cost, response time, 
reliability, performance, etc. An interesting work classified and 
analyzed each of 530 studied attributes extracted from 11 
industrial requirements specification [2]. The aim of this work 
is to determine if the NFRs can be really considered as non-
functional requirements, or simply be approached as behavioral 
aspects that can be treated in the same way as the functional 
requirements. Until now, less efforts are deployed to address 
unquantifiable requirements in web service composition 
process. In fact, providing a complete service composition 
process that details NFR quality-oriented and behavioral 
integration from specification, modeling, and verification to the 
composition is always a fastidious task and still an open issue. 
This difficulty comes from the fact that the web service 
composition is closely linked to other challenges such as 
discovery and selection of the most appropriate services, 
implementing FRs or NFRs, the verification of feature 
interactions between the non-functional properties of a specific 
functional service, etc. 

Before integrating NFRs with each concerned FR, there is a 
clear need to specify and formalize them correctly. Some 
interesting surveys outlined the most used formalization 
method including Automata, Process Algebra, Petri Nets, etc. 
[3]. Once NFRs are formalized, some algorithms and 
techniques are then required to combine them seamlessly with 
associated FRs to avoid any feature interaction. 

To enable our approach to meet the majority of needs in 
terms of modeling and implementing a complete service 
composition design process, we are convinced that the use of 
automata is a better method due to the advantages and the 
simplicity they offer and also satisfactory results obtained 
during our previous contributions [4][5]. Therefore, in this 
contribution we propose an automata modelling approach for 
Functional and Non-Functional Requirements aimed at 
providing expert users with increased flexibility to design and 
integrate numerous complex behavioral NFRs, such as security 
attributes (e.g. authentication, access-control methods, 
encryption, etc.), to others custom business-related behavioral 
NFRs. A varied choice of QoS oriented properties is also 
integrated in our approach to help selecting the optimal service 
composition based on attributed weights for each property. 

657 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

In this perspective, we suggest in this paper a contribution 
having the advantage of: 

• Handling quantifiable and behavioral NFRs using 
automata-based modeling. 

• Publishing, discovering and selecting services 
implementing behavioral NFR. 

• Providing support for composing NFRs with FRs. 

• Performing a QoS-driven selection for quantifiable 
NFRs to generate the best matching service 
composition. 

• Proposing a model checking verification to validate the 
proposed composition. 

The remainder of the paper is organized as follows. 
Section 2 exposes some interesting contributions tackling 
service composition integration with NFRs. In Section 3 we 
present an analysis of QoS-oriented NFR integration to the 
service composition. In Section 4 we project our contribution 
to integrate behavioral NFRs to the composition process. In 
Section 5 we present a novel approach handling integration of 
both quantifiable and behavioral NFRs to the service 
composition, whereas Section 6 presents a case study to 
demonstrate the behavior of this approach. Finally, we 
conclude by summarizing suggested approach and highlighting 
future works and upcoming perspectives on Section 7. 

II. RELATED WORKS AND MOTIVATION 
The service composition is a widely explored topic. A 

considerable amount of literature has been published tackling 
different aspects, problems and perspectives from design time 
to execution including and not limited to modeling, 
formalization, discovery, NFR integration, selection, 
optimization, verification and code generation. In this section 
we present some interesting contributions addressing this 
challenge, their limits and similarities with our approach. 

In order to conduct and classify the main contributions and 
provide their motivations in more details, we define a list of 
research guidelines (RG) as follows: 

• RG1 – Are both FR and NFR modeling included in the 
service composition process? 

• RG2 – Does the service composition integrate 
quantifiable NFRs? 

• RG3 – Does the service composition integrate 
behavioral NFRs? 

• RG4 – Is there any validation of the overall behavior of 
the composed service? 

• RG5 – Does the service composition process allow the 
service publication and discovery based on behavioral 
NFRs? 

• RG6 – Does the service composition provide the 
optimal service selection based on quantifiable NFRs? 

• RG7 – Does the service composition support multiple 
behavioral NFRs integration applied to the same 
autonomous service? 

Chen et al. proposed in [6] an approach allowing to 
compose services addressing QoS attributes and dependencies. 
This work consists of performing a goal softening to reduce the 
candidate using Pareto techniques combined with Vector 
Ordinal Optimization in order to find Pareto Optimal Solutions, 
by considering multiple QoS dependencies criteria to prune 
uninteresting candidates. Deng et al. proposed in [7] a 
Correlation-Aware Service Pruning method that improves the 
QoS of the generated sequential service composition by taking 
QoS correlations into account in the service selection process. 
This proposed method is based on a preprocessing algorithm 
for candidate services to remove irrelevant services. Then a 
service selection with correlation in adjacent or not adjacent 
tasks is performed step by step for each task in the service plan 
to compose the optimal composite services and prune services 
that are concluded not optimal. In [8], authors proposed a 
contribution performing exploration of cloud services and 
returning the optimal solution based on QoS parameters using 
Eagle Strategy with Whale Optimization Algorithm (ESWOA). 
According to presented experimentation, the proposed 
approach got better results compared to other optimization 
algorithms such as Genetic Algorithm (GA), Hybrid Genetic 
Algorithm (HGA), Whale Optimization Algorithm (WOA). Y. 
Liang et al. proposed in [9] a QoS-aware automatic service 
composition based on QoS correlations between services. They 
proposed a preprocessing algorithm to address the available 
services on the pool and generate a service dependency graph. 
The experimental results are compared to the approach in [10] 
proposed by Feng et al., which used a method that dynamically 
refines the composed workflow considering the QoS 
dependencies, user-provided constraints and QoS constraints. 
These two approaches offer significant improvements in 
performance dealing with QoS dependencies. The work in [11] 
presented by Jatoth et al. proposed a MapReduce-based 
Evolutionary Algorithm with Guided Mutation MR-EA/G in 
order to compose Big services with better performance, 
considering five QoS attributes: price, throughput, availability, 
reliability and response-time. Jin et al. proposed in [12] a 
service description modeling associated with a service 
correlation mapping allowing to get the QoS values of 
described services automatically. They highlighted the result of 
comparing results obtained by their proposed approach for 
candidate service search for the selected QoS parameters: time, 
cost, availability and reliability against the traditional Genetic 
Algorithms. Liang et al. proposed another approach in [13] 
which aims to handle QoS inter-service correlation using 
Double Information based Cooperative Coevolutionary 
Algorithm. They use Potter’s cooperative coevolutionary 
framework and provide both local and global knowledge for 
the dynamic service selection optimization. Wang et al. 
proposed a Q-Graphplan approach in [14] to solve the QoS-
aware automatic service composition problem with multiple 
QoS criteria constraints. The optimal solution is extracted from 
the path generation graph using a backward A* algorithm with 
the heuristics of the planning graph. The experiment is 
conducted according to six QoS criteria (response time, price, 
latency, availability, successful rate, and reliability). 
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As presented above most cited contributions tackling the 
integration of NFRs into the service composition focus only on 
measurable QoS NFRs. Behavioral NFRs are not widely 
explored, and are commonly restricted to specific security 
attributes. Also, a verification phase to validate the 
conformance of constructed composition is often omitted. 

Since our objective in this article is to focus on both 
measurable and behavioral NFRs in a complete service 
composition process, the rest of this section will be dedicated 
to present some interesting and similar contributions 
addressing the same objective. 

Lu et al. proposed a model-checking based approach in [15] 
to verify the satisfaction of behavior-aware privacy 
requirements in services composition. They used extended 
interface automata for modeling BPEL process, including a 
support for privacy semantics. The proposed approach consists 
on extracting Linear Temporal Logic (LTL) specification from 
behavioral constraints, but limited to privacy requirements. 
These specifications are transformed to Promela description in 
order to allow a model-checking based verification using SPIN. 
Dou et al. presented in [16] an enhanced version of their 
proposed method implementing k-means algorithm to ensure 
privacy-aware cross-cloud service composition based on QoS 
history records. Souri et al. proposed in [17] a formal 
verification approach to tackle cloud service composition 
problem in the multi-cloud environment in order to decrease 
the number of cloud providers and obtain optimal results 
according to QoS parameters. The presented approach 
proposed a behavioral modeling using a Multi-Labeled 
Transition Systems (MLTS)-based model checking and Pi-
Calculus-based process algebra methods for monitoring 
functional and non-functional requirements. 

Most of proposed approaches are focusing their 
contribution on adding a specific security layer to the 
composite service, and consequently ensuring the satisfaction 
of some security attributes additionally to commonly explored 
QoS properties. In other hand, Brucker et al. proposed in [18] a 
framework for modeling, validating and composing secure 
services. The approach uses a BPMN based modeling to design 
the user’s functional need and implement the desired security 
properties based on ConSpec formalization. The overall 

framework allows different actors to collaborate starting from 
requirements definition, modeling, security planning, security 
validation then generating the secure service composition. The 
framework supports three non-functional properties which are 
encryption, cost and availability in order to rank discovered 
services based on attributed weights. 

Table I presents a summary of the above cited contributions 
according to raised research guidelines. We notice that the 
focus is mainly conducted to the integration of quantifiable 
quality-oriented NFRs. Behavioral NFRs (e.g. security 
attributes) are either neglected, or conducted separately for 
each security property (e.g. privacy, integrity, encryption, etc.). 

This survey incorporated our previous contribution to the 
proposed classification which consisted of a verification 
module to validate the correctness of the composition of the 
designed service. This prompted us to improve the validation 
of the service composition obtained and to enrich it with 
appropriate formalization and algorithms, taking into account 
the specifications of quality and behavioral NFR integrations. 
This survey incorporated our previous contribution to the 
proposed classification which consisted of a verification 
module to validate the correctness of the composition of the 
designed service. This prompted us to improve the validation 
of the service composition obtained and to enrich it with 
appropriate formalization and algorithms, taking into account 
the specifications of quality and behavioral NFR integrations. 
Thus, the integration of both behavioral NFRs and quantifiable 
quality-oriented NFRs in more fine-grained analysis is still an 
open challenging issue. This motivated us to suggest an 
approach to tackle the issue of integrating both behavioral and 
quality-oriented NFRs in the service composition context. 
Another motivation comes from the work of Rai and 
Gangadharan that presented a survey consisting on classifying 
approaches tackling the model checking based verification of 
web service composition [19]. This survey incorporated our 
previous contribution to the proposed classification which 
consisted of a verification module to validate the correctness of 
the composition of the designed service. This prompted us to 
improve the validation of the service composition obtained and 
to enrich it with appropriate formalization and algorithms, 
taking into account the specifications of quality and behavioral 
NFR integrations. 

TABLE I. CATEGORIZATION OF CITED CONTRIBUTIONS ACCORDING TO RESEARCH GUIDELINES 
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RG3 - - - - - - - - - ✓ ✓ ✓ 

RG4 - - ✓ - - - - ✓ - ✓ - ✓ 

RG5 - - - - - - - - - - - ✓ 

RG6 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ - ✓ ✓ 

RG7 - - - - - - - - - - - - 
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III. DEEP ANALYSIS ON SERVICE-ORIENTED BEHAVIORAL 
NON-FUNCTIONAL REQUIREMENTS 

The literature reveals an increasing attention to quality 
properties when dealing with NFRs in web service context. 
However, there are some quality properties that cannot be 
quantifiable using QoS metrics, e.g. security-oriented 
properties. Additionally, these properties are not fulfilled with 
a common behavior, but instead, it may differ from a use case 
to another. These properties are denoted as “Behavioral 
NFRs”. Behavioral NFRs are defined as rules, policies or 
restrictions applied to an abstract service. They aim to integrate 
specific behaviors before or after the execution of the services 
they are associated to. Behavioral NFRs integration change 
depending on the use case. For instance, authentication and 
access control attributes can be implemented using different 
methods and schemes, depending on the user’s perspectives 
and goals. Consequently, unlike quantifiable quality attributes 
behavioral NFRs integration need a complete understanding of 
the context, and require a detailed modeling to express in an 
accurate way the behavioral interactions with collaborative 
services. 

In the literature, studies have suggested different methods 
to tackle modeling and formalization of NFRs in the context of 
web service composition such as Process Algebra, Finite State 
Automata and Petri Nets [20]. Other contributions opted for 
BPMN as a modeling method for aspect-oriented service 
composition [21] due to its exhaustivity and expressiveness. In 
our approach and in order to help ensuring a rigorous 
composition fulfilling the designer’s requirements, we aim to 
use a Finite State Automata (FSA) based modeling. Using FSA 
allows us to extend its formalization to meet our requirements 
and to proceed to a model checking phase to verify the 
correctness of designed models according to user’s properties. 
In the service composition context, FSA allows a rich 
description of services and their interactions. The modeling 
phase consists on describing three different sets of 
requirements: (1) Functional requirements, which are the main 
business-oriented goals required by the end user. They are 
translated into an abstract functional automaton (AFA) 
defining the main functional process describing the interactions 
between contributing abstract services, (2) Behavioral NFRs 
representing the desired constraints, policies or restrictions 
applied to contributing services, and (3) Measurable quality-
oriented NFRs dealing with QoS preferences to fit, in order to 
build the optimal composition. Designing all these NFRs 
together produces an Abstract Service Composition Automaton 
(ASCA), which groups all behavioral and quality-oriented 
scopes applied to the primary AFA. 

Definition 1: An Abstract Service (AS) is a service mold, 
allowing to group a set of desired functionalities (goals) as 
functional queries. These functional goals need to be fulfilled 
by some potentially adapted concrete services. 

Definition 2: Abstract Functional Automaton (AFA) is a 
septuple AFA = (S, s0, Sf, T, RF, RB, RQ), where: 

• S is a set of states, s0 ∈ S is the initial state, Sf ⊆ S is a 
set of final states. 

• T is a set of transitions where S × T × S is the transition 
relation, graphically denoted as ssrc →t star, which means 
that the transition t changes the state from the source 
AS state ssrc to the target AS state star. 

• RF, RB and RQ express respectively the sets of 
Functional Requirements frj, Behavioral Requirements 
and Quality Requirements associated to abstract 
services. To get the set of functional, behavioral NFRs 
and quality NFRs for a defined abstract service we use 
respectively the functions functionalReq(as), 
behavioralReq(as) and qualityReq(as) as follow: 

functionalReq (si) = {fri1, …, frin | fr ∈ Q, si ∈ S and n ≥ 1}. 

behavioralReq(asi)={bri | br ∈ RB and si ∈ S}. 

qualityReq(asi)={qri1, …, qrim | qr ∈ RQ, si ∈ S and m ≥ 1}. 

In order to complete the modeling of the AFA, the designer 
proceeds to describe the NFR preferences. We use scope 
notations to associate NF attributes to a service or a subset of 
services. Behavioral NFRs are integrated to the AFA using 
behavioral scopes, illustrated using dotted lines surrounding the 
service subset. 

Since behavioral NFRs constitute an additional restriction 
over the functional automaton, they are dealt with as a 
particular workflow having its own description and modeled 
separately as Behavioral Requirement Automata (BRA). This 
workflow illustrates the desired NFR behavior with respect to 
the same automata formalization. Each behavioral NFR is 
indexed using a behavioral signature [22]. A behavioral 
signature is a regular expression notation describing the 
translation of the associated BRA in summarized and verbally 
understandable way. BRAs are published in a Non-Functional 
Registry represented by a database indexed using the 
behavioral signatures. This registry groups all the BRAs with 
their associated URIs corresponding to associated published 
concrete services. In Fig. 1, “UHCAuthentication. 
UHCAccessControl” is an example of a behavioral signature 
outlining the behavioral scope associated to the abstract service 
AS2’. This regular expression is summarizing the desired 
behavior including both Authentication and Access Control. 
Each behavioral scope in the modeling phase corresponds to an 
atomic or composite service that needs to be integrated to the 
current functional composition. 

Definition 3: Behavioral Requirement Automaton (BRA) is 
a quadruple BRA = (S, s0, Sf, T, BS), where: 

• S is a set of states, s0 ∈ S is the initial state, Sf ⊆ S is a 
set of final states. 

• T is a set of transitions where S × T × S is the transition 
relation, graphically denoted as ssrc →t star, which means 
that the transition t changes the state from the source 
AS state ssrc to the target AS state star. 
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Fig. 1. An Abstract Service Composition Automaton based on the 

Illustrative Scenario. 

In our approach, we distinguish between two types of 
behavioral NFRs: the pre-execution and the post-execution 
behavioral requirements. The pre-execution behavioral 
requirement is illustrated by an arrow in backward direction 
over the behavioral scope. It aims to be handled before the 
execution of the associated concrete service, whereas the post-
execution behavioral requirement, illustrated by an arrow in 
forward direction over the behavioral scope, defines the 
required behavioral process to be performed after the execution 
of the associated concrete service. For both cases, we proceed 
to an automata composition allowing to merge the BRAs with 
the AFA. This composition process for each case is defined 
below. 

Definition 4: Prior Execution Behavioral Automata 
Composition is the merging operation between the Abstract 
Functional Automaton AFA = (S, s0, Sf, T, RF, RB, RQ)AFA 
and a Behavioral Requirement Automaton BRA = (S, s0, Sf, 
T)BRA to fulfill the prior execution behavioral requirement 
associated to the state sb (i.e. having a pre-execution 
behavioral scope). The product is a Composition Automaton 
CA = (S, s0, Sf, T)CA, a quadruple described as following: 

• SCA is a set of states, such that SCA = SAFA∪ SBRA and 
Sf ⊆ SCA. 

• s0 ∈ SCA, and s0(CA) = s0(AFA) when sb ≠ s0(AFA) 

• TCA is a set of transitions where TCA = TAFA ∪ TBRA ∪ 
TAFA→BRA ∪ TBRA→AFA such that: 

• TAFA→BRA is a set of transitions where t1 ∈ SAFA × 
TAFA→BRA × S BRA is the transition relation from the 
state sb-1 directly before sb with the initial state s0(BRA), 
graphically denoted as sb-1 →t1 s0(BRA). 

• T BRA→AFA is a set of transitions where t2 ∈ SBRA × T 

BRA→AFA × SAFA is the transition relation from the final 
states sfi(BRA) with the scoped state sb, graphically 

denoted as sfi(BRA) →t2 sb such that sfi ∈ Sf(BRA) and i ≥ 
1. 

Definition 5: Post Execution Behavioral Automata 
Composition is the merging operation between the Abstract 
Functional Automaton AFA = (S, s0, Sf, T, RF, RB, RQ)AFA 
and a Behavioral Requirement Automaton BRA = (S, s0, Sf, 
T)BRA to fulfill the post execution behavioral requirement 
associated to the state sb (i.e. having a post-execution 
behavioral scope). The product is a Composition Automaton 
CA = (S, s0, Sf, T)CA, a quadruple described as following: 

• SCA is a set of states, such that SCA = SAFA ∪ SBRA,  

• s0(CA) = s0(AFA), and Sf ⊆ SCA. 

• TCA is a set of transitions where TCA = TAFA ∪ TBRA ∪ 
TAFA→BRA ∪ TBRA→AFA such that: 

• TAFA→BRA is a set of transitions where t1 ∈ SAFA × 
TAFA→BRA × S BRA is the transition relation from the 
scoped state sb with the initial state s0(BRA), graphically 
denoted as sb →t1 s0(BRA). 

• T BRA→AFA is a set of transitions where t2 ∈ SBRA × T 

BRA→AFA × SAFA is the transition relation from the final 
states sfi(BRA) with the state sb+1 directly after the scoped 
state sb, graphically denoted as sfi(BRA) →t2 sb+1 such 
that sfi ∈ Sf(BRA) and i ≥ 1. 

IV.  DEEP ANALYSIS ON QUALITY-OF-SERVICE NON-
FUNCTIONAL REQUIREMENTS IN THE SERVICE COMPOSITION 

In the literature, Non-Functional Requirements can be 
defined and classified in various ways depending on the 
context of use. Chung and do Prado Leite [23] presented 
different representations and classifications of NFRs. FURPS+ 
model is an example of classifications for software quality 
attributes, which illustrates a software quality tree and aims to 
address concerns for key types of NFRs and importantly 
possible correlations among them. Another model is proposed 
by the international standard for the evaluation of software 
quality ISO/IEC [24] which is a quality-oriented scheme. Its 
revised version in 2011 [25] proposed two main models: 
(1) software product quality model that groups attributes such 
as reliability, performance, operability, security, 
maintainability, etc., and (2) Quality in use model, defined 
using three main attributes: a) Usability in use describing the 
effectiveness, efficiency and satisfaction in use, b) Flexibility 
in use dealing with the context conformity, and c) Safety for 
operator, public and environment. In other hand, Galster and 
Bucherer [26] proposed a service-oriented taxonomy to classify 
NFRs. They introduced the quantifiability factor allowing to 
define how each attribute can be measured. This classification 
consists on dividing NFRs into three main classes: a) Process 
requirements, which are properties dealing with service design, 
discovery, composition and runtime, b) Service requirements, 
centered on the service and can be derived directly from user 
needs, and c) External requirements, defining the external 
economic or legal constraints on the development or 
deployment process. Authors in [27] proposed a literature 
review highlighting the most frequently used NFRs in service-
oriented context, such as performance, reliability, usability, 
security, and maintainability. It aims to propose a classification 
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based on definitions, typologies, types of systems and 
application domains of NFRs. Another contribution [28] 
proposes a detailed review classifying the NFR approaches 
according to different criteria, then providing a qualitative 
analysis of their scopes and characteristics. This work focuses 
on the three main classes of NFR approaches which are the 
Goal-oriented approaches, the Aspect-oriented approaches and 
the Pattern-based approaches. The work on NFRs integration to 
service composition has been the subject of various 
contributions. However, most of proposed works surrounding 
this topic are limited to quantifiable quality-oriented NFRs, 
commonly known as Quality-of-Service (QoS) attributes. 

In our approach, each quality attribute is defined by a set of 
metrics (cf. Table II). The designer selects the appropriate 
quality metrics to apply to a set of abstract service. The 
measurement correlation expresses whether the best results are 
associated to higher metric value (Positive: +), or lower metric 
value otherwise (Negative: -). 

In order to select the best matching quality-aware concrete 
service for a specific abstract service, we apply a weight 
coefficient to each desired quality metric. This coefficient 
helps to select the most appropriate services according to user’s 
preferences, when dealing with multiple quality conditions 
associated to a common set of abstract services. The Web 
Service Popularity Score [29] (WSPS) was previously 
introduced to compute the quality measures by introducing a 
more appropriate and decisive factor to distinguish functionally 
similar services using an algorithm based on multiple criteria 
for multiple candidates. In our approach, this allows us to 
reduce the pool of candidate services by guaranteeing the 
satisfaction of the multiple criteria quality requirements 
defined by the designer. In this paper we enhance the 
Popularity Score metric coverage by integrating some relevant 
QoS metrics. The covered QoS attributes with their associated 
metrics and their calculation formulas are depicted in Table II. 

TABLE II. TABLE OF QUALITY OF SERVICE ATTRIBUTES AND THEIR APPROPRIATE METRICS 

QoS Attribute QoS Metric Calculation Formulae 

Availability 

+ The Availability metric (Av) is the percentage of time, in a specific 
time interval, during which the service can be reachable and functional. 
The commonly used formula uses uptime and downtime values. 

𝐴𝑣(𝑠) = 𝑈𝑝𝑡𝑖𝑚𝑒(𝑠)/(𝑈𝑝𝑡𝑖𝑚𝑒(𝑠) + 𝐷𝑜𝑤𝑛𝑡𝑖𝑚𝑒(𝑠)) 
𝐴𝑣(𝑠)  =  𝑀𝑇𝐵𝐹(𝑠)/(𝑀𝑇𝐵𝐹(𝑠) + 𝑀𝑇𝑇𝑅(𝑠)) 
MTBF is the Mean Time Between Failure, and MTTR is the Mean 
Time To Repair. 

- The Mean Time To Repair (MTTR) refers to the amount of time 
required to repair the service and restore it to full functionality.  

𝑀𝑇𝑇𝑅(𝑠) = ∑ 𝑀𝑇(𝑠) /𝑀𝑁(𝑠) 
MT represents the maintenance time for a specific service, and MN 
defines the number of Maintenance actions for that service. 

Reliability 

+ The Mean Time Between Failure (MTBF) refers to the amount of 
time a service is up before it fails. It is the average (expected) time 
between two successive failures to reach the service.  

𝑀𝑇𝐵𝐹(𝑠) =  ∑ 𝑂𝑝𝑇(𝑠) / 𝐹𝑁(𝑠) 
OpT represents the operational time for the service, where FN defines 
the number of failures actions for that service. 

- The Failure Rate metric (FR) is the frequency with which the service 
fails, expressed in failures per unit of time. 

𝐹𝑅(𝑤𝑠) = 𝐹𝑁(𝑤𝑠)/ 𝑇 
FN defines the number of failures actions for the service, while T 
defines the amount of time. 

- The Defects per Million factor (DPM) refers to the number of defects 
for each million attempts of user’s requests. It is defined as the ratio of 
the number of defects in the service to the total number of defect 
opportunities multiplied by 1 million. 

𝐷𝑃𝑀(𝑤𝑠) = 𝐹𝑅𝑒𝑞(𝑤𝑠) ∗ 1000000/𝑇𝑅𝑒𝑞(𝑤𝑠) 
FReq defines the number of unsuccessful (Failed) Requests, while 
TReq defines Total Requests performed. 

+ Reliability (Re) refers to the service ability to function according to the 
agreed upon performance requirements in SLA. 

𝑅𝑒(𝑤𝑠) = [(1000000 −  𝐷𝑃𝑀(𝑤𝑠))/1000000 ] ∗ 100% 
DPM is the Defects Per Million metric. 

Response 
Time 

- The Processing Time (Proc) is the amount of time consumed for 
fulfilling the request by executing the corresponding functions.  

 Proc(ws) = ∑ ExT(ws) / N(ws)  
ExT defines the elapsed time during the execution of the service, while 
N is the total number of calls. 

- The Transmission Time (Trans) is the total time for communication 
between the client and the provider’s hosting server. 

𝑇𝑟𝑎𝑛𝑠(𝑤𝑠) = ∑ (𝑆𝑒𝑛𝑑𝑇(𝑤𝑠) + 𝑅𝑒𝑝𝑙𝑦𝑇(𝑤𝑠))/𝑁(𝑤𝑠) 
SendT defines the transmission time during the request sending to the 
server, while ReplyT is the consumed time during the transmission of 
the reply from the server. N is the total number of calls. 

- The Response Time (RT) is the amount of time elapsed between 
sending a request and receiving a response. It is including both 
transmission and execution time. 

𝑅𝑇(𝑤𝑠) = 𝑇𝑟𝑎𝑛𝑠(𝑤𝑠) + 𝑃𝑟𝑜𝑐(𝑤𝑠) 
Trans is the Transmission Time and Proc is the Processing Time. 

Reputation 

+ Usability (Us) is describing the service characteristic of being easy to 
use. To measure the usability, we consider the users’ feedback to rate the 
services based on their ease of use. 

𝑈𝑠(𝑤𝑠) = ∑ 𝑈𝑠𝑒𝑟𝑅𝑎𝑡𝑖𝑛𝑔(𝑤𝑠) / 𝑁𝑏𝑈𝑠𝑒(𝑤𝑠) 

- The Age (Age) is measured by using the number of days between the 
last dates of invoke or discover interaction and the current date. We 
estimate that the best WS is the one that is also recently used.  

𝐴𝑔𝑒(𝑤𝑠) = 𝑛𝑜𝑤() − 𝐿𝑎𝑠𝑡𝐶𝑎𝑙𝑙𝐷𝑎𝑡𝑒(𝑤𝑠) 
LastCallDate refers to the last date concerning the WS invocation or 
WS discovering operation.  

+ The Frequency (Frq) metric represents the number of uses of the 
service by duration (day, week, month or year), and it’s presented by the 
number of use and its duration. 

𝐹𝑟𝑞(𝑤𝑠) = ∑ 𝑁𝑏𝑈𝑠𝑒(𝑤𝑠) / 𝑁𝑏𝑀𝑜𝑛𝑡ℎ(𝑤𝑠) 
NbUse is the total of WS called by each duration and the NbMonth is 
the number of months where the WS was consumed. 

Cost - Cost (Co) metric represents the incurred fees by service invocation.  
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All aforementioned metrics constitute a more fine-grained 

service metrics taxonomy. The combination of these metrics 
will help surely to get eligibility (Popularity) of services. In 
this score, each quality metric is associated to a coefficient 
represented by an integer from 0 to 5. This coefficient reflects 
its importance among other proposed metrics when searching 
user appropriate services. The one which is more important has 
higher value. 

𝑊𝑆𝑃𝑆(𝑤𝑠) = [ ∑ (𝑀𝑒𝑡𝑟𝑖𝑐 (𝑤𝑠)  ∗  𝐶𝑜𝑒𝑓(𝑀𝑒𝑡𝑟𝑖𝑐)) ] /
 ∑ (𝐶𝑜𝑒𝑓(𝑀𝑒𝑡𝑟𝑖𝑐) 

Metric in {“Av”, “MTTR”, “MTBF”, “FR”, “DPM”, “Re”, 
“Trans”, “Proc”, “RT”, “Us”, “Age”, “Frq”, “Co”}. 

To evaluate the performance of popularity score, 
Elfirdoussi et al. developed a framework [30] called DIVISE 
(DIscovery and VIsual Search Engine). DIVISE is a web 
service search engine that has the advantage to discover simple, 
composite or semantic services based on the user’s functional 
needs and quality metrics in order to select the most 
appropriate service from a generated list of potentially 
candidate services. We enhance the DIVISE framework for our 
QoS based selection module in order to automatically select the 
best matching service using the popularity score computation. 

V.  PROPOSED APPROACH 
In this paper, our contribution aims to propose a 

comprehensive approach where the designer has a multitude of 
options for modeling a reliable service composition including 
both functional goals and NFRs. The workflow designer gains 
a total control of which services are meant to be implemented, 
according to the primary goals (FRs). Then he/she adjusts non-
functional customizations by refining how these services are 
meant to be implemented (NFRs). In fact, we distinguish 
between two disjoint types of NFRs. Each of these types is 
fulfilled and treated differently: a) The quantifiable NFRs, 
commonly qualified as measurable NFRs or Quality-of-Service 
(QoS) requirements, such as availability, reliability, response-
time, cost, etc., and b) the Behavioral requirements, as 
considered as non-quantifiable requirements, such as security 
requirements [31]. These NFRs cannot be measured using 

common quality metrics. The proposed approach is based on 
four main phases. For each phase, a dedicated module is 
implemented. An overview of the composition process with 
associated modules is illustrated in the Fig. 2. 

A. Modeling Phase 
The modeling module is the first interaction point between 

the designer and the system. It consists on a modeling tool 
allowing to draw adapted and easy to understand composition 
automata. It allows to describe desired functional and non-
functional requirements by designing an Abstract Functional 
Automaton. Below we present the four key components used in 
the automata modeling module: 

1) States: Each state is composed of a label which is a 
non-unique string attribute, and a type to describe whether it is 
a start, intermediate or final state. 

2) Transitions: Each transition is identified by two key 
elements: the source state and the target state. The source state 
is the state launching the transition, while the target state is the 
reached state using that transition. Three more attributes can 
describe transitions which are: The inputs, the guard conditions 
and the outputs. 

3) Behavioral scopes: The behavioral scopes are used to 
specify the states concerned by the behavioral requirement to 
integrate. They are identified using a string attribute in the 
form of a regular expression to describe the behavioral 
signature, in addition to a time indicator to specify whether the 
associated service will be performed before or after the scoped 
state’s concrete service. 

4) Quality scopes: The quality scopes are used to define 
quality restrictions over discovered concrete services. They are 
identified using three key elements: a) the quality metrics 
which are the supported quality properties depicted in Table II, 
b) the metric weight which constitutes the coefficient attributed 
to the chosen quality metric, c) the quality condition which is 
an expression describing the desired restrictions over the 
chosen quality metric. 

 
Fig. 2. The Service Composition Process Workflow.
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The proposed modeling module is a web-based graphical 
interface allowing to draw an automata models using four 
aforementioned key components. It automatically generates a 
ready-to-use JSON representation of the composition. 
Additionally, the composition is saved in dedicated database to 
allow reuse and future improvement. The class diagram we 
proposed to build the modeling tool is illustrated in Fig. 3(a). 
The Fig. 3(b) shows an example of an AFA designed using the 
modeling tool module. 

 
(a) 

 
(b) 

Fig. 3. (a). The Class Diagram Related to the Modeling Module. (b). An 
Example of Designing an AFA using the Modeling Tool. 

B. Behavioral Requirements Integration Phase 
The aim of this phase consists on the integration of 

behavioral NFRs defined in the scopes at the modeling phase. 
The integration of behavioral NFRs is based on lookup 
operation into the behavioral NF-registry to find adequate 
concrete services able to fulfill the behavioral NFRs. A 
response is returned to the designer depending on the lookup 
results. If the process finds an atomic or composite service 
indexed by the required behavioral signature, it is 
automatically integrated to the AFA. Otherwise, the designer is 
redirected to the modeling tool in order to design an automata-
based representation of the needed behavioral requirement. 
Then he/she develops and publishes the associated concrete 
services in the behavioral NF-registry. The behavioral 
requirements’ records published are indexed using their 
behavioral signatures in order to facilitate their discovery and 
integration for further uses. The Algorithm 1 illustrates the 
process of integrating the behavioral NFRs into the Abstract 
Service Composition Automaton. 

------------------------------------------------------------------------- 
Algorithm 1: Behavioral NFRs Integration 
-------------------------------------------------------------------------
Input:  
 Set(State) states // A set of abstract states. 
 Registry nfrRegistry // A non-functional registry. 

Output:  
 Map(State, BehavioralSignature) validStateMap  
 //A map of abstract states with valid signatures. 
 Map(State, BehavioralSignature) incompleteStateMap  
 //A map of incomplete states: unfound behavioral signatures. 

for each state in states do 

 signature  state.getBehavioralRequirement() 
  .getBehavioralSignature() 

 foundSignature  nfrRegistry.lookup(signature) 

 if foundSignature is NOT NULL 

 validStateMap.addElement(state, foundSignature) 

 else 

 incompleteStateMap.addElement(state, signature) 

 end if 

end for 

return {incompleteStateMap, validStateMap} 
 
-------------------------------------------------------------------------------- 

C. Verification Phase 
This phase consists of verifying the composition between 

the AFA and all behavioral NF automata models obtained from 
the Behavioral Requirements Integration Module. The resulted 
Non-Functional Composition Automaton represents a 
workflow process gathering the user’s functional and non-
functional requirements combined. In order to validate its 
conformity, we use Uppsala-Aalborg verification tool 
(UPPAAL). UPPAAL is a toolbox for verification of real-time 
systems. In order to automate the model checking verification 
using UPPAAL, we implement an intermediate adapter 
allowing to translate automatically our automata models to 
understandable UPPAAL templates. The composition 
automaton is reproduced in UPPAAL’s formalization using a 
composition of multiple templates. A template is an automata-
based modeling describing a specific system and illustrating 
interactions between its states. 

The automata adapter presented in our approach performs a 
translation between two different schemes: (1) the first is a 
JSON-based representation scheme of the proposed modeling, 
supporting integration of quantifiable and behavioral NFRs 
with the initial AFA, (2) the second scheme is adapted to 
UPPAAL’s XML description. In verification phase, 
quantifiable quality attributes associated to the AFA are 
omitted, as they intervene mainly in the service selection phase 
and do not affect the composition workflow. 

The UPPAAL model checking tool allows also to verify the 
conformance of native properties such as deadlock freeness, 
reachability, or custom logical properties defined by the 
designer. It supports various properties verification [32] 
such as: 
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• Reachability properties denoted as E<> φ, which allows 
to check whether it exists a path starting from the initial 
state such that φ is eventually satisfied along that path. 

• Safety properties, commonly known in the form 
“Something bad will possibly never happen”, are 
denoted either with the formulae A[] φ to describe that 
φ should be true in all reachable states, or using the 
formulae E[] φ to state that there should exist a 
maximal path such that φ is always true. 

• Liveness properties, commonly known in the form 
“Something will eventually happen”, and denoted either 
using the formulae A<> φ meaning that φ is eventually 
satisfied, or using the formulae φ --> ψ to state that 
whenever φ is satisfied, then eventually ψ will be 
satisfied. 

The verification module consists on translating the 
automata scheme of the Service Composition Automaton into 
an automata scheme understandable by UPPAAL model 
checking tool. This verification can be a fully automated 
verification or a semi-automatic verification to validate the 
overall modeling. The fully automated verification consists on 
performing a direct verification of the translated UPPAAL 
automata model with the designer’s desired properties. 
Whereas the semi-automatic verification consists on adding 
some adjustments into the generated UPPAAL’s automata 
modeling then running the verification of designer’s properties. 
The main automaton and associated behavioral automata are 
translated into UPPAAL templates. In our approach, the 
formalization of SCA is comparable to UPPAAL’s 
formalization. The modeling of SCA using the modeling tool 
module omits defining synchronization in the transitions, as 
this information can be automatically concluded from the 
automata modeling. In other words, parallel and synchronous 
executions are defined directly from the modeling. A parallel 
execution is performed when a source state has more than one 
outgoing transitions with no guard condition. In UPPAAL, we 
are modeling the main automaton as a main template connected 
to all concurrent automata using synchronization channels. 

The automata adapter is introduced to transform the JSON 
format corresponding to the modeled AFA with integrated 
behavioral services into an XML-based representation adapted 
to UPPAAL templating format. Table III shows the main 
transformation rules ensuring this transition. The coordinates x 
and y of all elements composing the modeled automaton are 
forwarded to fill the attributes of associated elements in 
UPPAAL’s XML file. 

TABLE III. TRANSFORMATION RULES FROM JSON SCHEME TO UPPAAL 
XML SCHEME 

Elements JSON Modeling Tool 
Scheme 

UPPAAL XML Description 
Sheme 

Composition 
Automaton 

{  
 "name": "Funct. 
Automaton",  
 "elements": [ ... ]  
} 

<template> 
 <name>Funct. 
Automaton</name>  
 ... 
</template> 

States 

{  
 “class”: “State”,  
 “id”: 1, 
 “label”: “Service 1”, 
 “type”: “Intermediate”  
} 

<location id="1" x=”” y=””>  
 <name> Service 1 </name> 
</location> 

Start state 

{  
 “class”: “State”,  
 “id”: 1, 
 “type”: “Start”  
} 

<location id="1" x=”” y=””> 
 <name>Service 1</name> 
</location> 
<init ref="1"/> 

Final state 

{  
 “class”: “State”,  
 “id”: 8, 
 “label”: “Service 8”, 
 “type”: “Final”  
} 

<init ref="1"/> 
<location id="8" x=”” y=””> 
 <name>Service 8</name> 
</location> 
<transition> 
 <source ref="8"/> 
 <target ref="1"/> 
</transition> 

Transitions 

{  
 "class": "Transition", 
 "id": 4, 
 "sourceState": 1, 
 "targetState": 3, 
 "description": "Transition  
 4 From 1 To 3", 
 "guard": "age < 18", 
 "input": "age"  
} 

<transition> 
 <source ref="1"/> 
 <target ref="3"/> 
 <label kind="select"> 
 age 
 </label> 
 <label kind="guard"> 
 age &lt; 18 
 </label> 
</transition> 

D. The QoS-oriented Service Selection Phase 
The last phase consists on building a QoS-aware concrete 

service composition. It is called when all designer’s properties 
are verified. The associated module stores in a pool for each 
abstract service in the AFA all functionally-equivalent concrete 
services. Then, for each pool a QoS-based computation is 
performed to select the best matching service according to its 
popularity score. The quality requirements are initially defined 
in the quality scopes associated to the abstract services in the 
ASCA. The best matching service is the concrete service with 
the highest score. We describe in the algorithm below the 
Quality NFRs integration process. 
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------------------------------------------------------------------------- 
Algorithm 2: Quality-oriented NFRs Integration 
-------------------------------------------------------------------------
Input:  
 Set(State) states //A set of abstract states. 

Output:  
 Map(State, Service) validServicesMap. /*A map of 
 abstract services with appropriate validated concrete 
 services.*/ 

for each state in states do 
 stateQualityNFRs  state.getQualityRequirements() 

 for each qualityNFR in stateQualityNFRs do 
 // Fetching the state’s quality NFRs 

 condition  qualityNFR.getQualityCondition() 

 weight qualityNFR.getMetricWeight() 

 criteriaMap.addElement(condition, weight) 

 endfor 

 servicePool state 
 .selectServicesByQualityNFRs(criteriaMap)  
 /* Selecting the services fulfilling the state’s main functional  
 requirements in addition to the Quality conditions */ 

 for each candidateService in servicePool do 

 popularityScore =  
 computePopularityScore(candidateService, criteriaMap) 

 scoreMap.addElement(candidateService, popularityScore) 

 endfor 

 bestService = scoreMap.getBestMatchingService()  
 /* Selection of the best matching candidate service according  
 to its score */ 

 validServicesMap.addElement(state, bestService) 

endfor 

return validServicesMap 
-------------------------------------------------------------------------------- 

VI. ILLUSTRATIVE SCENARIO 
To illustrate the proposed approach, a collaborative 

scenario related to the Healthcare domain is studied, due to the 
diverse NF needs in this field. The aim is to create a service 
composition allowing to get all patient’s history: health 
records, medical diagnosis, taken medicines, etc., then to 
generate a folder grouping these data. This collaborative 
system engages multiple Healthcare centers. We focus mainly 
on Regional Health Centers (RHC) and University Health 
Centers (UHC) in Morocco, due to the advanced information 
system implemented allowing a web service-based 
interoperability. 

To initiate the modeling phase, we elaborate the Abstract 
Functional Automaton (AFA). In our example, the main goal 
consists on generating a patient health folder grouping the 
patient’s medical history including diagnosis, medical 
prescriptions and analysis results. Fig. 1 illustrates the 
proposed AFA for the demonstrative scenario. In this AFA the 
states constitute the desired abstract services, and the 

transitions describe the intended interactions between states’ 
corresponding concrete services. 

The designed process described in this example requires as 
input the identification of the patient. The role of the first 
abstract service “Patient Identification” is to return the patient’s 
Unique Healthcare Identifier (UHI) recognized by all 
Healthcare systems. The following step consists on providing, 
according to the patient’s UHI, all patient data grouped from 
both RHCs and UHCs. To return all patient's health history we 
propose a parallel invocation of corresponding services for 
both types: “RHC Data Collector” and “UHC Data Collector” 
for regional and university healthcare centers respectively. 
Then, the abstract services defined as “Medicine Data 
Extractor” and “Diagnosis Data Extractor” aim to extract 
respectively the diagnosis information and the medicine 
information from the collected medical data history. The final 
step consists on searching for exhaustive information about 
returned medicines and diagnosis from third-party services 
using respectively “Medicine Data Provider” and “Diagnosis 
Data Provider”. Finally, the abstract service “Patient Health 
Data Generator” will construct the patient folder with all 
collected information to allow returning a deep analysis based 
on the patient’s medical history. 

The proposed collaboration system involves manipulating 
sensitive and confidential information (medical history, 
diagnosis, prescription, medicine, etc.). Since this information 
is qualified to be very critical, we find necessary to protect the 
collaboration system by implementing some security policies. 
These security requirements are considered as Behavioral 
NFRs, as they define the behavioral aspect of the current 
process. Thus, the integration of these security-oriented 
behavioral NFRs should guarantee a result similar to the initial 
functional process but also acts on improving how this process 
should behave by adding security restrictions. In order to 
implement these behavioral NFRs to the current modeling, we 
integrate behavioral scopes to the Abstract Functional 
Automaton. 

In our example, we integrate four security constraints to the 
functional process. They are all pre-execution behavioral 
requirements illustrated by the backward direction arrows on 
the behavioral scopes. It means that the security requirements 
should be implemented and executed before invoking the 
associated services. The behavioral signatures are defined 
using regular expressions labeling the behavioral scopes. The 
system will further lookup in the NF-Registry for associated 
atomic or composite services indexed by the provided 
behavioral signatures. In case the signature is not found in the 
NF-Registry, the designer proceeds to model the desired 
behavior as an automaton, to conceive and to publish the 
associated service in the NF-Registry indexed with its related 
behavioral signature. This process allows implementing and 
reusing specific services with customized behavioral needs. 

The automata modeling proposed in our approach supports 
two possible execution paths. The success path corresponds to 
all possible executions leading to the valid final state. The 
second case concerns the executions that doesn’t reach the final 
state, and instead, are reaching the trap state. A trap state, 
illustrated using the “π” symbol, is an error output. This error 
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output can be enhanced by adding an output message 
describing the violated constraint in order to keep the user 
informed about the failure cause. The automata modeling of 
desired NFRs is illustrated and described below: 

• The first applied behavioral NFR using the behavioral 
signature “RHCAuthentication” associated to the AS 
“RHC Data Collector” aims to integrate an 
Authentication system to secure and limit access to the 
service for registered users only. 

• The second behavioral NFR labeled using the 
behavioral signature 
“UHCAuthentication.UHCAccessControl” associated 
to the AS labeled “UHC Data Collector” aims to 
integrate a Role-based Access-Control (RBAC) to the 
service allowing to verify the authenticated users’ role 
before performing the related service. 

• The third and fourth applied constraints labeled using 
the behavioral signatures “TokenAuthentication” are 
associated respectively to the abstract services labeled 
“Medicine Data Extractor” and “Diagnosis Data 
Extractor”. They aim to restrict access to the service by 
integrating a Token-based Authentication system. 

Finally, we can generate the Service Composition 
Automaton (SCA) by composing all the behavioral automata 
with their appropriate abstract services. This automaton allows 
to illustrate in an exhaustive way the interactions of all 
components. Once the SCA is generated, the following step 
consists on performing the model checking verification using 
UPPAAL. 

Transitions in UPPAAL are defined as follow: The 
selection information, the guard conditions labelled in green 
color, the synchronization labelled in light blue color, and the 
update information labeled in dark blue color. 

Fig. 4 shows the modeling of the SCA automaton using 
UPPAAL. The automaton illustrated in Fig. 4(b) shows the 
main process, gathering atomic and composite components 
together, using sequential and synchronous communication 
channels. The parallel executions are launched using broadcast 
channels, allowing to push a synchronization from the 
composition process using the exclamation mark “!” near the 
synch expression, and receive it on the other components using 
question mark “?”. The first example of synchronous execution 
is the invocation of DataCollector services. We use 
“DataCollectorSynch!” in the composition process (Fig. 4(b)), 
which is a broadcast channel allowing to start a parallel 
execution of both UHCDataCollector and RHCDataCollector 
using “DataCollectorSynch?” in both concurrent target 
processes (Fig. 4(c)). In the same way the synchronous 
execution of “Diagnosis Data Extractor” and “Medicine Data 
Extractor” illustrated in the Fig. 4(d) are launched using the 
broadcast channel “DataExtractorSynch!” from the main 
process, and towards “DataExtractorSynch?” in both 
concurrent processes. Finally, the “Diagnosis Data Provider” 
and “Medicine Data Provider” are launched using 
“DataProviderSynch!” broadcast channel from the main 

process towards “DataProviderSynch?” in both concurrent 
processes. UPPAAL’s model checking allows us to validate the 
correctness of designed models by verifying safety and 
liveness properties, in addition to user’s custom logical 
properties related to the deployed service-oriented process. As 
shown in Fig. 4(e) illustrating the verified properties, the first 
checked property verifies whether the generated system is 
deadlock-free as follow “A[] not deadlock”. A deadlock is an 
unmarked state where no events are possible. The automaton 
jams in a state that we have not specified as a possible final 
state. In our approach, we use trap states to define undesired 
events, happening when some predefined conditions are not 
met. We keep track of successful and error executions using 
incremental variables. It also allows to control the concurrent 
components executed. Table IV shows the verified properties 
with corresponding descriptions. 

According to provided modeling we notice that all desired 
properties are satisfied, which means that the associated 
automata modeling is valid considering final state reachability, 
deadlock-freeness and user’s custom logical preferences. The 
next step consists on selecting the best matching service to 
meet the abstract services having quality scopes. In Fig. 1 we 
notice that the “Medicine Data Provider” and “Diagnosis Data 
Provider” abstract services have quality scopes with different 
criteria: Response-Time and Availability for the Medicine Data 
Provider service and Usability for the Diagnosis Data Provider. 
The popularity score computation will be performed on the 
pool of concrete services associated to the AS “Medicine Data 
Provider”, as they require more than one quality criterion to be 
fulfilled by the scoped subset. While the AS “Diagnosis Data 
Provider” needs only one criterion to be met, and then, no 
weight is required to compute the popularity score. 

In Table V, we provide the computed popularity score for 
concurrent concrete services fulfilling the Medicine Data 
Provider and Diagnosis Data Provider abstract services. The 
service Medicine Data Provider requires two quality 
conditions: Response-Time < 250ms with a weight of 5, and 
Availability > 90% with a weight of 3. We proceed to the 
metric normalization in order to compute uniformly the 
popularity score. For rate-based metrics i.e. metrics calculated 
in a percentage basis, the score constitutes the value of the 
measured quality metric when the measurement correlation is 
positive. Otherwise, when the correlation is negative, the score 
is the subtraction of the measured value from a basis of 100. In 
other hand, for non-rate-based quality metrics, we use the 
proportional computation of the service metric value according 
to the maximal value for the target metric. The maximal value 
for a non-rate-based quality metric is concluded by using the 
desired value as a median. For instance, for the desired value of 
Response-Time less than 250ms we use this value as a median 
to conclude that the maximal value for the Response-Time is 
500ms. The second method consists on providing the maximal 
values for each quality metric by the expert rather than 
concluding it using the reversed median calculation. A deeper 
explanation of the proposed popularity score computation 
methods is provided in a previous work [5]. 
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Fig. 4. The Service Composition Automaton and its Appropriate UPPAAL Modelling and Verification. 

  

668 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 3, 2021 

TABLE IV. UPPAAL’S VERIFIED PROPERTIES WITH CORRESPONDING DESCRIPTIONS 

Verified properties Descriptions 

E<> Composition.Final  
AND NOT (Composition.Error) There exists eventually a path leading to the final state without reaching any error state. 

E<> UHCDataCollector.UHCDataCollector  
AND RHCDataCollector.RHCDataCollector 

There is eventually a parallel execution of the Data Collectors in both UHC and RHC. It assumes that the 
associated security services are preliminarily performed, i.e. UHCAuthenticator and 
UHCAccessController before UHCDataCollector, and RHCAuthenticator before RHCDataCollector. 

E<> MedDataExtractor.MedicineDataExtractor  
AND DiagDataExtractor.DiagnosisDataExtractor There is eventually a parallel execution of Medicine Data Extractors and Diagnosis Data Extractor. 

(UHCDataCollector.UHCDataCollector  
OR RHCDataCollector.RHCDataCollector)  
AND (MedDataExtractor.MedicineDataExtractor  
AND DiagDataExtractor.DiagnosisDataExtractor)  
 Composition.Final 

A successful composition is conditioned by an execution of at least one Data Collector of either UHC or 
RHC (OR), additionally to an execution of both Medicine Data Extractor and Diagnosis Data Extractor 
(AND) 

UHCDataCollector.UHCDataCollector  
AND RHCDataCollector.RHCDataCollector  
AND MedDataExtractor.MedicineDataExtractor  
AND DiagDataExtractor.DiagnosisDataExtractor  
 Composition.Final 

An execution of all restricted services which are UHCs’ and RHCs’ Data Collectors in addition to 
Diagnosis and Medicine Data Extractors will lead to a successful execution of the composition 

TABLE V. CONCRETE SERVICE COMPARISON BASED ON POPULARITY 
SCORE 

Abstract Service Associated Concrete Services Popularity Score 

Medicine Data 
Provider 

WS11 (Response-Time: 150ms, 
Availability: 94%) 90.28 

WS12 (Response-Time: 200ms, 
Availability: 98%) 84.85 

Diagnosis Data 
Provider 

WS21 (Usability:8.2) 82 

WS23 (Usability:6.9) 69 

WS24 (Usability:8.8) 88 

The final step consists on generating a ready-to-execute 
BPEL code using the engine provided by the previously 
developed framework, i.e., Discovery and Visual Interactive 
Web Service Engine (DIVISE) [30]. The produced code of the 
composite service assembles all selected concrete services with 
their appropriate interactions according the validated process. 
In this contribution we aim to enhance the engine by providing 
design and verification-oriented modules allowing an 
exhaustive modeling taking into account functional 
requirements in addition to both behavioral and measurable 
non-functional requirements. 

VII. CONCLUSION AND FUTURE RESEARCH DIRECTIONS 
Our current contribution consists on defining a more fine-

grained composition process workflow and its implementation 
and handling the main phases from the design time to code 
generation. This workflow integrates both behavioral and 
measurable quality-oriented NFRs into service composition 
process. An Automata-based modeling of the functional 
requirements (FRs) and non-functional requirements (NFRs) is 
suggested with an explicit distinction between measurable 
quality-oriented NFRs and the newly introduced behavioral 
NFRs. These NFRs are integrated into the abstract functional 
automaton using scopes. The needed behavioral NFRs are 
modeled separately then merged to the functional abstract 
automaton in order to perform a model checking verification 
using UPPAAL. In addition, the desired measurable quality-
oriented NFRs have no impact on the behavioral workflow of 

the composition automaton, and are explored in the selection 
phase using Popularity score enabling to return the best 
matching concrete services for each associated abstract service. 
A use case process using Patient Health Records in Regional 
and University Health Centers in Morocco is used to 
experiment our approach. 

Although this approach handles the overall process of 
service composition from design to execution phases, it can be 
considered as limited to the current state of evaluated QoS 
properties of services, as we did not integrate the tracking 
module in the current contribution. Thus, the service selection 
based on Popularity Score is using provided values for each 
quality metric. These values are provided mainly by the 
provider. However, for an accurate classification, we are 
orienting our research to perform a new computation based on 
service tracking of service quality over time using Machine 
Learning techniques and technologies. It will allow us to have 
a clear idea regarding variation of service quality in a wide 
timeline, and compute the Popularity Score either using 
average function for the whole time or partially for a recent 
limited period of time. 
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Abstract—This paper adopts a novel sub-lexical approach to 
construct viable continuous speech recognition systems with 
scalable vocabulary that use the components of words to form the 
elements of pronunciation dictionaries and recognition lattices. 
The proposed Concatenative ASR family utilizes combination 
rules between morphemes (prefixes, stems, and suffixes), along 
with their theoretical grammatical categories. The constrained 
structure reduces invalid words by using grammar rules 
governing agglutination of affixes with stems, while having a 
large vocabulary space and hence fewer out-of-vocabulary 
words. In pursuing this approach, the project develops automatic 
speech recognition (ASR) parameterized models, designs 
parameter values, constructs and implements ASR systems, and 
analyzes the characteristics of these systems. The project designs 
parameter values in the context of Arabic to yield a subset 
hierarchy of vocabularies of the ASR systems facilitating 
meaningful analysis. It investigates the characteristics of the ASR 
systems with respect to vocabulary, recognition lattice, 
dictionary, and word error rate (WER). In the experiments, the 
standard Word ASR model has the best characteristics for 
vocabulary of up to five thousand words and the Concatenative 
ASR family is most appropriate for vocabulary of up to half a 
million words. The paper shows that the approach used 
encompasses fundamentally different processes of word 
formation and thus is applicable to languages that exhibit 
concatenative word-formation processes. 

Keywords—Morphemes; sub-lexemes; speech recognition; 
Arabic; concatenative morphology  

I. INTRODUCTION 
The standard automatic speech recognition (ASR) system 

uses Hidden Markov Models (HMMs) trained on phonetic 
units, along with a word pronunciation dictionary and a single 
level recognition lattice composed of words [1]. Application of 
the standard Word ASR model to vocabulary beyond a 
hundred thousand words poses complexities, including the 
construction of the pronunciation dictionary, estimation of the 
language model, efficient computation of the recognized 
utterance, and poor recognition performance due to out-of-
vocabulary words (OOVs) [2]. For these reasons, the standard 
Word ASR model is not well suited to languages that are 
particularly rich in inflectional morphology and that 
consequently have large vocabularies. 

Concatenative word formation of inflectional morphology, 
by far the most prevalent type in the world’s languages, 
involves the linear affixation of discrete morphemes, including 
prefixes, stems, and suffixes. 

The concatenative morphology in Arabic is illustrated 
through two examples provided below. Henceforth the 

approach drops short vowels as they are not represented in 
modern Arabic orthography. Table I lists the Arabic characters 
and their roman transliterations. 

The word "فـكاتـبـت", transliterated as "fkqtbt" means ‘so she 
corresponded’, and demonstrates that a sentence is represented 
by a single highly inflected word. This word is composed of 
the stem "kqtb", the prefix ‘f’, and the suffix ‘t’: 

prefix+ stem+suffix             (1) 

f        + kqtb +   t      → fkqtbt ‘so she corresponded’ 

Another example is the noun "مـدرسة", which is 
transliterated as "mdrsO" and means "school". This word is 
composed of the stem "mdrs", and the suffix "O". Its derivation 
is shown below, where  φ is null: 

prefix +   stem     +   suffix             (2) 

      φ    +      mdrs      +    O      → mdrsO   ‘school’ 

By integrating speech recognition constructs with the 
morphological structure of a given language, the paper aims to 
develop models that have scalable vocabulary, valid words, 
moderate computational requirements, and good recognition 
performance. The objective is to explore the feasibility of sub-
lexical models in speech recognition, rather than to optimize 
the performance of the proposed model families. Consequently, 
the paper does not deviate into stochastic models, focusing 
instead on deterministic models. 

Vocabulary scalability is attained by constructing a variety 
of multilevel recognition lattices that utilize the components 
(sub-lexemes) of words, along with the component categories 
at different levels of abstraction. The vocabulary is the space of 
words spanned by the lattice, and the nodes correspond to word 
components and their categories. 

The vocabulary is constrained to valid words in two ways.  
First, models are defined that constrain the vocabulary of the 
ASR system and implicitly the word lengths without actually 
listing words.  Second, combination rules are imposed on word 
components or their categories to eliminate invalid words. 

The computational requirements of the ASR system depend 
on the number of nodes and edges, as well as the structure of 
the recognition lattice; the size of the pronunciation dictionary; 
and the search method. Consequently, models with fewer 
nodes, edges, and items in the dictionary are desirable. Use of 
word components rather than words to represent nodes and 
dictionary items reduces the size of both the lattice and 
dictionary components of the models, thus reducing the 
computational requirements of the system. 
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TABLE I. ARABIC CHARACTERS 

Ar Rm  Ar Rm Ar Rm Ar Rm 

 x غ c ذ F آ A  ــً

 f ف r ر b ب U  ــٌ

 K ق z ز O ة I   ــٍ

 k ك s س t ت Q ء

 m م Z ش B ث E أ

 n ن S ص j ج M ؤ

 h ه D ض H ح L إ

 w و T ط X خ N ئ

 y ي C ظ l ل aa ا

 G  ـ'ـ R ع d د P ى

No standard transliterations between 
Arabic (Ar) and Roman (Rm) 

Recognition performance as measured by word error rate 
(WER) is determined by the HMMs and vocabulary of the test 
set, as well as by recognition lattice vocabulary, lattice 
structure, and search method. This multitude of factors makes 
prediction of recognition performance difficult, and hence 
required careful design of the experiments to produce empirical 
results that would enable us to measure and compare the 
recognition performance of different versions of the ASR 
systems, and to compare these results to those of standard 
Word ASR system counterparts. 

The project’s methodology for attaining the above is to: 
(1) construct parameterized models to build sub-lexical ASR 
models of increasing complexity and abstraction to attain 
larger vocabularies; (2) design parameter values in a way that 
parsimoniously yields a subset hierarchy of a wide spectrum of 
vocabularies; (3) construct implementable ASR systems using 
the derived parameter values (4) set up experiments through 
selection of speech training and test sets, and conduct ASR 
system training and recognition; (5) investigate the 
characteristics of the ASR systems with respect to vocabulary, 
recognition lattice, and word error rate (WER), and observe 
their robustness with respect to out-of-vocabulary words 
(OOVs). 

The primary objective of this paper is to develop ASR 
models that are scalable and produce only valid words. Arabic 
has been chosen as the context for developing this new ASR 
paradigm. More specifically, Modern Standard Arabic (MSA) 
is utilized because it is widely used and has well established 
and standardized grammar and phonetics. 

The paper is organized as follows: Section II contains 
literature review; Section III introduces the parameterized ASR 
models; Section IV constructs ASR systems for concatenative 
model; Section V explains how the system is constructed; 
Section VI discusses the experimental setup; Section VII 
evaluates the system; Section VIII discusses the results; and 
Section IX has the conclusion. 

II. LITERATURE REVIEW 
To overcome the limitations of the Word ASR model, a 

number of approaches have been suggested that have in 

common their use of morphemes (prefixes, stems, and suffixes) 
rather than words as the basic unit of analysis. Indeed, several 
studies have investigated the use of sub-lexical language 
constructs in speech recognition [3,4] and models 
incorporating this idea have been used in many languages, 
including German and Finnish [5,6], Korean [7,8,9], Dutch 
[10], Arabic [11,12, 13,14,15,16], Turkish [5,17], Slovenian 
[18] and English [5]. Other works utilizing such an approach 
for multiple languages have been published [19,20]. 

Existing approaches use empirical morphemes and direct 
relationships between prefixes, stems, and suffixes. They suffer 
from generation of invalid words because the recognition 
lattice does not adequately constrain formation of words from 
morphemes. The invalid words lead to lower recognition 
performance. The problem is alleviated to some extent by 
replacing the morphemes of most frequently occurring words 
by surface forms (complete words) themselves. 

Recent work has been conducted for MSA automatic 
speech recognition utilizing weighted finite state transducer 
structure in the Kaldi ASR system [21]. Finite state transducer 
has also been utilized for MSA morphological analysis and 
diacritization [22]. 

III. PARAMETERIZED ASR MODELS 
The concatenative grammar-based parameterized models’ 

objective is to have increasing levels of complexity and 
abstraction to attain larger vocabularies. This is achieved by the 
models by utilizing categories of word components rather than 
word components alone. The categories reflect two basic sub-
lexical classes (stems and affixes) and the objects they can 
combine with. 

The four models are termed: Direct Morpheme, Affix 
Category, Stem Category, and Full Category in addition to the 
baseline model called Independent Morpheme (described in the 
Appendix), which corresponds to currently proposed models in 
the literature. 

With the exception of Independent Morpheme, all of the 
system’s ASR models have a vocabulary of only valid words 
because they use three-dimensional combination matrices that 
constrain the relations between morphemes or their categories. 
The baseline Independent Morpheme model does admit invalid 
words in the vocabulary because it lacks these constraints. 

Each of these grammar-based ASR models has a distinct 
set of parameters, with the common parameters being Prefix, 
Stem, and Suffix –more specifically, the indexed listings of 
prefixes, stems, and suffixes. For the same set of parameter 
values of Prefix, Stem, and Suffix, the various ASR models 
have the same terminal nodes comprising prefixes, stems, and 
suffixes, and the same dictionary, whose items are the union of 
prefixes, stems and suffixes. 

However, the models have distinct recognition grammars. 
The reason for the distinct recognition grammars is that the 
models use component categories and different two-
dimensional binary association matrices defining associations 
between components and their categories, as well as three-
dimensional binary combinations defining licit combinations 
between morphemes or between their categories. The 
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morphemes, categories, associations, and combinations are 
based on theoretical morphological grammar. 

A. Direct Morpheme ASR Model 
The Direct Morpheme ASR parameterized model involves 

the most constrained structure, incorporating direct 
combination constraints among prefixes, stems, and suffixes. 
The parameters are Prefix, Stem, and Suffix, and the binary 
three-dimensional combination matrix PrefixXStemXSuffix. 
The recognition grammar is given below: 

'#' {Word '&' }+ '#' 

Word   WordStem1 | WordStem2 | …; 

WordStem1  stemPrefix11 stem1 stemSuffix11 |  

  stemPrefix12    stem1  stemSuffix12  | …; 

WordStem2     stemPrefix21   stem2   stemSuffix21 | 

  stemPrefix22    stem2   stemSuffix22  | …; 

The second line expands a word into stem-grouped words, 
which share a common stem.  The words are not explicitly 
listed. Each stem-grouped word is a choice of prefix-stem-
suffix combinations for the particular stem, as allowed by the 
combination matrix PrefixXStemXSuffix. An implementable 
example is shown below: 

('#' {Word '&' }+ '#') 

Word  WordStem_ktb |  WordStem_drs | … ; 

WordStem_ktb    ' '   'ktb'   ' '   | 'f'    'ktb'   't'  | …; 

WordStem_drs    'w'  'drs'  'h'  | 'l'   'drs'  'hmq'  | … ; 

B. Affix Category ASR Model 
The Affix Category ASR parameterized model is both an 

abstraction of the Direct Morpheme model and potentially 
more efficient than that model because it classifies affixes 
(prefixes and suffixes) according to their grammatical 
categories. The parameters of this model are: Prefix, Stem, 
Suffix; PrefixCateg, SuffixCateg; the binary association 
matrices Prefix_PrefixCateg and Suffix_SuffixCateg; and the 
binary combination matrix PrefixCategXStemXSuffixCateg. 
The recognition grammar for the Affix Category parameterized 
model is: 

'#' {Word '&' }+ '#' 

Word   WordStem1 | WordStem2 | …; 

WordStem1   PrefixCateg11  stem1  SuffixCateg11 | ... 
   PrefixCateg12   stem1   SuffixCateg12 | …; 

WordStem2   PrefixCateg21   stem2   SuffixCateg21 | 

  PrefixCateg22   stem2   SuffixCateg22 | …; 

PrefixCateg11   prefix11 | prefix12 | …;  

PrefixCateg21    prefix21 | prefix22 | …; 

SuffixCateg11    suffix11 | suffix12 | …; 

SuffixCateg21    suffix21 | suffix22 | …; 

The second line expands a word into alternatives among 
words grouped according to stems. Each stem grouped word is 
a choice between PrefixCateg-stem-SuffixCateg combinations 
for the stem, as allowed by PrefixCategXStemXSuffixCateg. 
Each PrefixCateg and SuffixCateg is expanded into prefixes 
and suffixes according to the association matrices. 

C. Stem Category ASR Model 
The Stem Category ASR parameterized model is also an 

abstraction of the Direct Morpheme model by its classification 
of stems into their grammatical categories. In classifying stems 
rather than affixes, this model is more effective than the Affix 
Category model because the number of stems is much larger 
than the number of affixes. The parameters are Prefix, Stem, 
Suffix; StemCateg representing the indexed listing of stem 
categories; binary association matrix Stem_StemCateg; binary 
combination matrix PrefixXStemCategXSuffix. The 
recognition grammar for the Stem Category model is: 

'#' {Word '&' }+ '#' 

Word   WordStem1 | WordStem2 | …; 

WordStem1   prefix11  StemCateg1   suffix11 |   

  prefix12  StemCateg1   suffix12 | …; 

WordStem2   prefix21  StemCateg2   suffix21 |   

  prefix22  StemCateg2   suffix22 | …; 

StemCateg1   stem11 | stem12 | …;   

StemCateg2   stem21 | stem22 | …; 

The group for each WordStem is a choice of prefix-
StemCateg-suffix combinations for the specific item in 
StemCateg, as allowed by PrefixXStemCategXSuffix. A 
specific member in StemCateg is expanded into stems 
according to the association matrix. 

D. Full Category ASR Model 
The Full Category ASR parameterized model abstracts all 

morphemes--prefixes, stems and suffixes--into their 
grammatical categories, thereby producing the most abstract 
Concatenative ASR model. The parameters are Prefix, Stem, 
Suffix; PrefixCateg, StemCateg, SuffixCateg; binary 
association matrices Prefix_PrefixCateg, Stem_StemCateg, 
Suffix_SuffixCateg; and binary combination matrix 
PrefixCategXStemCategXSuffixCateg. The recognition 
grammar is given below: 

'#' {Word '&' }+ '#' 

Word   WordStemCateg1 | WordStemCateg2 | …; 

WordStemCateg1   

 PrefixCateg11 StemCateg1  SuffixCateg11  |  

 PrefixCateg12 StemCateg1  SuffixCateg12 | ...; 

WordStemCateg2    

 PrefixCateg21 StemCateg2  SuffixCateg21  | 
 PrefixCateg22 StemCateg2  SuffixCateg22  | …; 
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PrefixCateg11   prefix111 | prefix112 | …;  

PrefixCateg12   prefix121 | prefix122 | …; 

StemCateg1   stem11 | stem12 | …; 

StemCateg2   stem21 | stem22 | …; 

SuffixCateg11   suffix111 | suffix112 | …;  

SuffixCateg12   suffix121 | suffix122 | …; 

Each collection of words centered on a specific StemCateg 
is a choice between PrefixCateg-StemCateg-SuffixCateg 
combinations for the given StemCateg as allowed by 
PrefixCategXStemCategXSuffixCateg. 

The categories PrefixCateg, StemCateg, and SuffixCateg 
are expanded into prefixes, stems, and suffixes according to the 
association matrices Prefix_PrefixCateg, Stem_StemCateg, 
Suffix_SuffixCateg respectively. An illustrative example is as 
follows, with FW1Wa denoting a stem category, Pref1Wa a 
prefix category, and Suff10 a suffix category. 

Word_FW1Wa      

 Prefix_Pref1Wa  Stem_FW1Wa    Suffix_Suff10 | 

 Prefix_Pref10    Stem_FW1Wa    Suffix_Suff10 ;  

Stem_FW1Wa   ’EbnqQ’ | ’Ef’ | ’Em’ | ’En’ | ’Ew’ | 

 ’Ey’ | ’Eyn’ | ’LtZ’ | ’LBnqn’ | ’Lcq’ | ’Ls’ | ...; 

Prefix_Pref1Wa  ’f’ | ’w’; 

Suffix_Suff10  ’  ’; 

This section presented four Concatenative grammar-based 
ASR parameterized models to develop a hierarchy of 
vocabularies from the same set of parameter values and to 
provide models suitable for a variety of circumstances. 

The Direct Morpheme model is suitable for cases where 
|Prefix|/|PrefixCateg| ~ 1, |Suffix|/|SuffixCateg| ~ 1, and 
|Stem|/|StemCateg| ~ 1; the Affix Category model is 
appropriate for situations where |Prefix|/|PrefixCateg| >> 1, 
|Suffix|/|SuffixCateg| >> 1, and |Stem|/|StemCateg| ~ 1; the 
Stem Category model is suitable for cases where  
|Prefix|/|PrefixCateg| ~ 1, |Suffix|/|SuffixCateg| ~ 1, and 
|Stem|/|StemCateg| >> 1; and the Full Category model is 
appropriate for situations where |Prefix|/|PrefixCateg| >> 1, 
|Suffix|/|SuffixCateg| >> 1, |Stem|/|StemCateg| >> 1. 

IV. PARAMETER DESIGN 
This section illustrates how the parameter values and 

combination matrices are derived and ASR systems 
constructed for concatenative models. Parameter values are 
designed to parsimoniously cover a wide spectrum of 
vocabulary for construction of the implementable ASR systems 
from the models developed in Section III. 

The system vocabulary is derived indirectly by the 
specification of morphemes, and their combinations and 
association matrices.  This is in contrast to Word ASR, in 
which systems may be constructed for arbitrary vocabulary 
sizes. 

The careful parameter design yields a subset hierarchy of 
vocabularies for the ASR systems, thereby facilitating 
comparative analysis of the various models. Both a language 
dataset and a speech corpus are used to derive the parameter 
values for the ASR systems, as the approach combines the 
speech and language aspects into the development of an ASR 
system. 

The Buckwalter language dataset was chosen because it is 
the most complete morphological dataset and the Saavb corpus 
as both a speech and text corpus because it has accurate 
transcriptions in Modern Standard Arabic validated by IBM 
[23]. The recognition grammar is generated from the text 
corpora, while the training and test sets are generated from the 
speech corpus with the difference between the recognition 
lattice span and the recognition set determining the out-of-
vocabulary (OOV) words. 

The Buckwalter dataset contains three lexicon files and 
three compatibility tables with a vocabulary of more than five 
million consisting of only valid words. The three lexicon files 
tabulate the prefixes, stems, and suffixes with their 
grammatical categories. Categories of stems and affixes reflect 
both language classification and the objects that they can 
combine with. The three compatibility files have two-column 
tables that provide the relations between the following:  prefix 
categories & suffix categories, prefix categories & stem 
categories, and suffix categories & stem categories. 

The parameter values for the ASR models are computed in 
three stages, which are briefly described below, with details 
omitted due to space considerations. In Stage I, we compute 
the various listings, association and combination matrices from 
the Buckwalter lexicon files, and compatibility tables. To 
accomplish this, we first compute the indexed listings of 
unique prefixes, stems, and suffixes from the tokens in the 
three lexicons, and compute the categories of the prefixes, 
stems, and suffixes from both the lexicon files and the 
compatibility tables. Table II lists the sizes of the Buckwalter 
parameter values, such as BuckwalterStem, 
BuckwalterStemCateg. Then, the computed indexed listings 
are used, along with the lexicon files and compatibility tables 
to produce the two-dimensional binary association matrices 
(such as Suffix_SuffixCateg) and two-dimensional binary 
compatibility matrices (such as PrefixXSuffix). These two-
dimensional compatibility matrices are used to derive the 
three-dimensional binary combination matrices (such as 
PrefixXStemXSuffix). 

TABLE II. BUCKWALTER MORPHEME PARAMETER SIZES* 

Parameter Size 

BuckwalterPrefix 131 

BuckwalterSuffix 209 

BuckwalterStem 43870 

BuckwalterPrefixCateg 88 

BuckwalterSuffixCateg 173 

BuckwalterStemCateg 218 

* From original Buckwalter dataset 
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In Stage II, the system morphologizes the Saavb corpus 
words according to the generated Buckwalter listings and 
matrices to produce the SaavbMorphologicalTable consisting 
of the following columns: word, prefix, stem, suffix, 
prefixCateg, stemCateg, and suffixCateg. Because a word may 
have multiple decompositions, each word in the table may have 
more than one row corresponding to it. Saavb words that are 
outside the vocabulary of Buckwalter (mainly 
mispronunciations) are decomposed as prefix = φ,  stem = 
word, suffix = φ,  and stemCateg = 'NonSubword'. This results 
in updated values of |BuckwalterStem| = 44212 and 
|BuckwalterStemCateg| = 219. Henceforth, these extended 
parameter values are referred to as Buckwalter parameter 
values. 

In Stage III, the subsets of the appended listings are 
extracted and matrices to define the parameter values. The 
system computes two groups of subsets of the Buckwalter 
listings and matrices: Saavb Group and Buck Group. The 
Saavb Group is created by traversing through the 
SaavbMorphologicalTable to compute the indexed listing 
SaavbPrefix, SaavbStem, SaavbSuffix, SaavbPrefixCateg, 
SaavbStemCateg, SaavbSuffixCateg, as well as the two-
dimensional binary association matrices and three-dimensional 
binary combination matrices. These parameter sizes are 
summarized in Table III. For the Buck Group, a subset of the 
Buckwalter listings and matrices is created that is larger than 
the Saavb Group by extracting subsets of BuckwalterPrefix, 
BuckwalterStem, and BuckwalterSuffix whose categories are 
the same as SaavbPrefixCateg, SaavbStemCateg, and 
SaavbSuffixCateg respectively. The resulting listings are 
BuckPrefix, BuckStem, BuckSuffix, BuckPrefixCateg, 
BuckStemCateg, and BuckSuffixCateg, with sizes summarized 
in Table IV. 

TABLE III. SAAVB MORPHEME PARAMETER SIZES* 

Parameter Size 

SaavbPrefix 37 

SaavbSuffix 34 

SaavbStem 1586 

SaavbPrefixCateg 36 

SaavbSuffixCateg 102 

SaavbStemCateg 110 

SaavbNonSubword 342 

*From Saavb corpus. A member of SaavbPrefix may be associated with more 
than one member of 
SaavbPrefixCateg. Same applies for Suffix and Stem 

TABLE IV. BUCK MORPHEME PARAMETER SIZES* 

Parameter Size 

BuckPrefix = BuckwalterPrefix 131 

BuckSuffix = BuckwalterSuffix 209 

BuckStem = BuckwalterStem + NonSubword 44212 

BuckPrefixCateg = SaavbPrefixCateg 36 

BuckSuffixCateg = SaavbSuffixCateg 102 

BuckStemCateg = SaavbStemCateg 110 

* From Saavb morpheme categories and modified Buckwalter morphemes 

V. CONSTRUCTION OF ASR SYSTEM 
The parameters generated in the previous section are used 

with the ASR parameterized grammar-based models of 
Section III to construct seven ASR systems with a wide range 
of vocabularies. The Saavb Group parameter values of 
Table III are used with the ASR models of Section III to 
construct the following ASR systems: (1) Saavb Independent 
Morpheme (IM), (2) Saavb Direct Morpheme (DM), (3) Saavb 
Affix Category (AC), (4) Saavb Stem Category (SC), (5) Saavb 
Full Category (FC), (6) LargeBuck Full Category (LBFC), and 
(7) SmallBuck Full Category (SBFC). 

The LargeBuck Full Category ASR system is created by 
using the Buck Group parameters summarized in Table IV 
with the Full Category model. The SmallBuck Full Category 
ASR system is built from Saavb Group stems and Buck Group 
affixes, with the parameters consisting of indexed listings 
BuckPrefix, SaavbStem, BuckSuffix, SaavbPrefixCateg, 
SaavbSuffixCateg, SaavbStemCateg summarized in Tables III 
and IV; the association matrices: 

- BuckPrefix_SaavbPrefixCateg, 

- SaavbStem_SaavbStemCateg, 

- BuckSuffix_SaavbSuffixCateg; and the combination 
matrix 

- SaavbPrefixCategXSaavbStemCategXSaavbSuffixCateg. 

The vocabulary sizes of the concatenative ASR systems are 
listed in Table V. All vocabularies have only valid words 
except for the Independent Morpheme system. The following 
represents the subset relations between vocabularies: DM ⊂
AC, DM ⊂ SC, AC ⊂ FC, SC ⊂ FC   and FC ⊂  SBFC ⊂  
LBFC. The vocabulary of DM is equal to the SAAVB 
vocabulary by construction. 
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TABLE V. ASR SYSTEM CHARACTERISTICS 

System Vocabulary Dictionary Nodes (Edges) WER % 

Saavb Concatenative ASR Systems and Word counterparts 

IM 1,995.188 1,623 1,666 
(3,320) 67 

W_IM 1,995.188 1,995.188 1,995.192 
(3,990,379) * 

DM 1,719 1,623 5,920 
(7,890) 55.7 

W_DM 1,719 1,719 1,723 
(3,441) 55.8 

AC 5,069 1,623 36,778 
(55,586) 57.5 

W_AC 5,069 5,069 5,073 
(10,141) 57.8 

SC 30,603 1,623 42,011 
(82,208) 63.3 

W_SC 30,603 30,603 30,607 
(61,209) 64.6 

FC 74,543 1,623 68,547 
(133,491) 63.6 

W_FC 74,543 74,543 74,547 
(149,089) 64.6 

Buck Concatenative ASR Systems and Word counterparts 

SBFC 226,861 1,875 73,477 
(143,292) 63.8 

W_SBFC 226,861 226,861 226,865 
(453,725) * 

LBFC 5,323,415 44,429 1,135,723 
(2,267,729) * 

W_LBFC 5,323,415 5,323,415 5,323,419 
(10,646,833) * 

- DM=Direct Morpheme, AC=Affix Category, SC=Stem Category, FC=Saavb Full Category, SBFC=Small Buck Full Category, LBFC=Large Buck Full 
Category. 
- W_ indicates corresponding word ASR 
* indicates that recognition experiments were not conducted because of the large lattice size 

The dictionary of all the ASR systems consists of 
pronunciations of the union of Prefix, Stem, and Suffix.  
Hence, the dictionaries of all Saavb concatenative ASR 
systems are the same, as indicated in Table V, which also 
shows the dictionary sizes for the SBFC and LBFC ASR 
systems. The recognition lattice sizes of the ASR systems are 
likewise summarized in Table V. The LBFC system, with a 
lattice size encompassing more than one million nodes and two 
million edges, is not implementable. 

The concatenative ASR model is much more scalable than 
the standard Word ASR model for languages with inflectional 
morphology. 

VI. EXPERIMENTAL SETUP 
This section presents implementation issues of ASR 

systems. Subsection A presents the conventional word ASR 
with which comparisons of the proposed ASR systems are 
made. Subsection B presents training and test sets used in the 
experiments. Subsection C summarizes the speech training and 
recognition steps taken. 

A. Conventional ASR Model 
The standard word ASR model structure is used as a 

reference to evaluate the ASR models in terms of vocabulary 
size, computational requirements such as the number of nodes, 
edges, dictionary size, and recognition performance as 
measured by the word error rate (WER).  The word ASR is the 
most structured model as the grammar specifies exactly the 
vocabulary of the recognition system, and hence provides 
complete control of the character sequences that are allowed. 

The EBNF syntax for the word ASR recognition grammar 
with words being the terminal nodes is as follows: '#' {Word 
'&' }+ '#'; Word -> 'word1' | 'word2' | 'word3' |. 

Although an end of word marker is not needed, '&' is used 
to be consistent with the grammar of the ASR model structures. 
An example of the second line is Word = 'fy' | 'mn' | 'RlP' | 'En' | 
'LlP' | 'qlty' | 'mNO'  |. 

The standard Word ASR systems that are build are 
counterparts to the Concatenative ASR systems by computing 
the vocabulary of the developed ASR through the span of its 
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recognition lattice, determining the dictionary based on the 
vocabulary, and constructing a word-loop recognition lattice 
with the nodes representing the words in the vocabulary. As the 
counterpart Word ASR systems are generated from the 
vocabulary of the Concatenative ASR systems, a similar subset 
hierarchical relationship holds true. Table V lists the 
vocabulary, dictionary, and lattice size for W_IM, W_DM, 
W_AC, W_SC, W_FC, W_SBFC, and W_LBFC, where 'W' 
denotes the word counterpart ASR system. 

B. Training and Recognition Sets 
The SAAVB speech corpus consists of prompted utterances 

spoken over cellular telephones in a quiet environment and 
received by land telephones sampled at 8 kHz. This corpus is 
appropriate for comparison between the different ASR 
systems. The data available for the paper consist of a total of 
approximately 25,000 utterances comprising 50 utterances with 
an average duration of 5.7 seconds per utterance spoken by 
each of the 484 subjects, with a vocabulary of 1719 (unique) 
words. 

The utterances are divided into three mutually exclusive 
and collectively exhaustive sets, A, B, and C. Each balanced 
set consists of utterances for different speakers. Three 
partitions are utilized: Training set consisting of A and B with 
recognition set being C; training set composed of A and C with 
recognition set being B; training sets B and C and recognition 
set A. 

C. ASR Training and Recognition 
The HTK toolkit is used in accordance with standard 

practices [24]. The HTK command HParse converts the 
generated EBNF of Sections 2 and 3 into recognition lattices. 
For each of the utterances, feature vectors are based on MFCC 
of length thirty-nine. Orthographic transcription is mapped into 
phonetic sequences using a pronunciation algorithm. 

Training of HMMs is conducted on the three partitions. 
HMMs are left to right non-skip with twelve mixtures and they 
model the phonetic units associated with the Modern Standard 
Arabic transcriptions. The K-fold method is used with three 
folds to implement statistically valid training and recognition 
tasks [25]. Recognition is conducted using the Viterbi 
algorithm and the empirical results are obtained by averaging 
the recognition performance values and time durations for the 
three folds. 

As this research’s objective is proposal and analysis of sub-
lexical speech recognition, rather than optimization of the 
proposed models, no optimization is conducted by using 
context dependent phones, large number mixtures, optimized 
size and structure of HMM, adaptive techniques, or use of 
stochastic lattices. Optimized choices may reduce word error 
rate by approximately 30%. 

The ASR systems for Concatenative model have the same 
phonetic units and HMMs as the Word ASR systems and differ 
only in the lattice structure.  Hence improvements in models of 
phonetic units would translate towards improvement in 
performance in the same manner for both Word ASR systems 
and systems proposed in this paper. 

VII. PERFORMANCE AND ANALYSIS 
This section analyzes the characteristics of the ASR 

systems and the results are presented in Table V. It also 
compares the various sub-lexical ASR systems with their Word 
ASR counterparts, and derives conclusions on the suitability of 
the ASR models for the different cases examined in this paper. 

Table V lists the vocabulary size, dictionary size, 
recognition lattice size, and word error rate (WER) for each of 
the concatenative and word ASR systems. Values for WER for 
LBFC, W_SBFC and W_LBFC are not available, as empirical 
experiments could not be conducted due to the large lattice 
size. 

Fig. 1 and 2 plot lattice size and WER versus vocabulary on 
the log scale for the Concatenative ASR systems, in which the 
abscissa represents vocabulary of only valid words. The 
squares represent the DM, AC, SC, FC, and SBFC systems and 
the circles represent their Word counterparts. 

A. Vocabulary 
Table V shows that using the same prefixes, stems, 

suffixes, and dictionary of the Saavb Group, the Concatenative 
ASR family has vocabularies that range from 1,719 to 74,543, 
with vocabulary size increasing in relation to the level of 
abstraction. This finding demonstrates the power of utilizing 
various levels of abstraction. 

Examination of W_SBFC, SBFC and LBFC reveals the 
empirical limitations of the Word ASR system and the 
Concatenative ASR system imposed by the lattice size. 

All of the Concatenative ASR systems, with the exception 
of IM, have only valid words. The vocabulary of FC is the 
maximal vocabulary for an ASR system containing the 
prefixes, stems, and suffixes of Saavb, and is a subset of IM 
vocabulary. Thus, the vocabulary size of 74,543 of FC is the 
number of valid words in IM, suggesting that only 3.7% of the 
two million words in IM are valid. 

B. Lattice Size 
Table V reveals the 1:1 ratio of the number of nodes to 

vocabulary size for Word ASR systems. The Concatenative 
ASR systems become increasingly more efficient for larger 
vocabularies, having a smaller lattice than the Word ASR 
systems for vocabularies of more than 50,000 words. In 
particular, the Full Category systems (FC, SBFC, LBFC) yield 
very compact lattices because of combination relations 
between categories of morphemes rather than morphemes 
themselves. 

C. Dictionary 
As illustrated in Table V, the dictionary size of a Word 

ASR system equals the vocabulary size, and thus poses 
problems for large vocabulary. In contrast, the dictionary size 
for Concatenative ASR systems is relatively insensitive to 
vocabulary size. The dictionary size of Concatenative ASR 
systems relatively insensitive to vocabulary size in contrast to 
linear dependency of Word ASR systems. 
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D. Computation Time 
Computation time increases with size of the lattice and 

dictionary. The Word ASR system exhibits an increasing 
relationship between the number of nodes and the dictionary 
size with respect to vocabulary size. Consequently, 
computation time in a Word ASR system is expected to 
increase with vocabulary size at a higher rate than in a 
Concatenative ASR system. In contrast, as the Concatenative 
ASR systems keep dictionary size constant, their computation 
time is expected to increase at a slower rate than in the Word 
ASR system. Empirical computation time versus vocabulary 
for the Concatenative and Word ASR systems confirms the 
observations above. While the Word ASR system is more 
efficient for small vocabulary size, the Concatenative ASR 
systems are superior for vocabulary sizes greater than 10,000 
words. 

E. Word Error Rate 
In order to avoid miscalculation of the word error rate 

(WER) due to inflation of the correct rate arising from '&', the 
WER for the Concatenative ASR systems is calculated by 
concatenating the prefix, stem / character sequence and suffix 
through the end-of-word '&' marker, into words. 

In general, for any given model, WER is expected to 
increase as a function of vocabulary size.  Because the test set 
is the same, there are no OOVs, and the vocabulary has a 
subset structure, this trend can be attributed to larger search 
space. Accordingly, the order of ASR systems with respect to 
WER is expected to be the following: FC<SBFC<LBFC for 
the Concatenative ASR systems, and W_DM<W_AC, 
W_DM<W_SC, W_AC<W_FC, W_SC<W_FC, 
W_FC<W_SBFC<W_LBFC for the Word ASR systems. 

Comparison of the Concatenative ASR systems to their 
Word counterparts indicates that a Word ASR system is 
inferior to a Concatenative ASR system for vocabulary of more 
than 5,000 words. Even though the Concatenative ASR 
systems have the same vocabularies as their Word 
counterparts, the WER can be different because the recognition 
performance depends not only on vocabulary size but also on 
the lattice. The lattice structure of the Concatenative ASR is 
very different from the lattice structure of the Word ASR, even 
though the recognition lattices have the same vocabulary. The 
other factors that determine performance, such as HMMs, test 
set, and lattice search method are the same in both cases. 

Comparing WER of IM with FC, and DR with IR, which 
have deviations of around 4%, provides some indication of the 
importance of combination constraints to ASR systems, and the 
effect of inflating vocabulary with invalid words on 
recognition performance. 

F. ASR Systems with OOV Words 
This section studies the effect of out-of-vocabulary (OOV) 

words on the performance of Concatenative and their Word 
ASR counterparts. In the empirical experiments, the test set is 
constrained by the speech corpus, and hence the OOV issue is 
best handled by modifying the vocabulary of the ASR system 
to exclude some of the words in the test set. Furthermore, in 
order to provide uniform comparison across all ASR systems, 

OOV words are fixed for all systems and are not varied 
according to the ASR system vocabulary. 

The vocabulary of Concatenative cannot be specified 
directly, and hence a practical approach is to specify OOV 
words as those for which stemCateg have particular value. 
Words for which stemCateg = 'NonSubword' are a good choice 
for OOVs, as the stems in this category are not additionally 
classified under other categories. 

The test set is of fixed vocabulary and the systems have a 
subset hierarchy of vocabularies. Consequently, the 
deterioration in performance is expected to increase with the 
increase in vocabulary size of the ASR system. However, this 
is not an issue in our case because the objective is to compare 
the deterioration in performance of sub-lexical ASR models 
proposed in the paper with respect to their Word counterparts. 

Comparison of performance of ASR systems with OOV to 
ASR systems without OOV indicates that the deterioration in 
performance of the Concatenative ASR systems is comparable 
to that of Word ASR systems at 3% for Direct Morpheme, 
reaching an insignificant level for Full Category with higher 
vocabulary. The models developed and analyzed in this paper 
are observed to be as robust to OOV as their Word 
counterparts. 

VIII. RESULTS AND DISCUSSION 
This paper has developed promising Concatenative 

grammar-based ASR models for languages with distinctly 
different word formation processes with the objective of 
vocabulary scalability and good recognition performance, in 
which words are formed through affixation of prefixes, stem, 
and suffixes. 

Theoretical grammar constructs of a language are used to 
develop a rich hierarchical structure of ASR models affording 
scalability. The concept of combination matrices to limit 
vocabulary to only valid words has been rigorously developed 
and applied. Empirical experiments show the viability of using 
Concatenative grammar-based ASR models to attain good 
recognition performance. Future work can develop stochastic 
Concatenative ASR models by addressing the issues presented 
in the paper. 

In the experiments, the standard Word ASR model has the 
best characteristics for vocabulary of less than 5000 words and 
the Concatenative ASR family is most appropriate for 
vocabulary up to half a million words. Theoretical grammar-
based combination constraints are an important factor in ASRs, 
and although ASRs without combination constraints have 
smaller lattices, their vocabularies have a significant number of 
invalid words and a higher WER. 

IX. CONCLUSION AND FUTURE WORK 
A future research plan is to develop a stochastic 

concatenative ASR models to improve performance by 
incorporating statistics of word sequences in the recognition 
lattice. In contrast to uniform Word ASR lattice which may be 
extended to stochastic Word ASR by simply supplementing the 
single level lattice with additional edges between word nodes 
to reflect bigram statistics, stochastic concatenative ASR 
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model is fundamentally different from the theoretical grammar-
based ASR model presented in this paper. 

The lattice structures of the stochastic concatenative models 
need to be developed distinctly for the variety of paradigms 
developed. Particular attention has to be paid to ensure that 
stochastic models have vocabularies of only valid words just as 
the proposed concatenative ASR models which use 
combination matrices. Morphological processing of valid word 
lists yields vocabulary with invalid words. 

Another challenge in the development of stochastic models 
is that words have multiple morphological decompositions, and 
hence the unigram statistics of a component would be based 
not only on the word unigram, but also on the conditional 
statistics of the decompositions of a given word. This issue 
carries on with higher level statistics. 
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APPENDIX 
The Independent Morpheme ASR parameterized model has no constraints imposed on the prefix-stem-suffix combinations either directly or indirectly, and 

hence allows invalid words in the vocabulary. The parameters of this model are the indexed morpheme listings Prefix, Stem, and Suffix. These models correspond to 
currently proposed models in the literature. The recognition grammar is illustrated below: 

'#' {Word '&' }+ '#' 

Word ->  Prefix Stem Suffix; 

Stem -> 'mktb' | 'mdrsO' | 'ktb' | 'mktbO'…     

Prefix ->  prefix1 | prefix2 | …;   

Suffix ->  suffix1 | suffix2 | …; 
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Fig. 1. Node vs Vocabulary. Comparison of the Relation between Number of Nodes and Size of Vocabulary in Word ASR Systems and Concatenative ASR 

Systems. Circles and Dashed Lines Represent Word ASR Systems; Squares and Solid Lines Represent Concatenative ASR Systems. [Left to Right: DM=Direct 
Morpheme, AC=Affix Category, SC=Stem Category, FC=Saavb Full Category, SBFC=Small Buck Full Category, LBFC=Large Buck Full Category (LBFC)]. 

The Figure Shows that Concatenative ASR Systems are more Efficient with Increasing Vocabulary Size, Surpassing Word ASR Systems for Vocabulary of more 
than 50,000 Words. 

 
Fig. 2. WER vs. Vocabulary. Comparison of the Relation between Word Error Rate (WER) and Size of Vocabulary in Word ASR Systems and Concatenative 

ASR Systems. Circles and Dashed Lines Represent Word ASR Systems; Squares and Solid Lines Represent Concatenative ASR Systems. [Left to Right: 
DM=Direct Morpheme, AC=Affix Category, SC=Stem Category, FC=Saavb Full Category, SBFC=Small Buck Full Category]. The Figure Shows that WER of 

Concatenative ASR Systems are Lower than Word ASR Systems for Vocabulary Size Larger than 5,000 Words. 
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Abstract—Vehicle detection and classification are necessary 
components in a variety of useful applications related to traffic, 
security, and autonomous driving systems. Many studies have 
focused on recognizing vehicles from the point of view of a single 
perspective, such as the rear of other cars from the driving seat, 
but not from all possible perspectives, including the aerial view. 
In addition, they are usually given prior knowledge of a specific 
kind of vehicle, such as the fact that it is a car, as opposed to 
being a bus, before deducing other information about it. One of 
the popular classification techniques used is boosting, where 
weak classifiers are combined to form a strong classifier. 
However, most boosting applications consider complex 
classification problems to be a combination of binary problems. 
This paper explores in detail the development of a multi-class 
classifier that recognizes vehicles of any type, from any view, 
without prior information, and without breaking the task into 
binary problems. Instead, a single multi-class application of the 
GentleBoost algorithm is used. This system is compared to a 
similar system built from a combination of separate classifiers 
that each classifies a single vehicle. The results show that a single, 
multi-class classifier clearly outperforms a combination of 
separate classifiers, and proves that a simple boosting classifier is 
sufficient for vehicle recognition, given any type of vehicle from 
any perspective of viewing, without the need of representing the 
problem as a complex 3D model. 

Keywords—Vehicle detection; vehicle recognition; multiclass 
learning; boosting; GentleBoost 

I. INTRODUCTION 
The detection and classification of vehicles are essential 

steps in many important applications, including autonomous 
driving systems, traffic flow prediction for transport 
management, vehicular safety, criminal tracking, and 
intelligent transportation systems with implementations that 
range from security surveillance to traffic monitoring during 
the Hajj season, impacting millions of pilgrims at a time. 
Coupled with the fact that cameras and imaging technology 
have seen massive improvements in recent years, on-road 
vehicle detection has become an active research area with 
valuable progress for close to a decade. 

A large number of vehicle detection studies concentrate on 
vehicles seen from a specific view or perspective, such as the 
rear view of vehicles as they appear from the ego vehicle’s 
driving seat, or from a camera mounted on the ego vehicle. 
There are different forms of classification that can be used to 
detect vehicles: multi-view classification, which recognizes the 
same vehicle from different viewing perspectives or poses; and 

multi-class classification, which recognizes vehicles in spite of 
variations in their shapes and sizes, based on belonging to 
different classes, such as buses and cars. There are systems that 
have been designed to recognize objects from different views, 
but they are often generalized object detectors [1], or else they 
focus either on vehicle detection through multi-view 
classification [2], or else through multiclass classification [3], 
[4]. But so far there have not been many serious studies on 
vehicle detection that support both multi-view and multi-class 
applications. 

This paper will explore the development of a system that 
recognizes vehicles both across views as well as across classes, 
using cascaded boosting. 

First introduced by Viola and Jones [5] to detect human 
faces, the cascaded boosted classification is one of the popular 
techniques in use for vehicle detection and recognition. It 
reaches high levels of classification accuracy by using weak 
classifiers which individually have low accuracy, but which are 
combined together to produce a strong classifier. 

Studies in the concept of boosted classification began in the 
1990s [6], and have since been picked up by researchers and 
applied to a rich variety of problems across different fields. 
Breiman, an expert in machine learning, claimed that 
“Boosting is the best off-the-shelf classifier in the world.” [7]. 

Many vehicle detection systems have been built using 
boosted classification as well. These are often developed with 
different variations in the features used for classification, the 
exact boosting algorithm implemented, or an efficient 
combination of the features and the boosting classifier. 
However, the vast majority of these systems remain confined 
to binary classification; hence they often address simple 
questions as well. Two such questions would be: “is this 
vehicle a so-and-so model?”, or “is this object a car from the 
rear view?” Note that questions like these are either (a) 
answered with a-priori information, or (b) limited in scope. For 
example, the first question was already provided with 
information that the object was a vehicle, and the second asked 
whether an object was the rear-view of a car, but not whether it 
was a car given any view of it. 

This paper will attempt to recognize vehicles in a real-
world scenario, using multi-class boosted classification, with 
no a-priori knowledge. That is, our system must be able to 
answer the complex question of whether an object is a vehicle, 
irrespective of (a) what type of vehicle it is (car, truck, bus), 
and (b) what perspective it is viewed from. In order to do this, 
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we will extend the binary classification problem to m-ary 
classification. 

The rest of this work is organized as follows. Related 
literature is presented in Section II, starting from an overview 
of the field of object detection, then focusing on vehicle 
detection in particular, and then briefly covering work on 
mutli-class classification. Section III highlights the 
contribution of this paper. The approach and system modeling 
of our study are described in detail in Section IV. The Boosting 
algorithm will first be introduced, followed by the formal 
modeling of our system, and then the two approaches that we 
take towards achieving Vehicle Classification. Section V 
describes the experimental setup, the tools, the data and the 
method in detail; and Section VI presents the experimental 
results and discussion. Section VII concludes this paper. 

II. RELATED WORK 

A. Background 
Object detection is a vast field within computer vision. 

With wide applications across robotics, control systems, 
security systems and automation, much research has been 
conducted in order to develop systems that can recognize vast 
arrays of objects from a single image. The problem is 
challenging, but progress has been made towards systems that 
can recognize limited numbers of objects. 

Vehicle detection is one specific application of object 
detection that has seen notable progress in the past decade. 

Methods of detecting vehicles in computer vision broadly 
fall under two categories: motion-based and appearance-based. 
Motion-based methods require an input of a stream of images, 
and they recognize the movement of vehicles against a 
stationary background. Whatever does not change – or changes 
slowly – over the image stream is taken to be the background, 
with the remaining objects being considered as moving objects. 
Motion-based methods are useful for applications such as 
driving assistance systems, where the vehicle is running live on 
the road and has access to a stream of input images, or for 
automated driving [8], [9], [33]. 

However, the drawback of motion-based methods is that 
they can work only given a stream of images, but not with 
individual, static images. This limits their application since 
there are many instances in traffic surveillance or crime 
tracking when a stream of images is not available as input. In 
addition, the majority of the motion-based approaches in the 
literature are useful from the point of view of the ego vehicle or 
a fixed camera. 

Appearance-based methods are able to detect objects based 
on their appearance in a single, static image. Given efficient 
algorithms, they can also be used in real-time applications in 
the same way that motion-based methods can be used, utilizing 
continuity of motion to further enhance performance. While the 
literature has explored appearance-based methods also from the 
point of view of the ego vehicle, it has also been used 
extensively to detect vehicles from other angles. 

In addition to traffic surveillance, criminal detection 
requires vehicle recognition too, and not only from the ground 
but often from high altitudes, and over different environments. 

While aerial view vehicle detection exists [10], it is specific to 
that application and not focused on accurate detection from the 
ground view. 

This paper describes a system that is capable of recognizing 
different classes of vehicle, across different environments, and 
from different views -– aerial or ground. 

B. Vehicle Detection 
Under the appearance-based paradigm, different methods 

have been adopted for vehicle detection.  We mention a few 
prominent ones below. 

Behley et al [11] used a mixture model of bag-of-words 
representation of segments to classify segments from given 
input images. The system was specific for laser-based images 
and was particularly applicable to driving assistance for cars 
equipped for laser scan images. 

Part-based models have also been used in vehicle detection, 
where the individual parts of a vehicle are used to detect the 
whole. This idea was used by Felzenszwalb et al [2] and Ye Li 
et al [12]. Felzenszwalb et al used latent Support Vector 
Machines to train mixtures of multi-scale, star-structured part-
based models, relative to the “root” of the object. The parts 
were determined at a higher resolution using finer filters, while 
the root was detected using a coarse resolution. Scores were 
calculated to measure the relative distance of the parts from the 
root, using a feature pyramid representing the input image at 
different scales. While this method is capable of detecting 
vehicles despite variations including pose, it is limited to a 
range of angles, since deformable parts are not visible at all 
angles of a vehicle. For instance, the top or the side pose of a 
car are very different from the front view, and the detection of 
these views was not explored. 

Similarly, Ye Li et al [12] used part-based models as well, 
using two-part vehicle models with a focus on tackling the 
occlusion challenge. The study focuses on urban environments 
and on vehicles in limited poses, while our work focuses on 
vehicles in multiple poses and across multiple environments. 

Several other approaches have been used [13], [14], [15], 
[16], but one of the prominent approaches remains the boosted 
classification approach [6]. 

Boosted classification emerged as a powerful method of 
object detection after the instrumental work on face detection 
by Viola and Jones [5]. The Viola-Jones classifier gained its 
power and popularity by using classifiers which were 
individually only slightly more accurate than 50%, and hence 
did not require complex computations, but which together 
created a robust classifier when combined. Various boosting 
mechanisms have been used in vehicle detection as well, such 
as [17] and [18] that used online boosting, [19] and [34] which 
employed Adaboost including for active learning, and the 
various boosting studies in [20]. 

However, most of these methods have been focused on the 
detection of vehicles in limited poses and from limited 
perspectives, with the most common being vehicle rear-view 
detection from the perspective of the ego vehicle. 
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C. Boosted Classification for Object Detection 
Aside from vehicle detection in particular, multi-class 

classification in the context of general object detection has 
been studied earlier. Torralba et al [21] trained images using 
JointBoost, which employs GentleBoost for training but with 
shared stumps among classes. The shared feature-learning was 
introduced to take advantage of the similarity of object features 
during multi-view classification, which reduces the space and 
time complexity for learning individual binary classifiers. On 
the other hand, using shared regression stumps reduced the 
precision of intra-class classification. 

Shalev-Shwartz et al [22] followed a similar approach, but 
used different heuristics per boosting round in order to improve 
intra-class classification. 

However, in both cases, the multi-class classification 
problem was still fundamentally treated as a combination of 
binary classifiers. 

III. CONTRIBUTION 
This work explores the development of a comprehensive 

vehicle classification system. Its contributions are three-fold. 

First, multi-view vehicle classification will be attempted for 
the first time using multi-class Gentle Boosting, where most 
other studies on vehicle detection have traditionally 
implemented boosted classification by dividing the problem 
into binary problems, rather than treating it as an m-ary 
problem. 

Secondly, the system will detect vehicles across two major 
dimensions: vehicle class, where the classes consist of (i) cars, 
and (ii) big vehicles; and vehicle perspective, or view. This 
system considers 25 likely perspectives for each vehicle, 
starting with the horizontal rear view of the vehicle, and 
moving around the vehicle with different angles of inclination, 
until the final top view. Most other studies focus on classifying 
the view of cars only, or they focus on different vehicle classes 
but from a single viewpoint. 

Thirdly, since the literature tends to study techniques 
intended to tackle the individual issues related to vehicle 
detection, such as detection in spite of occlusions, a paper that 
comprehensively describes the implementation of a vehicle 
classification system will be a valuable contribution to the field 
of vehicle detection at this point. 

IV. APPROACH AND SYSTEM MODEL 

A. Boosting 
This paper describes the implementation of a multi-class 

boosting classifier for vehicle detection that treats the problem 
as inherently multi-class, rather than breaking it down into 
binary problems. 

Boosting algorithms have been used for multi-class 
classification before. But before addressing multi-class 
classification, let us make a quick review of the basic boosting 
algorithm for binary problems. 

Adaboost is one of the most basic boosting algorithms and 
was proposed by Freund and Schapire [6]. 

The crux of the algorithm is to use many weak learners, or 
classifiers with accuracy slightly better than 50%, and to 
combine them to build a strong classifier. The performance of 
weak classifiers are improved over a number of rounds on a 
given dataset, by noting which classifiers generated errors in 
previous rounds, and adjusting weights on misclassified 
training samples in order for the weak classifiers to “improve” 
classification in subsequent rounds. 

AdaBoost, for a binary problem, is presented below as 
Algorithm 1 [23]. 

Algorithm 1 Discrete AdaBoost 

1. Start with weights wi = 1/N, i=1,...,N 

2. Repeat for m = 1,2,...,M: 

(a) Fit the classifier fm(x)∈ {-1,1}, using weights wi on the 
training data. 

(b) Compute errm = Ew[1(y≠ fm(x))], cm=log((1-errm)/errm) 

(c) Set wi← wi exp[cm1(y≠ fm(xi))], i=1,2,...,N, and renormalize 
so that Σ i  wi=1.  
3. Output the classifier sign [ΣMm=1 cm fm(x)]. 

In this algorithm, N represents the number of training 
samples, which are pairs of data points xi and its corresponding 
true class yi, which can be either -1 or 1. Training data is input 
as (x1, y1), ..., (xN, yN). M is the number of weak classifiers, 
f1(x), ..., fm(x), each of which can output either 1 or -1. Ew is 
the expectation of training data of weights w=(w1, ..., wN), and 
1{(S)} indicates the set S. 

At the beginning of the algorithm, all training samples are 
given equal weights. Then, for each weak classifier fm(x), a 
constant, cm, is computed to generate a weight for each data 
point, based on the error of the classifier. New weights are then 
calculated for each training sample in such a way that those 
samples that were misclassified have their weights increased 
by a factor that depends on the weighted training error. 

The strong classifier, F(x) is defined as the sum of the 
products of cm and fm, a linear combination of all the weak 
classifiers. The final prediction is sign(F(x)). 

However, because Adaboost concentrates weight 
exponentially on misclassified samples, it becomes sensitive to 
noise. In order to address this problem, GentleBoost was 
proposed [23]. It successfully overcomes the noise-sensitivity 
issue by updating the weak classifiers in bounded steps, rather 
than unbounded steps. GentleBoost classifiers are regression 
functions that return class probability estimates, which are then 
used in a factor for computing new weights to update the 
functions. 
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The GentleBoost algorithm is reproduced below in 
Algorithm 2. 

Algorithm 2  Gentle AdaBoost 
1. Start with weights wi = 1/N, i=1,...,N, F(x) = 0. 

2. Repeat for m = 1,2,...,M: 

(a) Fit the regression function fm(x) by weighted least-squares 
of yi  to xi  with weights wi. 

(b) Update F(x) ←  F(x) + fm(x). 

(c) Update wi← wi exp[-yi fm(xi)), and renormalize.  

3. Output the classifier sign[F(x)] = sign[ΣMm=1 fm(x)]. 

Multi-class classification using boosting algorithms was 
traditionally implemented by breaking a single problem down 
into binary classifications of many problems. Then final class 
selection was then made using comparisons among the 
selections of all the different binary classifiers. 

This could be done using three techniques: 

1) One-versus-all appraoch. [24] This approach takes a 
single class as the base class which each of the other classes is 
paired up against to form a binary problem. After all the 
binary problems have made predictions, the prediction with 
the highest score is chosen. 

2) All-versus-all appraoch. [24] In this case, given N 
classes, N(N-1) classifiers are built, with one classifier for 
each combination of binary pairs that the problem can be 
decomposed into. Note that classifiers need to be trained to 
distinguish the object they are built to classify, separately from 
objects not of that class. Therefore they are generally trained 
on sets of positive samples of data, and negative samples. In 
the case of a car-classifier, positive samples would comprise 
data or images that represent cars, while negative samples 
might comprise data related to bicycles, people, or animals. In 
the All-versus-All approach, if fij is taken as the classifier 
where class i consists of positive examples and class j samples 
are negative, then the final classified result is: 

f(x) = argmaxi(Σi fij(x)) 

3) Error-correcting codes. [25] This approach looks at the 
task as a decoding problem, where the correct output class is 
transmitted over a channel. A matrix representing the true 
prediction of each for each binary classifier is used as a 
reference of codewords against which the true class of the 
problem is then decoded. 

Among the notable boosting algorithms for multiclass 
classification are: 

1) Adaboost.MH. [26] – This is an implementation of the 
One-versus-All approach among several binary classifiers. 

2) SAMME. [27] – This too is based on the original 
AdaBoost algorithm. However, it improves on Adaboost.MH 
by generically extending the algorithm to a multiclass problem 
without breaking down into binary problems. 

3) GAMBLE [28] – “Gentle Adaptive Multiclass Boosting 
Learning''. In the same way that SAMME generalizes 
AdaBoost.MH to the multiclass problem, GAMBLE is the 
generalization of GentleBoost.MH. It uses Quasi-Newton 
smoothing on the loss function. 

4) GentleBoost.C. – This  is also a natural multiclass 
extension to GentleBoost, but offers an improvement over 
GAMBLE because of the introduction of a new, smooth loss 
function, C-loss, which also incorporates conditional class 
probabilities. [29] Because of its greater robustness and 
insensitivity to noise, we use Gentleboost as our boosting 
framework, and in particular we implement Gentleboost.C. 

B. Problem Formulation 
We start by defining some important terms used in the rest 

of this paper: 

• Class: The type of vehicle Car or Big Vehicle, such as a 
bus or truck. 

• View: The view/perspective of vehicle. The total 
possible views explored in this paper are presented in 
Table I. 

• Environment: The physical environment of the vehicle, 
i.e. “city” or “desert/mountain”. 

• HoG: “Histogram of Oriented Gradients” (HoGs); these 
are the features that our system uses to represent the 
vehicles, based on the changes in color intensity in the 
image. The HoG features of an image are computed by 
first dividing the image into equal blocks, and then 
computing the orientation of the gradients in each. This 
shows how color levels change in different locations 
within the image. The information from each block is 
then concatenated to form a feature vector of oriented 
gradients. HoG descriptors were introduced by Dalal 
and Triggs [30] for the detection of humans in images, 
and have since become one of the standard and oft-used 
features for object detection and classification. 

From [29], we model our problem as a multiclass extension 
to the binary GentleBoost algorithm. 

Let training data X consist of xi...xn observations, where n is 
the number of training data samples. X represents the feature 
vectors of the observations. While any set of features could be 
used, in our implementation, we use HoG features. Each 
observation, xi, is provided with its response y, indicating its 
true class, which is a combination of what kind of vehicle it is, 
and from which view is it being seen. Two possible examples 
of what a true class might represent are: 

• (vehicle: car, azimuth: 000, angle of inclination: 00) 

• (vehicle: bus, azimuth: 045, angle of inclination: 30) 

Let m be the total number of classes that the data can be 
classified into. 

The multi-class classification task is modeled as a 
combination of linear, weighted regression problems, where 
each class represents one regression function. The regression 
parameters represent the features in each observation. The 
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regression weights are calculated using a multiclass C-loss, 
which is a smooth coherence loss function described in [31]. C-
loss is superior to regular hinge loss or logit loss not only 
because of its statistically desirable properties but because it 
encapsulates conditional class probabilities. 

In the spirit of boosting algorithms, the regression 
parameters are fine-tuned over a number of boosting rounds. 
Each round generates a weak classifier, which additively 
influences the classifiers of the next round, until we have 
completed H boosting rounds of our choice, to arrive at the 
final strong classifier. 

The algorithm, GentleBoost.C, is listed at the end of 
Section V. 

We implement GentleBoost.C for each of the two 
classification approaches that we adopt, explained below. 

C. Two Approaches 
Based on previous work by Viola and Jones [5], each view 

will require its own separate classifier. Training a single 
classifier with samples of all views of one object is likely to 
result in poor recognition [32]. 

Given our problem, we would like to see which level of 
detail is required to distinguish between views for accurate 
vehicle detection. We start with 25 views of the vehicle, and 
reduce the number of views until we reach the number that 
produces optimal results. We refer to this number as V. 

The problem of complete detection can then be approached 
in two ways, illustrated in Fig. 1 and described below: 

• Combine |C| vehicle class classifiers. Given an image, 
the system runs separate classifiers to identify the class 
of a vehicle, c ∈ C, which independently vote on the 
view of the assumed class. Take for instance the case of 
C = {car, bus, truck}, (so that |C| = 3) and V=25, so that 
there are 25 views per vehicle class. First the 25-view 
car classifier will generate confidence scores for each 
view given an image, followed by the bus classifier and 
then the truck classifier. With each classifier providing 
its own confidence measure of the possible view of the 
given vehicle, we normalize the scores from each 
classifier in order to make a final decision based on all 
the scores combined, and we select the view and class 
with the highest score. 

• Build a single V × |C| multi-class classifier. In this case, 
a single V × |C|-class classifier is used to classify 
objects in a single step. So in the case of 3 vehicle 
classes and 25 views, this classifier would be built to 
distinguish between 25×3 = 75 possibilities, each 
possibility being a combination of vehicle class and 
view, plus one more possibility: not-a-vehicle. This 
particular case would therefore call for a 76-class 
classifier. 

A third approach was considered, which first classifies the 
view of an image given |V| views, and then determines which 
of the |C| classes it belongs to. This approach was found not to 
be a viable option based on the HoG-based method employed 
(Section D: Method), which necessitates that objects of interest 

across different images must be somewhat similar in size and 
position, relative to each image’s center. Because large 
vehicles such as trucks and buses occupy images very 
differently from cars, then a classifier trained on images of cars 
and trucks would perform poorly, despite all vehicles being of 
the same view. 

 
Fig. 1. Two Approaches to Multi-Class Vehicle Classification. 

V. CONTRIBUTION 

A. Experimental Setup 
Our training data consisted of equally sized images of cars, 

buses and trucks, in different environments, in all their 
different views. The testing dataset comprised of similar data 
not present in the training samples. (Details are presented in 
Section C: Data Used). 

In the first phase of our work, we determined the number 
V, i.e. how many views would be optimal for the classifier. 
Different sets of views were proposed (such as all 25 views of 
a vehicle, or only 11 views, and so on). These were proposed 
based on eyeballing the similarity among different sets of the 
25 views: in spite of different azimuths and angles of 
inclination, some different views appeared somewhat similar 
and could potentially be collapsed into a single view. A 
randomly chosen subset of the training data was used to train a 
different classifier for each set of views proposed. 

The accuracy for each classifier was recorded in order to 
determine which set of views yielded the best results. This final 
number of views was then used to train the full system in both 
of its approaches. 
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The full system was then evaluated against the test dataset 
(details in Section C: Data Used), and its results were 
compared against a baseline system, built using AdaBoost. 
This baseline and the results of the comparison are discussed 
further in Section VI: Results. 

B. Tools Used 
Given that training data would be difficult to obtain from 

the real world, owing to our specific requirements of vehicle 
models and classes, we opted to create 3D simulations. 
Sketchup, a 3D modeling software from Trimble, was used to 
create several models of vehicles in city and desert 
environments. Vehicle models were obtained either from the 
3D Sketchup Warehouse or the Podium Browser. Sketchup 
was extended using SU Podium to render photorealistic images 
of the vehicle models. 

The multiclass classification algorithm was written in 
Python, using the following libraries: Numpy (for all array 
manipulation), statsmodels (for weighted least squares 
regression), scikit-image (for extracting HoG features), and 
scikit- learn and OpenCV (for some utility functions). 

C. Data Used 
As mentioned above in Section B: Tools Used, 

photorealistic 3D images were generated for our experiments. 
However, any dataset of real-world images could be used as 
well, if it covered as comprehensive a range of views, vehicles 
models and classes, as we propose in this paper. The raw 
images simulated for this paper were 1300×600 pixels each, of 
single vehicles. Vehicle models were randomly assigned three 
possible backgrounds: City1, City2, Desert1. There were 
initially three classes of vehicles (car, bus, truck), nine models 
per class (such as Honda Civic or Ford Fiesta for car models), 
and 25 views per model.  

The 25 views are shown in Table I, where each image has 
its azimuth labeled below it. 

This produced 675 images of vehicles. In addition, some 
images with vehicles that had low contrast against the 
background were duplicated on monochrome or transparent 
backgrounds. With duplicates included, the total of raw vehicle 
images for training was 707.  

326 negative samples were created from various city streets 
and desert scenes taken from the internet. 

Once obtained, all samples were sheared and rotated to 
create further samples in order to simulate more data. This 
resulted in approximately 1000 samples per view. Table II 
below lists the complete training data used. 

For testing data, an additional car model was simulated 
through the seen 25 views to create 25 raw images, and was 
further sheared and rotated to form a total of 90 images. For 
trucks, buses and negative samples, however, some images 
were simulated in unseen views from existing models and 
some were taken from the internet, due to time limitations. 
This combination of simulated and real-world images proved 
important: we note, in Section VI, that there is a difference in 
the classification results on simulated images as opposed to the 
results on a combination of images that are simulated or taken 
from the internet. This difference gives us an insight into the 
performance of our system on testing data that is similar to the 
training data versus data that is not. 

In total, 90 test images were produced for each vehicle 
class, resulting in a training to testing ratio of 1: 0.3 in terms of 
raw images. 

Table III lists the number of unseen samples of cars, buses, 
trucks, and negatives in the test dataset. 

TABLE I. 25 VEHICLE VIEWS: ANGLES OF INCLINATIONS AND AZIMUTHS 

Inclination: 00 

 
000 

 
045 

 
090 

 
135 

 
180 

 
225 

 
270 

 
315 

Inclination: 30 

 
000 

 
045 

 
090 

 
135 

 
180 

 
225 

 
270 

 
315 

Inclination:60 

 
000 

 
045 

 
090 

 
135 

 
180 

 
225 

 
270 

 
315 

Inclination: 90 

 
000 
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TABLE II. TRAINING DATASET 

 Class Raw Images Processed Totals 

Positives Car 243 25277 

 Bus 239 24877 

 Truck 225 23466 

Negatives City/Desert 326 979 

TABLE III. TESTING DATASET 

Cars Buses Trucks Negatives 

90 90 90 48 

D. Method 
The classification depends on extracting HoG features, 

which may produce feature vectors of different sizes depending 
on different HoG configurations, such as number of blocks that 
images were divided into, number of orientation bins, and so 
on. For calculation purposes, it was necessary to ensure that 
each feature vector extracted from an image was the same size. 
Hence, all training samples were cropped to an aspect ratio of 
2:1 and were resized to 100×50 pixels. As suggested by 
Felzenszwalb and et al. [2], HoGs of 9 orientation bins, 8×8 
pixels per cell with one cell per block were extracted. This 
generated a total of 648 features per image. 

In order to build our classifiers, it was necessary to 
determine V, the optimal number of views to model. For this, a 
subset of the training data was used, with 2187 samples for 
cars, 2025 for trucks, 2151 for buses, and 978 negative 
samples. 

A number of sets of views were proposed, shown in Table 
IV, and the classification accuracy on the 90-image test dataset 
for cars was recorded for each. The results, in Table V, showed 
that the selection of 15 views produced the highest accuracy. 

The classification accuracy of trucks did not change, but 
the improvement for buses implied that 15 views was in fact a 
suitable choice. Hence, V was set to 15. Views were labeled 
from 0 to 15 in the order matching the angles and azimuths 
shown above in Section C: Data Used. 

To ensure that this number improved accuracy across 
different types of vehicles, a subset of buses and trucks were 
also trained and classified on Sets 1 and 2. 

Having concluded that the optimal number of views, V, 
was 15, three 15-view classifiers were trained, and one for each 
class of vehicle (car, bus, truck). This was for Approach 1, 
where separate classifiers were trained and then their combined 
scores compared. Each of these classifiers comprised 16 
classes: 1 class to represent not-a-vehicle, and 15 to represent 
each of the different views of a vehicle. 

For Approach 2, a single, 46-view classifier was trained. 
Again, one class was left for not-a-vehicle, and 45 classes were 
used for each of the different vehicles and their views. Table 
VI lists the results. 

Classification accuracy refers to the classification of view 
(angle and azimuth). The Vehicle recognition accuracy refers 
to the classifier’s ability to recognize the class of the vehicle, 
(i.e. that it was a car). The confusion matrices are in Table VII. 

These results showed a clear trend in the accuracy of the 
classifiers. The cars’ classifier performed best, followed by the 
buses’ classifier, while the trucks’ classifier had the poorest 
performance. 

An analysis of the confusions revealed that the views of 
buses, to a certain extent, and trucks to a larger extent, were 
difficult to distinguish when the vehicles stood pointing to the 
left or to the right. Both classifiers had trouble in distinguishing 
the front of the big vehicle from its back. 

The full test dataset was used to test Approach 1 (of 
separate classifiers) and compare it with Approach 2 (of a 
single classifier). 

TABLE IV. CLASSIFICATION ACCURACY FOR DIFFERENT SETS OF VIEWS  
OF CARS 

Views Details Accuracy 

All 25 Views None 91.1% 

15 Views 

0 degree inclination views 045, 090, 135 
were collapsed into one view, “left”. 
Corresponding views for the “right” 
direction were collapsed. Additionally, no 
distinction was made between angles of 
inclinations 30 and 60 for views 45, 90, 
135, 225, 270 and 315. 

97.3% 

13 Views (1) 

0 degree inclination views 045, 090, 135 
were collapsed into one view, “left”. 
Corresponding views for the “right” 
direction were collapsed. 

93.3% 

13 Views (2) 

No distinction was made in a single view 
between angles of inclination 30 and 60. 
But for view 045, angles of inclination at 
30 and 60 were collapsed into one view, 
and so on. 

96.4% 

11 Views 

Views 045, 090, 135 were collapsed into 
one view, “left” for each angle of 
inclination (0, 30 and 60). Corresponding 
views for the “right” direction were 
collapsed. 

95.6% 

TABLE V. CLASSIFICATION ACCURACY FOR DIFFERENT SETS OF VIEWS 
OF BUSES AND TRUCKS 

 Buses Trucks 

25 views 68.8% 80.3% 

15 views 82.7% 80.3% 

TABLE VI. PERCENTAGE ACCURACY OF INDIVIDUAL, 15-VIEW 
CLASSIFIERS 

 View Classification 
Accuracy 

Vehicle Recognition 
Accuracy 

Cars classifier 92.2 100.0 

Buses classifier 71.1 93.3 

Trucks classifier 46.7 71.1 
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TABLE VII. CONFUSION MATRICES OF INDIVIDUAL, 15-VIEW 

 

Cars model 
(on cars’ data) 

 

Buses model 
(on buses’ data) 

 

Trucks model (on trucks’ data) 

For Approach 1, each classifier was given a vehicle image 
for which it generated confidence scores per view. Min-max 
normalization was then used to allow these scores to be 
compared across classifiers, and the highest score was selected 
to represent the final chosen class. The accuracy of this 
combined model was then compared with that of a single, 46-
class classifier. 

Tables VIII and IX compares the results of each approach, 
followed by the confusion matrix of the 46-class classifier in 
Fig. 2. 

TABLE VIII. VEHICLE RECONGITION ACCURACY 

 Cars Buses Trucks 

46-class model 93.3 71.1 40.0 

Combined models 85.6 42.2 42.2 

TABLE IX. VIEW CLASSIFICATION ACCURACY. N-V REPRESENTS THE 
CLASS NOT-A-VEHICLE 

 Cars Buses Trucks N-V Overall 

46-class 
model 91.1 55.6 24.4 64.4 58.2 

Combined 
models 81.1 34.4 66.7 68.8 51.6 

 
Fig. 2. 46-Class Model (on Full Test Data). 

The accuracy drop of the classifiers when dealing with big 
vehicles was not only because of the trouble in distinguishing 
the front of a truck or bus from its back, but it was found that 
33% of the errors in identifying trucks was caused by a 
confusion with identifying trucks as buses, and that 44% of the 
errors in identifying buses was caused by the converse. 
Examples of the confusions are shown in Fig. 3 and 4. 

The greatest number of common confusions for both buses 
and trucks were in distinguishing whether they were facing 
towards the left or the right, i.e. at azimuths of 90 or 270. 

  
Fig. 3. Confusion between Trucks in Similar Positions based on Difficulty in 

Distinguishing the Front of the Vehicle from the Back. 

  
Fig. 4. Confusion between Trucks and Buses in Similar Positions. 

Given the above results, buses and trucks would best be 
compressed into one class, Big Vehicles. Therefore the training 
data for buses and trucks was re-processed to produce the data 
displayed in Table X. The individual Cars’ classifier retained 
15 views, which were labeled from 1 to 15, with the 0 label 
used to refer to not-a-vehicle. 

However, for the big vehicles, the views of vehicles 
standing facing left and right were compressed into one view. 
Therefore the Big Vehicles classifier was trained on 14 views, 
and one class for negatives. 

For Approach 2, the single classifier was trained on 29 
views. In this classifier, view 0 represented not-a-vehicle; 
views 1 to 15 represented the different views of a car, starting 
from a zero-angle of inclination and zero-azimuth; likewise, 
views 16 to 29 represented the views of a big vehicle. All the 
classifiers were tested on the same test data as before. The 
results are shown in Section VI. 
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TABLE X. UPDATED TRAINING SET 

 Class Raw Images Processed Totals 

Positives Car 243 25277 

 Big Vehicles 232 24177 

Negatives City/Desert 326 979 

E. Limitations 
A limitation of the method chosen is based on the selection 

of HoG features, which are dependent on image dimensions. 
Therefore, the results are most reliable when the testing data 
consists of vehicles of a similar size and position relative the 
center as those present in the training data. 

A strength of the system is the use of GentleBoost as 
opposed to the more oft-used AdaBoost. This is because 
GentleBoost is not as easily affected by outliers. 

VI. RESULTS AND DISCUSSION 
The results of our system were compared against a baseline 

built using AdaBoost, in particular the SAMME.R version 
[27]. AdaBoost was chosen as a suitable comparison with our 
method because of its popularity in the object and vehicle 
detection fields [20]. The SAMME.R version is a real number-
based multiclass classifier that, like our choice of 
GentleBoost.C, is based on cascaded boosting and does not 
break the classification problem into binary decisions. 
SAMME.R also generates sound confidence scores for each 
class during classification, which was useful when comparing 
the main system against Approach 1. 

A. Individual Vehicle Models: Cars, Big Vehicles 
Table XI compares the view classification and vehicle 

recognition accuracy of the individual car and big-vehicle 
models, which were trained on images of cars and big vehicles 
respectively. Except in the vehicle recognition of big vehicles, 
the GentleBoost version has a higher accuracy than the 
Adaboost baseline. 

Tables XII to XIV compare the vehicle recognition and 
view classification accuracies of Approach 1 (combined 
classifiers) and Approach 2 (single classifier) respectively. 
Once again, the Gentleboost system outperforms the baseline. 
While the performance of the two approaches is somewhat 
similar with respect to cars, the single classifier was accurate 
72.2% of the time and outperformed the first approach 
significantly in the case of big vehicles. This difference may be 
attributed to the difference between testing data for big 
vehicles and that for cars. Recall that part of the big vehicles' 
testing data was taken from photographs on the internet, unlike 
the cars' data, which was generated entirely using a 3D 
simulator. The results suggest that the single classifier is well-
suited to situations where testing data includes samples that are 
significantly different from those in the training data, in turn 
suggesting a wider application than what the combined-
classifiers model is capable of Tables XIII and XIV show that 
all classifiers performed less accurately at View Classification. 

The GentleBoost single classifier of Approach 2 performs 
best on cars, and the baseline system, albeit with lower 
numbers, had a similar trend. 

The Gentleboost combined classifiers of Approach 1 
performed best on cars again, and lowest on big vehicles. 
However, the combined baseline models do not maintain the 
same trend as the Gentleboost classifiers. 

Table XV presents the precision of recall of both two 
approaches. Approach 2 (the single classifier approach) yields 
0.92, an improvement over Approach 1. 

Overall, Approach 2 using Gentleboost outperformed other 
classifiers in all experiments. 

TABLE XI. PERFORMANCE OF INDIVIDUAL VEHICLE MODELS (%) 

 Vehicle classification Vehicle Recognition 

 GentleBoost Baseline GentleBoost Baseline 

Cars 91.1 46.7 98.9 96.7 

Big V 72.2 58.3 89.4 94.4 

TABLE XII. VEHICLE RECOGNITION ACCURACY: SINGLE VERSUS 
COMBINED MODELS (%) 

 Cars Big Vehicles 

 GentleBoost Baseline GentleBoost Baseline 

29-class 
model 95.6 73.3 72.2 48.9 

Combined 
models 91.1 41.1 55.0 46.1 

TABLE XIII. VIEW CLASSIFICATION ACCURACY (%): SINGLE 29-CLASS 
MODEL 

 GentleBoost Baseline 

Cars 91.1 44.4 

Big Vehicles 61.1 13.3 

N-V 75.0 29.2 

Overall 71.7 24.5 

TABLE XIV. VIEW CLASSIFICATION ACCURACY (%): COMBINED MODELS 

 GentleBoost Baseline 

Cars 85.6 21.1 

Big Vehicles 48.3 26.7 

N-V 70.8 83.3 

Overall 62.3 22.3 

TABLE XV. PRECISION/RECALL 

 Precision Recall 

 GentleBoost Baseline GentleBoost Baseline 

29-class 
model 0.96 0.89 0.91 0.85 

Combined 
models 0.96 0.86 0.93 0.99 
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However, the big vehicles did not fare as well. Big vehicles 
were likely misclassified when seen in the initial views listed in 
Table I, starting with an inclination angle of 0 and azimuth of 
000. Over 10% of the errors, it was found, were confusions 
between the side views of cars versus of big vehicles, and 
likewise with front views. This suggests a trade-off between 
accurate classification of views and of vehicles. 

Although many systems explore vehicle detection in spite 
of occlusions, or from aerial views, and so on, at the time of 
writing, we do not know of other classification systems which 
recognize vehicles irrespective of view as well as vehicle class. 
No immediate comparisons could be made with the current 
state-of-the-art, since current systems often use datasets such as 
KITTI, Caltech, Pascal, or Toyota, which lack a 
comprehensive range of views. 

VII. CONCLUSION 
This paper explored the development of a vehicle classifier 

that can distinguish vehicles regardless of class or view. The 
classifier was built using a multiclass GentleBoost boosting 
algorithm trained on 648-length arrays of image HoG features. 

While 25 different views of vehicles were initially 
suggested, so many views were found unnecessary for accurate 
classification, and in fact likely to reduce accuracy. Therefore 
an optimal choice of 14-15 views was selected for training. 

Another system was built with the same data and choice of 
views, but with independent classifiers that focused on each 
type of vehicle. The classifiers’ votes were combined to choose 
the most likely class and view of a test vehicle. 

The results showed a single classifier trained over many 
classes performing significantly better than the results from a 
combination of individual classifiers trained over subsets of all 
the training data. The single classifier's performance also 
showed that this is a better choice in the event that testing data 
consists of environments and views that are very different from 
that of the training data. This is because the testing data for big 
vehicles was different from its training data, and the 
improvement of performance of the single classifier over the 
combined classifiers was most pronounced over big vehicles. 

The results also showed that large vehicles are more likely 
to be confused amongst each other than are cars, probably due 
to the dilution of dissimilar components by similar 
components. 

The experiments in this paper conclude that, without using 
complex 3D models, a simple multiclass classifier can detect 
with high precision, various types of vehicles across different 
environments, and different views of the vehicle, including the 
top, aerial view. 
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Abstract—Deafness does not restrict its negative effect on the 
person’s hearing, but rather on all aspect of their daily life. 
Moreover, hearing people aggravated the issue through their 
reluctance to learn sign language. This resulted in a constant 
need for human translators to assist deaf person which repre-
sents a real obstacle for their social life. Therefore, automatic sign 
language translation emerged as an urgent need for the commu-
nity. The availability and the widespread use of mobile phones 
equipped with digital cameras promoted the design of im-
age-based Arabic Sign Language (ArSL) recognition systems. In 
this work, we introduce a new ArSL recognition system that is 
able to localize and recognize the alphabet of the Arabic sign 
language using a Faster Region-based Convolutional Neural 
Network (R-CNN). Specifically, faster R-CNN is designed to ex-
tract and map the image features, and learn the position of the 
hand in a given image. Additionally, the proposed approach alle-
viates both challenges; the choice of the relevant features used to 
encode the sign visual descriptors, and the segmentation task 
intended to determine the hand region. For the implementation 
and the assessment of the proposed Faster R-CNN based sign 
recognition system, we exploited VGG-16 and ResNet-18 models, 
and we collected a real ArSL image dataset. The proposed ap-
proach yielded 93% accuracy and confirmed the robustness of 
the proposed model against drastic background variations in the 
captured scenes. 

Keywords—Arabic sign language recognition; supervised 
learning; deep learning; faster region based convolutional neural 
network 

I. INTRODUCTION 

Gesturing is one of the earliest forms of human communi-
cation. Nowadays, Deaf and Hard of Hearing (DHH) people 
are the predominant users of the officially recognized sign 
language which consists of alphabets, numbers, and words 
typically used to communicate within and outside their com-
munity. Typically, a sign language consists of; (i) manual 
components, and (ii) non-manual component. Specifically, the 
configuration, the position, and the movement of the hands 
form the manual components. On the other hand, the facial 
expression and the body movement compose the non-manual 
components. Such sign language is perceived as a non-verbal 
communication way that is mainly intended to ease the com-
munication for the DHH persons. However, the communica-
tion between a Deaf person and a hearing individual remains 
an open challenge for the community. In fact, approximately 
466 million people who suffer from a moderate to profound 
hearing loss struggle with communication daily. In other 
words, deaf people cannot be considered as a linguistic minor-
ity which the language can be neglected. 

A sign language includes designated hand gestures for 
each letter of the alphabet. These gestures are used to spell 
people names, places, and other words without a predefined 
sign. Besides, it is a common occurrence for the sign for-
mation to resemble the shape of the written letter. Although 
the hand gestures exhibit some similarities due to the limited 
number of possible hand gestures, sign language is not uni-
versal. Specifically, there are 144 sign languages around the 
world [44]. They vary based on the region/country rather than 
the language itself. For instance, The Arabic Sign Language 
(ArSL) includes 30 identical alphabet signs. Fig. 1 shows the 
sign corresponding to the letter “V” in the British and Ameri-
can sign languages respectively. 

Despite the variations noticed on the same sign gesture 
when performed by signers from different origins and/or hav-
ing different background, the discrepancy remains minor and 
affects few letters only. Particularly, the “Ra” and “H” letters 
can be expressed either dynamically or statically depending on 
the signer preference. Also, the letter “Jeem” which is repre-
sented using a curved palm, can be performed using either a 
sharp or a soft palm. In order to overcome such discrepancies, 
a considerable effort was made to unify ArSL and come up 
with a standard language that can be understood and used by 
all Arab DHH [1]. Nevertheless, fingerspelling can still be 
used as a common and standard way of communication be-
tween Deaf Arabs. 

The semantic meaning of the gesture is a main property of 
the ArSL. For example, the pointing finger in the three letters 
“Ba”, “Ta”, and “Tha” represents the number of dots that the 
letter has. Moreover, ArSL has the specificity of having simi-
larities within the sign language alphabet. For instance, as 
depicted in Fig. 2, the letter pairs “T’a” and “Th’a”, “Ayn” 
and “Ghayn”, and “Dal” and “Thal” exhibit highly similar 
visual properties. This makes the recognition task even more 
challenging for these letters. 

 
Fig. 1. Sign of Letter “V” (a) British Sign Language, (b) American Sign 

Language. 
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Fig. 2. Unified ArSL Alphabet. 

Deafness can be a social barrier especially due to the 
hearing people's reluctance to learn a new language exclu-
sively mastered and used by a minority. In fact, this unwill-
ingness takes deaf persons to a state of isolation and detach-
ment. However, the recent technological advances have pro-
moted the development of sign language recognition systems 
[2-4] for different sign languages, such as Chinese Sign Lan-
guage, British Sign Language, American Sign Language. One 
should mention that no such contributions have been achieved 
for the uniform Arabic Sign Language (ArSL) recognition due 
to the discrepancies between speakers from different Arab 
countries [5]. Despite this inconsistency at the language level, 
the hand gestures of the ArSL letters and numbers are identical 
for all DHH Arabs. 

ArSL had its share of sensor-based systems, which the us-
ability was mainly affected by the mandatory use of gadgets 
such as gloves. In other words, such solutions are intrusive 
and suffer from a lack of usability. Lately, image-based sys-
tems have alleviated this problem and provided a 
non-cumbersome solution where signs are translated using 
smart device cameras. Ideally, a real-time Arabic sign lan-
guage recognition system would assist DHH persons and re-
duce their constant dependence on human translators. In par-
ticular, it would help them interact and socialize better with 
hearing persons. Typically, image-based solutions rely on im-
age processing to segment the hand region, and use machine 
learning techniques to map the captured gestures into the 
pre-defined letter classes. Specifically, the image is conveyed 
as input, and the hand is then segmented to separate it from 
the background. Next, the obtained object is provided as input 
to the machine learning model. Note that to segment the hand, 
appropriate features need to be extracted from the image. 
These features are intended to ease the discrimination between 
the hand and its background. Similarly, in order to recognize 
the gesture, other features are used to differentiate between the 
different gestures classes. The choice of the appropriate fea-
tures is not straightforward. It constitutes an issue for these 
image-based systems [4]. Moreover, the overall system per-
formance depends on the accuracy of the segmentation task 

which consists of isolating the hand region from the remaining 
image content. In particular, the high variability of the image 
visual properties, as well as the similarity between the hand 
and the face skin color, make the segmentation even more 
acute. 

In order choose the relevant visual descriptors and enhance 
the segmentation accuracy, we propose to design and imple-
ment a novel Arabic Sign Language recognition system based 
on the Faster Region Convolutional neural network (R-CNN). 
Actually, the Convolutional Neural Network (CNN) [6] is a 
deep learning based approach classically used for image clas-
sification [7]. The considerable learning ability of CNN is 
attributed to the multi-stage and hierarchal features extraction 
achieved by the network. The proposed CNN based approach 
can be perceived as an alternative to the manual feature ex-
traction and selection needed for the segmentation and the 
sign recognition tasks. Furthermore, we exploit Faster Region 
Convolutional Neural Network (R-CNN) which performs both 
real-time object detection and classification to address the 
ArSL recognition problem. 

II. RELATED WORKS 

Image-based Arabic Sign Language recognition systems 
have tackled critical technical challenges such as the hand 
segmentation and the choice of the visual descriptors. On the 
other hand, issues such as the visual similarity between the 
signs of some letters like “Ra” and “Za” are specific to the 
Arabic sign language. Several approaches have been reported 
in the literature to tackle the Arabic sign language recognition 
[8]. Some of them extract specific features from the image and 
feed them into a machine learning algorithm. In the following, 
we refer to such solutions as conventional approaches as op-
posed to the latest ones based on deep learning. 

The Arabic Sign language recognition system introduced 
in [9] coverts the input images to the YCbCr space in order to 
detect the hands and the face using the skin profile. A mor-
phological operation [12] is then performed on the converted 
image to fill the gaps in the obtained regions. To extract fea-
tures that are able to distinguish between similar signs, the 
Prewitt operator [10] was used to encode the edges of the hand 
region. Next, the Principle Component Analysis (PCA) [11] 
was deployed on the extracted features to reduce the dimen-
sionality and determine the final feature. Besides, the classifi-
cation task was performed using the K-Nearest Neighbor 
(KNN) [13] which yielded an accuracy of 97%. In [14], an 
ArSL finger spelling recognition system which relies on the 
SVM classifier [15] was proposed. The sign image was cap-
tured using a sensor that captures the image intensity and 
depth. The closest object to the sensor was assumed to be the 
signer. Another skin segmentation step is added for a better 
performance under complex background situations. Two fea-
tures are then extracted from the segmented image. Namely, 
the Principle Component Analysis (PCA) [11], and the Histo-
gram of Oriented Gradients (HOG) [16] were associated with 
the PCA to encode the visual properties of the image regions. 
The classification task was achieved using a multiclass Sup-
port Vector Machine (SVM) [15]. This yielded an outperfor-
mance of HOG-PCA due to its ability to discriminate between 
similar signs in addition to its robustness to local illumination 
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variation. Specifically, the accuracy reached 99.2% while 
PCA’s performance attained 96.38%. In [17], the sign image is 
converted into the YCbCr color space for a more accurate 
hand segmentation. Besides, the contrast, the correlation, the 
energy, and the Local Homogeneity are computed from the 
Grey Level Co-occurrence Matrix (GLCM) [16]. The extract-
ed feature is then fed into the Multiple Layer Perceptron [18] 
for skin detection. For the gesture recognition, both the outer 
and the inner edges are detected, and the Tchebichef [16] and 
Hue moments [19] are extracted. In addition, the computation 
of the relative area and the minimum and maximum relative 
distances were measured. The resulting features are then con-
veyed to an SVM [15] and a KNN [13] classifiers to map the 
input into the pre-defined classes. The proposed system was 
evaluated using our two ArSL datasets that include the 30 sign 
gestures. The first dataset was collected by 24 signers and a 
solid background was used for all captured scenes, while the 
second one which exhibits complex background was collected 
by 8 signers. The obtained results proved that KNN outper-
forms SVM with 94.67% accuracy for the first dataset and 
89.35% accuracy for the second one. Similarly, the researchers 
in [20] compared two finger spelling recognition systems. The 
first one relies on KNN [13] as classifier while the second 
system uses the Multiple Layer Perceptron (MLP) [18] to cat-
egorize the sign images. The captured images include solid 
background. The signs were grouped into three categories 
based on the wrist orientation. One should mention that the 
matching operation of each sign was performed only within its 
allocated group. The authors introduced an edge feature to 
calculate the pairwise distances between the wrist and fifty 
equidistant contour points. The nearest neighbor and MLP 
were used for classification resulting in an accuracy of 91.3% 
and 83.7% respectively. Whereas the researchers in [22] pro-
posed an ArSL recognition system based on the 
Scale-Invariant Features Transform (SIFT) [21]. Their algo-
rithm can be summarized as: (1) convolve the image with 
Gaussian filter of different widths to create the difference of 
Gaussian function pyramid between filtered images, (2) Find 
the extrema in the Gaussian pyramids by comparing each 
point with its 26 neighbors, (3) Eliminate extrema key points 
that were suspected to be sensitive to noise or were located on 
an edge, (4) Assign orientation by forming a histogram from 
the gradient orientations of sample points within a region 
around the extrema points, and finally, (5) Create a descriptor 
for the local image region that is highly distinctive at each 
candidate. The dimensionality of obtained feature vector is 
then reduced using the Linear Discriminant Analysis (LDA) 
[23]. The reduced feature vector is fed to three different clas-
sifiers. Namely, the Support Vector Machine (SVM) [15], the 
one nearest neighbor, and the K-Nearest Neighbor (KNN) [13] 
were used to classify the input vectors. The results showed 
that SVM outperforms KNN with an accuracy of 98.9%. 

In [24], an Adaptive Neuro-fuzzy Inference System (AN-
FIS) [25] intended to recognize the 30 alphabets of Arabic 
sign language was outlined. The input image was filtered us-
ing a median filter in order to reduce the noise and enhance 
the image for the segmentation. The latter is done using an 
iterative thresholding algorithm [16]. The architecture of AN-
FIS consists of five layers where the gesture is provided as 
input and the output layer indicates to the degree to what the 

input satisfies the rule. The overall recognition system con-
firmed its robustness and invariance to size, position, and di-
rection of the input sign. However, similar gestures such as 
“Dal” and “Thal” were misclassified which resulted in 93.5% 
accuracy. Lately, the authors in [26] used two different neural 
networks and four visual descriptors to address the sign lan-
guage recognition problem. In particular, they used the 30 
letters ArSL dataset in [24] in which all images have a solid 
background, and the hand is the only object within the image. 
As a preprocessing step, the image was filtered with a Canny 
edge detector [27]. Specifically, the four visual descriptors 
used in their work were the Hu Moments [19], the Local Bi-
nary Pattern [28], the Zernike Moments [29], and the Generic 
Fourier Descriptor [16]. These features were provided as input 
to two different neural networks: MLP and Probabilistic Neu-
ral Network (PNN) [30]. The descriptors were first tested in-
dividually, then various combinations were evaluated for three 
different datasets. The Local Binary Pattern (LBP) descriptor 
yielded 90.41% accuracy when associated with PNN classifier, 
and it attained 86.46% accuracy when combined with MLP. 
Similarly, in [31], the researchers considered five features to 
assess their ArSL recognition system performance. Namely, 
they compared the Histogram of Oriented Gradients (HOG), 
the Edge Histogram Descriptor (EHD), the Local Binary Pat-
tern (LBP), the Gray-Level Co-occurrence Matrix (GLCM), 
and the Discrete Wavelet Texture Descriptor (DWT) [16]. The 
descriptors were extracted from the ArSL alphabet images and 
classified using a One versus All SVM classifier. Their dataset 
by 30 was collected by 30 different signers. It includes 30 
static Arabic letters with a solid background captured using a 
phone camera and. The obtained experiments showed that the 
HOG descriptor overtakes the other descriptors with an accu-
racy of 63.5%. 

In addition to the conventional approaches, existing Arabic 
sign language recognition systems rely on deep learning para-
digms which the ability to learn the most relevant features was 
confirmed in a wide range of applications. In particular, the 
authors in [32] designed an ArSL alphabet and digits recogni-
tion system using convolutional neural networks. Their net-
work inspired by LeNet-5 [6] is composed of two convolu-
tional and Leaky ReLU layers, two Max pooling layer to re-
duce the image size, one 75% dropout layer to reduce overfit-
ting, and three fully connected layers for classification. The 
network was trained using Adam Optimizer with a learning 
rate of 0.03. Different ratios of training data were tested and 
80% gave the best results. The evaluation was made using a 
collection of 5839 images for the 28 letters of ArSL and 2030 
images of the decimal digits. All images include a solid back-
ground which allowed the researchers to omit the segmenta-
tion step. The experiments results showed that the proposed 
system outperforms other systems, and attained an accuracy of 
90.02%. Similarly, a deep Recurrent Neural Network (RNN) 
[33] was adopted in [34] to address the Arabic sign language 
recognition challenge. A collection of 30 ArSL alphabets im-
ages was collected by two signers with 15 repetitions. The 
signers had to wear a colored glove to allow the system cap-
ture the signs. The RGB images were converted into the 
Hue-Saturation-intensity Value (HSV) space [16]. Then, a 
Fuzzy C-mean (FCM) clustering algorithm [38] was deployed 
to segment the different fingers. Thirty features were extracted 
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from the fingertips positions and orientation. In addition, four 
neural networks were investigated, namely, the feedforward 
neural network [35], the Elman neural network [36], the Jor-
dan neural network [37], and the fully connected Recurrent 
Neural Network (RNN) [33]. RNN outperformed the other 
networks with an accuracy of 95.1%, although, the letter 
“Ghayn” was highly misclassified. 

In [39], a deep learning recognition architecture called 
PCANet was introduced. Taking as input the depth image, the 
hand is segmented by assuming it is the closest object to the 
sensor. Both the RGB component and the depth component 
were fed individually to two different PCANet networks to 
automatically extract the features. PCA [11] was also deployed 
at the convolutional layer to find the orthogonal filters from 
the local patches of the input images. The learned feature vec-
tors were next conveyed to the SVM classifier [15]. The ex-
periments showed that the depth component achieved a better 
performance than the intensity component with an accuracy of 
99.5%. This can be attributed to the fact that the RGB com-
ponent is affected by the lighting variations and cluttered 
backgrounds. 

The conventional and deep learning based Arabic Sign 
language recognition approaches reported above show that the 
hand segmentation is typically the first step of any sign lan-
guage recognition system. The hand segmentation is a chal-
lenging task due to the difficulty to adapt to all images which 
exhibit highly variant levels of illumination, background com-
plexity, skin tones and shapes. ArSL recognition systems that 
have been reported in the literature tackled the problem using 
different ways. Some works [20][22][31][26] bypassed the 
segmentation stage by restricting the input images to have a 
uniform background resulting in easier extraction of hand 
shape. Other approaches opted to use external equipments to 
aid correct capturing of the hand gesture, such as in [14][39], a 
Kinect sensor that captures the intensity and the depth of the 
images was employed. In this case, the hand is segmented as 
the nearest object to the camera. Similarly, in [34] a colored 
glove indicating the five fingertips and the wrist was used in 
order to recognize the signer gesture. However, the approach-
es in [34][14][39] imposed an unrealistic restriction to sign 
language recognition systems due to the inconveniency of 
using expensive sensors or colored gloves. On the other hand, 
others proposed segmentation techniques relying on skin pix-
el’s detection as in [9][17][22]. The skin segmentation allevi-
ates the previously mentioned problems by detecting the hand 
from an RGB image which does not have a uniform back-
ground without the use of any accessory or expensive sensors. 

Determining the appropriate visual descriptors allows the 
segregation between the hand pixels and the background pix-
els remains an open problem. Another problem faced by ArSL 
recognition systems is the unavailability of large benchmark 
data sets with non-uniform backgrounds. In fact, small da-
tasets such as those in [9][20] would lead to unintentional 
overfitting during the model learning phase. In other words, 
evaluating the model using small datasets may not reflect the 

real recognition performance. Additionally, the choice of the 
most suitable feature to describe the gesture can be achieved 
using deep learning as reported in [34][39][32]. However, to 
the best of our knowledge, only three works adopted deep 
learning to overcome the ArSL recognition challenge. All of 
them bypass the segmentation task by either using solid back-
ground, accessories, or depth sensors. 

In this research, we propose a novel Faster R-CNN based 
recognition of the thirty letters of the Arabic Sign Language. 
The trained network is intended to segment the hand and rec-
ognize the sign gestures. 

III. PROPOSED METHOD 

In this research, we aim to recognize the hand gestures of 
the Arabic sign language using two-dimensional images, and 
translate them into text. The proposed system is intended to 
support non-hearing people in their communication with oth-
ers either they master or not the ArSL language. This would 
lessen the social hardship this community withstands daily. 
Moreover, the proposed system is not a bothersome for the 
user since it does not require any accessory or sophisticated 
sensors or cameras. Specifically, we propose a faster R-CNN 
based approach to localize and classify the thirty letters of the 
Arabic sign language. In particular, a deep learning network 
that is designed as a typical CNN architecture is utilized as a 
feature extractor. The rationale behind the choice of the pro-
posed Region CNN (R-CNN) is its noticeable impact on the 
object recognition field. In fact, the region proposals genera-
tion using an intelligent selective search yields to relax the 
need for a separate image segmentation stage. Nevertheless, 
some limitations were noticeable concerning the efficiency of 
the method, more specifically, the large number of proposals 
that are conveyed to the network represents a major drawback. 
Therefore, the more recent version fast R-CNN [40] was in-
troduced to enhance the performance by integrating a Region 
of Interest (ROI) pooling layer and thus reducing the pro-
cessing time required by the network. Despite this enhance-
ment, the main issue still persists, laying within the 
time-consuming selective search used for proposal generation. 
Consequently, the latest incarnation of region CNN, namely 
the faster RCNN [40], was considered adapted in this research 
to exploit the Region Proposal Network (RPN) originally de-
signed for real-time object recognition as depicted in Fig. 3. 

The architecture of the proposed network is illustrated in 
Fig. 4. As it can be seen, the CNN network is utilized as fea-
ture extractor through the processing of the input image using 
the convolutional layers designed to produce a feature map. 
The Region Proposal Network (RPN) slides a window over 
the obtained feature maps while calculating the objectness 
score and the bounding box coordinates for each object (ges-
ture) in order to produce several candidate object/regions. 
Lastly, given these candidate regions, the sign gesture classi-
fication task is performed by the detection network which is 
composed of fully connected layers. 
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Fig. 3. The Network Architecture of the Proposed Approach. 

 
Fig. 4. Faster R-CNN Architecture. 

The Region Proposal Network (RPN) in Fig. 3 can be per-
ceived as a small pre-trained network that consists of one main 
convolutional layer with a 3 × 3 receptive field. It receives the 
feature map as input and outputs a specified number of poten-
tial region proposals. This network requires a hyperparameter 
k which indicates the number of rectangle boxes (anchors) of 
diverse ratios and scales, thereby, addressing the issue of dif-
ferent possible sizes of an object within the image. The initial 
state for each anchor is negative and it is only set to positive if 
the Intersect over Union (IoU) with respect to the ground truth 
is larger than a specified threshold. Furthermore, to contain the 
number of generated proposals, a Non-Maximum Suppression 
(NMS) is employed to remove proposals that overlap with 
other high score proposals. The top regions obtained using 
NMS are fed into the ROI layer where each region proposal 
includes the object scores, indicating whether the anchor con-
taining an object, and four coordinates for the bounding box 
centroid as [x, y] and the width and height of the bounding 
box. 

In this work, we investigate two architectures; The first 
one associates the deep VGG-16 model [41] to the faster 
R-CNN [40], while the second architecture relies on the Res-
Net architecture [42] which proved to have a faster and more 
accurate recognition in the ImageNet contest. These two ar-

chitectures along with the pre-trained models are meant to be 
trained using our own ArSL gesture images. For this purpose, 
the top dense layer is replaced by a 1x1x31 layer that indicates 
the 30 classes of ArSL letters and one class for non-gesture 
objects. 

For the training phase, the RGB image collection of the 
sign gestures are resized to 224 × 224 and fed to the network. 
The weights of the original Faster R-CNN are the starting 
point for our ArSL recognition network. However, the fully 
connected layers including the Softmax classifier and the re-
gression box estimator are initialized from two zero-mean 
Gaussian distributions with a standard deviation of and 0.001 
respectively. The captured images are conveyed to the feature 
extraction network to generate the feature maps. These maps 
are fed to the Region Proposal Network (RPN) in order to 
generate potential hand gestures. The output of the RPN con-
tains the coordinates of the bounding box and a score indicat-
ing the existence or absence of a hand. The proposals gener-
ated by RPN are conveyed to the ROI pooling layer alongside 
the feature map generated by the feature extraction network. 
The scaled feature maps, including both bounding box and 
score, are fed to a fully connected layer for classification. 

IV. RESULTS 

In order to conduct a comprehensive evaluation of the 
proposed approach, a dataset with non-uniform background 
and no color restrictions was collected using non-depth cam-
eras. Specifically, our dataset includes RGB images of ArSL 
gestures captured using mobile cameras from both deaf and 
hearing signers with different hand sizes and skin tones. One 
should note that the existing datasets do not comply with these 
conditions. Fig. 5 shows sample images that correspond to the 
letter “Ghayn” sign. Different signers, from different national-
ities, sex, and age group, performed the thirty ArSL sign ges-
tures in various backgrounds and illumination and variation 
according to their sign preference. This resulted in a collection 
of 15,360 images of size 720 x 960 x 3. The ground truth for 
each image consists in the label of the gesture which is the 
corresponding alphabet, and the coordinates of the upper left 
corner (x,y) and the (width, height) of the bounding box that 
tightly engulfs the hand gesture. Both, the labels and the 
bounding box coordinates are provided and used in the learn-
ing process. 
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Fig. 5. Sample Images the Letter "Ghayn" from our Collected ArSL Data. 

To evaluate the performance of the proposed approach to 
recognize each ArSL class, four standard performance 
measures were adopted, namely, the accuracy, the precision, 
the recall and the F-1 measure were used in our experiments. 
Note that although the detection of the hand is a critical task 
achieved by the proposed approach, the ultimate purpose re-
mains the gesture recognition. Therefore, a clear focus is made 
on the overall recognition performance to assess the obtained 
results. 

The models considered in this research were trained on the 
collected ArSL dataset. Specifically, the dataset was first split 
into three parts: 12,240 images (60 %) were used for training. 
On the other hand, 20% of the image collection was dedicated 
for a 3-fold cross-validation. Finally, 3060 images (20%) were 
reserved for testing. The resulting subsets were used to train 
both the VGG-16 and ResNet based networks. In order to 
conduct a fair comparison, we secured a uniform hyperparam-
eter setting for VGG-16 and ResNet-18. Particularly, the 
starting learning rate is set to 1e-3 with a Stochastic Gradient 
Descent (SGD) optimizer of 0.9 momentum and a minibatch 
size of 1. Since a high number of epochs may lead to an acci-
dental overfitting, a zero-patience stopping criteria was 
adopted in our experiments. This technique reduces the over-

fitting risk and provides an insight on the recognition progress 
during the training phase. In other words, the validation accu-
racy is monitored after each epoch, and at first sign of degra-
dation the training is set to halt.  

For a more objective assessment, a 3-folds cross-validation 
was adopted for validation in our experiments. Each fold con-
tains 8160 images for training and 4080 images for testing. 
Besides, the anchor box hyperparameter, which is a critical 
factor for the recognition performance, was evaluated using all 
training images and their corresponding bounding boxes in 
order to find the optimal value that yields the highest IoU. 
Empirically, setting the number of anchor boxes to 9 yielded 
the best performance. Table I reports the results obtained using 
the two considered models; VGG-16 and ResNet-18. As it can 
be seen, both models yield a good performance with an accu-
racy around 93% with a slight edge for ResNet-18. 

Although the results for both models reflect an extremely 
close performance, in term of training time, ResNet outper-
forms VGG-16. In fact, ResNet achieved its highest perfor-
mance after 371 epochs while VGG-16 achieved it after 516 
epochs. In order to investigate further the two models perfor-
mances, we analyzed their recognition results with respect to 
each class. Particularly, Fig. 6 and Fig. 7 report the confusion 
matrix, and the performance measures obtained using the 
VGG16 and ResNet respectively. 

As it can be seen, simple gestures like “Alef” and “Lam”, 
are recognized correctly despite the intra-class variation no-
ticed in the dataset as illustrated in Fig. 7. Moreover, the two 
classes “Dhad” and “Ya” that exhibit similar gestures have a 
total of three misclassified instances only. However, similar 
letters like “Ra” and “Za” have relatively lower recognition 
rate of 86% and 83% respectively. Another letter with a low 
performance was “Ghaf” with an average of 83%. This is due 
to high similarity between “Ghaf” and the letter “TM”, despite 
the fact that the latter had good average recognition of 93%. 

On the other hand, as shown in Fig. 8, ResNet is able to 
distinguish between similar letters like “Sheen” and “Seen” 
with only one misclassified instance. However, letters like 
“Ayn” and “Ghayn”, although having a high recognition rate 
of 90%, the 10% misclassified instances were classified as 
unsimilar letters. In fact, few instances of the letter “Ayn” are 
classified as “Jeem” and “Thal” by both models. This can be 
attributed to the high variance of these “Ayn” instances. The 
lowest recognition rate obtained by ResNet model is for the 
class “Za” with a value of 84%. This due to the high visual 
similarity between the two letters “Za” with “Ra”. 

TABLE I. PERFORMANCE MEASURES OBTAINED USING VGG-16 AND RESNET-18 

 Validation Testing 

Accuracy Precision Recall F1 Accuracy Precision Recall F1 

ResNet-18 98.6% 98.5% 98.6% 98.5% 93.4% 93.3% 94.3% 93.7% 

VGG-16 97% 97% 97% 97% 93.2% 93.6% 93.5% 93.5% 
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Fig. 6. Confusion Matrix for VGG-16 Obtained using the Test Set. 

 
Fig. 7. Confusion Matrix for ResNet-18 Obtained using the Test Set. 

Sample results for four sign gestures obtained using dif-
ferent models are displayed in Fig. 9. As it can be seen, in the 
reported result images, the sign gestures are contoured with 
the bounding box along with the associated confidence. One 
can notice that although the bounding box does not fit exactly 
the hand sometimes, the recognition confidences are still high. 

Moreover, we compared the proposed recognition system 
to the most relevant state-of-the-art works that reported the 
highest accuracy for ArSL recognition using non-uniform 
background images. Specifically, we compared the results 
obtained by VGG-16 and ResNet to two nearest neighbor 
classifiers proposed in [9][17] which are based on Skin Pro-
filing and MLP skin segmentation respectively. Table II de-
picts the performance comparison between the KNN based 
approaches [9][17], and the two Faster R-CNN approaches 
based on VGG-16 and ResNet respectively. The obtained re-
sults show a huge gap between the proposed Faster R-CNN 
approaches and the existing work in [9]. In fact, the work in [9] 
achieved a low detection accuracy of only 4% when imple-
mented with the dataset we collected. 

  
(a) 

  
(b) 

Fig. 8. Dissimilarities between the Letters: (a) “Alef”, and (b) “Lam”. 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Fig. 9. Sample Recognition Results Obtained using ResNet-18 and VGG-16 
for the Letters “Ayn”, “Noon”, and “Kaf”. (a) Recognition of “Ayn” using 

ResNet-18,(b) Recognition of “Ayn” using VGG-16,(c) Recognition of 
“Noon” using ResNet-18,(d) Recognition of “Noon” using VGG-16,(e) 

Recognition of” Kaf” using ResNet-18, and (f) Recognition of “Kaf” using 
VGG-16. 
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TABLE II. PERFORMANCE COMPARISON BETWEEN THE PROPOSED MODELS AND THE EXISTING WORK IN [34] AND [40]. 

Model Accuracy % Precision % Recall % F1 % 

KNN & Skin-Profile based Approach [9] 14 13.2% 13.2 12.4 

KNN & MLP based Approach [17] 41 40% 40.5 40.5 

VGG_16 based Approach 93.2 93.3 94.3 93.7 

ResNet-18 based Approach  93.4 93.6 93.5 93.5 

To verify the performance of the skin-profile based ap-
proach [9], we tuned the number of neighbors from 1 to 200 
with a step size of five. This proved that the number of neigh-
bors is not the factor that affects recognition rate. To further 
illustrate the difference in performance, we show in Fig. 10 a 
sample image with a complicated background in which the 
signer has similar clothing and skin color, while our models 
were able to detect the hand and recognize the gesture with 
confidence of 0.63 and 0.58 using VGG-16 and ResNet re-
spectively. The existing work [9] confused the clothing and 
the skin which lead to an incorrect classification. 

  
Original Image KNN [9] 

  
VGG-16 ResNet-18 

Fig. 10. Recognition of the Letter "Meem" using the Work in [9], R-CNN 
based on VGG-16 and R-CNN based on Resnet18. 

The relatively poor performance of the existing work [9] 
can be attributed to the simple skin segmentation technique 
adopted by the authors. In fact, they adopted a YCbCr static 
skin segmentation which cannot handle different skin tones, 
lighting, and complex backgrounds. Moreover, the difference 
between the performance reported in [9] which attains 97%, 
and the one obtained using our dataset (14%) can be explained 
by the potential overfitting of their model when used with a 
very small dataset including 150 images only [9]. Furthermore, 
the second comparison was done with the work in [17] which 
outlined a substantial extension of the contributions in [9] that 
were affected by the considered skin segmentation technique. 
Specifically, a trained MLP was deployed to detect skin pixels 
in the images. Despite the ability to handle highly variant skin 
color and lighting, the system in [17] failed to distinguish the 
hand from a skin-colored background. In particular, the imag-

es that exhibit less complex background (i.e. non-skin color 
background) were correctly classified due to the three features 
extracted from the image. However, the majority of our da-
taset contains extremely complex background which yielded 
an accuracy of 41% for the work in [17]. Thus, one can claim 
that the experiments conducted in this research confirmed the 
ability of faster R-CNN to recognize efficiently the Arabic 
sign language. Moreover, they proved that the proposed sys-
tem outperforms the relevant state of the art solutions in 
[9][17]. 

V. CONCLUSIONS 
Arabic Sign Language is the primary form of communica-

tion within the Arab Deaf community. However, the sign lan-
guage is not widely used and/or mastered outside this commu-
nity which resulted in a real social barrier between Deaf and 
hearing people. In order to reduce this struggles for the Arab 
Deaf, researchers introduced ArSL recognition systems able to 
capture and recognize the hand gesture from images. Despite 
this effort, most of the reported works use datasets with uni-
form background in order to by-pass the image segmentation 
issue. Alternatively, ArSL recognition systems based on deep 
learning paradigms emerged to alleviate the concern of 
choosing the most relevant features. Taking into consideration 
the strengths and weaknesses of the state-of-the art contribu-
tions, we designed and implemented a novel ArSL recognition 
system that is able to localize and recognize the alphabet of 
the Arabic sign language using a Faster Region-based Convo-
lutional Neural Network (R-CNN). Specifically, faster R-CNN 
was adapted to extract and map the image features, and learn 
the position of the hand in a given image. Moreover, the pro-
posed system was assessed using a collection of 15,360 imag-
es, containing hand gestures with different backgrounds, cap-
tured using standard phone cameras. The association of the 
proposed architecture with ResNet and VGG-16 models 
achieved a recognition rate of 93% for the collected ArSL im-
ages dataset. 

As future works, we propose to investigate the YOLO 
deep learning architecture [43] instead of Faster R-CNN for 
ArSL letter recognition. Unlike Faster R-CNN, YOLO can be 
adapted to conduct the classification and the bounding box 
regression simultaneously. It proved to achieve accurate and 
fast recognition when the objects of interest are not too small 
[43]. 
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Abstract—Wireless sensor networks have been widely applied 
in many areas due to their unique characteristics. These have 
exposed them to different types of active and passive attacks. In 
the literature, several solutions have been proposed to mitigate 
these attacks. Most of the proposed solutions are too complex to 
be implemented in wireless sensor networks considering the 
resource-constraint of sensor nodes. In this work, we proposed a 
hierarchical trust mechanism based on clustering approach to 
detect and prevent denial of service attacks in wireless sensor 
networks. The approach was validated through simulation using 
Network Simulator (NS2). The following metrics were used to 
evaluation the proposed scheme: packet delivery ratio, network 
lifetime, routing delay, overhead, and number of nodes. The 
proposed approach is capable of detecting compromised sensor 
nodes vulnerable to a denial of service attacks. Moreover, it is 
able to detect all sensed data that have been compromised during 
transmission to the base station. The results show that our 
method can effectively detect and defend against denial of service 
attacks in sensor wireless sensor networks. 

Keywords—Wireless sensor network; routing attacks; public-
key cryptography; packet dropping; denial of service attacks 

I. INTRODUCTION 
The self-organized Wireless Sensor Network (WSN) is 

used predominantly in tracking and monitoring applications, 
and it is made of battery-powered sensor nodes that 
communicate through a wireless medium [1]. WSNs are 
initially used in military operations for monitoring enemies' 
movements in a particular area. However, since the 
development of the Internet of Things (IoT), WSNs have been 
widely applied in many areas such as automobile industries, 
aviation, environmental monitoring, and many more areas [2]. 
The fast-growing sensor network has reached its presence in 
almost every sector replacing human intervention. The primary 
concerns of WSN are the utilization of sensor node resources, 
provision of security against malicious attacks, and the 
provision of efficient data delivery. The WSN adopts a 
clustering algorithm and routing protocol for avoiding the 
overutilization of the sensor node's resources. The clustering 
algorithm divides the nodes and performs routing activities 
based on the role of the cluster leader and members. It 
significantly reduces the energy consumption of each node. 
The routing protocols select a suitable path that does not 
impact the performance metrics of WSN and also provides 
energy efficiency. The routing protocols must be resistant to 
communication delay and packet losses. The function of sensor 
nodes is to sense, process, and transfer the data to the desired 
location while maintaining their reliability and confidentiality 

[3]. Both these parameters are affected due to the security 
threats in the networks. The resource vulnerabilities in the 
sensor network impact the design of effective security 
mechanisms. Several security mechanisms help in avoiding the 
attacks that target the routing functionality of sensor nodes. 

A. The Conventional Security Mechanisms in WSN 
One of the major concerns of security mechanisms in WSN 

is to provide secure transmission of data from the sender to the 
receiver end without much utilizing the sensor node resources. 
The security in traditional routing protocols placed in a 
dynamic environment is complicated, and communication is 
not adequately secured [4]. The design of security mechanisms 
must involve both proactive and reactive methodologies while 
protecting against attacks. When a malicious intruder attacks 
the network, the compromised nodes have to resist in a way 
that does not influence other legitimate nodes to fall for the 
attack. The difficult task of resisting the attack is to know the 
source of the adversary, and it can be done using Intrusion 
Detection Systems (IDS) [5]. Most of the security requirements 
are built on cryptographic schemes, IDS, and trust-based 
schemes. The trust-based mechanisms provide a secure transfer 
of data through trustworthy nodes in the network. The use of 
efficient cryptographic schemes along with robust intrusion 
detection systems can enhance security schemes [6]. Security 
management is also crucial for managing the security level and 
its energy consumption. The security mechanism introduced in 
the network must be compatible with all the components of the 
network otherwise it becomes the target for the attack [7]. 
Fig. 1 presents the types of conventional security mechanisms 
[8]. 

B. Rust-Based Management 
Trust management is a required parameter in routing 

protocols and security mechanisms. It is used to determine 
whether a node is faithful enough to forward the data packets 
and store important keys [9]. It is used primarily to quantify the 
trustworthiness and reliability of individual nodes based on 
their behavior and past experiences [10]. A node is considered 
trustworthy depending on the packet forwarding rate, energy 
consumption, delay, and other factors depending on the 
application. The trust values must be accurately measured to 
provide reliable and robust security services the traditional trust 
management utilizes more energy and sensor node resources. 
The lightweight trust-based mechanisms need to be developed 
to overcome the issues of resource utilization and to provide 
efficient trust management. The trust-based management 
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scheme that helps in secure data transmission for WSN is 
presented in Fig. 2. 

 
Fig. 1. The Conventional Security Mechanisms in WSN. 

 
Fig. 2. Trust Management. 

The trust-based mechanisms in WSN face some challenges 
during trust establishment [11]. Due to the storage and energy 
restriction in sensor nodes, the complexity of the trust value 
calculation must be less as possible. The validity of the trust 
value and the status of the node must neither be a long or short 
interval. The trust evidence has to be collected only during 
specific time intervals to avoid malicious attacks and wastage 
of energy resources. The level of trust requirements of the 
nodes must depend on the role it performs in the network. For 
example, the task of the cluster head is to carry all the essential 
information collected from the members to the base station, 
and hence the next-hop nodes of the cluster head through 
which it transmits the data to the destination must be more 
trustworthy. 

Trust management schemes must be at least robust against 
the most common attacks as they will degrade the security 
requirements such as confidentiality and privacy of the 
network. The trust establishment process must occur in a 
secure channel as the integrity of the trust value is important to 
determine the node's honesty. The trust establishment methods 
must be flexible to dynamic topology networks and node 
behavior. As the location of nodes is hidden for security 
reasons in sensitive applications such as enemy monitoring in 
military applications, it is difficult to establish trust 
management mechanisms in an anonymous sensor network. 

C. Hierarchical Routing Protocol 
In the hierarchical routing protocols, the distribution of 

nodes is in the form of a tree-based structure, where nodes are 
assigned to perform specific roles based on the energy 

capability. For instance, the high-energy nodes are assigned 
important roles compared to low energy nodes [12]. The 
hierarchical routing protocol is more advantageous for real-
time applications as it enhances the network lifetime by 
decreasing the transmission distance between the neighbor 
nodes used for transmitting the data to the destination. The 
hierarchical routing protocol can be cluster-based or chain-
based. In cluster-based routing protocols, the nodes are 
classified based on energy capability as cluster heads and 
member nodes. The nodes with high energy are selected as 
cluster heads. The member nodes send the data to their 
respective cluster heads, and the cluster head then aggregates 
the information and forwards it to the base station. 

D. Problem Statement 
The routing protocols play a significant role in transferring 

the data packets to a destination in an efficient way, and data 
aggregation helps in reducing overall energy consumption and 
limited utilization of sensor node resources. In routing and data 
aggregation, the trustworthiness of nodes is a required 
parameter. Several trust-based schemes have been developed to 
achieve data forwarding by trustworthy nodes. In the 
traditional IDS schemes, the trust measurement is determined 
using a single metric, which in turn resulted in inaccurate 
detection. Thus, to overcome this issue, the use of 
multidimensional trust values such as Interactive Trust (IT), 
Honesty Trust (HT), and Content Trust (CT) is introduced 
during the trust calculation to improve the accuracy of the 
attack detection. IT is determined by the number of interactions 
between nodes in the network. The HT is determined based on 
the number of successful and unsuccessful interactions in the 
network while the CT is determined based on the capacity such 
as energy and the amount of data 

E. Research Objectives 
• To Develop and data delivery by energy-efficient 

security mechanism which provider trade o between 
utilization of sensor nodes. 

• To evaluate the efficiency of the proposed scheme for 
achieving secure routing, the data packet dropping and 
modification attack model is designed. 

F. Contributions 
The contributions of this research are presented as follows: 

1) The proposed contribution is built on an IDS model and 
is called IDS using Hierarchical Trust Measurement (IDSHT), 
where the trust measurement is done based on 
multidimensional factors such as IT, HT, and CT. 

2) The signature-based mechanism is used for preventing 
common attacks, and the signature generation and verification 
are performed using the Rivest–Shamir–Adleman (RSA) 
algorithm. 

II. RELATED WORK 
The energy-efficient routing protocols are surveyed mainly 

using three categories such as data-centric routing, hierarchical 
routing, and location-based routing. The location-based 
energy-aware reliable routing protocol (LEAR) [13] is a type 
of location-based routing protocol, which follows the 
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clustering algorithm. LEAR aims to reduce energy 
consumption by adopting geographical positioning and 
clustering technique. The routing table of each node is 
constructed using a distance of the neighboring nodes which in 
turn calculate the location information collected by Global 
Positioning Systems (GPS). When a node needs to send data, it 
refers to its routing table and thereby forwards the data to a 
neighboring node, which has the shortest distance. In [14], the 
authors proposed the Geographic and Energy Aware Routing 
protocol (GEAR) which deals with the use of geographic 
information while disseminating queries to required locations. 
The main idea of GEAR is to restrict the number of interests by 
sending interests to specific regions rather than the whole 
network. Each node in GEAR keeps an estimated cost and 
learning cost for reaching the destination through neighboring 
nodes. 

Sensor Protocols for Information Via Negotiation scheme 
(SPIN) was proposed in [15]. It is a type of data-centric routing 
protocol which uses metadata negotiations to eliminate the 
transmission of redundant data throughout the network. 

In [16] a systematic analysis of the threat posed by the 
Sybil attack in WSN is presented. The Sybil attack is defined 
as the malicious node legitimately taking on multiple identities 
of a node in the network. These attacks can affect the 
redundancy mechanism of the distributed data storage systems 
in peer to peer network. The authors highlight that the Sybil 
attack is a threat to essential functions such as routing, resource 
allocation, and misbehavior detection that can cause severe 
effects. The taxonomy of Sybil attacks is presented to 
understand and analyze the threat and its countermeasures in 
the network. The authors also discuss the different defense 
mechanisms against Sybil suited for WSN. The two methods 
presented are direct validation and indirect validation. The 
denial of service (DoS) attack is defined as any event that 
diminishes or eliminates network capacity to perform its 
expected function [17]. The different DoS attacks are jamming, 
collision attacks, unfairness attacks, black hole attacks, neglect 
and greed attack, homing attack, and misdirection attacks. The 
countermeasures for the jamming attack are by using spread 
spectrum, priority messages, and lower duty cycle. 

The authors in [18] discussed the countermeasures taken 
against selective forwarding attacks. The analysis highlights 
that the security and on-time transmission of packets is the 
basic need for sensor network and the selective forwarding 
attacks targets these requirements. 

The encryption schemes in WSN are categorized mainly 
into two types and they are symmetric key encryption schemes 
[19-22], and asymmetric key encryption schemes [23]. The 
authors in [24] introduced two building block security 
protocols such as SNEP (Secure Network Encryption Protocol) 
and Timed Efficient Streaming Loss-Tolerant Authentication 
TESLA. The SNEP protocol ensures data confidentiality, two-
party authentication, and evidence of data freshness. The 
protocol is used to ensure authenticated broadcast for the 
resource constraint sensor network. Each node shares a secret 
key with the base station. During data communication, the two 
nodes consider an intermediate node such as a base station for 
setting a new key between them. The advantages of SPINS are 

resilient to node capture attacks, where any node does not leak 
any information about other sensor nodes, and it is easy to 
revoke key pairs in case of attacks. 

In [25] the author proposed the Ambient Trust Sensor 
Routing (ATSR) protocol, which uses a trust management 
system for providing secure routing of data packets in the 
network. Each node in the network sends the periodic 
broadcast messages with node Identity (ID) and energy 
availability. A multicast message such as a reputation request 
message is sent periodically to the neighboring nodes for 
obtaining the indirect trust information, and the reply is 
gathered from unicast messages. The trust metrics used by 
nodes to evaluate the adjacent nodes are forwarding data rate, 
residual energy, and distance. The advantage of the ASTR 
scheme is that the data packets are forwarded based on the 
energy metric of the next-hop node thereby achieving energy 
conservation. 

The authors in [26] presented a reputation-based event-
triggered formation control (RETF) in which trust-related 
information about neighbor nodes is resolved and stored in the 
form of a set of modules by each node in the network. Several 
IDS mechanisms-based schemes have been introduced based 
on the types of attacks and application requirements to provide 
efficient detection of attacks before causing severe damage to 
the systems [27]. The authors presented an IDS survey based 
on the target WSN, detection technique, collection process, 
trust model, and analysis technique. 

III. FRAMEWORK FOR THE PROPOSED SCHEME 
This section presents the framework for the proposed 

scheme based on based IDS-hierarchical trust (IDSHT) model. 
It adopts a cluster-based network using a two-tier hierarchical 
trust mechanism to reduce the energy consumption of the 
nodes in the system. 

The nodes in the cluster-based network are classified into 
cluster head (CH), sensor nodes (SN), and base station (BS). In 
each cluster, the CH is selected based on the residual energy 
and transmission distance, and it forwards the data packets 
from the member nodes to the base station in an efficient 
manner the CH has more energy than the member nodes that 
communicate with their respective CH and have minimum 
energy. CH aggregates the data sent by the sensor nodes before 
sending it to the BS. The CH transmits the aggregated data to 
the base station directly. Each SN has a unique identity and 
belongs to a single cluster. The cluster head stores the data in 
the form of queues that are collected from the SN before 
forwarding it to the BS as shown in Fig. 3. 

 
Fig. 3. Hierarchical Cluster-based Topology of Proposed IDSHT Scheme. 
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In the proposed scheme, each node in the network 
broadcasts the control information by attaching its ID and 
residual energy for identifying its neighbors. When the 
neighboring nodes receive the transmitted hello message, the 
neighbor nodes take the particular node as a neighbor and 
update the same in the adjacent table The conventional security 
mechanisms that are used for detecting attacks in the network 
have used only single metrics for evaluating trust in WSN. The 
main issue faced during the trust evaluation is the lack of 
accuracy in detection. The first level of trust in WSNs is the 
SN trust evaluation, which is done by CH in a particular cluster 
using the following multidimensional metrics discussed below. 

1) Interactive Trust Evaluation of SNs (IT): The IT is 
calculated using the number of interactions of the SN in the 
network. The interactions of the SN include the sending and 
receiving data packets between the nodes and requests sent or 
forwarded from other nodes. The IT at the CH level is 
calculated using some interactions between CH and BS. 

2) Content Trust Evaluation of SNs (CT): The CT is based 
on the trust evaluation of the observing data, and it is the data-
centric trust evaluation calculated using a CH. The primary 
purpose of SNs is to sense the different parameters such as 
temperature, humidity, air pressure, and light intensity and 
transmit the observing data to the respective CHs. 

3) Honesty Trust evaluation of SNs (HT): The HT is 
calculated using the number of successful and unsuccessful 
interactions between the CH and SN in the network. In HT, the 
CH overhears the SN when the interaction is unsuccessful. The 
trust evaluation at the CH level considers only the direct trust 
calculation using BS-CH evaluation. The trust evaluation in 
CH is similar to the SN level trust evaluation, and it includes 
multidimensional factors such as IT, CT, and HT. The IT, CT, 
and HT are calculated using the BS-CH evaluation while the 
CT includes the proximity of aggregated data and effective 
average observing data. 

4) Content Trust Evaluation of CH (CT): The CT is de ned 
as the trust value obtained by the deviation between sensing 
data and an effective average of observed data. The CT of CH 
is calculated by BS according to the proximity of fusion data 
and effective average observing data of SN in the cluster. The 
overall trust of CH is calculated using BS by aggregating the 
multidimensional factors such as CTCH, HTCH, and ITCH 
evaluated for CH and is shown in equation 1. If the node 
launches the selfish attack, it will forward a false energy value 
in the control information to avoid being selected as a CH to 
preserve its energy. 

𝑂𝑇𝑐ℎ  =  𝑊1 ∗  𝐼𝑇𝑐ℎ + 𝑊2 ∗  𝐻𝑇𝑐ℎ + 𝑊3 ∗  𝐶𝑇𝑐ℎ  (1) 

where 𝑊1=0.2, 𝑊2 =0.4, 𝑊3 =0.4. 

Thus, the main issue faced with IDS schemes is that even 
after removing the malicious nodes, further attacks such as 
impersonation attacks are induced in the network. The 
impersonation attacks are serious attacks, where the adversary 
successfully uses one of the identities of legitimate nodes to 
provide a gateway for other types of attacks. The signature 
generation and verification using RSA algorithm security of 

the proposed IDSHT scheme can be improved by using 
signature generation, and verification mechanism, and it is 
termed as S-IDSHT. In S-IDSHT, each SN generates the 
public key and private key using the RSA algorithm. The SN 
forwards the data packet to their respective CHs after 
encrypting the data using the public key shared among the 
member nodes. After the data packet reaches the CH, the 
encrypted data is then decrypted using the private key, which is 
a secret key allocated for CH. Then, the CH aggregates all data 
along with the RSA signature collected from the member nodes 
and forwards it to the base station. The data aggregation during 
this process reduces the energy consumption of the overall 
network. The BS collects the data from all the CHs and 
decrypts the aggregated data using the unique private key and 
verifies the received data signature is the same as the original 
data. If the signature of the original data is not the same as that 
of the received data, then the node is said to be an adversary, 
and it is an impersonation attacker. If the signature of the 
original data is the same as the signature of receiving data, the 
node is said to be legitimate. 

IV. PROPOSED SCHEME STRUCTURE 
The proposed IDSHT-S scheme adopts a hierarchical 

cluster-based structure to ensure secure and efficient data 
transmission during the routing and data aggregation process. 
The trust evaluation in the proposed scheme is based on the 
two-tier hierarchical trust mechanism, and the two levels of 
trust evaluation include the SN level and CH level. The trust 
value is calculated using multidimensional factors such as IT, 
CT, and HT. These multidimensional factors are used for 
finding the overall trust for SN and CH where the data is 
verified using signatures. The signature generation and 
verification in the proposed scheme are done using the RSA 
algorithm. SNs encrypt the data before transferring the data to 
the CH, which acts as an intermediate node and aggregator. 
The simulation scenario of the IDSHT-S scheme is constructed 
using the Network Simulator (NS2) tool. The proposed scheme 
is developed by modifying the Ad-hoc On-Demand Distance 
Vector (AODV) protocol files in NS2. In the experimental 
phase, the node formation is the first phase. After the selection 
of a source node and a destination node, the best path from the 
source to reach the destination is estimated by the AODV 
protocol. The AODV protocol is modified according to the 
application requirement. In the proposed scheme, the AODV 
protocol is modified the routing protocol based on IDSHT and 
IDSHT-S scheme objectives. 

A. Hierarchical Trust Mechanism in IDSHT Scheme 
One of the major concerns of security mechanisms in WSN 

is to provide secure transmission of data from the sender to the 
receiver end without much utilizing the sensor node resources. 
The security in traditional routing protocols placed in a 
dynamic environment is complicated, and communication is 
not adequately secured. In the proposed IDSHT scheme, the 
two-tier hierarchical mechanisms are introduced, and the trust 
evaluation for routing behavior and data aggregation is done 
using multidimensional metrics such as IT, T), and HT. The 
two levels of trust evaluation are done such as SN trust 
evaluation and CH trust evaluation. The first level of trust 
evaluation is simple, as the SN evaluation is done through 
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direct communication between CH and SN in a cluster. The 
second level consists of the trust evaluation at the cluster head 
level is explained along with its multidimensional factor 
evaluation. 

B. Signature Based IDSHT Scheme 
The main issue faced in IDS schemes is that even after 

removing the malicious nodes, further attacks such as 
impersonation attacks are induced in the network. The 
impersonation attacks are one of the serious attacks, where the 
adversary successfully uses one of the identities of legitimate 
nodes, and it uses these fake identities to provide a gateway for 
other types of attacks. The main aim of the impersonation 
attacks is to obtain confidential information that should be kept 
secret during the entire data transmission. Every node in the 
network encrypts its data and abstracts the information, which 
includes the data sending time, node ID, and ID of the data. 
After attaching the signature, the aggregated data is then sent to 
the BS. Through this method, the aggregated data can be 
verified by BS and confirm that every data forwarded to it is 
valid. 

C. Signature Generation and Verification using RSA 
Algorithm 
Signature generation and verification mechanisms are used 

as another security layer to improve the security of the 
proposed scheme. Thus, each SN generates the public key and 
private key using the RSA algorithm. The role of cryptographic 
techniques is to prevent any leakage or modification of 
confidential data in WSNs [28]. The leakage of data is 
prevented by encrypting the data using keys and sending the 
encrypted data to the destination. As most of the encryption 
and key management schemes require complex computation 
and increased costs, the need for designing lightweight 
cryptographic schemes and achieving a trade-off between 
providing security and limited utilization of resources has 
become a necessity [29]. The two types of cryptographic keys 
used for authentication and encryption are a public key and a 
private key. The public key is known by designated nodes, 
while private keys are kept secret by specific nodes. A digital 
signature is used for authentication and maintaining the 
message's integrity. The digital signature involves three 
algorithms such as key generation, signing, and signature 
verifying algorithm. The advantage of using a digital signature 
is that it is difficult to forge a user's signature without knowing 
the private key. Both IDS and trust-based schemes make sure 
that the attacks are not initiated in the network. The 
cryptographic schemes alone cannot provide an effective 
security mechanism, and it has to be combined with other 
security mechanisms to achieve all the security requirements of 
WSN. The data aggregation during this process reduces the 
energy consumption of the overall network. The BS collects 
the data from all the CHs and decrypts the aggregated data 
using the unique private key and verifies that the received data 
signature is the same as the original data. If the signature of the 
original data is not the same as that of the received data, then 
the node is said to be an adversary, and it is an impersonation 
attacker. If the signature of the original data is the same as the 
signature of receiving data, the node is said to be legitimate. In 
the proposed scheme, the data integrity and confidentiality of 

the data are secured, and efficient data transmission is 
achieved. 

D. The Simulation Components for Network Scenario 
NS2 Tool: The NS2 is an open-source event-driven 

simulator tool that is used in studying the dynamic nature of 
communication networks. The NS2 simulation tool is used for 
performing simulations in both the wired and wireless sensor 
networks. 

C++: C++ is a high-level programming language used for 
graphical applications, and it is used in the back-end 
mechanism in NS2 tool. The C++ programming language is 
used for running the simulation, and all the C++ files are 
compiled and linked to create an executable file. 

OTCL: The OTCL is a scripting language used for the 
configuration and setup of the simulation in NS2 tool. In NS2, 
the C++ objects are made available to the OTCL interpreter 
and can be controlled by OTCL level. 

Network Animator (NAM) Output: The NAM is used to 
represent the network and packet traces graphically. It supports 
topology layouts, packet-level animation, and data inspection 
tools. 

X-Graph: The X-graph program draws the graph on an X-
display such that the data read from either data files or standard 
input if no files are displayed. The network scenario in the 
proposed IDSHT-S scheme is built in a hierarchical structure, 
and the cluster-based routing is used to provide efficient data 
transmission as shown in Fig. 4. 

 
Fig. 4. The Network Scenario of the Proposed IDSHT-S Scheme. 

V. RESEARCH FINDINGS 
Since there is a possibility to launch the impersonation 

attacks by the malicious nodes in WSN, the RSA is used for 
signature generation and verification processes. The proposed 
IDSHT-S modifies the AODV routing protocol files such as 
aodv.cc file concerning the proposed scheme. Comparison is 
made between the IDSHT-S and the existing IDSHT. Both are 
evaluated using the same simulation settings and compared to 
their outputs. The following metrics were used for the 
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evaluation: Packet Delivery Ratio (PDR), Network lifetime, 
Delay, and Overhead. The numbers of nodes are varied from 
40 to 70 at 10 intervals each. Graphs are plotted for 
performance metrics using X-graph in NS-2. 

1) Packet Delivery Ratio (PDR): The ratio between the 
total number of delivered packets to the base station and the 
total number of transmitted packets from the sensor nodes. 

2) Network lifetime: The network lifetime represents the 
remaining energy of a node, which has minimum energy in the 
network. 

3) Delay: Every node follows the secure routing protocol 
to deliver the data packets to the base station. Delay of a packet 
is defined as the average time taken by a node to deliver the 
data packets to the base station. 

4) Overhead: The overhead is defined as the total number 
of control packets used in the network. The routing protocols 
exploit control packets to detect the routing paths to the base 
station. More control packets tend the sensors to spend a lot of 
energy and so maintaining the overhead while providing 
network security is essential. 

5) Number of Nodes vs Packet Delivery Ratio: The packet 
delivery ratio depends on the number of data packets received 
at the base station and the number of packets forwarded by the 
CH after the aggregation process. The graph of the simulation 
result is drawn by plotting the number of nodes in the X-axis 
and packet delivery ratio on the Y-axis as shown in Fig. 5. The 
packet delivery ratio values are expressed in percentage for 
both the existing IDSHT scheme and the proposed IDSHT-S 
scheme. 

6) Number of Nodes Vs Delay: The delay in WSN is the 
time taken by the data to reach the destination, i.e., base 
station. The delay of data packets affects the performance of 
the network. The delay in the system is mainly caused due to 
the dropping of the data packet. Node collision depends on the 
time taken for trust evaluation and other factors. The 
simulation graph for the delay is shown in Fig. 6 by taking the 
number of nodes on the X-axis and the delay expressed in 
seconds on the Y-axis. 

 
Fig. 5. The Simulation Graph for Number of Nodes vs Packet Delivery. 

 
Fig. 6. The Simulation Graph for Number of Nodes vs Delay. 

7) Number of Nodes vs Network Lifetime: The network 
lifetime is indirectly proportional to the energy consumption in 
the network. When energy consumption is large, the network 
lifetime is drastically reduced. The battery exhaustion in 
attacks occurs mainly due to malicious attackers and the 
proposed scheme aims at revoking these malicious attacks. The 
simulation results are presented in graphical form as shown in 
Fig. 7. 

 
Fig. 7. The Simulation Graph for Number of Nodes vs Network Lifetime. 

VI. CONCLUSION 
Several trust-based security mechanisms have been 

developed to provide secure routing and data aggregation in 
WSN. The trade-off between energy efficiency and accurate 
trust calculation is one of the major concerns while developing 
intrusion detection schemes in WSN. In the proposed IDSHT 
scheme, a multi-dimensional two-tier hierarchical trust-based 
mechanism is adopted, which includes interactive trust, 
honesty trust, and content trust for cluster head selection during 
data aggregation. The IDHST scheme supports the WSN 
dynamic environment, transition state of nodes, and variation 
in trust values. IDHST includes both direct evaluations for trust 
calculation in a fixed hop range. The trust evaluation is 
maintained at two levels, where the multidimensional trust of 
the sensor node is maintained by the cluster head and the 
multidimensional trust of the cluster head is calculated from 
the base station and cluster head interaction, feedback 
evaluation from one-hop neighbors, and interactions with other 
cluster heads. The honesty trust is calculated using the number 
of successful and unsuccessful interactions between the two 
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nodes. The content trust is calculated based on the observing 
data by cluster heads and it is a network relates to trust. The 
interactive trust is evaluated by calculating the number of 
interactions between the nodes and cluster heads. 

In future, we intend to implement the proposed scheme in a 
real test-bed. 

VII. FUTURE WORK 
In the future, we intend to implement all the algorithms in a 

real test-bed using the above metrics. 
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Abstract—Battle control, natural disasters discovery, water 

monitoring, smart homes, agricultural applications, health care, 

weather forecasts, smart buildings, intrusion detection, medical 

devices, and more are the application areas of wireless sensor 

networks (WSNs). WSNs can help bring about revolutionary 

changes in important areas of our world. As a result, this 

technology has become a particularly interesting technology, 

which can be used to meet the specific requirements of a 

particular application because of its distinctive characteristics. In 

this context, WSNs are a promising approach in the agricultural 

sector and irrigation in particular for overcoming the world's 

major problems (e.g., the global water crisis). When 

implementing WSN in the irrigation field, many factors, like 

limited sensor node resources, limited sensor node power, costs, 

hardware constraints, and type of deployment environment, 

must be taken into account in order to improve WSN 

performance and achieve the desired results. In this paper, we 

will study and analyze the main factors that affect WSNs in the 

irrigation field. We will also provide a set of measures and 

solutions that need to be taken to overcome the challenges of 

deploying a WSN in irrigation. In this regard, we will also 

highlight several factors for improvement to achieve an efficient 

and consistent irrigation system using WSN. 

Keywords—Cost; energy consumption and management; 

irrigation; smart irrigation; wireless sensor network; WSN 

deployment  

I. INTRODUCTION 

The need to control and supervise hostile or remote 
environments, reducing the size, the availability of a wide 
range of diverse sensor types. In addition to the three basic 
functions performed by the sensor network [1], [2], i.e., 
computation, detection, and communication, and the features 
provided by WSNs [3]-[5], e.g., dynamic topology, scalability, 
self-monitoring, and flexibility. All this has led to the 
involvement and development of WSNs as a potential 
application in various domains [6]-[8] like medical, industry, 
environment, agriculture, and military. Wireless sensor 
networks have been deployed in several agricultural 
applications to support agricultural services [2], [9], [10] (e.g., 
pesticide spraying, irrigation, horticulture, and fertilization) 
and improve agricultural production. One of the most vital 
services in the agricultural domain is irrigation, as irrigation is 
an indispensable element in this domain and plays a very 
significant role in improving yields and raising agricultural 
production [11], [12]. Therefore, irrigation is considered one of 
the most agricultural services where WSNs are applied 
successfully to realize numerous gains and provide economical 
and effective solutions for water utilization efficiency and 

water saving, thus helping to alleviate the world water crisis 
[13]. 

WSNs have been widely used in the irrigation field, and 
this usage has been greatly appreciated in recent years. A set of 
research and works focused on the application of WSN to 
control and manage irrigation practices has been identified 
from the literature and discussed in [13]. Avatade and Dhanure 
[14] have developed an automated irrigation system using 
WSN, an ARM microcontroller, and GPRS. This system is 
designed based on an integrated platform that uses the ARM 
microcontroller to control the water irrigation system. It can 
measure and monitor the soil moisture level and temperature 
through multiple ARM microcontroller-based wireless sensor 
nodes. Moreover, it enables remote monitoring of the status of 
the sensors used. Applications for irrigation systems using 
WSN and ZigBee have been proposed in [15]-[18]. The system 
proposed by Angelopoulos et al. [16] consists of IRIS motes 
employed for electro-valves control and TelosB motes 
equipped with EC-5 and SHT11 sensors that monitor a set of 
environmental conditions. Domestic irrigation was 
demonstrated in this work. An automatic irrigation system was 
proposed by Chikankar et al. [17] based on monitoring a set of 
the parameters through the usage of WSN and ZigBee. This 
includes LM-35, SY-HS-220, and soil moisture sensors that 
measure temperature, air humidity, and soil moisture. Other 
applications of WSN have been proposed in irrigation systems 
using GPRS and ZigBee technologies in [19], [20]. An 
automated irrigation system using WSN and other technologies 
to optimize and manage water use for agricultural crops was 
proposed by Gutiérrez et al. [19]. This system is composed of a 
control unit to store, evaluate, and identify the collected data, 
and to manage the automatic activation of irrigation using a 
developed. It is also composed of a distributed wireless 
network with numerous temperature and moisture sensors to 
monitor and control soil parameters. A sprinkler irrigation 
automation system using a WSN was designed by Nagarajan 
and Minu [20]. Besides, this system uses ZigBee technology 
for transmitting data and GPRS technology for storing and 
analyzing data. A system for improving the management of a 
variable rate irrigation system based on WSN has been 
presented that uses a system for identifying the criteria for 
placement of moisture sensors [21]. In [22], a WSN-based 
automated irrigation system has been proposed, explaining the 
workflow of the suggested system and illustrating the different 
relationships and interactions between the elements of this 
system. Utilizing GSM, Raspberry Pi, and Wi-Fi technologies, 
an automatic water supply system has been proposed to well 
control a WSN-based irrigation system [23]. In this system, a 
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set of sensors is used to monitor and detect the soil moisture, 
soil water level, and daylight intensity. The measured data is 
sent as a digital signal via Wi-Fi to the Raspberry Pi. The use 
of smartphones in WSN-based irrigation systems has also been 
presented in [24], [25]. An automated irrigation sensor was 
developed by Jagüey et al. [25], which allows the capture and 
processing of digital soil images based on the use of 
smartphones. An application for smartphones was also 
developed by Bartlett et al. [24] with the aim of extending the 
use of cloud-based irrigation scheduling. This app provides a 
quick visualization of weather measurements and soil water 
deficit. Decision support systems for an irrigation system based 
on WSN have also been presented in [26], [27]. Khan et al. 
[27] presented a WSN-based decision support system for 
efficient water use. Irrigation management and outlier detection 
system using WSN that helps farmers to control the irrigation 
procedures of crops. A low-cost decision support system was 
also proposed by Viani et al. [26] to control the efficiency of 
the irrigation system and thereby save water. 

The use of wireless sensor networks supports different 
areas of human life, including irrigation service practices. 
Nevertheless, a variety of factors influence the implementation 
and design of WSNs [28], like limited sensor node resources, 
limited sensor node power, costs, hardware constraints, and the 
type of environment. As a result, researchers are confronted 
with many issues and problems such as power consumption, 
location, architecture, deployment, and security [29]-[31] when 
implementing this type of network. Similarly, when 
implementing WSN in the irrigation field, we find that many 
factors are influencing this application that needs to be taken 
into consideration to improve the performance of WSN and 
achieve the desired results. However, available studies have 
not comprehensively and accurately addressed the factors 
affecting the use of wireless sensor networks in irrigation. To 
this end, this study aims to identify, study, and analyze the 
main factors that influence WSNs in the irrigation field. It also 
aims to provide a set of measures and solutions to be followed 
to overcome the challenges of designing and deploying a WSN 
in irrigation, while identifying improvement factors to achieve 
an efficient and consistent irrigation system using WSN. In this 
way, and through this work, we address the gaps in this area by 
presenting a study on the main factors affecting wireless sensor 
networks in the irrigation field. To conduct this study, the 
following research questions were considered: What are the 
main factors to consider when designing a wireless sensor 
network in the irrigation field? What measures and solutions 
should be taken? Are there any factors for improvement to 
achieve an efficient and consistent irrigation system using 
WSN? 

Many studies and works have been presented in the 
irrigation field based on wireless sensor networks in recent 
decades. Therefore, it is significant to pay attention to the many 
factors that affect the use of WSNs in irrigation to improve the 
performance and achieve the desired results. The purpose of 
this paper is to provide a study and analysis of the main factors 
affecting WSN in the irrigation field. The paper is structured as 
follows. Section 1 provides an introduction. In Section 2, we 
present and explain the wireless sensor network technology. In 
Section 3, we highlight WSN technology's importance in the 

irrigation field by showing the advantages of using this 
technology in irrigation. In Section 4, we identify, study, and 
analyze the main factors that need to be considered when 
designing a WSN in the irrigation field, while proposing a set 
of measures and solutions that need to be taken. In Section 5, 
we present a discussion and synthesis. A series of improvement 
factors in this context are presented in Section 6. Finally, 
Section 7 concludes the paper. 

II. SENSORS AND WIRELESS SENSOR NETWORK 

A. Wireless Sensor Network 

WSNs are composed of a large number of detection 
elements, called sensor nodes, which communicate through 
wireless communication with each other for information 
interchange and processing in cooperation. Sensor nodes are 
widely deployed near or within the being studied phenomenon 
that are low-cost, autonomous, and low-power multifunctional 
nodes [28]. A WSN is a network of nodes that can together 
reveal the physical environment, especially remote or hostile 
environments, to control and monitor such environments. In 
general, the sensor network achieves three fundamental 
functions [1], [2]: 

 Sensing and Detection; the nodes collect the necessary 
data. 

 Calculation via programs, microcontroller, hardware, 
and algorithm. 

 Communication; the nodes communicate between them 
and with base station as well as base station 
communicates to the controller. 

In the WSN [28], [32]-[35], the sensor nodes are dispersed 
over the field in a sensor area where each node utilizes its 
capabilities to detect, collect, and route data to generate a 
global view of the monitored area. The collected data is 
digitized and these values are routed directly or through other 
nodes according to a multiple hop architecture to a collection 
point, called a base station, for further treatment. The base 
station also functions as a gateway node whenever there is a 
requirement to connect to the external network for decision-
making and data analysis. Fig. 1 illustrates the architecture of 
WSN in agricultural applications. 

B. WSNs vs. Ad-hoc Networks 

The WSN is a particular kind of Ad-hoc network. 
However, there are several reasons that make the difference 
between traditional wireless Ad-hoc networks and WSNs [36], 
[37]. The majority of Ad-hoc networks rely on the any-to-any 
communication model, while wireless sensor networks 
primarily are based on the communication model many-to-one. 
The nodes of the wireless sensor network collaborate to reach a 
targeted objective, whereas in an Ad-hoc network each node 
has its goal. WSN's topology is dynamic with frequent 
changes. The number of nodes in WSN is significantly higher 
than in Ad-hoc. Sensor nodes do not have any global 
identification (e.g., IP addresses) unlike nodes in Ad-hoc 
networks. 
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Fig. 1. Wireless Sensor Network Architecture for Agricultural Applications. 

In addition, the energy consumption for sensor nodes is a 
determining factor, since these nodes have irreplaceable power 
sources because of their unassisted remote use in hostile 
environments. Unlike traditional Ad-hoc networks, the factor 
of the energy consumption is of secondary importance, since 
the batteries of the mobile units used can be easily replaced. 

C. WSN Characteristics 

Certain of the key features of WSN [3], [5], [13] that have 
made it a potential tool in numerous agricultural services (e.g., 
pesticide spraying, fertilization, and irrigation) are as follows: 

 Collaboration between sensor nodes to reach a target 
objective, 

 Capacity to deal with node failures, 

 Capacity to adapt to different environments, 

 Heterogeneity of nodes deployed in WSN, 

 Little or no infrastructure, 

 Ability to operate unattended in remote or hostile areas, 

 Dynamic topology, 

 Detection and wireless communication, 

 Scalability, 

 Simple to utilize, 

 A high number of sensor nodes, i.e., from a few tens to 
thousands. 

D. Sensor Nodes 

As already mentioned above in Section 2.1, WSN is 
considered a distributed network of small-sized and 
inexpensive nodes having computing and processing resources. 
A sensor node is a microelectronic and microelectromechanical 
system that detects or measures a physical attribute (e.g., 
temperature and humidity) in a controlled environment and 
converts it into signals for monitoring and transmission [13], 
[28]. In general, sensor nodes emerge as miniaturized 
autonomous systems with advanced sensation capabilities and 
they are the core elements of WSN. 

Since the sensor node is used in various applications, the 
appropriate choice of nodes requires many parameters such as 
the type of event to be detected, the nature of the event, the 
monitored environment, the nature of the signal emitted, and 
the cost. 

As shown in Fig. 2, sensor node comprises four basic units 
[38], [39]: 

 A sensing unit: This unit includes two subunits an 
Analog/Digital Converter (ADC) and a sensor. Sensor 
gets measurements of the monitored environment. An 
ADC converts the measured attribute and transmits it to 
the processing unit. This is the core unit of a sensor 
node. 

 A processing unit: This unit is composed of a processor 
(i.e., computing unit) that perform simple calculations 
for collaboration with other nodes, in addition to a 
memory (i.e., storage unit) that integrates a specific 
operating system. The processing unit also ensures the 
analysis of the detected data. 

 A transmission unit: This unit is used to connect the 
sensor node to WSN. It is responsible for all receptions 
and transmissions of acquired data in WSN through a 
wireless communication medium. It may be radio 
frequency type, e.g., MICA2 [40], or optical type, e.g., 
Smart Dust [41]. 

 A power unit: This unit is considered one of the critical 
elements of the sensor node. Each node is equipped 
with a battery to power all its components. Because of 
the small size of the node, the node battery is limited 
and generally irreplaceable. 

Sensor node can add optional modules, e.g., an external 
memory, a location system, and a mobilization module, as well 
as its main components (listed above) if required. Fig. 2 shows 
the different components of a sensor node. 

III. ADVANTAGES OF WSN IN THE IRRIGATION FIELD 

The use of WSN in the agriculture sector is now reaching 
an advanced level. There are many potential applications of 
WSN in the field of irrigation. In the following, we highlight 
the main advantages of utilizing WSNs in irrigation. 

A. Water Savings 

The traditional irrigation practices employed only aim to 
control water distribution to the required places without 
compromising water needs, thereby losing a large amount of 
water in each irrigation process [11]. While we note that, the 
main objective of using WSNs in the irrigation field is to 
assure rational and efficient utilization of water, thereby 
achieving significant water savings. 

Numerous works and research have proven that WSN is an 
ideal way to realize important water savings. Gutiérrez et al. 
[19] have shown that the utilization of WSN can lead to 
significant water savings in comparison to traditional irrigation 
practices of up to 90%. In another study conducted by 
González-Briones et al. [43], a 15.06% reduction in water 
consumption has been reported in automotive irrigation 
processes thanks to the use of WSN and the multi-agent 
system. Tests realized by Katyara et al. [44] have also reported 
successful results regarding the reduction of water utilized for 
irrigation, saving about 2150 cusecs of water per year. Other 
tests suggested by Difallah et al. [45] indicate a 28.51% water 
consumption reduction. 
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B. Increasing Yields and Improving the Quality of 

Agricultural Production 

When the right timing of irrigation is well defined, there is 
great potential to increase yields and improve the quality of 
agricultural production. While any delay in irrigation can lead 
to losses ranging from US$ 62 / ha to US$ 300 / ha [46]. Thus, 
another objective of using WSNs in the irrigation field is to 
determine the irrigation requirements in a particular area at the 
right time, thereby increasing yields and improving the quality 
of agricultural production. 

The results of Abd El-kader and El-Basioni [47] showed an 
increase in potato yields and a 2 billion pounds loss was 
compensated in a year through the utilization of WSN in potato 
fields. Tests carried out by Katyara et al. [44] have also showed 
positive results in terms of increasing the productivity of 
agricultural land, i.e., an increase of about 20 to 25%. In 
another work by Khan and Kumar [48], it has been reported 
that the use of a mobile sink in WSN to supervise fields of 
ambient crops helps to increase crop yields. Nagarajan and 
Minu [20] have also concluded that a soil characteristics 
surveillance system utilizing a wireless sensor network to 
automate the sprinkler irrigation could improve yields with 
high quality and control water supply. 

C. Savings in Labor, Money, and Energy 

Traditional irrigation systems on most farms require a lot of 
labor, money, and energy to operate properly. Farmers are 
always trying to undermine these three factors. The many 
benefits of the WSN have allowed it to provide cost-effective 
and efficient strategies to improve and support irrigation 
systems [13]. Thus, another objective of using WSN in the 
field of irrigation is to offer economical and efficient solutions, 
thereby achieving savings in labour, money, and energy. 

Experimental studies were conducted by Khan and Kumar 
[48] to monitor ambient crop fields using a mobile sink in 
WSN. It was reported that reduction in energy consumption 
was 0.0115 Joules in the network. Işik et al. [50] have shown 
that important savings in energy and costs can be realized. 
Tests carried out by Nikolidakis et al. [51] have also showed an 
improvement in the lifetime of the WSN using the Equalized 
Cluster Head Election Routing Protocol, i.e., up to 1825 
minutes. 

 

Fig. 2. Sensor Node Architecture. 

IV. FACTORS AFFECTING WSNS IN THE FIELD OF 

IRRIGATION 

The recent years have been marked by a radical shift in the 
agricultural domain. Thanks to this change, new solutions have 
been found to develop and improve this domain, while solving 
its problems. The WSN is widely used successfully in various 
agricultural services, especially in irrigation service. This is 
mainly due to the importance of having an automated and 
accurate irrigation system, which helps maintain water 
resources and enhance the performance and efficiency of 
irrigation [13]. 

Nevertheless, in many scenarios, sensor nodes can be 
located in an unsupervised and open environment. In addition, 
agriculture can be practiced in agricultural fields of several 
hundred hectares and can encompass different climates, 
resources, and lands, which poses many implementation and 
design challenges. In this section, we discuss and analyze the 
main factors that need to be considered when designing WSN 
in the irrigation field, while proposing a set of measures and 
solutions to be taken. Fig. 3 shows the main factors affecting 
wireless sensor networks in irrigation. 

A. Placement of Sensor Node 

The placement of sensor nodes according to the demanded 
needs is one of the critical factors in the design and 
implementation of WSN in the field of irrigation. It serves a 
very important role in ensuring that the wireless sensor 
network operates reliably and independently. Therefore, great 
care should be taken when placing the sensor nodes in the area 
to be irrigated, so that the sensor is placed at the proper 
location and height to measure the parameters without 
obstructions and in such a way that the area to be irrigated must 
be completely covered. In addition, suitable devices (i.e., 
fixture) must be installed to support the nodes to avoid the 
node position change that could result from rainwater, water 
currents, and strong winds. 

 

Fig. 3. Main Factors Affecting WSN in the Irrigation Field. 
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In the area to be irrigated, soil moisture sensors should be 
placed, for example, as near to the soil as possible to obtain 
precise measurements, thus starting the irrigation process if the 
soil moisture is lower than the threshold values. Whereas air 
temperature sensors should be in an elevated location to 
correctly measure air temperature. Moreover, to manage 
properly the position of each node in the area to be irrigated, an 
appropriate method of deploying sensor nodes in WSN is 
necessary. 

B. Sensor Node Housing 

In the area to be irrigated, the deployed sensor nodes may 
be damaged due to human or animal abuse and may also be 
subject to a variety of harsh environmental conditions, e.g., 
strong winds, extreme heat, extreme cold, high pressure, and 
rainwater. Therefore, the sensor nodes must be enclosed in a 
protective housing that enables them to withstand the above-
mentioned conditions as much as possible. 

In addition, the housing used must be adapted and designed 
in such a way that its internal components never exceed a 
temperature higher than that which the nodes' batteries can 
withstand under realistic circumstances. It is recommended to 
utilize a means of internal temperature control and double-
walled construction in the housing used to improve the 
efficiency of irrigation systems based on WSNs [52]. 

C. Sensor Node Size and Deployment 

The size of the sensor node is another factor that plays a 
very important role in the design and implementation of WSNs 
in the field of irrigation. Therefore, that it must be small and 
suitable for deployment in the area to be irrigated. 

To increase the performance of WSN-based irrigation 
systems, an appropriate method of deploying sensor nodes is 
necessary to manage correctly the position of each node in the 
area to be irrigated. The deployment of sensor nodes can be 
deterministic or random [53]-[55]. With deterministic 
deployment, sensor nodes propagate into pre-defined locations. 
Random deployment enables sensor nodes to be randomly 
deployed, typically in large-scale areas with inaccessible or 
unknown details. Deployment in WSN of large numbers of 
nodes makes these nodes vulnerable to failure. Thus, 
maintaining the sensor network topology before, during, and 
after deployment is a very complicated task that requires good 
management [28]. 

D. Fault Tolerance 

Another critical factor in the design and implementation of 
WSNs in the field of irrigation is fault tolerance. Fault 
tolerance is the ability to retain the functionalities of the sensor 
network in the event of a failure, due to a fault in one or more 
nodes, without interruption [28], [56]. Given that in the area to 
be irrigated, a large number of sensor nodes are deployed in an 
open environment where these nodes may be damaged and/or 
fail. Sensor node failure in a WSN can arise for many reasons 
[57]. 

Sensor node dislocation, transmission link instability, 
environmental interference, battery depletion, defective sensor 
calibration, physical damage due to mishandling by humans or 
animals in agricultural land, software problems, extreme 

environmental conditions, and failure of the node hardware 
components are among the important reasons that can cause 
node failure in a WSN-based irrigation system. Such failures, 
nevertheless, should not affect the functioning of the entire 
network, based on the fault tolerance principle that aims at 
improving the reliability and availability of WSNs [58]. 
Different fault-tolerance strategies, including clustering-based 
mechanisms, deployment-based mechanisms, and redundancy-
based mechanisms, enhance network reliability [59]. 
Moreover, in large-scale deployments, data aggregation and 
topology management plans must be fault-tolerant. 

In several irrigation scenarios [19], [20], [60], solar-
powered sensor nodes were used to decrease the risk of node 
failure caused by battery depletion. In addition, in [19], node 
fault tolerance and communication failure were included for 
irrigation. The default irrigation program is followed, in the 
event of a problem. 

E. Energy Consumption and Management 

In WSN, a sensor node is composed mainly of four basic 
units: a sensing unit, a transmission unit, a power unit, and a 
processing unit. Event recognition and data transmission and 
processing are the main tasks of every sensor node [28]. An 
extra task of data routing can also be performed when it is a 
multi-hop network. Each of these functions consumes a lot of 
power. Typically, a sensor node has a restricted and limited 
power source, such as lithium or alkaline batteries, so the 
lifetime of a sensor node is largely dependent on the lifetime of 
the battery. Since a sensor node's battery supplies limited 
energy, it is critical to make sure that the power consumption 
of the node elements must be at a certain minimum. 
Minimizing the power consumption of the transmission unit, 
especially because it requires higher power consumption than 
other sensor node elements, can help alleviate this problem 
[51]. 

Energy is also an important factor in the design and 
implementation of WSN. Therefore, the management of energy 
is an essential part of any system that relies on wireless sensor 
networks, including irrigation systems. An adequate strategy of 
energy management (i.e., mechanisms and algorithms) can be 
implemented in both software and hardware t to prolong the 
life of the battery by several additional months. 

In irrigation scenarios, longer sensor node life can be 
achieved by also taking into account the use of available 
energy harvesting solutions [61]-[63] like wind power, thermal 
power, and solar power when designing WSN-based irrigation 
systems, a solution considered to be costly. Besides, sensor 
nodes can operate with replaced batteries because they are 
usually well-defined in terms of location and access [64]. 

F. Collection and Transmission of Data 

In every detection, measurement, transmission, and 
processing of data, energy is expended, thus using up a large 
part of the battery life. Therefore, it is necessary to program 
improved and effective data aggregation techniques and 
sampling rates to ensure that energy is not wasted while 
collecting useful and pertinent data. Furthermore, acquiring 
data frequently will send a massive number of packets and this 
rapidly depletes the batteries. The data acquisition sampling 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 3, 2021 

713 | P a g e  

www.ijacsa.thesai.org 

rate in the field of irrigation is generally not high. Nevertheless, 
it can be modified depending on the resources available for 
irrigation, the type of crops to be irrigated, and the 
environment. 

To reduce the number of transmissions, a strategy for data 
transmission can also be developed, which saves energy, so 
that this strategy can involve intelligent data transmission, such 
as aggregated or modified values, and local storage of data in 
sensor nodes. In addition, implementing a sleep/wake-up 
feature can improve the performance of the network through 
energy savings, so that transmitters are only woken up when 
necessary. Reliable communication links require sensor nodes 
to be located close to each other to guarantee reliable multi-hop 
communication. Nevertheless, the characteristics of the land to 
be irrigated can be an obstacle to such reliable communication. 

G. Cost of the System 

In general, the final user, i.e., the farmer, looks at the cost 
and if he can bear it. Therefore, the budget for an irrigation 
system based on WSN is seen as one of the key priorities 
towards efficient utilization of the WSN. The total cost of 
sensor node hardware and software is a very significant factor 
when designing a WSN in the irrigation field. 

Sensor node design for irrigation applications must be 
inexpensive while showing good performance. Therefore, it is 
always preferable to design a low-cost application so that it is 
available for usage by the markets of low and middle-income 
countries (LMIC) through minimizing the cost of software and 
hardware and optimizing system output [10]. 

V. SYNTHESIS AND DISCUSSION 

Traditional irrigation is the common method used by the 
majority of farmers to irrigate agricultural land, which lacks 
efficient use of available resources (e.g., water). While smart 
irrigation is a knowledge-based method that offers flexible and 
reliable irrigation possibilities to farmers. It allows adapting 
irrigation schedules and durations to meet the specific needs of 
each crop through real-time monitoring. These systems greatly 
improve the efficiency of irrigation water use and reduce labor 
and time, etc. 

To develop and improve irrigation systems, a range of 
needs and requirements must be taken into consideration 
including: 

 It is necessary to collect soil and crop information, 

 Weather information should also be collected, 

 It must gather information on crop growth, 

 There are different types of crops in a single field, 

 Water requirements for irrigation vary depending on 
crop needs, 

 The needs of each crop vary according to soil and 
weather conditions, 

 Proposal and development of proactive solutions for the 
irrigation system, 

 The condition of irrigation system equipment and 
components should be monitored. 

 The location of irrigation system components should 
also be monitored. 

To achieve this objective (i.e., improvement and 
development of irrigation systems), it is necessary to find a 
solution that can automate these systems and allows intelligent 
decision-making in order to obtain an application and 
processing with a parallel and distributed feature. 

Sensors are the most commonly used devices in the 
physical and environmental data collection scenario. Especially 
in the field of irrigation, sensors are used to measure and detect 
different data according to the necessities [42] (e.g., sensors are 
used to measure water level, temperature sensors, humidity 
sensors, soil moisture sensors, and density sensors). The 
detected and collected data by sensors make it possible to 
characterize and identify the controlled environment and their 
status. These data are very useful for developing and 
improving irrigation systems. Therefore, the wireless sensor 
network is considered one of the most useful technologies in 
various applications when it is necessary to collect and process 
data from the environment, and thus WSN can play a vital role 
in irrigation management [2], [9], [10], [49] and obtain several 
benefits according to all the specific characteristics of this 
network. All of this leads us to consider WSN as a high-
priority way to collect, process, and monitor critical 
information and react to various situations in irrigation systems 
[13]. 

The WSN-based irrigation system includes several 
techniques and tools utilized to automate and monitor irrigation 
processes in real-time. Fig. 4 shows an illustration of an 
automated irrigation system using WSN and its components, 
which we suggested in our previous work [22]. 

WSNs have attracted worldwide attention in recent years, 
making them widely and successfully used in various irrigation 
systems. Above, we have discussed and analyzed several key 
factors to consider when deploying and designing WSN in 
agricultural lands to be irrigated, some of which are cost, node 
location, energy consumption and management, sensor node 
size, and fault tolerance, as well as a set of measures to 
overcome these. In Table I, we summarize a set of factors and 
proposed measures to overcome the challenges of designing 
and deploying a WSN in the irrigation field. 
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Fig. 4. Schematic Diagram of the Design for an Automated Irrigation System using WSN [22]. 

TABLE I. FACTORS AFFECTING WSN IN IRRIGATION AND PROPOSED MEASURES 

Factors influencing Causes of problems Measures / Proposed solutions 

Placement of Sensor Node 
 Sensor nodes incorrectly placed in the area to be 

irrigated 

 Change of sensor node position after deployment 

- Place the sensor node in the appropriate position and height  

- Installing node support devices to prevent any change in position 

- Appropriate deployment method for sensor nodes to correctly 

manage the position of each node  

Sensor node housing 

 Damage to deployed sensor nodes due to human or 

animal abuse  

 Exposure of deployed sensor nodes to extreme 

environmental conditions (e.g. strong winds and 

rain) 

- Enclosing the sensor node in a protective housing  

- Design of the housing used in such a way that the internal contents 

of this do not reach very high temperatures 

- Use of an internal temperature control system 

- Use of a double-walled construction 

Sensor node deployment and 

size  

 Node size 

 Network deployment problem 

 Dynamic network topology 

- Sensor node should be designed small and suitable to be deployed 

in the area to be irrigated 

- Appropriate deployment method for sensor nodes 

- Random deployment / Deterministic deployment 

- Topology maintenance of the sensor network before, during and 

after deployment 

Fault tolerance 

 Sensor node dislocation  

 Communication failure 

 Physical damage & Blockage 

 Resource depletion (e.g., energy) 

 Extreme environmental conditions 

 Environmental interference  

- Clustering-based mechanisms 

- Redundancy-based mechanisms 

- Deployment-based mechanisms 

- Tolerance of data aggregation and topology management schemes 

in large-scale deployment 

- Use of solar-powered sensor nodes to reduce node battery depletion 

Energy consumption and 

management 

 Data detection 

 Data processing 

 Data transmission 

 Data routing 

 Restricted and limited power source  

- Appropriate energy management strategy to prolong the life of the 

battery 

- Utilization of available energy harvesting solutions such as wind, 

thermal, and solar energy 

- Sensor nodes with replaced batteries 

Collection and transmission 

of data 

 Data detection 

 Too much power consumption by the transmission 

unit 

 Unreliable communication links due to the 

characteristics of the land to be irrigated 

- Data aggregation techniques and sampling rates 

- Data transmission strategy to reduce the number of transmissions 

- Implementation of a sleep/wake mode for sensor nodes 

- Placement of sensor nodes in close proximity to each other to 

ensure reliable multi-hop communication 

Cost of the system High cost of hardware and software used 

- Design of low-cost, high-performance sensor nodes for irrigation 

applications 

- Reduction of software and hardware costs 
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VI. IMPROVEMENT FACTORS 

Looking ahead, we must pay more attention to several 
factors related to irrigation solutions based on wireless sensor 
networks to achieve an efficient and consistent irrigation 
system. Below, we highlight the most important of these 
factors, as shown in Fig. 5. 

A. Efficient use of Energy 

As mentioned in Section 4.5, an important issue in 
irrigation systems using wireless sensor networks is the 
management of energy. Therefore, future solutions must also 
become more energy efficient through the integration of 
intelligent algorithms to ensure a longer lifetime of the system. 

 

Fig. 5. Key Improvement Factors Associated with WSN-based Irrigation 

Solutions. 

B. Cost 

The high materials, programs, and systems costs related to 
wireless sensor networks, where equipment imported from 
abroad is used, is the major obstacle to the utilization of WSN 
in irrigation in LMICs. Therefore, we see an urgent need for 
cost-effective solutions to raise the application of WSN in 
irrigation to enhance its widespread utilization and access 
among farmers and stakeholders. In this context, current efforts 
in development and research should focus on decreasing 
software and hardware costs while at the same time improving 
system performance, which would decrease the total cost of a 
WSN-based irrigation system; thus, making these systems 
available to markets in LMICs. 

C. System Maintenance 

As mentioned earlier, the high overall cost of an irrigation 
system based on a WSN is one of the primary barriers to the 
widespread use of WSN in the field of irrigation. In addition to 
lowering the software and hardware costs used in wireless 
sensor networks, low system maintenance is required. An 
irrigation system based on a wireless sensor network must be 
designed with maintenance as low as possible, which will 
definitely reduce the average total cost over the long term. 

D. Autonomous Functioning 

Autonomous functioning is a very important feature that 
allows for simple and advanced operation in most WSN-based 
irrigation applications, especially in remote areas to be 

irrigated. Therefore, future WSN-based irrigation solutions 
must incorporate the ability to continue to operate 
autonomously without control while extending the period of 
autonomous operation for a longer period. 

E. Intelligence Factor and Real-time Monitoring 

Many crops are sensitive to climatic conditions, which 
require farmers to closely and continuously monitor changing 
weather conditions to avoid unexpected problems in the 
farmland to be irrigated. Thus, in addition to an autonomous 
functioning, future solutions for WSN-based irrigation must 
also be developed with inherent intelligence with real-time 
monitoring capability to interact proactively to meet a variety 
of challenges such as yield improvement, real-time response, 
and energy conservation. 

F. Ease of use 

In most cases, the final users of irrigation applications are 
nontechnical individuals. Therefore, future irrigation solutions 
based on the WSN should provide simple, easy-to-use 
applications for effective communication with the end-user. 
Besides, elements of these solutions, such as the 
communication interface, must be comprehensible, simple, and 
easy to operate. 

G. Comprehensive Planning and Robust Architecture 

Because of the large number of different nodes distributed 
over the WSN, it must be deployed on farmland to be irrigated 
according to a carefully defined plan. In future irrigation 
solutions based on the WSN, comprehensive planning and 
robust fault tolerant architecture, taking into account the 
structure of the farmland and the needs of the farmers, will be 
essential to ensure long-term operation while minimizing costs 
and improving system performance. 

VII. CONCLUSION 

Irrigation is a context-rich field in which the potential for 
utilizing wireless sensor network technology lies very large. 
Adapting irrigation systems that use WSNs on a large scale 
necessitates paying attention to many factors that affect the use 
of WSN in irrigation, in order to efficiently use available 
resources (e.g., water) while improving performance and 
achieving desired results. This paper attempted to address the 
gaps in this area by presenting a study on the main factors 
affecting wireless sensor networks in the irrigation field, as we 
have not found studies that accurately and adequately address 
the factors that affect this type of application. The present 
paper presents a study and an analysis of the main factors that 
influence WSN in the irrigation field. It presents a set of 
measures and solutions that need to be followed to overcome 
the challenges of designing and deploying WSN in irrigation. 
A number of improvement factors have also been identified to 
achieve an efficient and consistent irrigation system using 
WSN. In addition, the importance of WSN technology in 
irrigation was highlighted by outlining the advantages of this 
application. 
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Abstract—Cerebral palsy is a disorder of neurology that may 

be caused by prenatal, perinatal or postnatal reasons that result 

in the failure of motor functioning in children besides mental 

well-being. Referring to the location of brain injury and the 

effect of it on the muscle tone, cerebral palsy is classified into 

subgroups namely spastic, non-spastic etc. Each type of palsy 

varies in symptoms and hence the therapy planning and 

rehabilitation are decided depending on the factors involved in 

each type. This urges the requirement of a suitable technique to 

classify the type of Palsy at the earlier stages to effectively plan 

therapy. Functional MRI of the neonatal brain helps in imaging 

and classification of cerebral palsy. The deep neural network is a 

subset of machine learning that is widely used in image 

classification applications. This technique is applied to the 

functional magnetic resonance brain images of infants to classify 

the type of cerebral palsy using a deep convolutional network of 

modified AlexNet architecture that helps the physician further in 

a planned rehabilitation to facilitate the lifestyle of the affected 

children. 

Keywords—Cerebral palsy; deep neural network; functional 

magnetic resonance image 

I. INTRODUCTION 

Cerebral palsy is a disorder in neurology caused due to 
non-progressive brain injury or any malformation due to 
underdevelopment of the brain in preterm infants. This 
primitively affects motor actions and muscle coordination. The 
World Health Organization (WHO) reports that 10% of the 
total population is estimated to be affected, by any of the types 
of cerebral palsy and 3.8% of Indian population is a victim of 
this neurological disorder [1]. Diagnosis of cerebral palsy is 
highly challenging in infants. The fMR image of a cerebral 
palsy affected infant is shown in Fig. 1. When there is any 
delay in the motor or cognitive responses during the growing 
phase of the child, cerebral palsy may be diagnosed. But 
diagnosis after the elapsing of the critical period will not be 
effective in rehabilitation. Early diagnosis of cerebral palsy at 
the infant level will help the physicians to plan for occulomotor 
rehabilitation, which suitably helps in the Neuroplasticity and 
eventually improves the lifestyle of the cerebral palsy affected 
child [2]. 

The scientific verity of the intellectual organ, namely brain 
can be demonstrated by neuroimaging techniques like 
Functional Magnetic Resonance Imaging (fMRI) and Positron 
Emission Tomography (PET) scans. The functional magnetic 
resonance imaging helps in recording the brain activity with 
respect to the changes occur because of the variation in the 
blood flow. 

fMRI is also widely used to study on the reorganization of 
the neural connectivity after early brain injuries and also 
viewed as a most vital tool in investigating neuroplasticity. 
Recent research have proved that even though fMRI is widely 
used in adults, there are few challenges observed when used in 
children especially in infants with lack of head stability during 
scanning and excessive anatomical variations in whole brain 
mapping etc. This increases the complexity in analyzing the 
fMRI and also classifying accordingly [3]. 

The existing methods of classification of cerebral palsy 
widely use the cerebral magnetic resonance imaging techniques 
that are majorly dependent on the grades of severity in 
periventricular (PVL) anomalies. MRI based classification 
mainly focus on the irregular ventricular dilation, widening of 
the inter hemispheric fissure, long lasting hemorrhage. Some 
researchers have also attempted to classify cerebral palsy with 
respect to the motor abnormalities namely diplegia, dyskinesia, 
spastic etc. The results were promising and the classification 
accuracy was good when the experimentation carried is 
between ages 2 to 6. It is also observed that very limited 
approaches are available to classify palsy before the age of 
two. The study has also complemented that diagnosing and 
classification of cerebral palsy at earlier stages is challenging 
owing to the factors like gross motor functions cannot be 
analyzed for the infants under this age group [4]. 

This paper [5] aims at diagnosing cerebral palsy at the 
earlier stages of infant, preferably six to twelve weeks old by 
comparing the fMRI of these infants and their oculomotor 
responses. Further, to classify the type of cerebral palsy namely 
spastic, dyskinetic, ataxic and mixed cerebral palsy  using deep 
neural network [6]. The obtained fMRI images are subjected to 
removal of noise using fuzzy adaptive filter and then the type 
of cerebral palsy is classified by the three layer deep neural 
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network trained with tensor flow. After the training phase the 
testing of the obtained images resulted in the classification of 
the type of Palsy with increased accuracy. 

 

Fig. 1. FMR Image of Cerebral Palsy Affected Infant. 

Section II of the paper discusses on the literature review 
and the research challenges existing in the classification of 
palsy. Section III describes the methodology of the proposed 
method and the results obtained are discussed in Section IV. 

II. LITERATURE REVIEW 

First, Research on Cerebral Palsy has started in the early 
1940’s when Arnold E. Joyal indicated that Cerebral Palsy is 
one of the major reasons for the slow and poor growth in 
children. The factors that affect the cognitive functioning of 
children with a mean age of nine and affected with cerebral 
palsy were discussed by Paul E. Polani in 1958. Patricia Myers 
in1965 reported the language disabilities in cerebral palsy 
affected children. M. V. Durkin et al in 1976 analyzed the 
history of the mentally retarded subjects to identify the 
pathogenesis of cerebral palsy. This work was also funded by 
USPHS Grants and the Wisconsin Department of Health’s 
Grant to CWC - Central Wisconsin Colony and Training 
School in support of the Genetic Counseling Unit and CWC 
Diagnostic. Ruth Koheil et al in 1987 studied the effect of 
EMG auditory feedback training of the orbicularis oris using a 
biofeedback trainer and there was a considerable increase in 
the motor actions by the patients after the training. 

In 1993, D. F. Parker etal. Measured the level of 
interrelation between the motor actions and the physiological 
fitness of the cerebral palsy affected children. Robert Palisano 
et al. in 2008 insisted on the necessity of a standardized system 
for gross motor function classification in children affected by 
cerebral palsy.  Donna S. Hurley published a research registry 
on cerebral palsy in 2011 to fill the gap between the clinical 
research and the patients and to promote fruitful research in 
this area. Sophia Gosling, in 2016 reviewed the recent 
developments in the pediatric neuropsychological rehabilitation 
of cerebral palsy affected children. Kristine Stadskleiv in 2018 
reviewed the neurophysiology profiles of the cerebral palsy 
affected children. Deepa Jeevanantham et al. in 2018 attempted 
the subgrouping of cerebral palsy affected children in 
developing two different body function index for them that aids 
in exploring the difference between the gross motor functions. 

Anupam Gupta et al. in 2008 assessed the effectiveness of 
single stage multilevel soft tissue surgery for the CP affected 

patients for their active locomotion. Ruchi Kothari et al. in 
2010 investigated the connection between findings of BAEP 
and VEP abnormality with different clinical factors in children 
having spastic cerebral palsy. Vykuntaraju K Gowda et al. 
studied the clinical patterns, co-morbidities and predisposing 
factors of cerebral palsy affected children in 2015. The study 
was concluded that out of 100 affected children, 12% of 
hypotonic, 81% of spastic, 2% of mixed CP, and 5% of 
dystonic cases. The mean presentation age was 2 years, 
2 months, and it is in the ratio of 1:2 for male to female. S 
Surender et al in 2016 focused on the cerebral palsy impact on 
HRQOL of children and their families, relationship with the 
dysfunction of gross motor [7, 8]. 

The rehabilitation council of Indian Academy of CP has 
acknowledged that there is positive growth in the medical 
interventions provided to CP affected patients. However, more 
scientific research and studies based on systematic 
documentation and validated reference materials in India may 
help the rehabilitation of the rural population. 

But it is evident from the literature that the classification of 
the type of cerebral palsy from the fMRI analysis is 
challenging owing to the factors like the understanding of the 
functional connectivity of brain and requires much more 
investigations on the anatomical details regarding the 
classification on the type of Palsy [9, 10]. These real time 
challenges requires a robust method to analyse the fMRI 
obtained from the infants irrespective of the nonlinear and 
complex changes in the neurons and classify accurately to aid 
in the therapy planning that results in better rehabilitation 
planning at the earlier stages. 

III. METHODOLOGY 

This research attempts to diagnose cerebral palsy at the 
earlier stages, particularly in the age group of six to sixteen 
months and also to classify the types of cerebral palsy [11] that 
helps in planning for better rehabilitation by overcoming the 
existing challenges in correlating the gross motor responses 
and the fMRI analysis. The overall flow of the proposed 
method is shown in the below Fig. 2. 

A. Overview 

Functional Magnetic Resonance Imaging is used in 
measuring brain activity with respect to the blood flow 
measurement. This non-invasive imaging technique is capable 
of even detecting a small change associated with neuron 
activities. This imaging is based on the Blood Oxygen Level 
Dependency (BOLD) of the brain cells and widely used in 
medical diagnosis owing to the high spatial resolution in the 
activated brain regions, their visibility with respect to the 
neighboring cells. Repeated stimuli also help in eliminating the 
imaging noise much better than in normal MR images besides 
the fact that, fMR image quality is increased by using spin 
echo pulse in accordance with the magnetic field strength. The 
fMR images of the cerebral palsy affected children are 
acquired. The BOLD signal is highly complex and non-linear 
because of the transient changes in the neurons and vascular 
structures. The images are preprocessed for the removal of 
random and other noises acquired because of image acquisition 
and the subjects themselves, being a neonatal group. 
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Fig. 2. Overall Flow of the Proposed Method. 

Also, the amplitude of the thermal noise increases with 
respect to the strength of the magnetic field. Fuzzy adaptive 
median filters are used in eliminating the noise from these test 
images [12]. Fuzzy adaptive filters reduce the additive, salt and 
pepper or impulse noise, but preserve the image details 
compared to the adaptive median filters. 

B. Fuzzy Adaptive Filtering 

Fuzzy adaptive filtering is a modified version of median 
filters that improve the visibility of an image by intensifying 
the smoothening effect besides removing the noise factors 
when compared to other traditional filtering techniques. This 
method involves the identification and comparison of each 
pixel in the input image and replacing the noise affected pixel 
with the median value according to the intensity of the local 
noise with increased flexibility. The intensity differences are 
measured using a sliding window function and the mean square 
error is calculated as follows, 

1/2
1 11 2

ˆ ( , ) ( , )
0 0

M N
MSE f m n f m n

m nMN           (1) 

The noise-free image is now fed into the training phase of 
the deep learning networks framed of convolution, pooled and 

stacked layers and the architecture of the proposed method is 
shown in Fig. 3. 

C. Deep Learning 

Computer Aided diagnosis plays a vital role in medical 
imaging since 1990 for the detection of micro calcifications, 
lung nodules, pulmonary embolism and mitotic cells. In the 
recent years Computer aided diagnosis uses the extended 
version as the convolution neural networks (CNN) in the 
classification of pancreas, brain tumor and other medical 
applications. The major advantage of CNN is the ability to 
transfer the data interpreted in the pre trained layers to the next 
level. This transfer learning ability of CNN can be used for two 
different applications in medical imaging. The first application 
uses the pre trained CNN to generate the features required for 
training phase. On the other hand the pre trained CNN can be 
used in image classification by replacing the fully connected 
pre trained CNN layers by the logistic layer and the training is 
done only for the newly added layers. LeNet, AlexNet and 
GoogLeNet are the three major CNN that is implemented 
widely in image analysis specifically in medical image 
classification. AlexNet was introduced in 2012 by Alex 
Krizhevsky et al with a unique feature of introducing non 
linearity into the network through ReLU during the training 
phase that increases the speed when compared with the 
saturating nonlinear function including hyperbolic and sigmoid 
functions.  This paper uses the modified AlexNet architecture 
where the different stages of information processing in 
multiple hierarchical structures are implemented to improve the 
accuracy of classification. Another important advantage of 
using AlexNet is that it is used in overcoming the over fitting 
problem [21]. 

This paper uses a modified AlexNet with five convolution 
layers followed by pooling layer. The convolution layers aid in 
detecting the local features throughout the input image. The 
local structures are detected by connecting each node to a 
subset of spatially connected neurons. The similar image 
pattern is searched in each input image channel by enabling 
three connection weights shared between the nodes in the 
convolution layer called as kernels. The number of kernels 
depends on the number of parameters to be detected from the 
input layer. The hierarchical set of image features is attained by 
adding pooling layers in subsequent to the convolution layers. 
The max pooling layer helps in the reduced size by selecting 
the features in overlapping and non-overlapping neighborhood 
and eliminating the maximum responses. This also results in 
improved translation invariance. This is followed by the 
regression or softmax layer that generates the expected output. 
The BPN algorithm is used in training the CNN that effectively 
minimizes the cost function. 

 

Fig. 3. Architecture of the Proposed Method. 
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The proposed method consists of five convolution layers 
followed by two fully connected layers. The kernel size, of the 
first convolution layer is 12 so that each unit of the feature map 
is mapped to 12 X 12 neighborhoods and this layer is to 
normalize the local response by convolving after every 4 
pixels. This layer leads to 96 feature maps, followed by the 
pooling layer with a kernel size, of 6 and stride rate of 2. This 
layer is again followed by the convolution layer 2 with a kernel 
size, of 6 and stride rate of 2. Thus the pooled feature maps in 
each layer are convolved subsequently in the convolution layer 
and fed into the two fully connected layers for the rectified 
linear operation. This modified AlexNet results with 4096 
feature maps for each image as tabulated in Table I. 

TABLE I. SPECIFICATIONS OF PROPOSED CNN 

Parameters Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 

Number of 
Filters 

96 96 384 256 256 

Kernel Size 12 X 12 6 X 6 6 X 6 3 X 3 3X 3 

Stride 4 2 2 2 2 

Learning 
Rate 

0.02     

Weight 
Decay 

0.0016     

Training 
Epochs 

40-60     

No. of units 
in fully 
connected 
Layer 

    4096 

Deep learning is a discipline of machine learning that is 
recently used in object recognition among a large volume of 
data. This is implemented effectively by rising the number of 
artificial neural network layers and each layer is designed to 
extract an exact feature that enhances the image 
classification[13, 14]. After preprocessing, the images are split 
into subclasses for calculating the gradient of the images in 
each data set, thereby reducing the voluminous data and 
parallel processing occurs to reduce the computational time. 
[15, 16]. 

Convolution neural networks (CNN) are widely used deep 
feed forward networks for image classification. CNN is more 
or less similar to feed forward neural networks, but the only 
difference between them is the connection pattern of the 
adjacent layers. CNN involves the connection of all nodes 
between the adjacent layers, whereas feed forward networks 
few nodes may be eliminated because of the complexity riveted 
in including too many parameters like over fitting, slow speed 
etc. This major challenge in feed forward networks is 
overcome by the CNN that includes kernel layers: convolution 
and pooling layers. The former layer uses only a portion of the 
previous layer as input in the size of preferably 3 X 3 or 5 X 5. 
But it deeply analyzes the limited input to gain maximum 
abstraction of the required features. The latter layer involves 
reducing the matrix size from the previous layers and hence 
minimizes the number of parameters in the entire network 
[17],[18]. This results in increased speed of computation and 
also avoids over fitting problems as in the case of feed forward 
networks. 

1) Convolution layer: The features that are identified to 

represent the input images are extracted in this convolution 

layer which consists of neurons oriented to form the feature 

maps. These feature maps are interconnected with the 

neighboring neurons in the preceding layer through 

predetermined weights [19], [14]. These are known weights are 

used in framing the new featured maps by convolving with the 

input, which results in a non-linear activation function. Even 

though the weights of all the neurons in a feature map tend to 

be equal, the feature extraction is effective in extracting 

different features at each level because different feature maps 

have variable weights. The nth feature map output is denoted by 

Yn. This is computed as follows, 

( * )Y f W xn n               (2) 

Where x is the input and Wn is the convolution window for 
the nth feature map, f(.) denotes the non-linear activation 
function that is featured to extract the non-linear features in the 
given input image. 

2) Pooling layer: This layer reduces the spatial resolution 

of each feature map besides increasing the spatial invariance 

that occurs due to the distortion input. The average value of all 

the input neurons can be propagated to the next layer with an 

average pooling function when a relatively small window of 

the neighborhood image is considered. But the maximum value 

of the input is propagated to the next layer through the 

maximum pooling aggregate function by selecting the largest 

element of the receptive field as follows, 

max

( , )

Y Xnij npq
p q ij

            (3) 

Where the feature map output of nth element is denoted by 
Ynij and xnpq is the element in (p,q) in the pooling region with a 
receptive field around the location (i,j). 

3) Stacked layers: When more features are required to be 

extracted for the classification of images, then the number of 

pooling layers along with convolution is stacked over one 

another. Softmax operator is used as it is widely used for 

classification problem using the Back Propagation Training 

(BPT) algorithm. The output from the final stack is a vector 

function f(x) that mainly depends on the confidence in 

classifying the input x in a given class of feature maps and it is 

obtained by the summation of the class scores of each layer. 

The class scores will not be an integer and it is a floating point 

value that is generally unbounded but the final output of the 

softmax output is a multidimensional vector and it is bounded 

that ranges from 0 to 1. This function has an exclusive property 

of breaking down the maximum value to get a maximum part 

of the distribution and other elements are assigned to a part of 

the distribution. This property makes this method more suitable 

in interpreting images in classification problems. 
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IV. RESULTS AND DISCUSSION 

The fMRI of infants are collected from the open neuro, 
neuroimaging data, starplus fMRI data, CRCNS and oasis 
brain database and analyzed by synthesizing the images. The 
drift component, seasonal component, noise is removed by 
subjecting the images to fuzzy adaptive mean filtering. 

A. Testing and Training 

The data set obtained from the online sources is used in the 
training phase. Even though specific classification is not 
required in machine learning, since this research aims at the 
classification of medical images, the dataset is categorized 
specifically [20-24].They are categorized based on the type of 
palsy and age of the infants. The sample images of infants with 
various types of palsy are shown in Fig. 4. 

B. Pre-training 

The experiments were carried out using tensorflow, an 
open source framework available for building and training 
multilayer neural networks. Here, the weights of the 
convolution layer were trained on the dataset available on the 
website and screen shot is shown in Fig. 5. Tensorflow is used 
to build the coding for the deep learning algorithm. 

Four hundred fMRI images were trained and one hundred 
and fifty images were tested. The output nodes of the CNN are 
converted into class probabilities by the softmax function. The 
error between the predicted class and the actual output class is 
the loss function.  The major challenge in training CNN for 
medical images is the limitations in the availability of the 
labelled data set. Very few datasets of fMRI is available for 
research, namely, neuroimaging data, starplus fMRI data, 
CRCNS data, etc. 

But the final output layers were trained with real-time fMRI 
images obtained from the cerebral palsy society and indicated 
in Table II. 

 

Fig. 4. fMRI Sample Dataset. 

 

Fig. 5. Screen Shot of Tensorflow. 

TABLE II. TESTING AND TRAINING DATASET 

Image Category Training Test Total 

Spastic 89 44 133 

Dyskinetic 54 25 79 

Ataxic 26 17 43 

Mixed 48 34 82 

TOTAL 217 120 337 

The training of the framed network was repeated for the 
available dataset until the loss function is minimized by 
adjusting the assumed weights[23] ,[25]. The training progress 
is continuously measured by mapping the training loss with the 
iterations. The number of images in each iteration is assumed 
to be twenty. The accuracy of each data set is also examined 
and plotted beside the loss function as indicated in Fig. 6. 

This challenge is overcome by the concept of transfer 
learning. Here the weights used in training a smaller dataset is 
derived from any large dataset with an assumption that the 
required image features are shared among the two data sets. 

C. Comparative Result Analysis 

The research experiment included training and testing 
phase with each set running 150 epochs. The accuracy tends to 
increase in each training set and losses were lowered 
consequently.  Classification of fMRI is absolutely different 
from training MR images with increased complexity due to 
three dimensional time series nature. The training session is 
focused with high accuracy level and eliminating the false data 
with the best chosen hyper parameters. Thus the CNN with 
three layer model and twice the length size have converged 
with highest accuracy of 66.8% 

The performance of this algorithm can be analyzed by the 
confusion matrix shown in Table III. The image data set is 
categorized into five image groups comprising of twenty 
images in a group. The confusion matrix is useful in 
identifying the number of images classified properly as the 
type of cerebral palsy. 

 

Fig. 6. Training and Validation Results. 
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TABLE III. CONFUSION MATRIX 

Details 1 2 3 

TP 12 16 11 

FP 2 1 2 

TN 3 2 3 

FN 3 2 4 

Accuracy 0.75 0.86 0.7 

TP- True Positive, FP- False Positive, TN- true Negative, FN- False Negative 

A true positive value (tp) is the total images which is 
affected with CP and correctly identified as an affected image 
by the algorithm. A true negative (TN) is the quantity of 
affected images which is not recognized by the algorithm. 
Similarly, false negative (fn) is the number of images which is 
not affected by the CP and identified by the algorithm 
correctly. False positive (fp) is the quantity of CP affected 
fMRI identified as not affected with CP by the algorithm. The 
performance of the algorithm for fMR images is measured 
using various parameters like precision, recall and accuracy. 
The precision value is calculated based on the ratio of the true 
positive (tp) to the addition of the true positive (tp) and false 
positive (fp) rates. Recall value is estimated based on the ratio 
of the true positive (tp) value to the addition of the true positive 
(tp) with the rates of false negative (fn). Accuracy is defined as 
the ratio of the addition of tn and tp to the addition of tn, tp, fn 
and fp. 

)(/Pr ppp fttecision 
            (4) 

)(/Re npp fttcall 
            (5) 

)(/)( npnpnp ffttttAccuracy 
          (6) 

The trained tensorflow network resulted in a final accuracy 
of 66.8% of the collected test data set. When the same test data 
set is classified by the radiologists the accuracy level was 
62.4%. 

The analysis of the fMRI of the cerebral palsy [25]affected 
infant is done using the deep learning algorithm and a sample 
is depicted in Fig. 7. 

The experimental results were compared with GoogleNet, 
AlexNet and LeNet. The performance parameters like runtime, 
training loss, test accuracy and validation accuracy is recorded 
in Table IV. 

 

Fig. 7. Analysis of fMRI. 

TABLE IV. COMPARATIVE ANALYSIS OF PERFORMANCE PARAMETERS 

WITH OTHER TECHNIQUES 

Method 
Runtime  

(sec) 

Training 

Loss 

Validation 

Accuracy % 

Test 

Accuracy % 

GoogleNet 1655 1.6 65 63 

AlexNet 33466 1.4 74 70 

LeNet 52470 1.51 53 55 

Modified 

AlexNet 

(Proposed) 

16728 0.82 80.4 78.6 

It is evident from the experimental results that the 
classification algorithm for medical imaging analysis cannot be 
similar to the architecture used in natural image classification. 
Better accuracy in the classification of cerebral palsy is 
achieved by the modified AlexNet in terms of the number of 
convolution layers, normalization function for the local 
response, kernel size and stride rate. 

V. CONCLUSION 

In this paper, we recommended a novel architecture of 
CNN based on AlexNet that incorporates five layers of 
convolution and layers of pooling stacked together for higher 
level of accuracy in the classification of the fMRI brain images 
of the cerebral palsy infants. The experimental results have 
vividly shown that deep learning network proposed in this 
paper presents with a higher level of precision and accuracy 
compared to other existing methods besides overcoming the 
high level of complexity due to the challenges in acquiring the 
fMRI of infants. However, the medical image data set was very 
limited due to privacy and other security reasons that increased 
the hunger of deep learning architecture. Even though the 
samples were limited the features considered were numerous 
that aided inappropriate classification of the cerebral palsy. 
This research shall be further extended in developing a network 
to classify the types further by considering the fMRI along 
with the oculomotor responses to improve the accuracy level 
still better. 
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