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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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Rain Attenuation in 5G Wireless Broadband Backhaul
Link and Develop (loT) Rainfall Monitoring System

Konstantinos Zarkadas®,George Dimitrakopoulos?
Department of Informatics and Telematics, Harokopio University, Athens, Greece

Abstract—Climate change is the cause of more frequent and
intense rainfall where they affect wireless communications
because they cause severe weakening of the power of the emitted
signal. These losses reduce network coverage and, therefore,
system availability. The proposed solution is to integrate an
Internet of Things (10T) rainfall monitoring system where it will
be able to collect real-time data on the height of rain that erupts
in a particular place. This data will help areas where base
stations install and the distance of the link that may need to be
changed to reduce rainfall's harmful effects. So, the prediction of
attenuation due to rain is an essential parameter in both
terrestrial and satellite connections. The present study uses the
ITU-R P 838 and ITU-R P 530 models to theoretically calculate
losses in a 5G wireless broadband link with 99.9% link
availability. This study conducts three frequency bands, 24 GHz,
28 GHz, and 38GHgz, in Palo Alto, California. The travel distance
is 5km, while the rainfall rate for the analyzed area is in zone D.
The results show that the attenuations are proportional to the
frequency, polarization, and rainfall rate.

Keywords—Rain attenuation; Internet of Things; wireless
broadband

I.  INTRODUCTION

Heavy rains occur more frequently, one of the many global
warming [1], [2]. It is no longer a scenario that was to show its
effects in the distant future. The situation is now difficult, and
its first consequences are appearing. Studies have shown that
global warming has a significant effect on precipitation. As
early as 2011, the atmosphere's ability to retain water from
water vapor increased by 7% for every 1 ° C of heating [3]. An
essential factor in landslides in a geographical area is the
seasonal period where the percentage of water is different, as
revealed by research that has been studied [4]. More
specifically, for the North American region, the rains during
the summer months are more in the summer than in the winter.
It also noted that energetic precipitation has been increasing
both in frequency and rhythm since 1901.

Rainfall varies from year to year and is distinguished by the
rate, duration, and amount of water that sometimes negatively
impact crops, telecommunications, energy, and many other
human activities and infrastructure. There are losses generated
by electromagnetic waves transmitted during wireless
communication in the telecommunications sector due to the
absorption and scattering [5]. As a result, the coverage area and
the efficiency of the wireless communication network are
limited. The high frequencies in the microwave zone,
millimeter-wave already used for 5G technology, are
significantly affected by signal attenuation due to rain [6]. It
studies that frequencies above 10 GHz are significantly

affected [7]. It is evident that climatic conditions significantly
affect systems exposed or affected under the right weather
conditions and cause malfunctions in the network. From the
research so far, it cannot be accurately calculated that the
amount of water will evolve on a rainy day. Even
meteorological stations with their technological advancement
in mathematical models may not have accurate data on the
intensity or duration of rainfall or a storm. In recent years,
smart meteorological stations have been created that calculates
the intensity of the rain but not its height. So, the primary goal
of the document is to design and implement a rainfall
monitoring system. This solution promotes an 10T system that
detects rainfall in real-time and provides information through a
cloud service called Adafruit 10. This measured inferred
whether the rate of rain would increase or not—this
communication base on the MQTT protocol and the
development of interfaces from the platform.

This article is structured as follows. Section 2 refers to the
related work done so far and the theoretical background of rain
attenuation. Section 3 shows the measurement setup and the
theoretical measurements of the microwave link. In Section 4
present the experimental setup and analyze the 10T system of
rain. The results will provide and discussed in Section 5.
Finally, Section 6 contains concluding remarks and an outlook
on future work potentials.

Il. THEORETICAL BACKGROUND

A. Related Work

All Scientists and engineers are concerned about limiting or
controlling the damage caused by heavy rainfall. They are
developing search and alert applications for years with the help
sensors and microcontrollers connect on the internet and
transfer information to and from the user. In [8], an application
is developed, which is essentially a meteorological station that
informs about the meteorological changes such as the
measurement of temperature, humidity, rainfall, carbon
monoxide, altitude, and LPG in the environment. It consists of
a microcontroller Arduino Mega where it connects to the
individual sensors that, when stimulated, will give the message
on the LCD screen. Besides, the device sends SMS to the user
and informs them about the prices collected with a GSM
module's help. In the end, the results compared with the data of
the national meteorological company.

In [9], a system creates to control the rate of rainfall. It is a
system that has the structural features of a rain gauge. It
consists of a funnel that collects the water where it falls into a
sensor—also connected to the EZ430-RF2500 where it
contains the MSP430F2274 microcontroller and a CC2500
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transceiver for data transmission, which, in turn, is sent to
another transceiver which is the central station connected to a
laptop (Laptop computer unit) in C language in GUI graphical
interface.

Even in [10], a system works as a rain gauge created; it
consists of the detection unit with a sensor that works as a rain
gauge. It consists of two parts, a funnel and a container that
collects water. There is an Arduino Uno microcontroller that
recovers data from the sensors. This system is even
environmentally friendly as solar collector power it, and on
days when there is no sunshine, the battery that has already
charged use. There are three ways to communicate with the
server: The station communicates through the 3G network with
an Arduino Ethernet card and a 3G modem. The second
through a 433 MHz free band, which use for industrial or
scientific purposes. Finally, it will be easier to use the GSM
network with a GSM shield with an Arduino card.

Increasingly, the technological advancement of sensors in
both field of application, cost, the size has contributed to the
development of many constructions at both research and
mechanical level. In particular, projects to detect floods or
weather conditions in areas such as crops, livestock units,
renewable energy units (e.g., solar parks), and even smart
cities. Also, 3G and 4G technologies have further promoted the
implementation of many such applications. Today, Internet of
Things (lIoT) technology is making its presence felt, which is
greatly aided by the infrastructure, efficiency, and flexibility
offered by 5G technology, equipped with high speeds,
capacity, low latency, which offers reliability in
telecommunications  systems. Therefore, due to this
technological boom and the reliability of wireless systems that
should provide uninterruptedly, this article gives weight to
studying the effects of rain on a point-to-point microwave
connection. This connection has fifth technology features, and
the data collected by calculations is from three different
frequencies with an ordinary rainfall rate (mm / h). The
difference with the research so far is that the rain detection
systems have to do with developing a meteorological station or
the creation exclusively of a rain meter where the rain rate
calculates directly. This need in the present study was by
developing an 10T system for calculating the amount of rain
(mm) that cleans itself every 1 second and informs in real-time
about the rainfall course. Besides, a microcontroller uses where
it collects information. The rain sensor and the help of a servo
motor clean the flat surface to receive the next measurement.
Finally, this system can interconnect the hardware through a
cloud platform, accessible to the user. It will distinguish the
sensor output and act immediately for any failures in terms of
signal coverage or, in general, to analyze data on the
availability of the broadband network.

B. Background

The signal attenuation calculates with appropriate models
that help to calculate in theoretical attenuations [11]. The
International Telecommunication Union (ITU) has helped
facilitate international interconnection, spectrum sharing, and
technical standards to ensure networks and technologies'
smooth operation. Based on international recommendations
(ITU-R P.838-3) [12], the specific attenuation of the yR (dB /
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km) signal obtained by the rainfall rate R (mm / h) from the
following formula:

YR = KRa (dB/km) 1)

The values k and a are coefficients that set depending on
the operating frequency and the field polarization, defined by
ITU-RP. 838 -3 in Table I.

The rate of rainfall comes in two ways, either from
meteorological stations through individual measurements that
calculate the average intensity per year, or from the
categorization made by ITU - R. 837.1 [13] in acceptable
climate zones in Table 1I.

In more detail, if a radio cluster with 99.99% availability is
studied, it should be ensured that the connection will be
available even at high rainfall rates that cause attenuation, with
a probability of occurrence exceeding 0.01% of the time.

Therefore, after calculating the specific attenuation of the
yR (dB / km) signal for horizontal and vertical polarization
with the help of Table I, the ground rate r factor is defined by
the standard (ITU-R P 530.), should be calculated [14] and
given by the following formula:

r= % 2
TABLE I. FACTORS K AND ACCORDING TO THE ITU-R P.838-3
STANDARD
Frequency (GHz) | Ky an Ky av
20 0.09164 1.0568 0.09611 0.9847
21 0.1032 1.0447 0.1063 0.9771
22 0.1155 1.0329 0.1170 0.9700
23 0.1286 1.0214 0.1284 0.9630
24 0.1425 1.0101 0.1404 0.9561
25 0.1571 0.9991 0.1533 0.9491
26 0.1724 0.9884 0.1669 0.9421
27 0.1884 0.9780 0.1813 0.90349
28 0.2051 0.9679 0.1964 0.9277
32 0.2778 0.9302 0.2646 0.8981
34 0.3171 0.9129 0.3026 0.8834
36 0.3580 0.8967 0.3427 0.8690
38 0.4001 0.8816 0.3844 0.8552
TABLE Il THE RATE OF RAINFALL IN (MM /H) DEEPENING ON THE
PERCENTAGE OF TIME PER ZONE
Percentage
of time B C D E F G H J K L
(%)
1.0 0507 (21|06 |17 |3 2 8 15 2
0.3 2 28 |45 |24 | 45 | 7 4 13 | 42 7
0.1 3 5 8 6 8 12 | 10 | 20 | 12 15
0.03 6 9 13 |12 |15 | 20 | 18 | 28 | 23 33
0.01 12 |15 | 19 | 22 | 28 |30 |32 | 35|42 60
0.003 21 | 26 |29 |41 |54 |45 |55 |45 | 70 105
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where d (km), the actual length of the path, while dO is
defined as follows:

~0.015R
{353 001 Ry 01<100mm/h

-15
357" Ro.012100mm/n

If R0.01> 100 mm / h, place the value 100 mm / h in place
of R0.01 The length of the current path calculated:

dess =1 *d (km) (4)

©)

Thus, the total value of the losses is calculated as follows:

Horizontal polarization

L= Vgo.m * deff (dB) )
Vertical polarization
LV = V}le/om * deff(dB) (6)

C. Measurement Setup

1) Description of area: The selected area is Palo Alto (37
26 13 N - 122 07 48W), located northwest of Santa Clara
County, California, USA. It locates in the center of Northern
California, and the choice of this location is not accidental.
Heavy rains in northern California expect to increase in the
coming years [15]. Also, the geographical area belongs to zone
D, according to the ITU - R. standard 837.1.

2) Experimental data: The scenario concerns a wireless
broadband link with Line of Sight (LOS), where the route
length is 5 km. Both the transmitter and the receiver operate at
24, 28, and 38 GHz. These frequencies are ideal. After all, they
work in the 5G spectrum because they have lower oxygen
uptake rates [16]. The equipment is iPASOLINK NEC VR4
based on fifth-generation (5G) technical specifications Fig. 1.
This equipment is already used by telecommunications
providers as a reliable wireless backhaul solution to support a
fifth-generation (5G) network. It consists of an external ODU
type IAG unit with channel bandwidth up to 112MHz, low
power consumption - 13 ~ 38GHz: 42 dBm (30% lower than
the current version), modulation 2048 QAM, with a capacity of
1Gbps and a bandwidth of 112 MHz, elements that are equally
compatible with NR 5G Fig. 2.

oDu +

g Antenna

iPasolink
NEC VR4

OoDU +
Antenna

iPasolink
NEC VR4
[[#]¥)

Fig. 1. Location of Wireless Broadband Backhaul Link.
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Fig. 2. Characteristics of Microwave Wireless Backhaul [17].

D. Theoretical Measurements

At this point, rainfall attenuation with coupling availability
of 99.99% is calculated, with a distance of 5km for each of
three operating frequencies:

e 38GHz
Horizontal polarization

According to Table Il, the coefficients K and a at 38GHz
receive the following values.

KH =0.4001, o= 0.8816
With the help of relation (1) the losses per km are:

dB
YHo01 = Ky * R§o1 = 0,4001 % 1908816 = 536 (E)

Vertical polarization

Similarly, as before, the losses for vertical polarization are
calculated

dB
Yhoo1 = Ky * R§o; = 0,3844 x 1908552 = 4‘76(ﬁ)

To calculate the total losses of horizontal and vertical
polarization, the losses per km (as done earlier) and the current
deff path's length must be measured. It is useful because it
shows that along with the link, there is heterogeneity of
meteorological conditions (e.g., more torrential rain elsewhere,
not elsewhere), it is always less than the actual length. The
current deff path calculate by multiplying the factor r by the
actual length d.

After first calculating the sufficient path length through
rain, for R0, <100mm/h:

dO — 356—0,015*R0,01 — 359—0,015*19 — 26,32
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Thus, the reduction factor r:

1 1
r: =
d 5
L+ 133

Therefore, the length of the active path can now set:
deff =rxd=0,84+5=42km

= 0,84

So the total losses for each polarization are calculated
separately:

Horizontal polarization

" ° dB
Lo0n = Yo o1 * degs = 5,36 (ﬁ) « 4,2(km) = 22,51dB
Vertical polarization

v oV _ d_B _
LRo0o1 = Yro01 * defr = 4,76 o * 4,2(km) = 20dB

e 24GHz
Horizontal polarization

According to Table II, the coefficients K and o at 24GHz
take the following values. With the help of relation (1) the
losses per km are:

° 0 dB
YRo.01 = Ky * Rgo1 = 0,142 x 19401 = 2,77 (E)

Vertical polarization

Similarly, as before, the losses for vertical polarization are
calculated

14 0,95 dB
Yroo1 = Ky * Rgoy = 0,140 + 19°°> = 229(%)

To calculate the total losses of horizontal and vertical
polarization, the losses per km (as was done earlier) and the
current deff path's length must be measured—the current deff
path calculated by multiplying the factor r by the actual
length d.

After first calculating the sufficient path length through
rain, for R0, <100mm/h:

dO — 356—0,015*RO,01 — 356—0,015*19 — 26 32
Thus, the reduction factor r:

1 1
r= =
d 5
1+d_0 1+_26,32

Therefore, the length of the active path can now set:
deff =rx*xd= 0,84 *5 = 4,2km

=0,84

So, the total losses for each polarization are calculated
separately:

Horizontal polarization

H — ., H — d_B —
Lioor = Vhoor * dery = 2,77 (1) » 4.2(km) = 11,63dB
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Vertical polarization
dB
Lhoor = Vhoos * ey = 2,29 (1) » 4:2(kem) = 9,61dB

e 28GHz
Horizontal polarization

According to Table Il, the coefficients K and o at 28GHz
take the following values.

With the help of relation (1) the losses per km are:
dB
YrRoo1 = Ky * R§o1 = 0,20 x 19%% = 3,37 (E)

Vertical polarization

Similarly, as before, the losses for vertical polarization are
calculated

v dB
Yroo1 = Ky * RGo1 = 0,19 x 19992 = 236(%)

To calculate the total losses of horizontal and vertical
polarization, the losses per km (as was done earlier) and the
current deff path's length must be measured. The current deff
path calculate by multiplying the factor r by the actual length d.

After first calculating the sufficient path length through
rain, for Rg;<100mm/h:

dO = 35 0015%R0,01 — 35,-0,015+19 _ 9¢ 39
Thus the reduction factor r:

1 1
r= =

d - 5
L+ 143633

= 0,84

26,32
Therefore, the length of the active path can now set:
deff =r*xd=084%5=4,2km

So the total losses for each polarization are calculated
separately:

Horizontal polarization
u u dB
LRO,OI = ]/RO,Ul * deff = 3,37 <ﬁ) * 4‘,2(km) = 14,15dB
Vertical polarization
v v dB
LRO,OI = ]/RO,Ul * deff = 2,86 <ﬁ) * 4‘,2(km) = 12,01dB

I1l. EXPERIMENTAL SETUP

A. System Architecture

10T is a device system that interconnects via the Internet. It
does with the help of many platforms and protocols on the
market. The development of this rainfall detection system (IoT)
aims to inform the user about the course of the precipitation, as
it is an essential factor for the degree of intensity with which
the rain erupts in a certain period (per hour or minute) [18].
The system analyzed consists of a low-cost microcontroller
(ESP32) with integrated Wifi and dual-function Bluetooth
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(Fig. 3). This connection to all the sensors and many parts of
circuits such as (power supplies, analog inputs-outputs, digital
outputs, and breadboard). Its primary function is to collect the
sensors' data, process them, and inform about its condition
through the Adafruit 10 service with the internet unit's help.
Also used is a SUNKEN rain sensor with dimensions of 13 x
8.4 x 1.3 inches and a Miuzei SG90 9G micro servo motor

(Fig. 4).

(R CONTROL BOARD

......

SERVO MOTOR

fritzing

Fig. 4. Block Diagram of Projects.

B. Input System

This system works by receiving data from a rain sensor,
where the engine activates after a specific range of values. The
output data obtained through ESP 32, where analyzed below:

¢ Input Data of Rain Sensor

This device uses to control rain or flood in various
applications. It included a detection board, a control board
where the sensor's sensitivity is regulated—his logic based on a
variable resistance. The sensor is a resistor that shows less
resistance when wet and more resistant when dry. When there
is no water drop on the surface, then the resistance increases,
and so at the output, there is a high voltage according to V = IR
(Ohm's Law). Correctly, the rain sensor can be used both as a
digital input, i.e., distinct values of 0 or 1 can characterize it.

Vol. 12, No. 5, 2021

(e.g., a switch that can be on (Off / Off) or it can use as an
analog input, i.e., it can be characterized as from a price range
(e.g., a potentiometer where it can get a price range depending
on where it turned). So when there is an analog device, the
reading of an analog value with ESP 32 allows us to measure
different voltage levels between 0 V and 3.3 V, where this can
translate into 0 to 1023 integers. The range is determined by
the built-in ADC, which in the case of ESP 32, is ADC 10 bit
(2 ~ 10 = 1024). The specifications of rain sensor set out in the
Table I11.

e Servo motor

Servo motors are small devices that have a shaft protruding
on their outer casing. It is a device that can rotate an axis from
0 to 180 or 360 degrees. He could change the angle (move) if a
coded signal sents. As long as this signal is present on the
Servo input line, it will keep its axis in a specific position.
When the signal changes, it causes the servo to change the
angle of the shaft. This device is used for many projects, such
as controlled aircraft, cars, and robotics. In this case, the engine
uses as an analog output.

e Process System

Make clear to the real-time user that the values collected by
the microcontroller have set up, a scale showing the total value
of the analog value range set by Table IV is displayed,
depending on the amount of water falling on the panel. This
table has created with the help of a cylindrical tube graded in
millimeters [9]. Finally, it should note that the panel place at a
slope of 40, which results in the expulsion of a large amount of
water more significant than 50 mm.

e Micro controller esp 32

The ESP32-DEVKIT V1 is an MCU Wi-Fi + BT + BLE
unit with a wide range of applications, from low-power
network sensors to the most demanding tasks such as voice
coding, music streaming, and MP3 decoding. Two CPU cores
can control individually, and the CPU clock frequency is
adjustable from 80 MHz to 240 MHz. The controller has a data
rate of up to 150 Mbps and an output power of 20.5 dBm on
the antenna to ensure wireless transmission. Its integration with
Bluetooth and WIFI makes it flexible for many applications.
The controller can connect digital input/output units and analog
inputs/outputs, useful for many applications. These units are
nothing more than electronic data that, when excited, send a
signal to the controller, then it gives the corresponding
command with which the user programs it. At this stage, the
program code writes in MicroPython language.

TABLE IIl.  SPECIFICATIONS OF THE RAIN SENSOR
Pin Description
\oltage Rating 5v
GND Negative power source.

Power supply voltage 3.3-5V

Sensor Board Size 54mm x 40mm

Shield PCB Size 30mm x 16mm

Clockwise is more sensitive.

Sensitivity Adjustment
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TABLE IV. RULEBASE SYSTEM

Analog value Direct reading gauge (mm)
980 - 890 5

890 - 780 10

780 - 670 20

670 - 580 30

580 - 450 40

450 - 400 50

e Software IDE

In this study, use Thonny, where is the Python Integrated
Development Environment (IDE) used. It is especially useful
for code entry. It has a built-in error detection program. This
editor also allows to program the ESP32 and ESP8266 boards
with MicroPython and is compatible with Windows, Mac OS
X, and Linux. MicroPython came from the Python 3 language
and developed to program microcontrollers and electronic
devices connected to it. While MicroPython is not yet as well-
known as C and C ++ for electronic device scheduling, it is
slowly becoming popular with more and more microcontrollers
and IDE. It is also effortless to use, and its interface makes it
very easy for a novice user. It also features a read-evaluate-
print (REPL). This feature helps the user connect to the board
and execute it directly without compiling it. In the present
phase, the interpreter, MicroPython (ESP32), and the
corresponding USB prey that the board has connected to select
the code to load on it select.

e Adafriut 10

Adafruit.10 is a cloud service - this means that it does not
need to be managed by the user. This platform uses to connect
to the Internet. To store and retrieve data, but can do much
more than that. Adafruit.lo can handle and visualize many data
streams. The platform environment is quite user-friendly
(Fig. 5). Also, the Adafruit online platform works with many
microcontrollers (including ESP32) and, with the support of
the MQTT protocol, allows easy and secure management of
10T systems.

Fig. 5. Interface Adafruit 10.

Vol. 12, No. 5, 2021

C. Working of IoT based Rainfall Monitoring System

The construction shows that the rain height's size can place
in a base station, a residential complex, lighting columns, and
different environments (urban or rural areas) (Fig. 6). The basic
idea is to inform the user in real-time via a local network from
the platform. An ESP32 device can play the role of an Access
Point or a Station. The data output thus passes to the Adafruit
10 platform via the MQTT protocol.

» !
Fig. 6. 10T based Rainfall Monitoring System with 3D Case.

The sender is the (publisher), and the recipient is the
(subscriber). Both do not come into direct contact with each
other. However, a third party (MQTT broker) directs the
publisher's messages to any endpoint, that is, the subscriber.
The following Fig. 7 shows the 10T system architecture, where
the sensor is located on the transmitter and through the MQTT
broker sends the appropriate messages to the monitor that
controls them in real-time.

Adafruit. 10

| i.\éa

e /

Rain Sensor

Transmitter

Fig. 7. MQTT Broker Network Architecture in Wireless Broadband.
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The board has programmed so that the dry surface indicates
the value of 1023. The values that can be displayed come from
many experimental tests with a cylindrical tube graded in
millimeters. There are no other values from one point onward
because the rain panel is placed at a slope of 40°, resulting in
not enough water to remain when it falls on it due to gravity.

IV. RESULTS AND DISCUSSION

A. Theoretical Measurement Results

Theoretical ~ weather  calculations  on  wireless
communication systems would be more straightforward if there
were no rain or humidity effects. As it is known from the
bibliography so far, the rain can weaken the radio waves'
power depending on its rhythm and operation frequency. The
present study presents the scenarios presented at Palo Alto-
based on three different frequencies of 24 GHz, 28 GHz, and
38 GHz, where they are ideal for 5G wireless broadband
connections.

From the theoretical measurements made, the rainfall
attenuation calculates with a coupling availability of 99.9%,
with a distance of 5km for each of the three operating
frequencies (Fig. 8). It found that the lower the operating
frequency, the lower the radio signal's attenuation, and that
different loss values are presented based on polarization.
Horizontal polarization is more prone to damping than vertical
polarization. As raindrops increase in size, they get more
extended in the horizontal direction. They, therefore, will
attenuate  horizontal polarization more than vertical
polarization. The shape of the drops explains this as they fall
from the atmosphere. In particular, during the fall, they change
shape showing the tendency to distribute their volume, mainly
along the horizontally polarized electric field. In this regard,
the field interaction with the droplet is more critical in
horizontal polarization than in vertical. Therefore, the scenario
where it is less affected by rainfall is the operation at 24 GHz.
The frequency range from 24 GHz and above offers low
latency and high data rate [19]. Such a wireless connection will
continue to provide high-quality services to users, even in
severe weather conditions.

The specific attenuation depends on the value of the
frequency. As the frequency increases, so do the specific
attenuation based on the international recommendations (ITU-
R P.838-3) [12].

Rain attenuation of horizontal & vertical
polarizations

RAINATTENUATION (DB)

Fig. 8. Rain Attenuation of Horizontal and Vertical Polarizations.
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B. Esp 32 Thonny IDE Output

As studied in the scenario that took place, the parameter of
the rate of the rainfall R (mm / hr) is critical because the
original size that characterizes it is the height of the rain, where
it measures in millimeters. In the theoretical measurements that
followed, the rate was the same due to its geographical
location. At present paper, an [oT system develops, which will
present in real-time the rainfall in the standards of a scale that
create for the display of the sizes. The planning divided into
three sections:

In the first one, the required libraries have defined, the calls
of the Pin, PWM, 12C, ADC classes, and the initializations of
the analog input for the rain sensor and the initializations for
the analog output, which is the servo motor (Fig. 9).

rainl.py

from machine import Pin, PWM, I2C, ADC
from time import time, sleep

import network

from umqtt.robust import MQTTClient
from hcsr@d import HCSRE4

import sys

import os

import random

frequency = 50

door = PWM(Pin{25), frequency)
DOOR_OPEN=138

DOOR_CLOSED=18

door.duty(8)
PIN_RAIN=36
rain=ADC(Pin(PIN_RAIN})

rain.atten(ADC.ATTN_11DB)
rain.width(ADC.WIDTH_10BIT)
rainValue = @

Fig. 9. Libraries and Initialization of Variables.

In the second part of the code is defined as the
communication MQTT client publisher, with the MQTT broker
(server), where this, in turn, communicates with client
subscribers. A Client can be both a publisher and a subscriber.
The sensor's measurement is in line 119, and the value of the
measurement is sent with the Send_Data () function on line
122. Essentially the line of code that sends the measurement to
the interface is line 86. The above line sends the information str
(rainValue) through the client created above (line 48),
“maqtt_feednamel”. Specifically, the path,
“io.adafruit.com/kostaszar/feeds/rain”. Rain is the name of the
feed on the interface side, i.e., the value rainValue will send to
the interface block connected to the feed rain.

The third and last show all those commands that are the
program's central structure and are the ones that have the
central role. It is essentially a repetition where it is checked
every 10 seconds for the values it takeg. If the values listed in
the platform interface are below 800, then the most significant
amount of water is collected in the panel, so there is a need to
clean where after two seconds, the rain sensor is ready to
receive water again for the next recording. Within these two
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seconds, the engine has made two 180° turns. With a drop of 5
mm, the water drop, the program settings so that the range of
values it can get is between 980 and 890. Then the 10 mm of
water corresponds to 890 - 780 and the 20 mm of water in 780
- 670. The next Price range is 670 - 580 were with 30 mm of
water. Finally, with 40 mm of water space, precipitation is 580
- 450, and with 50 mm of water, a value appears between 450 —
400.

Every element presents a size or an output to a feed. Each
feed is a communication channel between ESP 32 (client) and
Adafruit (broker). Dashboards can place the icons (blocks) by
the developer. In this analysis, a rain gauge defines, from
which the value displayed appears at a specific time, and the
user can easily see it.

V. CONCLUSION

As studied for the 24 GHz, 28 GHz, and 38 GHz frequency
bands, damping due to rain may seem vital because they create
network coverage problems. Especially at 38 GHz, the
damping for horizontal polarization is 22.51 dB. At 28 GHz,
the damping is less by 8.36 dB, while at 24 GHz, the losses are
smaller than the other two frequencies where they reach 11.63
dB for horizontal polarization.

In the era of the fifth generation of wireless broadband
networks in urban areas due to the increased coverage and
capacity requirements, the mobile communication networks
distributed in cells. Where within a macro cell, there may be
many smaller ones to serve more broadband services. The
phenomenon of attenuation will be more evident in rural areas
because, in addition to the prevailing weather conditions, the
distance that the electromagnetic wave must travel as it travels
taken into account. In contrast to urban areas where the
distances are short, it seems that the 24 GHz frequency is ideal
from the other two, although they are suitable for the
development of fifth-generation networks.

Thus, mobile companies' ultimate solution will be to
continually update the weather conditions prevailing in a base
station or a wireless broadband backhaul installation—ideal for
the places where the climate is changing rapidly and is affected
by heavy rainfall. According to this document, sensor systems
will be useful because they can interconnect with the World
Wide Web and other devices that will allow them to exchange
data and provide the required information.
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Abstract—In  recent years, the mortality rate of
cardiovascular diseases and the younger generation have
attracted people’'s attention. At the same time, there is an
increasing demand for devices that can monitor the physiological
parameters of the heart. In this research, a wearable devices was
designed and developed for heart sound collection. Microphones
wrapped in urethane resin holders were directly fixed on the vest
for heart sound collection. The device has received many positive
reviews in terms of comfort. The cumulative contribution rate of
the two common factors (material factor and clothing design
factor) obtained through factor analysis was 75.371%, which was
the main factor affecting the experience of using the device.
Finally, the heart sounds of 11 healthy young people were
collected and input into the completed convolutional neural
network for detection, and an accuracy rate of 71.3% was
obtained. Therefore, it can be concluded that the device improves
the user experience and has a good effect on heart sound
collection and detection.

Keywords—Cardiovascular diseases; wearable devices; heart
sound collection; convolutional neural network

I.  INTRODUCTION

The number of people dying from cardiovascular disease
(CVD) is steadily rising, including one-third of all deaths
globally in 2019, according to a paper in the Journal of the
American College of Cardiology that reviewed the total
magnitude of CVD burden and trends over 30 years around the
world [1]. With the current aging of the world, the mortality
rate of cardiovascular diseases will continue to increase. At the
same time, cardiovascular disease is no longer a patent for the
elderly. Among the sick people, the ratio of middle-aged and
young people is also rising, and cardiovascular diseases are
getting younger. The main reason for this trend is the bad
lifestyle habits of young people, such as long-term smoking,
lack of sleep, unhealthy eating habits, lack of exercise, etc. [2-
3]

As the rejuvenation of cardiovascular disease becomes
more and more obvious, it has attracted widespread attention,
and people's health awareness is gradually improving. At the
same time, it means that the demand for medical equipment is
constantly expanding, not only for medical equipment in
hospitals, but also for equipment that can monitor human
physiological parameters in daily life. This kind of equipment
does not require the patient to stay in the hospital all the time,
but it can monitor various physiological parameters of the
human body in real time, reflect the health of the human body,

Dongeun Choi®

Faculty of Informatics
The University of Fukuchiyama
Kyoto, Japan

and provide accurate basis for clinical diagnosis [4-7] for
doctors to make timely diagnosis and treatment, to improve the
efficiency of the hospital's diagnosis of the patient's condition.
For elderly people and young people with great work pressure,
getting 24 hours uninterrupted supervision in their daily life,
can make them gain a sense of security to a large extent. The
remote monitoring of physiological parameters has become a
research hotspot in the field of biomedical engineering [8-9].

At present the type of physiological parameter monitoring
equipment range on the market, divided by monitoring the
way, there are wearable, portable, desktop detection equipment
etc.; divided by function, there are heart sound and
electrocardiogram (ECG) monitoring, defibrillation
monitoring, sleep monitoring equipment etc. [10-11]. With the
continuous advancement of technology and the increase of
market demand, wearable monitoring equipment has become
the future research direction. The most representative
equipment at present is the wearable vest-type physiological
parameter monitoring equipment Life Shirt developed by Vivo
Metrics company in the United States. As shown in Fig. 1. The
device can monitor different physiological parameters of the
human body through multiple biosensors, such as ECG, blood
pressure, heart rhythm, body temperature, etc. [12-14]. It has
been used as a clinical medical instrument by many hospitals,
but the data collected by the device cannot be transmitted in
real time, so remote real-time monitoring cannot be realized.

In view of the high mortality rate of cardiovascular diseases,
monitoring equipment specifically for heart sounds and ECG is
also emerging in endlessly. Since heart sound auscultation is
one of the most basic diagnostic methods for cardiovascular
diseases, it is an important basis for the initial diagnosis [15-
16], so the monitoring of heart sounds can reflect the human
heart condition in a timely manner. This helps doctors find
abnormalities in the heart as soon as possible so as to improve
the diagnosis efficiency of the disease and enable patients to
receive timely treatment. In the current research on heart sound
monitoring equipment, it can be roughly divided into two
categories: electronic stethoscope collecting heart sounds and
microphone collecting heart sounds. Among them, the
development of electronic stethoscope collection of heart
sounds is relatively mature. For example, Beck C et al. [17]
designed and developed a multi-mode physiological parameter
collection wearable device including heart sound auscultation,
which can be used with MATLAB software to obtain real-time
data or store data in software; Tiwari, Hemant Kumar et al. [18]
have designed an embedded stethoscope served as a platform
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for the computer aided diagnosis of cardiac sound for the
detection of cardiac murmur, the device can display heart
sounds on the TFT LCD display in real time, and stored on the
micro SD card. However, these devices are inconvenient for
daily carrying due to their large size. In terms of microphone
collection of heart sounds, Kirchner J et al. [19] proposed a
wearable system for long-term capture of chest sound,
including four microphones for receiving physiological signals
and one microphone for receiving ambient noise. The
performance of the device was evaluated in different
environments, and the use of combined microphones improved
the noise cancellation; Aguilera-Astudillo C et al. [20]
demonstrate a chest piece which consists of an electret
microphone embedded into the drum of a 3D printed chest
piece. And use the electronic dongle to amplify the microphone
signal and reduce external noise, while the mobile phone can
display the heart sound signal. From the above studies, we can
find that the use of electronic stethoscopes to collect heart
sounds is not convenient for daily wear due to the size of
electronic stethoscopes, and the use of microphones to collect
heart sounds did not investigate the comfort of the device and
the wearing experience, so we believe that there is still more
room for research in the wearing comfort of heart sound
monitoring devices.

Fig. 1. Life Shirt Wearable Physiological Parameter Monitoring System.

In view of previous research, this paper is devoted to the
design and development of an easy-to-wear heart sound
collection device, to discuss and study the comfort of the
device, and to analyze the collected heart sounds using
convolutional neural networks (CNN). The organization
structure of this article is as follows: Section II explains the
design of the heart sound collection vest in detail; Section III
introduces the heart sound collection experiment and heart
sound data analysis; Section IV analyzes the results and
discusses them; Section V draws conclusions and Section VI
summarizes the shortcomings and makes suggestions for future
work.

Il. DESIGN OF THE HEART SOUND COLLECTION VEST

This part introduces the design and development of the
heart sound collection vest. First, a 3D printing mold was
designed and printed according to the size of the microphone.
After that, urethane resin was used to make a super soft
microphone holder. Finally, according to the 4 positions of the
heart sound auscultation, the microphone was fixed on the vest
to make a wearable heart sound collection vest.

A. The Design of the Microphone Holder

1) 3D printing mold design: The microphone used in this
design is the Uni-directional Electret Condenser Microphone

Vol. 12, No. 5, 2021

produced by Primo Company, the model is EM297, as shown
in Fig. 2, the diameter is 10mm, and the thickness is 4.5mm.
According to the instructions of the microphone, the sound
hole on the back of the microphone cannot be blocked in order
to receive the sound. At the same time, in order to ensure that
the microphone can accurately receive the sound, the
microphone needs to be close to the skin, which requires the
microphone to withstand a certain amount of pressure, so it is
necessary to make a suitable holder to ensure that the
microphone can receive normally and accurately.

According to [21], when the diameter of the holder is
17mm, and there is a 1.5mm thick silicone layer between the
microphone and the skin, the microphone has the best sound
reception. Therefore, according to the shape and size of the
microphone, the 3D printing mold of the holder has shown in
Fig. 3 was designed. The mold is a cylinder and adopts a fully-
wrapped type except for the sound hole on the back. At the
same time, a dedicated space is reserved for the microphone
wire.

2) Development of soft skin-friendly holder: In view of the
fact that the microphone holder needs to be in direct contact
with the skin, the urethane resin with a hardness of 0 produced
by EXSEAL company was selected to make the holder in
consideration of skin affinity when selecting the material. This
urethane resin has excellent softness, sufficient molding
strength even if the hardness is 0, and this urethane resin has a
softness like a human skin.

Fig. 3. Schematic Diagram of the 3D Printing Model of the Microphone
Holder (unit: mm) (a) Holder Molding Model (b) Model Front view (c) Model
Top View.
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According to the product's instructions, first calculate the
volume of the mold before preparing the gel, and spray the
mold with a special release agent for urethane resin in advance
to facilitate the release of the holder afterwards; then mix the
two liquids (the weight ratio of main agent and curing agent is
3:1) and pour them into the 3D printing mold; finally, after 24
hours, take out the molded holder from the mold. Fig. 4 shows
the process of manufacturing the microphone holder. The
holder wraps the microphone well and protects the relatively
fragile and breakable wires of the microphone. Fig. 5 is a
schematic diagram after the microphone is installed in the
holder.

B. The Design of the Heart Sound Collection Vest

1) Location of heart sound auscultation: According to
[22], there are 4 commonly used positions for heart sound
auscultation. As shown in Fig. 6, the mitral valve is located at
the strongest point of the apical beat, and is normally located
at the fifth intercostal space on the inner side of the left
midclavicular line; the pulmonary valve is in the second
intercostal space on the left edge of the sternum; the aortic
valve is in the second intercostal space on the right edge of the
sternum; the tricuspid valve is on the left edge of the lower
end of the sternum, that is, the 4-5th intercostal space on the
left edge of the sternum. The general auscultation sequence is
the beginning of the mitral valve - the pulmonary valve - the
aortic valve - the tricuspid valve.

Urethane resin

&

‘ microphone holding case

3D printing mold

Fig. 4. Schematic Diagram of Making Microphone Holder.

Microphone Skin

Ne s i

Urethane resin \
\\ ¥

Wire

T~

N

Fig. 5. Schematic Diagram of the Microphone Placed in the Holder.
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Fig. 6. Position of Heart Sound Auscultation. A = Aortic Valve; P =
Pulmonic Valve; M = Mitral Valve; T = Tricuspid Valve.

2) Making of heart sound collection vest: A wearable vest
for heart sound acquisition was proposed as the main object of
this study based on the location of heart sound auscultation
and taking into account the comfort, fit and appearance of the
device.

A fabric made of Polyester 90% and Lycra 10% was used
as the base fabric, and a suitable vest was made according to
the m size of men's and women's clothing size. The vest was
designed with two layers of fabric, which could facilitate the
fixation of the microphone and make the vest neat in
appearance. After that, according to the four positions of heart
sound auscultation, the fixing sleeve with microphone is fixed
on the corresponding position on the inside of the vest: firstly,
the position of the microphone is determined, then it is
wrapped with cloth and sewn on the vest, then holes are made
at the suitable position nearby for the wire to pass through, and
finally the wire is fixed on the vest with needle and thread and
passed out from the side of the vest. As shown in Fig. 7, (a) isa
diagram of the microphone device inside the vest, and (b) is a
diagram of the exterior of the vest.

F \

(b)
Fig. 7. Physical Diagram of the Heart Sound Acquisition Vest (a)
Microphone Device on the Inside of the Vest (b) Diagram of the Outside of
the Vest.
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I11. EXPERIMENTS AND METHODS

This section describes the experiments used to evaluate the
acquisition effectiveness of the designed heart sound collection
vest and the comfort of wearing it.

A. Heart Sound Collection Experiment

A heart sound collection experiment was conducted on
healthy young people to evaluate the collection effect and
wearing comfort of the heart sound collection vest. 11 students
(5 females and 6 males) participated in the experiment. Ages
ranged from 21 to 29. Height, weight and chest circumference
of the participants were measured before the experiment:
height ranged from 1.61-1.7m, weight ranged from 54-56 kg
and chest circumference ranged from 80-93 cm for females,
and height ranged from 1.58-1.75m, weight ranged from 55-68
kg and chest circumference ranged from 81-98 cm for males.

The heart sound collection experiment was carried out in an
indoor experimental environment with a temperature of 20
degrees Celsius, a humidity of 45%, and a surrounding
environment with a decibel number of 15dB. The participants
wore a vest of appropriate size, and the heart sounds were
collected and stored in the following order of auscultation:
mitral valve area - pulmonary valve area - aortic valve area -
tricuspid valve area, with 3-5 heart sounds randomly collected
for 30-180 seconds at each location, as shown in Fig. 8..

Fig. 8. Experimenter in Heart Sound Collection Experiment.

B. Investigation of Device Comfort

After the completion of the heart sound collection
experiment, the experimental participants were asked to
complete an assessment questionnaire for the heart sound
collection vest. The questionnaire was set up with reference to
the Semantic Difference [23], which is a measure of semantic
differentiation. It was developed by the social psychologist
Osgood et al. in the 1950s. Such scales consist of a series of
bipolar adjective word pairs that are generally divided into
seven equal rating scales. They have the quality of showing the
semantic space in which any concept has meaning, and can be
used accordingly to describe the underlying meaning of any
concept and its associated problematic nature or property
aspects. In the present study for the wearable device,
considering the user-friendly characteristics that the device

Vol. 12, No. 5, 2021

needs to have, seven contrasting adjectives and a 7-point rating
scale from -3 to +3 were proposed in terms of material,
prolonged wear, and appearance for the experimental
participants to rate this heart sound collection vest. The seven
adjectives were 1) tight/loose, 2). Strong/weak, 3) heavy/light,
4) hard/soft, 5) unattractive/nice, 6) inconvenient/convenient,
7) dislike/like. Each adjective group corresponds to an
explanatory question: 1) Do you think the pressure exerted by
this device on the skin is tight or loose? 2) Do you think the
stimulation of this device on the skin is strong or weak? 3) Do
you think this device is heavy? 4) Do you think the touch of
this device is hard or soft? 5) Do you think the design of this
device is good-looking? 6) Do you think this device is
convenient to put on and take off? 7) Do you like to use this
device for a long time?

IV. RESULTS AND DISCUSSION

A. Heart Sound Data Denoising

There are many noises generated during heart sound
collection, for example: ambient noise; vibration of the
microphone caused by chest vibration and the zipper of the
vest is located in the middle of the chest causing the
microphone in the pulmonary valve area and aortic valve area
to not fit well to the skin, generating a lot of noise, etc.
Therefore, filtering and denoising are needed before heart
sound data detection. In this study, an algorithm written in
python is used to remove the noise. The steps of the algorithm
are: 1) calculate Fast Fourier Transform (FFT) on the noisy
audio fragment, 2) calculate statistics from the FFT of the
noise, 3) calculate a threshold based on the statistics of the
noise (and the desired sensitivity of the algorithm), 4) calculate
FFT from the signal, 5) determine the mask by comparing the
signal FFT with the threshold, 6) the mask is smoothed in
frequency and time using a filter, 7) the mask is applied to the
FFT of the signal and is inverted. After processing the heart
tone data using this algorithm, the spectrograms of the heart
tone data before and after denoising are obtained as shown in
Fig. 9. The upper panel is before denoising and the lower panel
is after denoising, and it can be clearly seen that most of the
noise is removed.

0.0 0s 1.0 15 20 25 30

Fig. 9. Spectrograms of Heart Sounds before and after Denoising.

B. Heart Sound Data Detection Results

To test the denoising effect, the heart sound data before and
after denoising were fed into the convolutional neural network
(CNN) [24] that had been built to obtain the accuracy of heart
sound data detection. Firstly, the heart sound data were divided
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in 5-second intervals, and then the sample heart sounds were
converted into grayscale spectrograms by an automatic
procedure using the librosa library, and finally fed into the
CNN. This CNN consists of 5 layers, including 3 convolutional
layers, 1 fully connected layer and 1 normalized exponential
function softmax classification layer. The network parameters
for each layer are as follows: for the first convolutional layer,
we used 32 filters with a convolutional kernel size of 3 x 3 and
a step size of 1 x 1, and the pooling (using the max-pooling
method) size was 2 x 2 and a step size of 1 x 1. We used a
modified linear unit (ReLU) activation function with a random
deactivation (loss) rate of 0.1. For the second and third
convolutional layers, we used 64, 128 filters. The convolution
kernel size is 3 x 3 and the step size is 1 x 1. The pooling
operation, activation function and dropout probability were the
same as in the previous layer. For the fourth layer, we use a
fully connected dense layer with an output size of 500, a ReLU
activation function and a dropout function (probability 0.25). In
the last classification layer, we used a Softmax classifier.

The detection of the convolutional neural network shows
that the accuracy of the un-denoised heart sound data is
34.89% and the accuracy of the denoised heart sound data is
71.30%. In order to investigate the detection accuracy of the
heart sound collection vest under the wearing of different
gender groups, the detection results of the heart sound data
were analyzed according to male and female as well as each
person, as shown in Tables I, 11, and I1I.

From Table I, it can be seen that although the accuracy of
heart sound data for males before denoising was lower than
that of heart sound data for females, after denoising, the
accuracy of heart sound data for both males and females
exceeded 70%, which indicates that the denoising procedure
was effective and was able to remove most of the noise and
improve the accuracy of heart sound detection.

Table 1l shows the comparison of the accuracy of heart
sound data before and after denoising for males, from which it
can be found that the accuracy of the heart sound data obtained
in the state of collecting heart sounds while wearing the same
vest varies due to the different height, weight and chest
circumference of each experimental participant. The reason for
this is that the tighter the vest fits to the skin, the clearer the
heart sound data is and the higher the accuracy rate is after
denoising. Therefore, the better the fit of the vest to the skin,
the better the collection results.

Table 11l shows the comparison of the accuracy of heart
sound data before and after denoising in women, from which it
can be found that the heart sound data of experimental
participants No. 1 and No. 2 obtained more than 91% accuracy
after denoising, and the other three also obtained more than
64% accuracy, indicating that the heart sound acquisition vest
can acquire heart sounds well. However, the detection accuracy
of individual heart sound data varied widely due to the
difference in body size of each individual and the fact that the
vest for women was designed without the inclusion of a bra
part.

Vol. 12, No. 5, 2021

C. Factor Analysis of Heart Sound Collection Vest

Fig. 10 visualizes the semantic difference (SD) evaluation
scores of men and women on wearable heart sound collection
devices. It can be seen from the figure that men and women
have roughly the same evaluation of the device, but women
have given more positive feedback. Among them, both men
and women think that the device has weak skin irritation, not
heavy, soft, convenient to wear, and suitable for long-term use.
These positive feedbacks may be attributed to the following
factors: 1) Polyester and lycra used in the fabric of the vest are
soft and stretchable, suitable for personal wear; 2) The
microphone holder is made of urethane resin with a hardness of
0, it has a softness like a human skin; 3) The vest is designed
with a zipper to facilitate putting on and taking off. At the same
time, women think that the device has little pressure on the skin
and the appearance is attractive, but men think that the device
has a certain amount of pressure on the skin and the appearance
is not very attractive. This is because there are certain
differences in the design of the male and female vests, and it is
also the direction of improvement in the future.

TABLE I. COMPARISON OF THE ACCURACY OF HEART SOUND DATA

DETECTION BEFORE AND AFTER DENOISING

Accuracy of data without Accuracy of data after
denoising denoising
Male 27.36% 70.01%
Female 40.16% 72.20%
TABLE II. COMPARISON OF THE ACCURACY OF HEART SOUND DATA
DETECTION BEFORE AND AFTER DENOISING FOR MALES
Accuracy of | Accuracy
Height | Weight ccilr‘:z:nference data of
(cm) (kg) (cm) without denoised
denoising data
M-1 168 68 95 42.54% 85.39%
M-2 173 67.5 98 43.51% 83.76%
M-3 175 65 87 11.28% 72.16%
M-4 175 60 89 12.96% 70.15%
M-5 167 55 81 12.16% 55.32%
M-6 158 58 86 41.35% 54.31%
TABLE Ill.  COMPARISON OF THE ACCURACY OF HEART SOUND DATA
DETECTION BEFORE AND AFTER DENOISING FOR FEMALES
Accuracy of
Height | Weight | Chest data Accuracy of
circumference . denoised
(m) (kg) without
(cm) ‘e data
denoising
F-1 | 162 55.6 90 24.20% 91.59%
F-2 170 55 80 44.95% 91.57%
F-3 163 55 92.5 31.18% 68.25%
F-4 | 161 54 85 51.95% 66.67%
F-5 | 169 56 82 64.73% 64.87%
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Fig. 10. Image Scale of SD Evaluation Score (Average Value) of Male and
Female Wearable Heart Sound Acquisition Devices.

Factor analysis was conducted on the SD scores of 11
experimental participants on the wearable heart sound
collection vest [25]. Factor analysis is the conversion of
multiple measured variables into a small nhumber of composite
indicators (or latent variables), and it reflects an idea of
dimensionality reduction. The variables with high correlation
are clustered together through dimensionality reduction, thus
reducing the number of variables that need to be analyzed
while reducing the complexity of the problem analysis. Thus,
the use of factor analysis provides insight into the potential
factors affecting wearable heart sound collection devices.

Factor analysis was conducted using python. First, to
confirm the suitability of the data for factor analysis, Kaiser-
Meyer-Olkin (KMO) and Bartlett tests were performed with:
KMO test is used to examine the bias correlation between
variables, taking values between 0 and 1; the closer the KMO
statistic is to 1, the stronger the bias correlation between
variables and the better the factor analysis. Generally the
statistic is above 0. 6 is adapted to do factor analysis [26]; and
the smaller the value of P-Value indicates the more significant
data differences. The results obtained through the test are

shown in Table 1V, the KMO of this experimental data = 0.617>

0.6,P-Value = 0.001, so it is suitable for factor analysis.

Vol. 12, No. 5, 2021

Then, the scree plot was drawn according to the number of
factors and the corresponding eigenvalues of each factor, as
shown in Fig. 11; Table V shows the total variance explained
for each component of the factor analysis of the heart sound
collection vest. From Fig. 11 and Table V, it can be obtained
that the eigenvalues of the first 2 factors are greater than 1,
while the variance contribution of these 2 common factors
accounts for 75.371%, indicating that the extraction of these 2
common factors can explain the majority of the information of
the original data. From Fig. 11 and Table V, it can be obtained
that the eigenvalues of the first 2 factors are greater than 1,
while the variance contribution of these 2 common factors
accounts for 75.371%, indicating that the extraction of these 2
common factors can explain the majority of the information of
the original data. Therefore, the number of common factors
was determined as 2 to perform the required factor extraction.

TABLE IV. THE KMO AND BARLETT’S TEST OF THE FACTOR ANALYSIS
OF THE WEARABLE DEVICES
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.617
Approx. Chi-Square 41.853
Bartlett’s Test of Sphericity
Sig.(P-Value) 0.001
Scree Plot
3,54
3.0 4
25
g
T 2.0
c
=S
o 1.5 4
1.0 1
0.5
0.0
1 2 3 a 5 6 7

Factors

Fig. 11. Scree Plot of the Factor Analysis of the Heart Sound Collection Vest
Evaluation.

TABLE V. TOTAL VARIANCE EXPLAINED OF EACH COMPONENT OF THE FACTOR ANALYSIS OF THE HEART SOUND COLLECTION VEST
Initial Eigenvalues Rotation Sums of Square Loadings
Component Total of Variance % Cumulative % Total of Variance % Cumulative %
1 3,751 53.578 53.578 3.499 49.983 49.983
2 1.525 21.783 75.361 1.777 25.388 75.371
3 0.691 9.870 85.231
4 0.513 7.328 92.559
5 0.315 4.499 97.058
6 0.165 2.357 99.415
7 0.041 0.586 100.000
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TABLE VI.  THE ROTATED COMPONENT MATRIX OF THE FACTOR
ANALYSIS
Factorl Factor2
Heavy - Light 0.932 0.151
Unattractive - Nice 0.888 0.418
Strong - Week 0.811 0.011
Tight - Loose 0.795 0.271
Hard - Soft 0.733 -0.222
Inconvenient - Conveniente 0.053 0.864
Dislike - Like 0.102 0.843

Finally, the results shown in Table VI were obtained after
rotating the factor loading matrix according to the method of
great variance. Through Table VI, it can be found that common
factor 1 has larger loadings on factors 1-5 (light pressure; weak
skin irritation; lightweight; soft; good-looking), and common
factor 2 has larger loadings on factors 6 and 7(easy to put on
and take off, preferring long-term use), indicating that these 7
variables can be reduced to 2 male factors: material factor and
garment design factor.

Compared with previous studies [17-20], this research
designed and developed a complete wearable device instead of
a single heart sound collector, and explored the wearing
experience of the heart sound collection device, and the
experimental participants gave a positive evaluation, all of
whom found that the device is suitable for daily wear. In
consistent with them the denoised heart sounds were clear, and
additionally heart sound detection was added, using a
convolutional neural network system to detect the pairs of
collected heart sounds and obtain better results.

V. CONCLUSION

In this paper, a comfortable wearable heart sound
acquisition device is presented. First, a urethane resin holder
was fabricated according to the size and characteristics of the
microphone. Then, suitable materials were selected and vests
were made according to the physical characteristics of men and
women respectively. Then, the microphone wrapped with
holder was fixed on the corresponding position of the vest with
reference to the heart sound auscultation position.
Subsequently, 11 healthy young people (6 males and 5 females)
were subjected to heart sound collection, and the collected
heart sounds were input into the constructed CNN for testing to
evaluate the performance of the device, and the highest
accuracy rate of 85.39% for a single male, the highest accuracy
rate of 91.59% for a single female and an average accuracy rate
of 71.3% were obtained. Finally, the evaluation of the device
by the experimental participants was analyzed and 2 common
factors were extracted: material factor and garment design
factor, indicating that these two factors can be focused on for
future updates of the device. This study demonstrates that the
wearable heart sound collection device is effective in heart
sound collection and has been well evaluated in terms of
product design.
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VI. FUTURE WORK

The wearable heart sound collection device developed in
this study can be used well for heart sound collection, but there
are still many shortcomings. First, the design of the zipper in
the middle of the chest causes a lot of noise during heartbeat
collection, and the position of the zipper needs to be
reconsidered and adjusted; second, the position of the
microphone cannot be adjusted according to the size of each
person and needs to be redesigned; third, a more skin-friendly
material could be selected; and finally, the data transmission of
the device should be updated to wireless transmission. It is
hoped that in the future, a real-time heartbeat detection device
can be made that can be worn daily for a long time.
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Abstract—The article is devoted to solving the scientific
problem of accumulating and systematizing models and machine
learning algorithms by developing a repository of deep neural
network models for analyzing and predicting of spatial processes
in order to support the process of making managerial decisions in
the field of ensuring conditions for sustainable development of
regions. The issues of architecture development and software
implementation of a repository of deep neural network models
for spatial data analysis are considered, based on a new
ontological model, which makes it possible to systematize models
in terms of their application for solving design problems. An
ontological model of a deep neural network repository for spatial
data analysis is decomposed into the domain of deep machine
learning models, problems being solved and data. Special
attention is paid to the problems of storing data in the repository
and the development of a subsystem for visualizing neural
networks using a graph model. The authors have shown that for
organizing a repository of deep neural network models, it is
advisable to use a scientifically grounded set of database
management systems integrated into a multi-model storage,
characterizing the domains of using relational and NoSQL
storages.
neural

Keywords—Repository; deep learning; artificial

network; spatial data; visual programming

I.  INTRODUCTION

A significant role in solving the problem of strengthening
the connectivity of territories of countries and regions is played
by the introduction of effective digital infrastructures of spatial
data (SDI), aimed at operational diagnostics of natural-social-
production systems (NSPS) and high-precision forecasting of
the development of natural processes and phenomena [1]. The
core of systems of this class is represented by methods and
algorithms for machine analysis of spatial data, which allow
solving a whole range of applied problems — anomaly
detection, data classification, data fusion. The subject of
analysis can be space imagery data, aerial photography,
information arrays about natural, social and economic objects
with a distributed geospatial organization [2]. The areas of
application of the results of the analysis in the national
economy are extremely wide - from increasing the efficiency
of agriculture to assessing the consequences of natural
processes [3, 4].

Saransk, Russia

Moscow, Russia

SDI as a system can be decomposed into subsystems for
storing, analyzing and distributing geospatial data. The
development of the federal spatial data infrastructure is
necessary in order to effectively solve the problem of remote
monitoring of mobile objects and geographically distributed
resources in order to ensure information connectivity of
countries and create conditions for sustainable development of
the country [5]. At present, the functioning of spatial data
infrastructures should be based on and application of new
effective methods, approaches and algorithms for the analysis
of spatio-temporal data, which can function both on the basis
of classical hard and soft computations based on the complex
application of fuzzy logic, neural network models, evolutionary
modeling [6].

With the development of the scientific and engineering
basis and computing power, the direction of deep machine
learning has recently been strengthened, based on the
systematic use of many levels of nonlinear information
processing for the extraction and transformation of hierarchical
features, analysis and classification of patterns. Despite the
growing interest in the topic of deep machine learning, this
problem area requires serious study in the direction of
strengthening the project orientation of the process of using
deep neural network models for analyzing large spatial data
[7]. This statement is based on the assumption that the
processes of designing complex neural networks, determining
their hyperparameters, the format of input and output data, and
integrating training data arrays should be determined by the
features of real problems to be solved [8]. In other words, the
use of deep neural network models for solving practical design
problems can be effective if the conditions for the
consolidation of accumulated knowledge are met, heuristics
and rules are collected into a single system, for interaction with
which convenient graphical and application program interfaces
are organized. Quality documentation on the use and flexible
customization of pretrained models is of key importance. The
indicated provisions determine the feasibility of forming a
repository of deep neural network models in the digital SDI
system, which provides system access to the storage of neural
network models, as well as tools for choosing the optimal
solution in a specific problem area and disclosing the features
of its use.
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The purpose of this article is to discuss problematic issues
devoted to solving the problem of machine learning models
systematizing by developing a repository of deep neural
network models for analyzing and predicting of spatial
processes. The matters of architecture development and
software implementation of deep neural network models
repository are considered.

Il. RELATED WORKS

The task of designing and training effective deep neural
network models for analyzing large arrays of spatial data
encounters many problematic moments that require finding
solutions. This article is devoted to solving the scientific
problem of accumulating and systematizing models and
machine learning algorithms by developing a repository of
deep neural network models for analyzing and predicting the
development of spatial processes in order to support the
process of making managerial decisions in the field of ensuring
conditions for sustainable development of regions. The purpose
of the study is to provide support for the process of making
management decisions in the field of forming conditions for
sustainable development of regions through the development
and development of a repository of deep neural network
models for the analysis of spatial data [9]. The solution to the
problem of forming the architecture and software
implementation of a repository of deep neural network models
should be based on a new ontological model that defines a
formalized description of the topologies of deep models, tasks
to be solved, a set of analyzed data, learning algorithms, as
well as relationships between these entities [10].

The development of information systems based on machine
learning algorithms is very different from the development of
traditional software applications based on specifications and
repeatedly tested algorithms. In addition, the process of
training machine learning models can be expensive and
computationally intensive. This fact determines the feasibility
of creating a tool that provides the ability to reuse pre-trained
machine learning models for the development of applied
applications. The use of pretrained machine learning models
deployed as web services is one of the top technology trends.
Popular frameworks such as Tensorflow [11] and PyTorch [12]
provide high-level API support for using machine learning
model components.

Since deploying and maintaining machine learning models
is still a non-trivial task that requires in-depth knowledge of
machine learning and systems administration, organizations are
building repositories of machine learning models in order to
simplify the use of models within their business processes.
Other companies form repositories that can be accessed by
third parties. The Wolfram Neural Net Repository (launched in
June 2018) [13] and the AWS marketplace (launched in
November 2018) [14] are useful examples. Each model
repository has a different structure and uses different heuristics
to group the models. For example, AWS labels each model
using a set of criteria (including the analyzed data), and each
model can meet several criteria. Machine learning model
repositories promise to close the operational gap between data
scientists and software developers. In the field of spatial data
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analysis, the task of developing a repository of neural network
models has its own specifics.

I1l. METHODOLOGY AND METHODS OF RESEARCH

Analysis of the strengths and weaknesses of the currently
existing repositories of deep neural network models of general
purpose (AWS Marketplace, Open Neural Network Exchange,
Wolfram Neural Net Repository and others) [15] made it
possible to form a list of specific problems, the solution of
which will ensure the creation of an effective system suitable
for solving specific practical oriented tasks in the field of
spatial data analysis.

1) Designing an ontological model for the storage of deep
neural networks.

2) Development of a storage scheme for models of deep
machine analysis of spatial data in the form of a meta-
language.

3) Implementation of the function of converting
repository models into representations used by modern
software systems for machine learning.

4) Development of graphical web interfaces for a
repository of deep neural network models with navigation
functions.

5) Creation of a user authentication subsystem in order to
differentiate access rights to deep neural network models.

6) Development of interfaces for obtaining structured
information about specific neural network models.

7) Development of a subsystem for visualizing deep
machine learning models in the form of graph-schemes within
the framework of adaptive web interfaces.

8) Development of an application programming interface
based on the architectural style of REST, to provide a unified
program exchange.

9) Updating the repository of deep neural network models
in the process of solving practice-oriented tasks in the field of
ensuring conditions for sustainable development of Russian
regions.

10)Development of a recommendation system for the
selection and configuration of deep neural network models.

Work on the design, development and implementation of a
repository of deep neural network models involves obtaining
results characterized by scientific novelty. So, the ontological
model of the storage of deep neural networks should be
distinguished by the achievement of a detailed and
comprehensive systematization of deep machine learning
models used to analyze large spatial data by classes of design
problems to be solved, types of analyzed data, architecture,
objective (numerical) and subjective (expert) performance
metrics [16]. On the basis of the ontological model, a
conceptual storage scheme for deep machine analysis models
can be created in the form of a meta-language, which allows
them to be converted into representations used by modern
machine learning frameworks [17].

Graphical web interfaces of the repository of deep neural
network models should be justified from the standpoint of
system analysis of user experience, allowing the selection of a
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relevant machine learning model for solving specific problems
of spatial data analysis, obtaining systematized information
about the required deep neural network model. It is also
supposed to justify and deploy a subsystem for visualizing
deep learning models through web interfaces in the form of a
graph diagram, with the function of online editing of the model
topology within the capabilities of a thin web client, as well as
organizing an application programming interface based on
REST architectural style to provide unified programmatic
interaction with the repository. Of particular importance is the
design and development of a new recommender system for the
selection and configuration of deep neural network models,
which allows for a relevant search for an effective architectural
solution and its fine tuning for solving design problems
through a graphical web interface of the neural network
repository [18]. The repository of deep neural network models
acquires practical value if the database is updated with new
models for the analysis of spatial data, including remote
sensing data. Each deep neural network should be tested on test
sites in order to determine estimates of its effectiveness in
solving practical problems: classification of remote sensing
data, forecasting the development of natural processes.

IV. RESULTS AND DISCUSSION

A. Development of an Ontological Model of a Repository

The development of a deep neural network repository
should be based on an ontology that provides a formalized
description of entities (ANN topologies, learning processes and
accuracy assessment), as well as the relationships between
them [19]. The relevance of this provision is determined by the
hypothesis that the process of using deep learning to solve
design problems can be supported only if the acquired
knowledge, heuristics and rules are collected in a system for
which convenient means of interaction are organized.

An ontological model of a deep neural network repository
for spatial data analysis can be decomposed into domains of

Vol. 12, No. 5, 2021

deep machine learning models, tasks to be solved, and data
(Fig. 1). This allows you to give a comprehensive definition of
the formalized area of knowledge: each stored model must be
compared with a set of specific tasks and data sets (tensor,
raster, vector, attributive). The domain of machine learning
models is defined by concepts and relationships that describe
various topologies (branching and chain structures of layers of
various types (including fully connected, convolutional,
recurrent) with various activation and regularization functions),
as well as learning methods and algorithms.

The deep model is characterized by the format of the data
received for analysis and the type of the output signal, the loss
function, the initialization algorithm, the learning strategy
(with a teacher, without a teacher, with partial involvement of a
teacher, with reinforcement). Each deep model is associated
with a meta description containing its category, characteristics
of the project-oriented tasks to be solved, and guidelines for
applied use. The design solution must store pre-trained copies,
ready for solving design problems after fine-tuning. The
software implementation of the repository was carried out on
the basis of the artifacts of the object-oriented design stage,
including the determination of the use cases of the system, the
construction of structural and behavioral UML diagrams. The
development of graphical interfaces of the repository must be
carried out using Ul / UX design methodologies using a
software stack of web technologies, which will allow you to
use the repository from anywhere in the world connected to the
Internet. The API for interacting with external systems is based
on the REST architectural style.

Thus, the process of forming a repository of deep neural
networks in a digital SDI system should be based on a project-
oriented approach, based on which each stored deep ANN
should be compared with the range of design tasks within
which it can be used.
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Fig. 1. Ontological Model of the Repository.
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B. Designing the Storage Subsystem of Repository

To organize a data warehouse of a repository of neural
networks, it is advisable to use a comprehensive science-based
set of database management systems (DBMS). So, in relational
storages, the organization of the data integration process is
based on entities and relationships established between them.
The highly organized structure and flexibility makes relational
storage powerful and adaptable to different types of data
domains, tasks, and models. To store spatial data, it is
advisable to use a relational DBMS with support for spatial
operations: PostgreSQL MySQL. Alternative advantages to the
process of integrating spatial data can be provided by NoSQL
storages, which should be classified into the following
categories: a) resident databases - Redis (preferred for the
development of data caching systems, buffers of high-speed
exchange with the repository through software interfaces); b)
document databases - MongoDB, RethinkDB (relevant for
systematization of semi-structured data analyzed by neural
networks, such as information for monitoring spatial processes,
storage and registration of events); ¢) graph databases - Neo4j,
JanusGraph (useful for storing information about the structure
of neural network models); d) columnar databases -
ClickHouse, Cassandra (represent an uncontested solution for
organizing interactive analytical data processing modules
(OLAP components) in a neural network repository); e) time
series databases - InfluxDB, TimescaleDB (implemented to
collect and manage spatial data that change over time,
including indicators of the development of natural processes
and transactions of the Internet of Things). Thus, for
organizing a repository of deep neural network models, it is
advisable to use a scientifically grounded set of database
management systems integrated into a multi-model storage.

I
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C. Development of Interfaces for Interacting with the
Repository

The software implementation of the repository was carried
out on the basis of artifacts of the object-oriented design stage,
including the definition of the use cases of the system, the
construction of structural and behavioral UML diagrams with
the optimization of the object-oriented metrics of the system.
The development of graphical interfaces of the repository was
carried out using Ul / UX design methodologies using a
software stack of web technologies, which will allow you to
use the repository from anywhere in the world connected to the
Internet. The API is implemented using the REST architectural
style. The graphical web interfaces of the deep neural network
model repository should be equipped with navigation functions
that allow the selection of a relevant machine learning model
for solving specific problems of spatial data analysis from any
device connected to the Internet (via a web browser).
Subsystems for user authentication in the repository system
have the task of differentiating the rights to select, use and edit
models.

The developed web interfaces solve the problem of
providing information about a specific neural network model
(including a systematized description, architecture class, format
of analyzed and output data, information about topology,
subjective  and  objective  performance indicators,
recommendations for fine-tuning the model, examples of
practice-oriented use). To improve the convenience of
interacting with the repository, a subsystem for dynamic
visualization of learning models was developed based on
adaptive web interfaces in the form of dynamically aligned
graphs, with an interactive ability to directly edit the
architecture and topology of the neural network model through
a thin web client (web browser) (Fig. 2).

e yamashkin

Fig. 2. Graphical Interfaces for Editing a Deep Neural Network Model.
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In the field of neural networks, there are a huge number of
libraries, modules and patterns that can be implemented,
combined and used for a wide range of tasks. For a visual
display of the developed blocks with the aim of their effective
use, you can turn to the visual design paradigm. Visual
programming is the process of graphically representing a
program using a standard set of graphical elements. With
visual development, the number of forced control errors in the
program is significantly reduced, therefore, the quality of the
result obtained is increased.

When developing visual programming languages, drawing
of graphs is used as the main approach, that is, in the form of a
set of vertices (nodes) connected by arcs (edges). Unlike the
textual form of notation, in which objects (symbols and words)
form a sequence, and each object is associated only with the
left and right "neighbors"”, the graph form allows you to
visually depict more complex relationships, since in it each
object can be connected to several others objects. In this sense,
the text form is one-dimensional, while the graph form is two-
dimensional. The ability to vary the geometric dimensions,
shape and color of vertices, the appearance and thickness of
arcs, change the relative position of the vertices without
changing the topology of the graph significantly increases the
expressive capabilities of the graph form of the program
algorithm.

The creation of a visual (figurative) style of software
development is the main motive for the development of graph-
symbolic programming (GSP) technology. GSP technology is a
technology for designing and coding algorithms and models
based on a graphical way of representing programs, with the
goal of fully or partially automating the design, coding and
testing of software. This programming technology adheres to
two fundamental principles: a) visual, graphical form of
presentation of program algorithms and other components of
their specifications; b) the principle of structured procedural
programming. The implementation of this concept is excellent
for solving the problem of visual programming of neural
networks. Visual programming increases the clarity of the
presented codes, significantly reduces the number of errors
made at the design and coding stage of programs, and thereby
speeds up the development process and increases the reliability
of codes of developed programs. Together with the use of the
block approach, visual programming methods will not only
speed up development due to simple graphical
interchangeability of logical blocks, but also provide simple
portability of such programs. An application programming
interface (API) based on the REST architectural pattern
provides a unified interaction with the system for
programmatic data exchange, including deep model export,
editing, structured data retrieval, and other use cases.

The main directions for the further use of the expected
results:

1) Implementation of intelligent systems for forecasting
the development of natural and man-made emergency
processes based on new technologies of integration,
intellectual analysis and dissemination of large geospatial data
into the activities of industrial enterprises and executive
authorities of the region.

Vol. 12, No. 5, 2021

2) Provision of services for the use of a repository of deep
neural network models according to the SaaS (Software as a
Service) model with the possibility of flexible configuration of
the provided solution.

3) Design, development and implementation of geoportal
solutions aimed at creating information support for sustainable
development of ecological, socio-economic systems of
regions, effectively modified for specific corporate customers
on the basis of a project-oriented approach. Development and
development of socially-oriented geoportal solutions that
ensure the effective dissemination of spatial data about nature,
economy, social life, history and culture of the regions of the
world.

4) Development and implementation of practice-oriented
educational programs in the field of sustainable development
of regional and global ecological-socio-economic systems
with annual bilateral internships and practices to form
competencies in the field of information support for
sustainable development of world regions and global
ecological-socio-economic systems.

The repository of neural networks gains practical value
provided that the deep model storage is constantly updated. In
the course of further work on the project under a grant from the
President of the Russian Federation, it is planned to create and
test new models of deep machine analysis, which will be tested
in solving specific scientific and practical problems in the field
of analyzing the state of natural geosystems, predicting the
development and assessing the consequences of emergency
situations.

V. CONCLUSIONS

The conducted research allows us to determine the
reference points for the design, development and
implementation of a repository of deep neural network models:

1) Ontological model of the repository, which determines
the principles of systematization of deep models for the
analysis of spatial data according to the classes of problems to
be solved, the nature and dimension of the analyzed data,
architecture and topology, properties of efficiency.

2) A formalized storage scheme for deep machine
analysis models of spatial data in the form of a meta-language
that allows them to be converted into representations used by
modern machine learning software systems (Caffe, Torch,
MXNet, TensorFlow, Keras).

3) Adaptive graphical web interfaces of the repository
with navigation functions that allow you to select the relevant
machine learning model for solving specific problems of
spatial data analysis.

4) Subsystem for user authentication in the repository in
order to restrict the rights to read, use and edit neural network
models.

5) Adaptive web interfaces for obtaining systematized
information about the required deep neural network model,
including a systematized description, objective and subjective
performance indicators, type of architecture and topological

21|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

scheme (branching and chain structures of layers of various
types: fully connected, convolutional, recurrent), practical
recommendations for flexible setting hyper-parameters of the
model, examples of applied use.

6) Subsystem for visualization of the neural network
model of deep learning in the form of a graph diagram, with
the possibility of interactive online editing of the topology and
architecture of the model through a web browser, a thin client.

7) Recommended web system for the selection and
configuration of deep neural network models, which allows to
provide relevant search and fine-tuning for solving specific
design problems in the field of spatial data analysis.

8) An application programming interface based on the
REST architectural style, which allows for a unified
interaction for programmatic data exchange with the
repository (including import and export of deep models,
obtaining information about them).

9) Database of deep neural network models repository,
which includes pretrained models based on convolutional and
recurrent  layers,  regularization, normalization  and
subdescritization modules with the possibility of their direct
use for solving applied problems or further fine tuning.

The implementation of the project will make it possible to
form a platform solution for solving urgent scientific problems
of consolidation, storage, selection and effective use of deep
models for solving project-oriented problems in the field of
analyzing large arrays of spatial data. Integration of neural
network models into the repository will allow starting the
formation of a bank of intelligent algorithms designed to solve
specific problems in the field of spatial data analysis to ensure
sustainable development of regions, but also to solve the
problem of interactive search for an effective model by
forming a system of recommendations and developing expert
tools that optimize the choice of algorithms.
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Abstract—Indoor Positioning System (IPS) in generally
perform as a network of devices that always located the objects
or people inside a building wirelessly. An IPS has direction relies
nearby anchors and also can be entirely local to your
smartphone. With the rapid growth and sharp increase in Indoor
Positioning System (IPS) demand in the world, there are a lot of
researchers trying to invent new algorithm to develop IPS. This
paper proposed the Bluetooth-Base Indoor Positioning
Algorithm. The RF characteristics such as RSSI and WLAN
RSSI fingerprinting system normally formed by two phases, fist
is offline phase and second is online phase. Fingerprinting system
handling both off-line and online data and estimate the user’s
location. Our algorithm design is a collection of Weighted K-
Nearest Neighbors (WKNN) and Filtering algorithms by
KALMAN Filter. Finally, to avoid the problems of IPS and get a
better accurate we proposed two algorithms: Weighted K-
Nearest Neighbors Particle Filter (WKNNPF) and Weighted K-
Nearest Neighbors Extended Kalman Filter (WKNNEKF)
compare to KNN and WKNN result. After comparing we found
that the result of WKNNPF and WKNNEKEF is better result than
KNN and WKNN. The Probability in 3M of WKNN is about
79%, WKNNEKEF is about 89%, and WKNNPF is about 95.1%.
Among one of the proposed algorithms WKNNPF is better than
WKNNEKF on accuracy 1.7-2 meters with 42.2m/s response
time.

Keywords—Indoor Positioning System (IPS); Bluetooth low
energy; WLAN; RSSI; WKNNPF; WKNNEKF; KNN; WKNN

I.  INTRODUCTION

In present, indoor positioning system became more
interested and more advantages for the people in the world.
Many applications that we have seen some papers introduced
in field of m-commerce that based on the principle of the well-
estimated location of the various customer as well as in
wireless network sector. For example here, it is talking about
advertising in large stores or guides in museums which using
modern portable devices is possible, in case if we estimate the
exact location of a mobile terminal in every single time.

* Corresponding Author

Moreover, an automated delivery developed procedure, which
is the method based on the user location is also necessary in
term of to provide quality service in the area of wireless
network, especially in condition of overweight shipments [1].

Bluetooth  certification which is developed and
manufacturing by the Special Interest Group (SIG) has widely
point the technology that suitable for future use in the home or
any indoor environment [2][3]. Hence, the totally proposed
ideas of this paper was notice about the challenge with all of
the issues faced in location estimation plus with the general
evaluation criteria which focus on a Bluetooth-based indoor
positioning system as well. Although, we can realized that the
Location estimation take place in a mobile terminal without
any changes of the values in the geometry network zone. The
system developed as usual and it’s based on a well-known and
well-publicized of the triangular method by using the
theoretical of received signal strength of the surrounding
environment of the Bluetooth access point we have.

Anyways, to obtain precise position estimation, we must
determine the dependence between distance and the received
signal strength by specific condition carefully. Especially in
indoor areas, some relevant boundary conditions, like make use
of equations reflection and the wall drying for free as well as
propagation impossible. Then, the necessary distance is mainly
focus and calculated as well as by an approximate estimate of
the received signal strength indicator (RSSI) in simple ways
[4][5]. As we known that, the Bluetooth devices of retrieving
the actual received signal strength do not provide any interface
as well as we want, so our research developed based on this
positioning system focus on the point which using the RSSI
values that provided as mentioned as in the standard technic to
obtain a range estimate between the access point and the
mobile terminal as well. Although, this research demonstrated
the theory of mathematical system and introduced the
mathematical approach by positioning system is based. Our
steps start from the beginning with position estimating which
mainly based on signal strength using the Least Square
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Estimation (LSE), and then we have converted the RSSI
measurement to the distance. After that, the implementation
results of the actual test are presented.

Il. RELATED WORK

A. The Position Estimation based on Signal Strength

In this part we proposed the related technic which is a part
of achieving the result. As shown in below equation, a position
estimation method based on signal strength by using LSE is
introduced and explain in detail as well.

In the mobile network we assumed N>2 as the number of a
base station and the position of a base station k is defined

by; p—k=(Xk,yk)T,kel..N.

Hence, the distances ﬁ(;(), r, (X) between stations i, j
and a point in the x-y zone, has given as well as by

x=(xy)":
E(X) = (x=%) +(y - y,)?
[0 = (x=x)2 +(y—,)? o

The solution of the system of equation (1) as shown in
above section, it causes two possible intersections of the
corresponding circles. So, to get a perfect solution to solve this
problem, it’s importantly to calculate and set the location of the
mobile device which based on the distance between the
terminal and at least three different base stations among them is
included [6]-[9]. Other thing, the single distances also can be
obtained as well as by measuring the functional correlation to
the signal strength. If the value of the distance between both
points, the base station N>2 and the mobile terminal is already
known. Otherwise, the location estimate also can be effectively
as well by calculated using the LSE method. In numerical
operations, this method calculates that point correctly in the x-y
field, where the position that provides the least squared sum of
the distance to the boundary of all possible parts given by
Equation (2) as describe as below.

fi =\/(X_Xi)2+(y_yi)2
= (x= %) +(y-y;)?

1, J€l..N

@

Boundaries are directly calculated from Equation (3)
A rj2 =(x=%) +(y-Vy,)? _(X_Xj)2 —(y-¥)*@)
The position estimation is defined by m = (&, §)" .

H-m=C (@)
With
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y(N.1)

x(2,1) y(2,1) . ),z
H=|hyy N ,m={9]c= (O

hevny  Myonney [ijz
2

hx(i,j) = Z(Xj _Xi)
hy(i,j) = Z(Yj =)

_p2 2 22 22
And Ci=n - +X —X +Y] -V

Hence, below is the formula of location estimation of the
terminal:

=T aTuyigT
m=(HH)"HC ®)

B. The Approximation of RSSI Measurements

This section talked about the way of converting the signal
strength measurement into distances between shape of a sender
and receiver in the free fields. Below is the equation (6) [10]:

5(¥) = c(d (X)) ©

Variations of signal propagation in indoor areas normally
caused by dimming and reflection are strongly considered in
easy way as well as by equation (6). Because there is no line of
reflection and attention, this happened because those holding
Bluetooth device obtain signal propagation in the empty which
not suitable for indoor area. Hence, according to reason above
we chose to estimate the correlation between signal strength
and distance by focusing on on the measurement to improve
our estimation as well. Bluetooth specification at that moment
didn’t release the possibility to extract signal directly.
Consequently, after go through reason above we are using the
RSSI values set by the Bluetooth protocol to connect the
communication between the sender and the receiver in the
network as well as we have shown below [11]-[14]. The RSSI
value role as important paly that it is giving the distance
between the received signal strength and the optimal receiver
power rating, called the gold receiver power status. The
definition of a golden power receiver has explained and shown
in Fig. 1 below.

Upper Threshold

20+ 64B

Max = -56dBm

h 4 Lower Threshold

Min = 6dB above actual RX sensitivity

Fig. 1. Golden Receiver Power Rank of the RSSI.
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Here, we explain the Fig. 1 above about the golden receiver
power status about it working principle. It is determined by two
levels which describe below [15][16]. First is the low level that
noted by the 6dB to the actual the receiver and maximum of
this value mentioned by -56dBm. Second is the high level is
20dB on the low one. It provided accuracy of the upper
threshold and the noted with the value is about +6dB. Hence,
we can assume S assigned the received signal strength and the
value of S is noted by:

S =RSSI +T,,forRSSI >0
S =RSSI T, forRSSI <0

T, =T, +20dB -

Where: T : Upper Threshold

TU : Lower Threshold

Normally, pursuant to the definition of a gold recipient
rating determines the RSSI to distance conversion. Although, if
the value of RSSI is within the range of the golden receiver
defined by zero, it’s mean that, there is no special function can
be estimated as well as we can [17]. Therefore, only
measurements that provide result in a positive range of RSSI
could be considered and granted by functional estimation. Then
we can achieve the estimate result by the parameterization in
suitable function we chose:

y=clnx +b,
— 2
Y =C,+C X +C,X

Y =Cy+C,X +C, X% +¢.X° @®

I1l. METHODOLOGY

Our research methodology used the Bluetooth positioning
system model to provide a user interface as well as separated
into three levels. The indoor area under consideration is
covered by the x-y is the first stage of preparation phase, then
RSSI function is covering to the environmental conditions
which can estimated as well. Hence, the last part of our
solution we used the location method to determine the mobile
terminal location by dealing based on the RSSI estimation
measurement. In this relation, we are mainly focus on the
triangular method in term of mathematical calculations in
above section by calculation RSSI values of three entry points.
Below is the flowchart of the matching process which
mentioned as Fig. 2, it is detail and overview of the operational
analysis.

In addition to improve the fingerprint method (RSSI), our
algorithm design is a collection of Weighted K-Nearest
Neighbors (WKNN) and Filtering algorithms (KALMAN
Filter). Other thing, to avoid the problems of IPS and get a
better accurate we proposed two algorithms are WKNNEKF
and WKNNPF.

Vol. 12, No. 5, 2021

Test the RSS
sample data from
different AP in the
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Fig. 2. Flowchart of the Matching Process.

The access points have been assigned and share in a
laboratory room of school of information and communication
engineering, Guilin University of Electronic Technology. That
room is a computer room with a size of 12 x 21m which is
shown in Fig. 3.

In this experiment we have done carefully. We were
recorded several times of the distances of the randomly
selected sections to archive a good approximation function
between the RSSI and the single access point as well as we
can. The average results among of all measurements which
belonging to a segment and access point may generate the
RSSI reference value per segment. In our scenario, we can
realize from Fig. 2 and 3 and we can explain that the RSSI
values of all access points are best equipped with the
polynomial function of the order 3. The positioning algorithm
has been implemented in MATLAB.

= =
1 1 T 1
8 ®
1 1 I 1
1 1 I 1o
@ Lab 119 Lab 121
H & <(< <(< a
o El
6 @ = Aisle 6 @

Fig. 3. Indoor Environments Experimental.
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IV. RESULTS AND ANALYSIS

According to the experiment methodology, we separated
results with 3 different algorithms are WKNN Algorithm in
Fig. 4, WKNNEKF Algorithm in Fig. 5, WKNNPF Algorithm
in Fig. 6.

After we got the results in each algorithm of Fig. 4, 5, 6.
We found that the accurate point of WKNN algorithm is bigger
than WKNNEKF and WKNNPF algorithm, and the accurate
point of WKNNEKF algorithm is smaller than WKNN and
bigger than WKNNPF. And the last one is the accurate point of
WKNNPF algorithm is smaller than WKNNEKF and much
smaller than WKNN so far. Moreover, we have compared the
cumulative probability of the positioning error to find the best
performance of each algorithm in Fig. 7. Those algorithms
mentioned in three difference colors. Red stand for WKNN
algorithm, green stand for WKNNEKF algorithm and blue
stand for WKNNPF.

WKNN
1800 -

1400
1200

1000

-500 o 500 1000 1500 2000 2500

Fig. 4. WKNN Algorithm Result.

WKNNEKF

-500 ] 500 1000 1500 2000 2500

Fig. 5. WKNNEKF Algorithm Result.

WKNNPF

o 500 1000 1500 2000 2500

Fig. 6. WKNNPF Algorithm Result.
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Fig. 7. Errored of Distance/m.

TABLE I. THE PROBABILITY IN 3M
L . The
Algorithm Megn . M"."ml.Jm Ma?(lm.um probability
derivation derivation derivation '

in 3M
WKNN 3.2m 1.2m 3.8m 79.0%
WKNNEKF 2.5m 0.92m 3.0m 89.0%
WKNNPF 2.0m 0.22m 3.0m 95.1%

The result in Fig. 7 and Table | shows that the probability
in 3M of WKNN is about 79.0%, the probability in 3M of
WKNNEKF is about 89.0% which is better than WKNN about
10%, and the probability in 3M of WKNNPF is about 95.1%
which is better than WKNN about 16.1% and WKNNEKF
about 6.1%. 1t’s mean that the proposed algorithm WKNNEKF
is better than WKNN and the proposed algorithm WKNNPF is
better than WKNNEKF. After we found that WKNNPF
algorithm is the best algorithm among the proposed algorithm
in this paper, we try to find the algorithm response time of
WKNNPF algorithm performance. Then we found that
WKNNPF response time is 42.2m/s as shown in Fig. 8 below.

& Algorithm response time

60 |1

Response time (ms)

0 5 10 15 20 25 30 35 40 45

Testtimes

Fig. 8. WKNNPF Performance.
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V. CONCLUSIONS

In this paper, we carefully experimented with both theory
and practice to apply indoor location algorithms. As we all
know, there are many previous documents describing IPS with
different ways and solutions. Most of them focus on wireless
sensors to develop their new algorithms. In a similar way, this
paper proposes to study of the Bluetooth-based Indoor
Positioning Algorithm. Based on RF characteristics such as
RSSI and WLAN RSSI fingerprinting system normally
consists of two phases, offline phase and online phase.
Fingerprinting system handling both off-line and online data
and estimate the user’s location. Our algorithm design is a
collection of Weighted K-Nearest Neighbors (WKNN) and
Filtering algorithms by KALMAN Filter. Finally, to avoid the
problems of IPS and get a better accurate we proposed two
algorithms: WKNNPF and WKNNEKF which get the better
result than KNN and WKNN, and one of the proposed
algorithms WKNNPF is better than WKNNEKF on accuracy
1.7-2 meters with 42.2m/s response time.
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Abstract—Coronary Heart Disease (CHD) is one of the leading
causes of death nowadays. Prediction of the disease at an early
stage is crucial for many health care providers to protect their
patients and save lives and costly hospitalization resources. The
use of machine learning in the prediction of serious disease
events using routine medical records has been successful in recent
years. In this paper, a comparative analysis of different machine
learning techniques that can accurately predict the occurrence
of CHD events from clinical data was performed. Four machine
learning classifiers, namely Logistic Regression, Support Vector
Machine (SVM), K- Nearest Neighbor (KNN), and Multi-Layer
Perceptron (MLP) Neural Networks were identified and applied
to a dataset of 462 medical instances and 9 features as well
as the class feature from the South African Heart Disease data
retrieved from the KEEL repository. The dataset consists of 302
records of healthy patients and 160 records of patients who
suffer from CHD. In order to handle the imbalanced classification
problem, the K-means algorithm along with Synthetic Minority
Oversampling TEchnique (SMOTE) was used in this study. The
empirical results of applying the four machine learning classifiers
on the oversampled dataset have been very promising. The results
reported using different evaluation metrics showed that SVM has
achieved the highest overall prediction performance.

Keywords—Coronary heart disease; machine learning; predic-
tion; classification

I. INTRODUCTION

Heart disease refers to a wide range of conditions that
affect the structure and function of the heart. CHD is one of
the most common types of heart disease, and it is one of the
leading causes of death around the world. CHD occurs when
plaque builds up in the walls of the coronary arteries, it restricts
blood flow to the heart muscle, and will eventually result in
a heart attack. According to the Australian Institute of Health
and Welfare (AIHW), CHD was Australia’s leading cause of
death in 2018, accounting for 17,500 deaths. This accounts for
11% of all deaths in Australia and 42% of all cardiovascular
deaths [1].

Traditional risk factors for CHD are thought to be High-
LDL cholesterol, low-HDL cholesterol, high blood pressure,
diabetes mellitus, smoking, a family history of CHD, age,
obesity, and an unhealthy lifestyle [2]. The estimated cost of
CHD in 2015-16 in Australia was more than $2.2 billion.
Private hospital services and public hospital admitted patient
services accounted for a minimum cost of $813 million and
$693 million, respectively. The burden on the Pharmaceuti-
cal Benefits Scheme (an Australian Government subsidy on
medicine) for CHD was estimated to be around $218 million

[1].

CHD can however be effectively managed with a change in
lifestyle and adopting healthy habits, and hence save the high
cost of medical treatment and hospitalization if early detected.
With early detection of CHD, patients can have a range of
treatments advised by doctors to reduce the risk of future heart
problems and relieve or manage symptoms. In this context,
electronic health records (EHRs, also called medical records
(EMRs)) can be considered a useful resource of information
to help medical practitioners in the detection or the prediction
of CHD [3-6].

Advances in machine learning and artificial intelligence
have motivated many scientists to use such technologies in the
early detection of high-risk diseases such as heart diseases,
diabetes, various types of cancer [7-9]. Machine learning ap-
plied to EHR can be a useful tool for predicting the CHD event
with heart disease symptoms [10-12] as well as exploring the
most significant clinical features and risk factors that may lead
to heart attack and deaths. Clinicians and physicians can take
advantage of machine learning for clinical feature ranking and
unveil hidden and non-obvious correlations and relationships
between patients’ data. Several supervised machine learning
classifiers were used for this purpose and have achieved
success in this regard such as logistic regression, SVM, deep
learning, KNN, decision tree [3, 13-15].

However, most of the machine learning models designed
for the prediction of CHD have achieved modest accuracy [16],
More recent models show some improvements but only in the
prediction accuracy though [17, 18]. Moreover, the predicting
variables of these models have limited interpretability [5,
12]. Even though scientists have identified a large number of
predictors and indicators, there is still no consensus on such
clinical features and their roles in affecting the occurrence of
CHD [2, 19].

In this paper, we study a dataset of 462 medical records
obtained from South African Heart Disease. The dataset is a
quantitative sample of males in a heart-disease high-risk region
of the Western Cape in South Africa-KEEL[20]. The objectives
of this study are:

e To investigate machine learning techniques that
achieve a high prediction performance in predicting
CHD.

e  To identify the most effective machine learning models
that achieve the best prediction performance on the
given dataset.

e  And, to identify the best features that help in achieving
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the best performance on the given dataset.

In this study, the machine learning classifiers that have been
identified and utilized are Logistic Regression, SVM classifier,
KNN, and MLP Neural Network. They were identified based
on the literature as well as their performance on the given
dataset and the suitability of the nature of the available data.
The structure of the paper is as follows, we first discuss the
related work in section 2, then we discuss the methodology
in section 3, where we describe in detail the dataset, the
exploratory data analysis, and the feature selection methods.
The experimental framework is presented in section 4, results,
discussion, and conclusion are discussed in sections 5 and 6
respectively.

II. RELATED WORK

Several researchers have performed studies on routine
clinical data (or EHR) obtained from primary health care
centers or family practices to predict the occurrence of heart
disease [3, 21-24, 46]. Electronic health records have been used
or in combination with several machine learning algorithms
to predict CHD [25, 26]. Machine learning algorithms have
proved to be efficient techniques in predicting heart diseases
[3, 18, 27, 47].

In a study performed on 378,256 instances of patient
data obtained from UK family practices, the authors in [3]
have used the machine learning algorithms logistic regres-
sion, random forest, gradient boosting machine, and neural
networks. The authors have established that the algorithms
have improved the prediction of heart disease, CHD. Improve-
ments in accuracy according to AUC c-statistic are random
forest +1.7%, logistic regression +3.2%, gradient boosting
+3.3%, neural networks +3.6% when compared to baseline
American Association of Cardiology (ACA) and American
Heart Association method. In another study, the researchers
in an experimental analysis [22] have applied several machine
learning algorithms; Decision Tree, Naive Bayes, K-nearest
neighbors, SVM, Multi-Layer perceptron, radial basis function,
and Single Conjunctive Rule Learner individually and in
combination on the Cleveland dataset [28] which is available
at University of California Irvine (UCI) machine learning
repository. The authors have compared the algorithms using
Precision, Recall, F-Measure, ROC, and accuracy. Support
vector machine has provided the best results in the experiment
with 84.15% accuracy and 0.897 F-measure. They have applied
bagging, boosting and stacking methods to improve the results.

In recent work, the Cleveland and Statlog [29] datasets
are further experimented with, by another set of researchers
with impressive results [17]. Statlog dataset contains 270
samples with 150 absence of heart disease and 120 presence
of it. Cleveland database contains 303 instances with 164
without heart disease and 139 positive cases. The algorithms
used in this work were support vector machine, Logistic
Regression, Naive Bayes, deep neural networks, random for-
est, decision tree, and k-nearest neighbor. Their experiment
results have shown that deep neural networks work better for
Statlog database whereas SVM works better for the Cleveland
database. However, the accuracy in both cases is very high, a
fraction above 97%, which is signficantly high when compared
to any other study. While the reported accuracy was very
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high at 97%, the other metrics such as precision, recall
and specificity were not investigated which are important to
measure the efficiency of a machine learning algorithm.

In experimenting with ensemble machine learning algo-
rithms the authors in [27] have used 4 different datasets
obtained from Cleveland Clinic Foundation (CCF), Hungarian
Institute of Cardiology (HIC), Long Beach Medical Cen-
ter (LBMC), and Switzerland University Hospital (SUH) to
predict CHD. The datasets contain 303, 294, 200, and 123
instances, respectively. All the patient instances were formatted
uniformly with 76 attributes each out of which only 29 were
used due to missing values. Adaptive boosting algorithm has
been used for training and prediction. The experimental results
produced accuracy and F-score for the different datasets in
the order CCF — 80.14, 0.76; HIC- 89.12, 0.83; LBMC-77.78,
0.87; and SUH-96.72, 0.98.

In an experiment on deep learning, Baccouche et al. [30]
have worked on heart disease data consisting of 900 samples
with 149 attributes each, out of which 16% are related CHD
instances. The data was obtained from Medica Norte Hospital,
a Mexican hospital in Mexico. The authors have proposed
an ensemble neural network framework with Bidirectional
Long-Short Term Memory (BiLSTM) or Bidirectional Gated
Recurrent Unit (BiGRU) with a CNN model with an accuracy
rate of 91%.

Working on the dataset we are working on, Gonsalves
et al. [16] performed experimental analysis using Decision
Tree, Naive Bayes, and support vector machine algorithms
on WEKA tool. The accuracies obtained for all the three
algorithms are above 70% with Naive Bayes showing the
highest with 71.5%. They have attributed the low accuracy to
the small size of the dataset and the class imbalance problem
in the dataset.

Based on the literature it is noticed that machine learning
techniques such SVM, KNN, MLP Neural Networks, decision
tree and boosting algorithms are widely used for predicting
coronoary heart disease.

III. METHODOLOGY

We present the dataset we used for the experiment, ex-
ploratory data analysis, and feature selection methods used in
this section.

A. Dataset

The dataset for this study has been retrieved from South
African Heart Disease [20], which is a subset of a wider
dataset. It has a total of 462 medical observations (instances)
and 10 features, 9 as independent clinical features, and 1 is the
target variable, a labeled binary class as O or 1, i.e., CHD event
has been detected for the medical observations as positive or
negative. The data is for a group of men from a high-risk area
for heart disease in South Africa.

Each high-risk patient was monitored in the dataset and
the features retrieved were as follows: systolic blood pressure
(Sbp), cumulative tobacco in kg (Tobacco), bad cholesterol
also known as low-density lipoprotein cholesterol (Ldl), adi-
posity, family history of heart disease (Fambhist), type-A behav-
ior (TypeA), Obesity, current alcohol consumption (Alcohol),
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TABLE I. DESCRIPTION OF FEATURES IN THE DATASET

. Type and | Null
Feature Explanation Range Values
Systolic Blood  pressure  measure Numerical
Blood against the artery walls as the (101, 218] no
Pressure heart beats ’
Tobacco Accumulative tobacco in the Numerical o
body in (kg) [0.0, 31.2]
]é]l?;es— low-density lipoprotein, also Numerical o
called bad cholesterol [0.98, 15.33]
terol
Lo Adiposity is a measure of per- Numerical
Adiposity centage of body fat [6.74, 42.49] no
Family Family history of heart dis- .
History ease Binary [0, 1] no
Type A Type A behavior and person- Numerical o
Behavior ality [13, 78]
Obesit Weight-to-height ration mea- | Numerical o
¥ sure (body mass index, bmi) [0.0, 147.19]
. Numerical
Alcohol Current alcohol consumption 15, 64] no
. Numerical
Age Age of the patient (15, 64] no
CHD .
If Coronary heart disease was .
Event detected Binary 0, 1 no
target

age at onset (Age), and coronary heart disease (Chd) (yes=1
or no=0).

B. Data pre-processing

The original dataset was in .dat format, we have converted
it to .csv, and we edited the name of the columns to be
more expressive. We have encoded the existing categorical text
values in the original dataset into numerical values to be able
to be fitted into machine learning models. The description of
the features is shown in Table I.

C. Exploratory Data Analysis

The statistical quantitative characteristics of the dataset
for numerical features are described in Table II. It can be
noticed that the measurements for LDL Cholesterol, Obesity,
and also Type A Behavior has slight differences in the mean
value for patients with positive CHD event and negative event.
The visualization of the counts of observations of the Family
History binary class with respect to the negative CHD events
and positive CHD events, as well as frequency of the target
class CHD Event in the dataset, are shown in Fig. 1 and Fig.2
respectively. Out of 302 subjects without heart disease, 206 of
them do not have CHD in the family history whereas 96 have
the family history. For positive cases, 64 of them do not have
CHD in the family history and 96 have CHD in the family
history.

Fig. 3 presents the distribution of each feature’s data based
on CHD events with the minimum value, first quartile (Q1),
median, third quartile (Q3), and the maximum value. The
classes in many features seem overlapping, and several features
record many outliers in the dataset. The distribution of the data
is also skewed.
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TABLE II. STATISTICAL CHARACTERISTICS OF THE DATASET

Feature Full Sample Full Sample Full Sample
mean std mean std mean std
Systolic
Blood 138.33 20.5 143.74 | 23.68 135.46 17.98
Pressure
Tobacco 3.64 4.59 5.52 5.57 2.63 3.61
LDL
Choles- 4.74 2.07 5.49% 2.23 4.34% 1.87
terol
Adiposity 25.41 9.82 54.49%* 10.25 | 52.37* 9.52
Tope A s3p | o2 | s449¢ | 1025 | 52.37¢ | 9.52
Behavior
Obesity 26.04 4.21 26.62* 4.39 25.74%* 4.09
Alcohol 17.04 24.48 19.15 26.18 15.93 235
Age 42.82 14.61 50.29 10.65 38.85 14.88
Free] Family_Histony
-_— O
178 -_—
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E 100
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=
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] 1
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Fig. 1. Family History vs CHD_Event.
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Fig. 2. Frequency of Positive and Negative CHD Events in the Dataset.

D. Feature Selection

The dataset includes many of the widely known risk factors
or features that cause CHD, but we aim to rank which features
are the most relevant to the target in predicting CHD and which
features are the least relevant. This allows it to be further
analyzed and interpreted by experts in the domain and could
be used as the basis for gathering more or different data.
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Fig. 3. Boxplot Representing the Distribution of Data Features with respect to CHD_Event.

1) ANOVA method: ANOVA stands for &dnalysis of vari-
anceidnd it is a parametric statistical hypothesis test that
determines whether the means of two or more samples of data
(usually three or more) come from the same distribution or
not [31]. An F-statistic, also known as an F-test, is a class
of statistical tests that use a statistical test like ANOVA to
measure the ratio between variance values. An ANOVA f-test
is a type of F-statistic that uses the ANOVA method [32].

We used an implementation of the ANOVA f-test function
from the scikit-learn machine learning library, which suits
our classification problem task. Table III shows the scores
of ANOVA f-test ranking of the features, i.e., the scores
calculated for each input feature and the target variable (CHD
Event) in descending order, the higher the score, the more
important the feature.

2) Feature Importance: Statistical methods calculate the
score of the feature ranking with relation to the features and
the target variable, however, the importance and ranking of the
features might be different when working together to predict
the target variable. However, using machine learning methods
for feature ranking provides insight into prediction models and
which features are the most important and least important to
the models when making a prediction.

Another method we used to compute a set of feature
importance scores for our dataset is the permutation feature
importance. The concept of Permutation Feature Importance
was first introduced by Breiman [33] and applied to a random
forest model. Permutation Feature Importance works by ran-
domly changing the values of each feature column, one column
at a time. It then evaluates the model.

TABLE III. ANOVA F-TEST RANKING

Feature Score
Age 74.330
Tobacco 45.400
Family History 36.861
LDL Cholesteroal 34.197
Adiposity 31.756
Systolic Blood Pressure 17.674
Type A Behavior 4.948
Obesity 4.655
Alcohol 1.806

We have used the permutation_importance function from
scikit-learn library with Random Forest as the fit model. We
chose accuracy as the standard metric to measure performance
in this context because this a classification problem. The
ranking of the features is shown in Fig. 4.

The different methods of feature ranking showed that
several features are most common as the most important
features such as Age, Tobacco, LDL Cholesterol, Systolic
Blood Pressure, Adiposity, and Family History. However, in
our machine learning modeling experiments we used almost
all the features and dropped Obesity as it has a high correlation
with Adiposity, we used Pearson’s correlation to calculate the
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Fig. 4. Feature Importance using Random Forest.

score of the correlation between features and to drop the most
correlated ones.

3) Pearson’s Correlation Coefficient: Pearson’s Correlation
method is used for finding the feature correlation to remove
the redundant features. As shown in Fig. 5, the correlation is
represented as a number between -1 and 1, which indicates the
extent to which two variables are related.

A correlation coefficient higher than 0.7 is considered
strong and therefore one of the features can be dropped because
this will affect the prediction accuracy. Given this, the obesity
feature was dropped from the training dataset.

IV. EXPERIMENTAL FRAMEWORK

In this study, we used scikit-learn Python library to conduct
the experiments, the selected models, namely, Logistic Regres-
sion, SVM, KNN, and MLP Neural Network were applied on
the dataset described in the last section, with 462 samples, 8
predictors (dropping Obesity feature) and 1 target variable.

Ten-fold stratified cross-validations were used for model
training and testing. The stratified folds were used in these
experiments because the dataset is imbalanced with evident
imbalanced class distributions, as discussed earlier.

The machine learning techniques utilized for the prediction
of CHD are set up as follows:

A. Logistic Regression

The logistic regression technique uses the logistic function
[34] to model a binary dependent variable. The technique is
capable of solving linear separable classes as well as complex
problems. We have used the GridSearchCV function from
scikit-learn library to find the optimal parameters, and the
logistic regression was configured with ‘Ipfgs’ solver, ‘12’
penalty, and we set up ‘C’ to 0.25.
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B. SVC

Based on the Support Vector Machine algorithm [35], this
technique separates data points that belong to different classes
with a decision boundary (hyperplane). The main parameter
here is the kernel, it maps the observations into some feature
space. With the help of GrisdSearchCV function, the kernel
was set up to ’rbf’, ‘C’ to 10 and we configured ‘gamma’ to
auto.

C. KNN

KNN does not try to build an internal model, the compu-
tations are not done until the classification time. KNN stores
instances of the training data in the features space and the class
of an instance are determined based on the distance measure
from its neighbors, Therefore, the most important parameter is
the number of neighbors to be considered, here we set it up to
17. We used the elbow method [36] to calculate the optimal
number of neighbors. And we set up ‘minkowski’ as the metric
for the distance measure.

D. MLP Neural Networks

MLP is a neural network that consists of more than two
layers with a number of neurons in each layer. We set up
3 layers with 50, 20, and 10 neurons consecutively. The
activation function was set up to ‘tanh’ and the learning rate
to ‘0.01°.

E. Classification of Evaluation Metrics

Accuracy, Precision (Positive predictive value), Recall
(Sensitivity or True Positive rate), F1 score, in addition to
Specificity (True Negative rate) were mainly used to evaluate
the performance of the prediction models.

To calculate these, the confusion matrix is used to describe
the performance of each predicted negative and positive class,
as in Fig. 6.

Where:

e TN: is the total number of patients who correctly
identified that they have no CHD.

e  FN: is the total number of patients incorrectly identi-
fied that they have no CHD.

e TP: is the total number of patients correctly identified
that they have CHD.

e FP: is the total number of patients incorrectly identi-
fied that they have CHD.

In imbalanced datasets precision, recall, and F1 score are
often more important measures than accuracy. In this problem,
even the accurate prediction of the CHD patients matters the
most, i.e., high precision or high recall [37]. However, there
is always a precision/recall trade-off, and in CHD prediction,
high recall might be even preferred over high precision.

The aforementioned metrics can be calculated from the
confusion matrix as follows:
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Fig. 5. Pearson’s Correlation Matrix.
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F. Data Oversampling

In general, many medical datasets show signs of imbal-
anced class distribution which greatly hampers the detection of
rare events, as most classification methods implicitly assume
an equal occurrence of classes [38, 39]. The dataset of this
study is a very small size with a total of 462 instances,
distributed into 302 negative CHD instances and 160 positive
CHD instances.

In an imbalanced class distribution problem, the sample
size is critical in evaluating the classification model, and the
high error rate caused by the imbalanced class distribution
decreases as the size of the training dataset increases [39].
Furthermore, in the dataset at hand, many variables are not
linearly correlated, not linearly separable, and are complexly
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TABLE IV. PREDICTION RESULTS - MEAN OF 10 FOLD
CROSS-VALIDATION

Classifier Accuracy F1 Score Precision| Recall Specificity
SVM 0.738* 0.550 0.679 0.463 0.884
MLP Neural Net- | 3 0553 | 0.661 0.475 0.871
work

KNN 0.732 0.504 0.7% 0.394 0.911*
Logistic Regression 0.727 0.563* 0.633 0.506* 0.844

overlapping, as discussed earlier. The authors in [40] have
stated that not the imbalanced distribution of classes is the
main problem in the classification with imbalanced data clas-
sification, but many characteristics, among them “the presence
of small disjuncts, the lack of density in the training data, the
overlapping between classes, the identification of noisy data”.

Several techniques have been introduced and used for
handling the imbalanced datasets and improving the predic-
tion [41-43]. In this study we have used Synthetic Minority
Oversampling TEchnique (SMOTE) for short, this technique
was first described by [41]. In particular, we have used the
K-means SMOTE method [44, 45].

1) K-means SMOTE: SMOTE with the K-means method
improves classification by producing minority class samples in
safe areas of the input space. The method reduces noise while
effectively addressing imbalances within and within samples.
We used the KMeans SMOTE class from the imbalanced-learn
Python library.

V. RESULTS

The mean accuracy results of applying the 10-fold stratified
cross-validation on the dataset were obtained show that SVM
slightly outperformed MLP neural network classifier, KNN,
and Logistic Regression. The results were 73.8%, 73.4%,
73.2% and 72.7% respectively. However, as discussed before,
accuracy alone is not the main concern here because this is
an imbalanced dataset, the distribution of the labeled target
class is unequal. The mean scores of applying 10-fold stratified
cross-validation with F1 score, Precision, Recall, Specificity of
the 4 classifiers are summarized in Table IV. The results show
improvements in the accuracy compared to previous research
results on the same dataset.

A. Results on the Oversampled Dataset

The dataset now has 604 samples with 302 instances with
negative CHD events and 302 instances with positive CHD
events. The mean scores of applying the classifiers 10-fold
stratified cross-validation on the dataset after oversampling
are summarized in Table 5. The classifiers are ordered based
on the accuracy we also calculated the Matthews Correlation
Coefficient (MCC) score, to highlight which classifier achieved
good results in all 4 categories of the confusion matrix.

Vol. 12, No. 5, 2021

10

09

08

Precision

0.7

0.6

05

0.0 02 04 06 08 10
Recall

Fig. 7. Precision vs Recall in SVM.

The results show major improvement on the recall score
with an average of 32% for all classifiers. From 10 fold
cross-validation, MLP neural network has recorded an average
80.3% of Recall score, while KNN has achieved an average
80% of Precision score and an average 85.8% of Specificity
score. The overall accuracy for all classifiers has also been
improved, SVM has achieved the highest overall accuracy and
good results in all scores combined.

Fig. 7 shows the plot of the precision vs recall for SVM
classifier, as it can be noticed the precision has dropped at
around 78% of recall, so we can even create an SVM model
with let’s say over 85% of Precision score with over 71% of
recall by tunning the threshold of precision.

VI. DISCUSSION AND CONCLUSION

Our results show that, given sufficient data and proper
selected clinical features, machine learning techniques are
capable of predicting the occurrence of CHD events with
high accuracy. The application of the four machine learning
techniques SVM, KNN, MLP neural networks, and logistic
regression using the South African Heart Disease dataset with
the selected features reported roughly as high as 74% accuracy.
While this shows a noticeable improvement in the prediction
performance compared to previous researches on the same
data, the main issue in this study was to resolve the imbalanced
classification problem in the dataset and achieve even higher
scores in Precision and Recall in particular, in addition to
improving the overall prediction accuracy. Such a problem
in the dataset was tackled by applying K-means SMOTE
oversampling techniques, and as a result, the prediction per-
formance of all prediction models has significantly enhanced,
with an average improvement of 32% on the Recall score and
an average improvement of 11% on the Precision score.

Among the four prediction techniques applied on the
oversampled dataset in this study, SVM has obtained the best
results in all the four confusion matrix categories, marginally
followed by KNN, MLP neural network, and logistic regres-
sion respectively. However, from the usability standpoint, one
might choose to use KNN as a prediction model for this
problem, since KNN has obtained an 80% Precision score and
around 86% Specificity score. Whereas MLP neural network
has reported an 80% Recall score. Recent trends in prediction
and classification are going toward using a combination of
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TABLE V. PREDICTION RESULTS ON THE OVERSAMPLED DATASET- MEAN OF 10 FOLD CROSS VALIDATION

Classifier MCC Accuracy F1 Score Precision Recall Specificity
SVM +0.561 0.781%* 0.780 0.784 0.776 0.785
MLP Neural Network +0.549 0.774 0.781 0.760 0.803* 0.745
KNN + 0.553 0.776 0.767 0.8* 0.737 0.858*
Logistic Regression +0.538 0.769 0.775 0.755 0.795 0.742

prediction techniques for more accurate and more reliable
outcomes. That is, it is a good idea in practice to use the SVM,
KNN, MLP neural network classification models together
for predicting the positive and negative CHD cases, as they
strengthen and complement each other.

Our feature selection techniques have showed and con-
firmed that clinical features and risk factors such as, Tobacco,
LDL Cholesterol, Systolic Blood Pressure, Adiposity, and
Family History are among the most important features that
help in the early detection and the prediction of the presence
of CHD events from medical records. Medical practitioners
can take advantage of the exploratory data analysis conducted
on the dataset to show correlations and relationships between
patients’ data.

The success of machine learning relies heavily on the rich-
ness of the data representing the phenomenon under consid-
eration. Even though the selected dataset has the most widely
known features and risk factors for predicting CHD, with a
rather rich set of features, more data and more variables can
potentially help improve the prediction results. If additional
external datasets with the same features from different regions
had been available, we would have used it as a validation of
our findings.

As future work, we are planning to apply our machine
learning approach on other datasets of cardiovascular diseases,
cancer, and infectious diseases. We are also preparing to
deploy the models as a web service and integrate it in a web
application to allow medical practitioners assess its usability
in the real world.
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Abstract—Cyber-physical systems (CPS) integrate computa-
tion and communication capabilities to monitor and control
physical systems. Even though this integration improves the
performance of the overall system and facilitates the application
of CPS in several domains, it also introduces security challenges.
Over the years, intrusion detection systems (IDS) have been de-
ployed as one of the security controls for addressing these security
challenges. Traditionally, there are three main approaches to IDS,
namely: anomaly detection, misuse detection and specification-
based detection. However, due to the unique attributes of CPS,
the traditional IDS need to be modified or completely replaced
before it can be deployed for CPS. In this paper, we present
a survey of specification-based intrusion detection techniques
for CPS. We classify the existing specification-based intrusion
detection techniques in the literature according to the following
attributes: specification source, specification extraction, specifi-
cation modelling, detection mechanism, detector placement and
validation strategy. We also discuss the details of each attribute
and describe our observations, concerns and future research
directions. We argue that reducing the efforts and time needed
to extract the system specification of specification-based intrusion
detection techniques for CPS and verifying the correctness of
the extracted system specification are open issues that must be
addressed in the future.

Keywords—Cyber-physical systems; intrusion detection systems;
specification-based intrusion detection mechanism; security

I. INTRODUCTION

The recent years have witnessed an increasing growth in
the development and deployment of different types of cyber-
physical systems (CPS). CPS have shaped every aspect of our
lives as their applications span through several domains includ-
ing electrical power grids, water and wastewater management,
oil and gas sector, traffic systems and many other domains.
Considering the nature of CPS, security incidents could lead
to physical harm to people, destruction of property or envi-
ronmental disasters. For this reason, the secured operation of
CPS is a major concern for all stakeholders.

According to Gartner analysts [1], CPS security incidents
are expected to rise in the coming years due to a lack of
security focus and spending that are aligned to CPS. They also
observe that the liability for CPS security incidents will not
only affect the corporate entity but will also lead to a personal
liability for 75% of CEOs by 2024. This is a wakeup call
for all those charged with the responsibility for the secured
operation of CPS and for greater attention to the development
and deployment of appropriate security controls for CPS.

One of the security controls for CPS involves the use of
intrusion detection systems (IDS). Traditionally, there are three
main approaches to IDS, namely: anomaly detection, misuse
detection and specification-based detection. However, due to
the unique attributes of CPS, the traditional IDS need to be
modified or completely replaced before it can be deployed for
CPS. A discussion of the techniques and challenges on the use
of IDS in CPS have been provided by Han et al. in [2] . Our
interest in this paper is to survey the use of specification-based
intrusion detection techniques for CPS.

Some works in the literature have conducted surveys re-
lated to the use of IDS for CPS [3], [4], [5]. Mitchell and Chen
[3] presents a survey of IDS design principles and techniques
for CPS. They categorize the existing CPS IDS techniques in
the literature, describe their advantages and disadvantages and
suggest future research areas. Zarpelao et al. [4] also conducted
a survey of IDS in Internet of Things (IoT). They classify
the IDS proposed in the literature according to the following
attributes: detection method, IDS placement strategy, security
threat and validation strategy. A much recent survey related to
the use of IDS for CPS is presented by Wu et al. [S]. They
conducted a survey of the proposed IDS designs for in-vehicle
networks. However, to the best of our knowledge, none of the
existing surveys have considered the use of specification-based
IDS for CPS.

In this paper, we present a survey of specification-based
intrusion detection techniques for CPS. In particular, we
classify the existing specification-based intrusion detection
techniques in the literature according to the following at-
tributes: specification source, specification extraction, speci-
fication modelling, detection mechanism, detector placement
and validation strategy. We also discuss the details of each
attribute and describe our observations, concerns and future
research directions. We argue that reducing the efforts and time
needed to extract system specification of specification-based
intrusion techniques for CPS and verifying the correctness
of the extracted specification are open issues that must be
addressed in the future.

The rest of this paper is organised as follows. Section II
presents a discussion on CPS and specification-based intrusion
detection, which provides an understanding for describing the
suitability of specification-based intrusion detection techniques
for CPS. Section III provides a survey of specification-based
intrusion detection techniques for CPS and the proposed tax-
onomy. Section IV describes our observations, concerns and
future research directions, which is one of the most relevant
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contributions of this work. Section V concludes the paper.

II. BACKGROUND
A. Cyber-Physical Systems

CPS facilitate the integration of computation and commu-
nication capabilities to monitor and control physical systems.
This enables the accomplishment of time-sensitive functions
with different degrees of interaction with the environment,
including human interaction [6]. As a result of this, CPS are
called time-sensitive systems which makes timing a central
theme in their design and implementation. CPS are also
referred to as safety-critical systems because the failure of
the system due to faults or other external influences, could
endanger the lives of humans operating the physical systems,
those embedded with the CPS (medical devices) or those
within the radius of their operation (nuclear plants). The
application of CPS span through several domains and they
include modern vehicles, medical devices, industrial systems,
etc., all with different standards, requirements, communication
technologies, and time constraints.

The general architecture of CPS is depicted in Figure 1.
CPS as showed in the diagram, typically have a physical
system that is being monitored and controlled, a set of sensors
that report the state of the physical system, a set of actuators
that are used by the controllers to maintain the system in the
desired state, and a set of controllers (or a controller) that
monitors and controls the physical system using the sensors
and actuators, and via a communication channel [7]. The
interaction between these components of CPS is known to
be vulnerable to cyber attacks. For example, a power station
located north of the city of Kiev, Ukraine, suffered a cyber
attack which blacked out a portion of the Ukrainian capital
equivalent to a fifth of its total power capacity [8]. This calls
for increased efforts towards addressing the security issues of
CPS.

Sensors

Actuators

Physical
System

cl c2 c3

Distributed Controllers

[7]
Fig. 1. The General Architecture of CPS.

There are several security challenges in the operation of
CPS. These challenges can be attributed to the unique features
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of CPS which makes the traditional security solutions ineffec-
tive in addressing the security challenges of CPS. For example,
CPS have time constraints because the physical processes
are generally time-aware and deadline sensitive [9]. Also, the
complexities in the analysis and design of security solutions
for CPS are further exacerbated by the need to understand
and address the upstream and downstream dependencies of
the component systems [6]. Therefore, the current information
technology (IT) security controls would have to be modified
significantly or to be completely replaced because they are
unable to address the security challenges of CPS.

One of the security solutions for CPS involves the use
of intrusion detection systems (IDS). There are three main
approaches to IDS, namely: anomaly detection, which relies on
comparing current behaviour with the pre-established normal
behaviour to detect an intrusion; misuse detection, which use
intrusion signatures to detect an intrusion; and specification-
based detection, which depends on the monitoring of the
specified system behaviour to detect an intrusion [10]. A
review of the existing intrusion detection techniques for CPS
has been provided by Mitchell and Chen in [3] and Han et
al. in [2] discuss the techniques and challenges of intrusion
detection in CPS. We are interested in the use of specification-
based IDS for CPS in this paper. The following subsections
provide an in-depth discussion on specification-based IDS and
its suitability for CPS, so as to motivate our survey of the
existing specification-based intrusion detection techniques for
CPS.

B. Specification-based Intrusion Detection

The notion of specification-based intrusion detection was
first introduced by Ko et al. in [10]. It leverages the specifi-
cation of a system, which describes the expected behaviour of
the system. Any deviation of the system operations from the
defined correct behaviour is flagged as a security violation. In
general, the specification-based intrusion detection process in-
volves the use of a specification source to extract the expected
behaviour of a system, which in turn is modelled. A detection
mechanism is then applied to the modelled specification for
monitoring the system behaviour for any deviation. Figure 2
provides a diagrammatic illustration of the specification-based
intrusion detection process.

Specification-based intrusion detection has shown to be a
better approach to IDS than anomaly detection and misuse
detection [11]. Even though anomaly detection is able to
detect novel attacks, it suffers from a high rate of false alarm
because unseen legitimate system behaviours are classified
as anomalies. Misuse detection, on the other hand, does not
generate false alarms but it is unable to detect novel attacks.
Hence, specification-based appears to be the mean between
misuse detection and anomaly detection because it combines
the advantages of both approaches. Its false positive rate is
similar to misuse detection as it does not generate false alarms
when unusual system behaviours are discovered. Similar to
anomaly detection, specification-based intrusion detection is
able to detect novel attacks because it detects attacks as
deviations from the defined correct system behaviours.

The use of specification-based intrusion detection spans
through several domains. Initially, it was intended for execution
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Fig. 2. Specification-based IDS Process.

monitoring of security-critical programs in distributed system
[10]. However, it has been applied to routing protocols such
AODV [12], [13], [14] or OSLR [15], DNP3 protocol [16],
[17], [18] Voice over IP [19], [20], [21] and other areas of
CPS as discussed in section III. A practical experience in the
use of specification-based intrusion is presented by Uppuluri
and Sekar in [11]. In this work, the experiments conducted
show that specification-based intrusion detection is able to
detect 80% of the attacks without knowledge about the attacks
or the attacker behaviour. They observe that the combination
of specification-based intrusion detection with some misuse
specification increases the detection ability to 100% with 0%
false positive rates.

Specification-based intrusion detection can also be com-
bined with anomaly detection. This is the method adopted by
Sekar et al. in [22] and Stakhanova et al. in [23]. Sekar et
al. [22] use state-machine specification in combination with
information about statistics that need to be maintained to detect
anomalies. They evaluate effectiveness of the approach is using
1999 Lincoln Labs intrusion detection evaluation data and the
results show that the proposed intrusion detection approach
detects all of the probing and denial of service attacks with a
low rate false alarm. In the case of Stakhanova et al. [23] the
proposed technique facilitates the automatic development of
the normal and abnormal behaviour specification in a form of
variable-length pattern classified using anomaly-based method.
They assess the proposed technique via simulations using
publicly available synthetic data and the results show that the
approach can detect unknown anomalous behaviour and known
anomalous behaviour with a low rate false alarm.

C. Suitability of Specification-based Intrusion Detection for
Cyber-Physical Systems

There are several characteristics of CPS that makes
specification-based intrusion detection the most suitable type
of intrusion detection approach for CPS. One of these char-
acteristics is the laws of physics that govern the physical
systems in CPS. The IDS deployed in CPS are expected
to monitor physical processes for intrusion. These physical
processes are governed by the laws of physics, which makes
certain behaviours of the physical systems more likely to
be seen than others [3]. Thus, specification-based intrusion
detection technique can be used to define these behaviours
and to monitor the physical systems for any deviation from
these expected behaviours.

Another feature of CPS environment is that activities are
usually automated and time driven in a closed-loop settings [3].
This provides some regularity and predictability in the CPS
environment which can be used for monitoring. It is different
from the IT environment where activities are user triggered
and users’ behaviours can be very unpredictable. Consequently,
the regularity and predictability of CPS environment can be
exploited by specification-based intrusion detection to define
the correct behaviours of the system, which is subsequently
used to monitor behaviours outside the defined behaviours.

Moreover, the protocols deployed in CPS are well-known
and widely used which makes it easy to extract the correct
behaviour of the system. As a result of this, it is attractive
to use specification-based intrusion technique for CPS. This is
because the protocol specifications which are readily available
can be used as specification source to extract the expected
behaviour of the system. Also, specification modelling and
detection mechanism can then be employed to complete the
specification-based intrusion detection process.

III. SPECIFICATION-BASED INTRUSION DETECTION
TECHNIQUES FOR CYBER-PHYSICAL SYSTEMS

In this section, we present a survey of specification-based
intrusion detection techniques for CPS. We observe that a
common feature of the specification-based intrusion detection
techniques for CPS is as follows: a set of properties, which
indicates the correct system behaviour is sourced, extracted and
modelled; and then, a detection mechanism is used to monitor
for any deviation from the defined system specification. Using
this understanding, we classify the existing literature according
to the following attributes: specification source, specification
extraction, specification modelling, detection mechanism, de-
tector placement and validation strategy. The proposed tax-
onomy of specification-based intrusion detection techniques
for CPS is depicted in Figure 3 and Table I summarizes
the existing works on specification-based intrusion detection
techniques for CPS.

A. Specification Source

Specification source refers to how the set of properties
that indicates the correct system behaviour is obtained. There
are three major specification sources of specification-based
intrusion detection techniques for CPS, namely: protocol spec-
ification, reference model and observed behaviour.
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Specification-based
Intrusion Detection
Techniques for CPS

Specification Specification Specification Detection Detector validation
Source Extraction Modelling Mechanism Placement Strategy
Manual Automatic Distributed Centralised Hybrid
Protocol Reference Observed state-based Transition- Trace-based Others
Specification Model Behaviour based
State-based Bro Ns-2 Real-time
Simulator Model
Hypothetical Empirical Simulation Theoretical None

Fig. 3. Taxonomy of Specification-based Intrusion Detection Techniques for CPS.

1) Protocol Specification: Protocol specification is a formal
document that defines the expected behaviour of a system.
Given the well-defined behaviour of CPS, several protocol
specifications have been deployed as the specification source
to describe its correct behaviour in many studies. For example,
Tseng et al. in [12] utilise the Ad hoc distance Vector (AODV)
routing protocol specification as specification source. Other
works that have employed AODV routing protocol specifica-
tion as specification source include Hansson et al. in [13] and
Hassan et al. in [14].

Gil et al. in [24] have used IEEE 802.11 protocol and
the extensible authentication protocol (EAP) specifications as
specification source to define the desired behaviour of wireless
local area network. Song et al. in [25] combine both informal
protocol specification and other documents from dynamic reg-
istration and configuration protocol as specification source. The
spanning tree protocol (STP) specification has been leveraged
as specification source by Jieke et al. in [26] to describe the
expected behaviour for carrier Ethernet network infrastructure.
And Tseng et al. in [15] use H.323 protocol specification as
specification source.

McParland et al. in [18] deploy protocol guidelines for
both ModBus TCP and DNP3 as specification source. They
abstract the specific details away of the protocols to focus on
the physics models of the system. Unlike them, Lin et al. in
[16] and [17] employ only DNP3 as specification source to
extract the normal behaviour of the system. Further, Berthier

and Sanders in [27] use C12.22 standard protocol specification
as specification source to ensure that all violations of the
specified security policy of the system will be captured.

The controller area network (CAN) protocol specification
has been utilised by Olufowobi et al. in [28] as specification
source. Larson et al. in [29] employ the CAN protocol version
2 and the CANOpen application layer draft standard 3.01 as
specification source to extract the expected behaviour of elec-
tronic control unit of an in-vehicle network. Also, Esquivel-
Vargas et al. in [30] exploit the Building Automation and
Control Networks (BACnet) protocol as specification source
to depict the normal behaviour of each device in the BACnet
network.

2) Reference Model: The reference model of the system
under consideration has also been employed in several studies
as specification source, to obtain the correct system behaviour
[31], [32], [33], [34]. Mitchell and Chen in [31] employ the
reference model of a modern electrical grid CPS embedding
physical components as specification source. They also use the
reference model of unmanned air vehicles and reference model
of medical CPS in [32] and [33] respectively as specification
sources. Also, Sharma et al. in [34] utilize the reference model
of unmanned air vehicles CPS as specification source.

3) Observed Behaviour: Observed behaviour of the system
under consideration is another method that can be employed
as specification source, to define the correct behaviour of a
system. It involves the monitoring of a system during its
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TABLE I. SUMMARY OF THE EXISTING WORKS ON SPECIFICATION-BASED INTRUSION DETECTION TECHNIQUES FOR CPS

Reference Specification Source Specification Extraction Specification Modelling ~ Detection Mechanism  Detector Placement ~ Validation Strategy
[12] Protocol Specification Manual State-based State-based Distributed Hypothetical
[13] Protocol Specification Manual Stated-based Other Methods Distributed Simulation
[14] Protocol Specification Manual NS-2 Simulator Other Methods Distributed Simulation
[15] Protocol Specification Manual State-based State-based Distributed Simulation
[16] Protocol Specification Manual Bro State-based Centralised Simulation
[17] Protocol Specification Manual Bro State-based Centralised Simulation
[18] Protocol Specification Manual Bro Transition-based Centralised Simulation
[24] Protocol Specification Manual State-based Transition-based Centralised Simulation
[25] Protocol Specification Manual State-based Trace-based Centralised Theoretical
[26] Protocol Specification Manual State-based Other Methods Distributed None
[27] Protocol Specification Manual State-based State-based Centralised Empirical
[28] Protocol Specification Automatic Real-time model Trace-based Centralised Simulation
[29] Protocol Specification Manual Not Specified Other Methods Hybrid Hypothetical
[30] Protocol Specification Automatic Bro Not Specified Centralised Simulation
[31] Reference Model Manual State-based State-based Distributed Simulation
[32] Reference Model Manual State-based State-based Distributed Simulation
[33] Reference Model Manual State-based State-based Distributed Simulation
[34] Reference Model Automatic State-based State-based Distributed Simulation
[35] Observed Behaviour Manual State-based Transition-based Centralised Simulation
[36] Observed behaviour Manual ISML State-based Centralised Simulation

normal operation and then using the knowledge obtained as
specification source, to specify the correct behaviour of the
system. For example, Pan et al. in [35] use time-synchronized
data from synchrophasor and observable events from audit logs
as specification source to define the correct behaviour for the
cyber-physical environment in electric power system. Also, the
specification source utilized by Carcono et al. in [36] is based
on monitoring the evolution of the target system states.

B. Specification Extraction

Specification extraction is the method that can be deployed
to extract the correct behaviour of the system using the
specification source. This can either be accomplished manually
or automatically.

1) Manual: Most of the specification extraction methods
adopt a manual approach for the extraction of the correct
system behaviour from the specification source [18], [27], [16],
[12], [17], [24], [25], [26], [13], [14], [15], [35], [36], [33],
[32], [31]. This method has been shown to be an expensive and
very tedious process [27]. As a result of this limitation, there
have been attempts in the past few years towards the automatic
extraction of the correct system behaviour from specification
sources.

2) Automatic: Efforts have been made in recent years to
extract the correct system behaviour from the specification
source automatically [30], [34], [28]. Esquivel-Vargas et al.
in [30] made the first attempt to extract specification automat-
ically. In this work, they implement automated specification
extraction in two steps: a subset of the devices capabilities is
observed in the network traffic; and based on this observation,
an algorithm is used to extract all the devices capabilities from
the specification source. Automated specification extraction
has also been employed by Sharma et al. in [34] to derive
the behaviour rules of IoT device using the operational profile
as specification source. And most recently, Olufowobi et al. in
[28] exploit real-time schedulability analysis of messages to
automate specification extraction.

C. Specification Modelling

Specification modelling describes the modelling approach
that is adopted to model the specification extracted from a

specification source, to describe the correct system behaviour.
This subsection presents the different methods that are cur-
rently being used for specification modelling.

1) Specification Modelling Using State-based Approach:
State-based approach is the most common method for specifi-
cation modelling. There are several variants of the state-based
approach currently in use. The standard state machine has been
used by Mitchell et al. in [31], [32], [33] for specification
modelling where the extracted specification is transformed into
state machines. Jeike et al. in [26] employ state machine for
specification modelling. In this work, the states of the machine
are states of the protocol, and the state transitions are caused by
the receptions of BPDUs or expiration of timeouts. Standard
state machines have also been deployed by Berthier and
Sanders in [27] to capture the expected system behaviour. And
Sharma et al. in [34] have converted the extracted specification
into state machines for specification modelling.

Another variant of the state-based approach that has been
adopted for specification modelling is the finite state machine.
Tseng et al. in [12], [15] use finite state machine for spec-
ification modelling. They specify the correct AODV routing
protocol behaviour using the finite state machine in [12] and
describe the valid routing behaviour of a network node based
on Optimised Link State Routing (OLSR) protocol in [15]. The
extended finite state machine has been applied by Hansson
et al. in [13] and by Song et al. in [25] for specification
modelling. Gill et al. in [24] utilise state transition model
to describe the extracted specification and state transition
patterns are employed by Pan et al. in [35] for specification
modelling. Also, a sector specific state modelling language
referred to as Industrial State Modelling Language (ISML) has
been employed in [36] for specification modelling.

2) Specification Modelling Using Bro: Another tool that
can be used for specification modelling is the open source Bro
network security monitor (now known as Zeek) [37]. McPar-
land et al. in [18] use Bro scripts for specification modelling
but the specific details of the communication protocols and
technologies are removed to concentrate on the physics models
of the devices being investigated. Similarly, the security speci-
fications of DNP3 protocol have been modelled as a parser and
integrated into Bro by Lin et al. in [16], [17]. And Esquivel-
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Vargas et al. in [30] use Bro for specification modelling of the
automatically extracted correct system behaviour.

3) Specification Modelling Using NS-2 Simulator: NS-2
stands for Network Simulator Version 2 and it is an open-
source event-driven simulator for modelling the dynamic na-
ture of communication networks [38]. Hassan et al. in [14]
employ NS-2 simulator for specification modelling. In this
work, the extracted specification for the runtime behaviour
of AODV protocol is implemented using the NS-2 simulator,
which allows the detection of any violations from the correct
system behaviour.

4) Specification Modelling Using Real-time Model: A re-
cent work by Olufowobi et al. in [28] has proposed the
use of a real-time model for specification modelling. In this
work, CAN traces that describe the normal behaviour of the
network is used to extract real-time parameters as the features
which represent the desired specification. Then, the real-time
model of the CAN is deployed to specify the expected system
behaviour and to flag the violations of the model as indications
of a compromised network.

D. Detection Mechanism

Detection mechanism refers to the method that can be
adopted to ascertain if there is any deviation from the expected
system behaviour. Such deviations are flagged as malicious and
since it only relies on the defined specification, this approach
is able to detect zero-day attacks. We classify the detection
mechanism based on the taxonomy suggested in [39] and the
recent developments in the field.

1) State-based Detection Mechanism: Most of the de-
tection mechanism deployed by specification-based intrusion
detection techniques for CPS are based on states. The desired
state of the system is defined using the specification source that
have been extracted and modelled. The goal of the detection
mechanism is to detect any deviation from the desired state.
For example, Tseng et al. in [12], [15] use a finite state
machine for detecting incorrect route request and route reply
messages of the AODV routing protocol. They employ prede-
fined finite state machine constraints in [12] which are based on
the sourced, extracted, and modelled correct specification; any
deviation from these constraints are flagged as malicious. And
in [15] the detection mechanism involves checking whether the
network node violates the constraints based on the finite state
machine.

Mitchell et al. have also used state-based method as de-
tection mechanism in [31], [32], [33]. In these works, they
transform the behaviour rules into state machines, which are
then used to monitor the system for deviations from the
specified system behaviour. Similarly, Berthier and Sanders in
[27] use a state machine module to keep track of the state
of each device for which traffic is capture, to ensure that
stateful constraints are not violated. And Sharma et al. in [34]
transforms behaviour rules into a C-language state machine
labelled with safe and unsafe states; against which normal
and malicious behaviours of the IoT device can be statistically
described.

The DNP3 analyser used by Lin et al. in [17], [16] as
detection mechanism is based on states. They observed that the

Vol. 12, No. 5, 2021

DNP3 analyser can maintain states from the parsed network
packets and using this states, the incoming packets can be
corrected and analysed to ensure there are no violations. Also,
Carcano et al. in [36] propose the concept of critical state
analysis and state proximity as detection mechanism. They
argue that the critical states of a CPS are well documented and
that by monitoring the evolution of the physical process states
and keeping track of when the CPS enter into a critical state, it
is possible to detect attack patterns (known or unknown) likely
to drive the CPS into a critical state.

2) Transition-based Detection Mechanism: The detection
of malicious behaviour can also be accomplished by moni-
toring the transition between states. McParland et al. in [18]
describes operational protocols using pre- and post- conditions
of physical state transitions and any transition that does not
lead to a good state is flagged as a potential failure or attack
on sensors or actuators. The detection mechanism presented
by Gill et al. in [24] used as state transition modelling. In this
work, the detection mechanism is achieved by monitoring any
anomalous transition in the observed state transition model.
And temporal-state transitions are used by Pan et al. in [35]
as the detection mechanism. The method adopted in this
work involves the monitoring of transition from state to state
to detect patterns that are likely to interrupt the protection
scheme.

3) Trace-based Mechanism: Trace-based method is another
detection mechanism that can be used to monitor deviations
from the specified system behaviour. For example, Song et
al. in [25] define a set of valid network traces that indicates
all finite traces of a network accepted by the specification.
They then employ these traces as detection mechanism by
monitoring for any trace violating the specification. Olufowobi
et al. in [28] use CAN traces as detection mechanism. The
CAN traces used in this work depict the normal behaviour of
the network, and the detection mechanism involves checking
to see if the CAN traces conform with the specification.

4) Other Methods: There are other methods that can be
used as detection mechanism which is neither state-based,
transition-based, nor trace-based. One of such method pre-
sented by Jieke and Redol in [26] and Hansson in [13]
combines the attributes of state-based method and transition-
based method. In this works, the detection mechanism depends
not only on the state of the system but also on the transition
between states. Another method is the detection mechanism
that has been described by Hassan et al. in [14] which involves
identifying misuses to routing messages based on the derived
specification. Also, Larson et al. in [29] employ a detection
mechanism that checks protocol violations by monitoring the
ECU object directory for illegal modifications.

E. Detector Placement

In the use of specification-based intrusion detection tech-
niques for CPS, the detector placement strategies can be
distributed, centralised, or hybrid (a combination of both the
distributed and the centralised detector placement). This type
of classification has been used by Zarpeldo et al. in [4]
to describe the possible placement strategies for intrusion
detection systems in Internet of Things. Hence, this subsection
presents the three types of detector placement methods that can
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be used in specification-based intrusion detection techniques
for CPS.

1) Distributed Detector Placement: The use of distributed
detector placement is the most desired placement strategy of
specification-based intrusion detection for CPS. This is because
of the distributed nature of CPS and the need for an IDS
which allows every device to be monitored by other devices
and ensures there is no single point of failure. For this reason,
the use of distributed detector placement in specification-based
intrusion detection for CPS has been proposed in [33], [12],
[26], [15], [31], [32], [26], [13], [14], [15], [34].

2) Centralised Detector Placement: Centralised detector
placement refers to the detector placement where the detector
is located at a centralised component, for example, a dedicated
host or a network router. This is the strategy employed by most
of the survey works [18], [27], [16], [30], [28], [35], [17],
[24], [25], [36]. Even though the use of centralised detector
placement creates a single point of failure, the ease of its
implementation is responsible for its prevalence.

3) Hybrid Detector Placement: Hybrid detector placement
is an approach that attempts to combine the benefits of dis-
tributed detector placement and centralised detector placement.
This approach has been deployed by Larson et al. in [29].
They observe that placing a detector in the network device
would make the use of specification-based intrusion detection
impossible in CAN environment because it cannot ascertain
if the source of the message is allowed to transmit, or if
the destination is allowed to receive. As of result of this,
they combine distributed detector placement and centralised
detector placement to remedy the limitation of centralised
detector placement.

F. Validation Strategy

This subsection aims to present the validation strategy that
have been employed in the use of specification-based intrusion
detection techniques for CPS. Validation is the process of
ascertaining if the developed model behaves with acceptable
accuracy according to the objectives of the study [40]. To clas-
sify the existing validation strategy in the use of specification-
based intrusion techniques for CPS, we use the classification
of validation methods proposed by Verendel in [41] namely:
hypothetical, empirical, simulation, theoretical, and none.

1) Hypothetical: Here, hypothetical examples are used for
the validation of the proposed techniques. This is the approach
that is adopted by Larson et al. in [29] and Tseng et al. in [12].
Larson et al. [29] use hypothetical example where assumption
about the capability of an attacker is made. They apply this to
a conceptual network model connecting two networks through
a common Gateway to validate their proposed specification-
based intrusion detection technique. Similarly, Tseng et al.
[12] employ a hypothetical example of how the network
monitors trace AODV packets based on the AODV scenario
they described to validate their proposed specification-based
intrusion detection method.

2) Empirical: Empirical methods have also been used as
validation strategy of specification-based intrusion detection
for CPS. Berthier and Sanders [27] utilise empirical evaluation
and observe that the objectives of such verification are two
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folds: verifying that the implementation is correct, and mea-
suring the performance of the implementation under various
conditions.

3) Simulation: Simulation is the most popular validation
strategy used by the existing literature surveyed in this paper
[18], [33], [16], [30], [28], [34], [35], [17], [24], [13], [14],
[15], [36], [31], [32]. For example, McParland et al. [18] in the
validation of their proposed approach use a collection of Mod-
bus master and salve simulation tools and DNP3 simulation
tools. Mitchell and Chen in [31], [32], [33] use Monte Carlo
simulation for the validation of their proposed techniques.
Lin et al. [16] employ a test-bed to simulate SCADA-specific
attack scenarios in the bid to validate their proposed method.
And Carcano et al. [36] simulated a prototype of the approach
they described as validation strategy.

Moreover, the validation strategy using simulation may
require the development of a specialised tool. This is the
approach adopted by Hansson et al. in [13]. They develop a
simulation environment in C++ called Aquarius, which is then
deployed for the validation of their proposed technique. Well-
known tools have also been deployed as validation strategy.
For example, Hassan et al. [14] use NS-2 network simulator,
Tseng et al. [15] use GloMoSim simulation platform and Gill
et al. [24] use a custom Snort-Wireless preprocessor.

Pan et al. [35] implemented a test-bed to simulate an
electric transmission system which they used to validate the
specification-based intrusion detection framework proposed in
their work. Esquivel-Vargas [30] also simulate a prototype
which is implemented using third-party software tools and cus-
tom scripts to validate their proposed approach. The validation
of the method proposed by Sharma [34] is accomplished using
UAV-CPS simulated in MATLAB. And the validation strategy
employed by Olufowobi [28] involves the simulation of their
proposed method with real CAN logs collected from two
passenger cars and on an open-source CAN dataset collected
from real-world scenarios.

4) Theoretical: Theoretical methods as validation strategies
involve the use of formal or precise theoretical arguments to
support the obtained results. This method has been used by
Song et al. in [25] to validate specification-based intrusion
detection technique. They utilise ACL2 theorem prover [42]
and the enforcement of security requirements is defined and
proved as theorems in ACL2.

5) None: None refers to the papers where no validation
methods are deployed. Among the works we surveyed in this
paper, only the work by Jieke and Pan [26] falls in this
category.

IV. OBSERVATIONS, CONCERNS AND FUTURE RESEARCH
DIRECTIONS

We observe from this study that specification-based intru-
sion detection technique has been applied in several domains
of CPS. For example, it has been employed by McParland [18]
for monitoring security of networked control systems. Mitchell
and Chen [33] have proposed the use of specification-based
intrusion detection for safety critical medical cyber physical
systems. Also, specification-based intrusion detection has been
proposed for monitoring in-vehicle networks by Larson et al.
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[29] and Oluwofobi et al. [28]. Bertheir and Sanders [27]
propose the use of specification-based intrusion detection to
monitor traffic at the edge of an advanced metering infras-
tructure. Other applications of specification-based intrusion
detection techniques for CPS include SCADA systems [16],
[17], [36], building automation systems [30], mobile ad hoc
networks [12], [25], [13], [14], [15], IoT devices [34], power
system [31], [35], unmanned air vehicles [32] and wireless
local area networks [24].

There are several protocols that have been deployed in
the operation of CPS. For this reason, it is natural to see
that many of the existing literature of specification-based
intrusion detection techniques for CPS involve the monitoring
of protocols used in CPS. For instance, CAN protocol which
is used for in-vehicle networks has been studied by Larson et
al. in [29] and Oluwofobi et al. in [28]. Also, specification-
based intrusion detection has been proposed for monitoring
DNP3 protocol [16], [17], [18]. Other protocols that have been
considered by the surveyed papers include C12.22 standard
protocol [27], BACnet protocol [30], IEEE 801.11 protocol
[24], spanning tree protocol [26], OLSR protocol [15], dy-
namic auto-configurations protocol [25], and AODV protocol
[12], [13], [14].

We also note that only the works by Berthier and Sanders
[27], Sharma et al. [34] and Song et al. [25] employed formal
modelling for the verification of the specified behaviour. The
use of formal modelling is an important aspect of specification-
based intrusion detection technique as it enables the verifica-
tion of the extracted specification. Since specification-based
intrusion detection techniques depend on the specified system
behaviours, it is imperative that these behaviours represents the
correct behaviour of the system and formal modelling provides
a tool for such verification. Unfortunately, only a few of the
existing literature on specification-based intrusion detection for
CPS attempted to verify the derived system specification.

Moreover, we notice that the traditional IDS performance
metrics have been used in some of the existing works on
specification-based intrusion detection techniques for the eval-
uation of their proposed technique. Performance metrics are
used to measure the performance of IDS. For example, false
positive rate has been used in [27], [24], [13], [36], [15] and the
combination of false positive rate and false negative rate have
been used in [33], [30], [28], [31], [34], [32]. In addition, Lin
et al. in [17], [16] use throughput as the performance metric.

One of the biggest concerns in the use of specification-
based intrusion detection techniques for CPS is the efforts and
time required for specification extraction. As we have already
observed, most of the existing works in the use of specification-
based intrusion detection techniques for CPS employed the
manual approach for specification extraction. This method is
prone to errors and could jeopardize the intrusion detection
ability of the specification-based IDS. Although efforts have
been made by Esquivel-Vargas et al. in [30], Olufowobi et
al. in [28], and Sharma et al. in [34] to address the problem
through the use of automatic specification extraction, it still
remains an open research issue.

Another concern when deploying specification-based intru-
sion detection techniques for CPS is verifying the correctness
of the extracted specification. The ability of a specification-

Vol. 12, No. 5, 2021

based IDS to detect anomalous behaviour depends on how
correct the extracted specification represents the normal system
behaviour. One of the ways to verify the correctness of the
extracted specification is through the use of formal modelling.
Out of the 20 works we surveyed, only Berthier and Sanders
[27], Sharma et al. [34] and Song et al. [25] have deployed
formal modelling for the verification of the correctness of the
extracted specification. Thus, future research works need to
consider the best methods for verifying the correctness of
the extracted specification so as to encourage the practical
application of specification-based IDS for CPS.

V. CONCLUSION

In this paper, we presented a survey of specification-based
intrusion detection techniques for CPS. We selected 20 papers
in the literature that proposed the use of specification-based
intrusion detection mechanism for CPS. These papers were
published between 2005 and 2020. We proposed a taxonomy
to classify these papers, which is based on the following
attributes: specification source, specification extraction, spec-
ification modelling, detection mechanism, detector placement
and validation strategy. We observed that to fully realize the
potentials of specification-based intrusion detection techniques
for CPS, more work needs to be done in the future to
reducing the efforts and time required to extract the system
specification and to verifying the correctness of the extracted
system specification.

REFERENCES
[1] Gartner, “Gartner predicts  75cyber-physical  security  in-
cidents by 2024, Sep. 2020. [Online]. Avail-

able: https://www.gartner.com/en/newsroom/press-releases/2020-09-01-
gartner-predicts-75—of-ceos-will-be-personally-liabl

[2] S. Han, M. Xie, H.-H. Chen, and Y. Ling, “Intrusion detection in cyber-
physical systems: Techniques and challenges,” IEEE Systems Journal,
vol. 8, no. 4, pp. 1052-1062, dec 2014.

[31 R. Mitchell and L.-R. Chen, “A survey of intrusion detection techniques

for cyber-physical systems,” ACM Computing Surveys, vol. 46, no. 4,
pp- 1-29, apr 2014.

[4] B.B.Zarpeldo, R. S. Miani, C. T. Kawakani, and S. C. de Alvarenga, “A
survey of intrusion detection in internet of things,” Journal of Network
and Computer Applications, vol. 84, pp. 25-37, apr 2017.

[ST W. Wu, R. Li, G. Xie, J. An, Y. Bai, J. Zhou, and K. Li, “A survey
of intrusion detection for in-vehicle networks,” IEEE Transactions on
Intelligent Transportation Systems, vol. 21, no. 3, pp. 919-933, mar
2020.

[6] E.R. Griffor, C. Greer, D. A. Wollman, and M. J. Burns, “Framework
for cyber-physical systems: volume 1, overview,” National Institute of
Standards and Technology, Tech. Rep., jun 2017.

[71 A. A. Cardenas, S. Amin, and S. Sastry, “Secure control: Towards
survivable cyber-physical systems,” in 2008 The 28th International
Conference on Distributed Computing Systems Workshops. 1EEE, jun
2008.

[8] A. Greenberg, “’crash override’: The malware that took down a power
grid,” 2017. [Online]. Available: https://www.wired.com/story/crash-
override-malware/

[9] A. Shrivastava, P. Derler, Y.-S. L. Baboud, K. Stanton, M. Khayatian,
H. A. Andrade, M. Weiss, J. Eidson, and S. Chandhoke, “Time in cyber-
physical systems,” in Proceedings of the Eleventh IEEE/ACM/IFIP
International Conference on Hardware/Software Codesign and System
Synthesis. ACM, oct 2016.

[10] C. Ko, M. Ruschitzka, and K. Levitt, “Execution monitoring of
security-critical programs in distributed systems: a specification-based
approach,” in Proceedings. 1997 IEEE Symposium on Security and
Privacy (Cat. No.97CB36097). 1EEE Comput. Soc. Press.

www.ijacsa.thesai.org

44 |Page



(11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

(IJACSA) International Journal of Advanced Computer Science and Applications,

P. Uppuluri and R. Sekar, “Experiences with specification-based in-
trusion detection,” in Recent Advances in Intrusion Detection, 4th
International Symposium, RAID 2001 Davis, CA, USA, October 10-12,
2001, Proceedings, ser. Lecture Notes in Computer Science, W. Lee,
L. Mé, and A. Wespi, Eds., vol. 2212.  Springer, 2001, pp. 172-189.

C. Tseng, P. Balasubramanyam, C. Ko, R. Limprasittiporn, J. Rowe,
and K. N. Levitt, “A specification-based intrusion detection system for
AODV,” in Proceedings of the 1st ACM Workshop on Security of ad
hoc and Sensor Networks, SASN 2003, Fairfax, Virginia, USA, 2003,
S. Setia and V. Swarup, Eds. ACM, 2003, pp. 125-134.

E. Hansson, J. Gronkvist, K. Persson, and D. Nordquist, “Specification-
based intrusion detection combined with cryptography methods for
mobile ad hoc networks,” Command and Control Systems Technical
Report, 2005.

H. M. Hassan, M. Mahmoud, and S. El-Kassas, “Securing the AODV
protocol using specification-based intrusion detection,” in Q2SWinet’06
- Proceedings of the Second ACM Workshop on Q2S and Security for
Wireless and Mobile Networks, Terromolinos, Spain, October 2, 2006,
A. Boukerche, H. Chen, and M. S. M. A. Notare, Eds. ACM, 2006,
pp- 33-36.

C. H. Tseng, T. Song, P. Balasubramanyam, C. Ko, and K. N. Levitt,
“A specification-based intrusion detection model for OLSR,” in Recent
Advances in Intrusion Detection, 8th International Symposium, RAID
2005, Seattle, WA, USA, September 7-9, 2005, Revised Papers, ser.
Lecture Notes in Computer Science, A. Valdes and D. Zamboni, Eds.,
vol. 3858.  Springer, 2005, pp. 330-350.

Z. K. Hui Lin, Adam Slagell and R. K. Iyer, “Using a
specification-based intrusion detection system to extend the dnp3
protocol with security functionalities,” Coordinated Science Laboratory,
University of lllinois at Urbana-Champaign, 2012. [Online]. Available:
http://hdl.handle.net/2142/90434

H. Lin, A. Slagell, C. D. Martino, Z. Kalbarczyk, and R. K. Iyer,
“Adapting bro into SCADA,” in Proceedings of the Eighth Annual
Cyber Security and Information Intelligence Research Workshop on -
CSIIRW '13.  ACM Press, 2013.

C. McParland, S. Peisert, and A. Scaglione, “Monitoring security of
networked control systems: It's the physics,” IEEE Security & Privacy,
vol. 12, no. 6, pp. 32-39, nov 2014.

P. Truong, D. Nieh, and M. Moh, “Specification-based intrusion de-
tection for h.323-based voice over IP,” in Proceedings of the Fifth
IEEE International Symposium on Signal Processing and Information
Technology, 2005. 1EEE, 2005.

H. Sengar, D. Wijesekera, H. Wang, and S. Jajodia, “VoIP intrusion
detection through interacting protocol state machines,” in International
Conference on Dependable Systems and Networks (DSN'06). 1EEE,
2006.

T. PHIT and K. ABE, “A protocol specification-based intrusion de-
tection system for VoIP and its evaluation,” IEICE Transactions on
Communications, vol. E91-B, no. 12, pp. 3956-3965, dec 2008.

R. Sekar, A. Gupta, J. Frullo, T. Shanbhag, A. Tiwari, H. Yang, and
S. Zhou, “Specification-based anomaly detection,” in Proceedings of the
9th ACM conference on Computer and communications security - CCS
‘02. ACM Press, 2002.

N. Stakhanova, S. Basu, and J. Wong, “On the symbiosis of
specification-based and anomaly-based detection,” Computers & Secu-
rity, vol. 29, no. 2, pp. 253-268, mar 2010.

R. Gill, J. Smith, and A. Clark, “Specification-based intrusion detection
in wlans.” IEEE, 2006, pp. 141-152.

T. Song, C. Ko, C. H. Tseng, P. Balasubramanyam, A. Chaudhary, and
K. N. Levitt, “Formal reasoning about a specification-based intrusion
detection for dynamic auto-configuration protocols in ad hoc networks,”
in Formal Aspects in Security and Trust. Springer Berlin Heidelberg,
2006, pp. 16-33.

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

Vol. 12, No. 5, 2021

P. Jieke, J. Redol, and M. Correia, “SPECIFICATION-BASED IN-
TRUSION DETECTION SYSTEM FOR CARRIER ETHERNET,” in
Proceedings of the Third International Conference on Web Information
Systems and Technologies. SciTePress - Science and and Technology
Publications, 2007.

R. Berthier and W. H. Sanders, “Specification-based intrusion detection

for advanced metering infrastructures,” in 2011 IEEE 17th Pacific Rim
International Symposium on Dependable Computing. 1EEE, 2011, pp.

184-193.

H. Olufowobi, C. Young, J. Zambreno, and G. Bloom, “Saiducant:
Specification-based automotive intrusion detection using controller area
network (can) timing,” IEEE Transactions on Vehicular Technology,
vol. 69, pp. 1484-1494, 2020.

U. E. Larson, D. K. Nilsson, and E. Jonsson, “An approach to
specification-based attack detection for in-vehicle networks,” in IEEE
Intelligent Vehicles Symposium. 1EEE, 2008, pp. 220-225.

H. Esquivel-Vargas, M. Caselli, and A. Peter, “Automatic deployment of
specification-based intrusion detection in the bacnet protocol,” in Pro-
ceedings of the 2017 Workshop on Cyber-Physical Systems Security and
PrivaCy, Dallas, TX, USA, November 3, 2017, B. M. Thuraisingham,
R. B. Bobba, and A. Rashid, Eds. ACM, 2017, pp. 25-36.

R. Mitchell and I.-R. Chen, “Behavior-rule based intrusion detection
systems for safety critical smart grid applications,” IEEE Transactions
on Smart Grid, vol. 4, no. 3, pp. 1254-1263, sep 2013.

——, “Adaptive intrusion detection of malicious unmanned air vehicles
using behavior rule specifications,” IEEE Transactions on Systems, Man,
and Cybernetics: Systems, vol. 44, no. 5, pp. 593-604, may 2014.

——, “Behavior rule specification-based intrusion detection for safety
critical medical cyber physical systems,” IEEE Transactions on Depend-
able and Secure Computing, vol. 12, pp. 16-30, 2015.

V. Sharma, I. You, K. Yim, I.-R. Chen, and J.-H. Cho, “BRIoT: Behavior
rule specification-based misbehavior detection for IoT-embedded cyber-
physical systems,” IEEE Access, vol. 7, pp. 118 556-118 580, 2019.

S. Pan, T. H. Morris, and U. Adhikari, “A specification-based intrusion
detection framework for cyber-physical environment in electric power
system,” Int. J. Netw. Secur, vol. 17, no. 2, pp. 174-188, 2015.
[Online]. Available: http://ijns.femto.com.tw/contents/ijns-v17-n2/ijns-
2015-v17-n2-p174-188.pdf

A. Carcano, A. Coletta, M. Guglielmi, M. Masera, I. N. Fovino, and
A. Trombetta, “A multidimensional critical state analysis for detecting
intrusions in SCADA systems,” IEEE Transactions on Industrial Infor-
matics, vol. 7, no. 2, pp. 179-186, may 2011.

Zeek (formerly Bro), “An open source network security monitoring
tool,” 2020. [Online]. Available: https://www.zeek.org/

T. Issariyakul and E. Hossain, Introduction to Network Simulator NS2.
Springer US, 2009.

H. Debar, M. Dacier, and A. Wespi, “A revised taxonomy for intrusion-
detection systems,” Ann. des Télécommunications, vol. 55, no. 7-8, pp.
361-378, 2000.

R. G. Sargent, “Verification, validation, and accreditation: verification,
validation, and accreditation of simulation models,” in Proceedings
of the 32nd conference on Winter simulation, WSC 2000, Wyndham
Palace Resort & Spa, Orlando, FL, USA, December 10-13, 2000, P. A.
Fishwick, K. Kang, J. A. Joines, and R. R. Barton, Eds. WSC, 2000,
pp. 50-59.

V. Verendel, “Quantified security is a weak hypothesis,” in Proceedings
of the 2009 workshop on New security paradigms workshop - NSPW
'‘09. ACM Press, 2009.

P. C. Dillinger, P. Manolios, D. Vroon, and J. S. Moore, “ACL2s: “the

ACL2 sedan”,” Electronic Notes in Theoretical Computer Science, vol.
174, no. 2, pp. 3-18, may 2007.

www.ijacsa.thesai.org

45| Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 12, No. 5, 2021

Exploring Factors Associated with Subjective Health
of Older-Old using ReLLU Deep Neural Network and
Machine Learning

Haewon Byeon

Department of Medical Big Data, College of Al Convergence
Inje University, Gimhae 50834, Republic of Korea

Abstract—Resolving the health issues of the elderly has
emerged as an important task in the current society. This study
developed models that could predict the subjective health of the
older-old based on gradient boosting machine (GBM), naive
Bayes model, classification and regression trees (CART), deep
neural network, and random forest by using the health survey
data of the elderly and compared their prediction performance
(i.e., accuracy, sensitivity, specificity) the models. This study
analyzed 851 older-old people (>75 years old) who resided in the
community. This study compared the accuracy, sensitivity, and
specificity of the developed models to evaluate their prediction
performance. This study conducted 5-fold cross-validation to
validate the developed models. The results of this study showed
that the deep neural network with an accuracy of 0.75, a
sensitivity of 0.73, and a specificity of 0.81 was the model with the
best prediction performance. The normalized importance of
variables derived from deep neural network analysis showed that
depression, subjective stress recognition, the number of
accompanying chronic diseases, subjective oral conditions, and
the number of days walking more than 30 minutes were major
predictors for the subjective health of the older-old. Further
studies are needed to identify factors associated with the
subjective health of the older-old with considering the age-
period-cohort effects.

Keywords—Gradient boosting machine; classification and
regression trees; Naive Bayes model; deep learning; subjective
health

I.  INTRODUCTION

The elderly population is increasing rapidly in South Korea.
As of 2018, South Korea has entered the aging society because
the elderly population (=65 years old) exceeded 14% of the
total population [1,2]. Moreover, it is expected that South
Korea will become a super-aged society, where the elderly
population is at least 20% of the total population [1,2]. If this
trend continues, it is estimated that the elderly population will
be 16.16 million people, 3.7 folds of that in 2005 [1]. In
particular, as the average life expectancy is extended, the older-
old (75 years or older) is also expected to increase by 8.6 times
compared to 2005 [1].

The increased elderly population due to aging caused health
problems such as an increase in geriatric diseases and social
problems such as an increase in the burden of medical
expenses [3,4]. Resolving the health issues of the elderly has
emerged as an important task in the current society [5]. In
particular, as the baby boomer generation is rapidly turning

into an elderly population, South Korean society needs to
prepare measures for faces more serious and complex elderly
issues to be resolved [6,7,8]. Consequently, the subjective
health of the elderly has been studied extensively [6,7,8].
However, these previous studies have limitations. First, most
previous studies [9, 10] that identified factors affecting the
subjective health status of the elderly usually treated the
elderly, = 65 years old, as a homogeneous group and
developed a model for predicting a subjective health condition
without categorizing them into different age groups. Second, it
is difficult to generalize and extrapolate the results of previous
studies [11] to the whole elderly population in South Korea
because they mostly targeted a small elderly group in a specific
area. Third, previous studies [12] targeting the elderly in South
Korea mainly used tools that were developed in South Korea to
measure subjective health or quality of life, and as a result, it is
difficult to compare the results of these studies with those
published in other countries that do not speak Korean. In
particular, as researchers began to recognize issues associated
with defining the elderly, =65 years old, as a homogenous
group [13], some studies [14,15] subdivided the elderly into the
young-old (<75 years old) and the older-old (=75 years old).

As South Korea entered the aging society in 2017, it is
necessary to explicitly identify the subjective health-related
factors of the older-old whose daily living ability has declined.
Previous studies [16,17,18,19,20,21,22] evaluated factors
related to the subjective health of the older-old and reported
that the number of accompanying chronic diseases, depression,
socioeconomic status, gender, and social network with friends
and relatives as the predictors of subjective health. However,
since these previous studies used regression analysis to develop
a prediction model, it was efficient to identify individual risk
factors but the model is limited in identifying multiple risk
factors such as lifestyle and socioeconomic level [23]. In
addition, the regression model assumes independence,
normality, and homoscedasticity [24]. If the model is
developed using data that violate the normality assumption, it
may produce biased results [24].

Recently, machine learning has been widely used in various
fields as a way to solve the limitations of this regression model.
Machine learning can accurately analyze even data that
somewhat violate the normality assumption and nonlinear data
in the estimation process, which are advantages of machine
learning [25]. This study developed models that could predict
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the subjective health of the older-old based on gradient
boosting machine (GBM), naive Bayes model, classification
and regression trees (CART), deep neural network, and random
forest by using the health survey data of the elderly and
compared their prediction performance (i.e., accuracy,
sensitivity, specificity) the models.

Il. METHODS AND MATERIALS

A. Study Subjects

This study analyzed the raw data of the 2016 Seoul Panel
Study Data (SPS-data). The SPS-data was carried out from
June 1 to August 31, 2016, for understanding the status of the
welfare vulnerable class living in Seoul and estimating the
welfare level of citizens. The population was the households
living in Seoul at the time of the 2005 Population and Housing
Census, a complete enumeration census. The sample was
extracted from the census data using the randomized stratified
sampling method for 25 districts in Seoul. This study excluded
those who were imprisoned, were admitted to a nursing
hospital, or moved to a silver town, and foreigners. As for the
survey method, the interviewer visited the target household and
conducted a computer-aided personal interview. This study
analyzed 851 older-old people who resided in the community
and completed the survey.

B. Measurements and Definitions of Variables

Subjective health status, outcome variable, was measured
on a 5-point Likert scale (very good, good, moderate, bad, and
very bad). Explanatory variables included age, sex, smoking
(smoker or non-smoker), drinking (once a week or less or more
than twice a week), economic activity (yes or no), mean
monthly household income (less than KRW 1.5 million, KRW
1.5-3 million, or KRW 3 million or more), educational level
(elementary school graduation and below, middle school
graduation, high school graduation, or college graduation or
above), social activities in the past month (yes or no), living
with a spouse (living together, bereavement/separation, or
single), disease/accident/addition experience in the past two
weeks (yes or no), subjective stress recognition (yes or no),
number of accompanying chronic diseases, body mass index,
number of days walking for 30 minutes or more (1 or less than
day per week or 2 days per week or more), depression,
subjective oral conditions, self-perceived diet, frequency of
meeting with neighbors (once a month or less or more than
twice a month), and meeting frequency with relatives (once a
month or less or more than twice a month).

The number of chronic diseases (e.g., diabetes,
hypertension, and hyperlipidemia) was classified into none, 1,
2, and 3 or more. The body mass index (BMI) was classified as
“underweight” when it was less than 18.5, “normal” when it
was 18.5 or more and less than 25, “overweight” when it was
25 or more and less than 30, and “obesity” when it was 30 or
more. Subjective stress was defined as a “high-stress group”
when the respondents said they felt a lot of stress and a “low-
stress group” when they answered that they felt a little stress.
Depressive symptoms were classified as “depressed” when
feeling depressed for more than two weeks in a row and “not
depressed” when not feeling depressed for two weeks or more
in a row. Subjective oral conditions were defined as “good”,
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“normal”, and “bad”. The self-perceived dietary life was
classified into “sufficient diet life” when the respondents
answered “ate enough quantity of food and a variety of foods
in the last year” or “ate enough quantity of food and not
various foods” and “insufficient diet life” when they answered
“insufficient food from time to time due to economic
difficulties” or “frequently insufficient food due to economic
difficulties”.

C. Development of Prediction Models: GBM

GBM is a machine learning algorithm that creates a strong
learner by combining weak learners of a decision tree by using
an ensemble technique [26]. This model generalizes the model
by generating a model for each step like other boosting
methods and optimizing a loss function that can be arbitrarily
differentiated. A model is created, even if the accuracy is low,
and the errors of the generated model are compensated by the
following model. Through this process, the accuracy of the
current model becomes better than that of the previous model:
a more accurate model (or a stronger learner). The basic
principle is to increase accuracy by repeating this process.
GBM's algorithm is presented in Fig. 1.

Algorithm  Gradient boosting algonithm,

Input:  Input dats I.r..’.rll"__I
Number of iterations M
Choice of the loss-function®(y. f)
Choice of the base-leamer model bz #)

1 Initializef, with a constant

2 fort=1 1o M do

3 Compute the negative gradient g, (x):

) Fit a new base-learner function hiz.#, ):

) Find the best gradient descent step-size p,

) X
po= mgnnll;.ZW:ﬂ..j’, _ylx )+ phiz, )]
=1
6: Update the function estimate:

Foefooy + pblx, 8, );

7. _end for

Fig. 1. Algorithm of GBM [26].

D. Naive Bayes Classification

Naive Bayes classification is a method of classifying
observations into different groups using Bayes theory (Fig.
2)[27]. Bayes theory refers to a way of calculating the posterior
probability by using an observation when there is a prior
probability.

E. CART

CART is one of the analysis algorithms of the statistical
decision classification model, which measures impurity using
the Gini Index [28]. It is an algorithm based on a binary split,
which generates only two child nodes from a parent node [28].
The advantages of CART are that it is easy to interpret the
generated rules and can analyze both continuous and
categorical variables. For continuous variables, a separation
rule is created in the form of “X < C?” or “X = C?”
[28]. For categorical variables, a rule of binary separation is
created in the form of “X € {A, B}” [28]. In the model of
this study, the criterion for separating and merging decision
rules for CART was set to 0.05. The number of child nodes
was limited to 100, the number of parent nodes was limited to
200, and the number of branch branches was limited to 5.
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Input:
Training dataset T,

F=(fi, 2, fs,.., fu)
in testing dataset.

Il value of the predictor variable

Output:
A class of testing dataset.
Step:
1. Read the training dataset T;

(=

Calculate the mean and standard deviation of the
predictor variables in each class:

3. Repeat

Calculate the probability of fi using the gauss
density equation in each class:

Until the probability of all predictor variables (fi, f2,
f,.., fn) has been calculated.

4. Calculate the likelihood for each class;

5. Get the greatest likelihood;

Fig. 2. Concept of Naive Bayes Classification [27].

F. Deep Neural Network

Deep neural network is an algorithm made up of an input
layer composed of independent variables, an output layer
composed of dependent variables, and two or more hidden
layers between the input and output layers [29]. Each layer has
independent nodes and a node is connected to other nodes in
other layers by weighted neurons (connecting lines) (Fig. 3).

This study used H20O Deep Learning among various deep
learning types. H20’s Deep Learning is based on a multi-layer
feedforward artificial neural network that is trained with
stochastic gradient descent using back-propagation.

In this study, the number of hidden layers was set to 2,
nodes of each layer were set to 10 (total of 20), and epochs
(number of repetitions) were set to 5. In this study, a model
was developed using the Rectifier Linear Unit (ReLU)
designated as a default as the active function of deep learning

(Fig. 4).
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Fig. 3. The Concept of Deep Neural Network [30].
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Fig. 4. The Widely used Nonlinear Activation Function of Deep Neural
Networks [31].

G. Random Forest

Random Forest is an ensemble method that learns an
independent decision tree for each sample after generating a
large number of random samples from training data using
bootstrap (conduct random restoration sampling of the same
sample size from a given data) and decides a final model by
synthesizing the results (Fig. 5).

Fig. 5. The Concept of the Random Forest Model [32].

H. Validation of the Prediction Models

This study developed models for predicting the subjective
health of the older-old using GBM, naive Bayes model, cart,
deep neural network, and random forest. This study compared
the accuracy, sensitivity, and specificity of the developed
models to evaluate their prediction performance. This study
conducted 5-fold cross-validation to validate the developed
models.

In the analysis stage, models containing randomness, such
as a random forest, were developed while fixing the seed
number to “9876543”. This study defined the model with the
highest accuracy as the best prediction model (best prediction
performance) after comparing prediction performance. If two
models had the same accuracy, a model with a higher
sensitivity was defined as a better prediction model. All
analyzes were performed using R version 3.6.2 (Foundation for
Statistical Computing, Vienna, Austria).

I1l. RESULTS

The accuracy of five models (GBM, naive Bayes model,
cart, deep neural network, and random forest) for predicting the
subjective health of the older-old is presented in Fig. 6. The
results of this study showed that the deep neural network with
an accuracy of 0.75, a sensitivity of 0.73, and a specificity of
0.81 was the model with the best prediction performance.
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The normalized importance of variables derived from deep
neural network analysis showed that depression, subjective
stress recognition, the number of accompanying chronic
diseases, subjective oral conditions, and the number of days
walking more than 30 minutes were major predictors for the
subjective health of the older-old (Fig. 7). Among them,
depression had the highest importance (Fig. 7).
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Fig. 6. Comparing the Sensitivity of a Machine Learning Model and a Deep
Learning Model for Predicting the Subjective Health of the Older-Old.
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Fig. 7. The Importance of Variables in the Prediction Model for the
Subjective Health of the Older-Old (Only the Top 5 Variables are Presented)
Conclusions.

IV. CONCLUSIONS

This study compared the accuracy of prediction models for
the subjective health of the older-old in South Korea and
confirmed that the deep neural network-based prediction model
had the best prediction performance among GBM, naive Bayes
model, cart, deep neural network, and random forest. These
results are consistent with the results of da Silva et al. [33],
which predicted the health condition of the elderly and showed
that the performance of deep learning was superior to that of

Vol. 12, No. 5, 2021

machine learning methods such as naive Bayes, J48 Decision
Tree, and SVM.

Another finding of this study is that depression, subjective
stress recognition, number of accompanying chronic diseases,
subjective oral conditions, and the number of days of walking
more than 30 minutes were identified as the main predictors for
the subjective health of the older-old. The result was different
from the previous studies [34,35,36] that identified the
subjective health of the elderly using regression analysis and
reported that social network (e.g., the presence of a spouse),
education level, job status, and household income level were
the main factors for subjective health. It is believed that these
results reflected the interactions of the aging effect, period
effect, and cohort effect, indicating the similar socioeconomic
level of the older-old in South Korea, where unhealthy elderly
people have already passed away. However, Kim et al. [37]
evaluated the subjective health of the elderly and reported that
the higher the household income level improved the
satisfaction of subjective health. Further studies are needed to
identify factors associated with the subjective health of the
older-old with considering the age-period-cohort effects.
Furthermore, additional studies are needed to compare
prediction performance such as accuracy, sensitivity, and
specificity using data of various diseases in order to prove the
effectiveness of deep learning in epidemiological data.

ACKNOWLEDGMENT

This research was supported by Basic Science Research
Program through the National Research Foundation of Korea
(NRF) funded by the Ministry of Education (NRF-
2018R1D1A1B07041091, NRF-2019S1A5A8034211, NRF-
2021S1A5A8062526).

REFERENCES

[1] Korea National Statistical Office. Population projections for Korea:
2005-2050 based on the 2005 census. Korea National Statistical Office,
Daejeon, 2006.

[2] M. H. Oh, Making use of older people’s human resources in an aged
Korea. Health and Welfare Policy Forum, vol. 254, pp. 50-66, 2017.

[3] J.S. Kim, and Y. J. Han, The effect of household type on the medical
burden of the elderly living in a local government that has entered a
super-aged society. The Journal of the Korea Contents Association, vol.
17, no. 7, pp. 610-621, 2017.

[4] M. De Nardi, E. French, and J. B. Jones, Why do the elderly save? the
role of medical expenses. Journal of Political Economy, vol. 118, no. 1,
pp. 39-75, 2010. doi: 10.5392/JKCA.2017.17.07.610.

[5] T. Suzuki, Health status of older adults living in the community in
Japan: recent changes and significance in the super-aged society.
Geriatrics & Gerontology International, vol. 18, no. 5, pp. 667-677,
2018. doi: 10.1111/ggi.13266.

[6] H.S. Gweon, The effect of social participation on the life satisfaction of
the elderly -focusing on the mediating effects of depression and self-
reported health. Korean Journal of Human Ecology, vol. 18, no. 5, pp.
995-1008, 2009. doi: 10.5934/KJHE.2009.18.5.995.

[7]1 Y. Kwak, and Y. Kim, Quality of life and subjective health status
according to handgrip strength in the elderly: a cross-sectional study.
Aging and Mental Health, vol. 23, no. 1, pp. 107-112, 2019. doi:
10.1080/13607863.2017.1387766.

[8] S.Y.Sohn, W. Joo, W. J. Kim, S. J, Kim, Y. Youm, H. C. kim, Y. R.
Park, and E. Lee, Social network types among older Korean adults:
associations with subjective health. Social Science & Medicine, vol.
173, pp. 88-95. doi: 10.1016/j.socscimed.2016.11.042.

49|Page

www.ijacsa.thesai.org



[9]

[10]

[11]

[12]

[13]

[14]

[18]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

(IJACSA) International Journal of Advanced Computer Science and Applications,

M. S. Lee, and H. J. Lim, Factors related to health promoting behaviors
of young-old and pld-old elderly in rural areas. Journal of Agricultural
Medicine and Community Health, vol. 35, no. 4, pp. 370-382, 2010.

S. H. Kim, Health literacy and functional health status in Korean older
adults. Journal of Clinical Nursing, vol. 18, no. 16, pp. 2337-2343, 2009.
doi: 10.5393/JAMCH.2010.35.4.370.

K. S. You, H. O. Lee, J. J. Fitzpatrick, S. Kim, E. Marui, J. S. Lee, and
P. Cook, Spirituality, depression, living alone, and perceived health
among Korean older adults in the community. Archives of Psychiatric
Nursing, vol. 23, no. 4, pp. 309-322, 2009. doi: 10.1016/j.apnu.2008.
07.003.

J. Y. Kim, S. G. Lee, and S. K. Lee, The relationship between health
behaviors, health status, activities of daily living and health-related
Quality of Life in the Elderly. Journal of the Korean Gerontological
Society, vol. 30, no. 2, pp. 471-484, 2010. doi: 10.21215/kjfp.2018.
8.2.220.

N. C. Davis, and D. Friedrich, Knowledge of aging and life satisfaction
among older adults. The International Journal of Aging and Human
Development, vol. 59, no. 1, pp. 43-61, 2004. doi: 10.2190/U9WD-
M79K-9HB8-G9JY.

A. T. F. Beekman, D. M. W. Kriegsman, D. J. H. Deeg, and W. Van
Tilburg, The association of physical health and depressive symptoms in
the older population: age and sex differences. Social Psychiatry and
Psychiatric Epidemiology, vol. 30, no. 1, pp. 32-38, 1995. doi:
10.1007/bf00784432.

R. Choi, and B. D. Hwang, Health care utilization of age group in the
elderly on the Korean health panel. The Korean Journal of Health
Service Management, vol. 8, no, 3, pp. 49-61, 2014. doi: 10.12811/
kshsm.2014.8.3.049.

S. Suh, H. Choi, C. Lee, M. Cha, and I. Jo, Association between
knowledge and attitude about aging and life satisfaction among older
Koreans. Asian Nursing Research, vol. 6, no. 3, pp. 96-101, 2012. doi:
10.1016/j.anr.2012.07.002.

S. Shiovitz-Ezra, and H. Litwin, Social network type and health-related
behaviors: evidence from an American national survey. Social Science
& Medicine, vol. 75, no. 5, pp. 901-904, 2012. doi: 10.1016/j.socscimed
.2012.04.031.

G. Low, A. E. Molzahn, and D. Schopflocher, Attitudes to aging
mediate the relationship between older peoples’ subjective health and
quality of life in 20 countries. Health and Quality of Life Outcomes, vol.
11, no. 1, pp. 1-10, 2013. doi: 10.1186/1477-7525-11-146.

M. Luo, D. Ding, A. Bauman, J. Negin, and P. Phongsavan, Social
engagement pattern, health behaviors and subjective well-being of older
adults: an international perspective using WHO-SAGE survey data.
BMC Public Health, vol. 20, no. 1, p. 99, 2020. doi: 10.1186/s12889-
019-7841-7.

F. Desmyter, and R. De Raedt, The relationship between time
perspective and subjective well-being of older adults. Psychologica
Belgica, vol. 52, no. 1, pp. 19-38, 2012. doi: 10.5334/pb-52-1-19.

H. Litwin, and K. J. Stoeckel, Social networks and subjective wellbeing
among older Europeans: does age make a difference?. Ageing and
Society, vol. 33, no. 7, pp. 1263-1281, 2013. doi: 10.1017/S0144686X12
000645.

H. Galenkamp, A. W. Braam, M. Huisman, and D. J. Deeg, Somatic
multimorbidity and self-rated health in the older population. Journals of
Gerontology Series B: Psychological Sciences and Social Sciences, vol.
66, no. 3, pp. 380-386, 2011. doi: 10.1093/geronb/ghr032.

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

(371

Vol. 12, No. 5, 2021

H. Byeon, A laryngeal disorders prediction model based on cluster
analysis and regression analysis. Medicine, vol. 98, no. 31, pp. €16686,
2019. doi: 10.1097/md.0000000000016686.

H. Byeon, Development of a physical impairment prediction model for
Korean elderly people using synthetic minority over-sampling technique
and XGBoost. International Journal of Advanced Computer Science and
Applications, vol. 12, no. 1, pp. 36-41, 2021. doi: 10.14569/IJACSA.
2021.0120105.

H. Byeon, Predicting the anxiety of patients with Alzheimer’s dementia
using boosting algorithm and data-level approach. International Journal
of Advanced Computer Science and Applications, vol. 12, no, 3, pp.
107-113, 2021. doi: 10.14569/1JACSA.2021.0120313.

J. H. Friedman, Greedy function approximation: a gradient boosting
machine. The Annals of Statistics, vol. 29, no. 5, 1189-1232, 2001. doi:
0.1214/a0s/1013203451.

M. F. A. Saputra, T. Widiyaningtyas, and A. P. Wibawa, llliteracy
classification using K means-Naive Bayes algorithm. JOIV:
International Journal on Informatics Visualization, vol. 2, no. 3, pp. 153-
158, 2018. doi: 10.30630/joiv.2.3.129.

L. Rutkowski, M. Jaworski, L. Pietruczuk, and P. Duda, The CART
decision tree for mining data streams. Information Sciences, vol. 266,
pp. 1-15, 2014. doi: 10.1016/j.ins.2013.12.060.

B. Belean, M. Streza, S. Crisan, and S. Emerich, Dorsal hand vein
pattern analysis and neural networks for biometric authentication.
Studies in Informatics and Control, vol. 26, no. 3, pp. 305-314,
2017.doi: 10.24846/v26i3y201706.

B. Mishra, N. Kumar, and M. S. Mukhtar, Systems biology and machine
learning in plant-pathogen interactions. Molecular Plant-Microbe
Interactions, vol. 32, no. 1, pp. 45-55, 2019. doi: 10.1094/MPMI-08-18-
0221-FI.

C. Su, Z. Xu, J. Pathak, and F. Wang, Deep learning in mental health
outcome research: a scoping review. Translational Psychiatry, vol. 10,
no.1, pp. 1-26, 2020. doi: 10.1038/s41398-020-0780-3.

H. Wang, M. Lei, Y. Chen, M. Li, and L. Zou, Intelligent identification
of maceral components of coal based on image segmentation and
classification. Applied Sciences, vol. 9, no. 16, pp. 3245, 2019. doi:
10.3390/app9163245.

D. B. da Silva, D. Schmidt, C. A. da Costa, R. da Rosa Righi, and B.
Eskofier, DeepSigns: a predictive model based on deep learning for the
early detection of patient health deterioration. Expert Systems with
Applications, vol. 165, p. 113905, 2021. doi: 10.1016/j.eswa.2020.
113905.

S. Y. Im, The association of social network and health status among the
elderly in Korea. master's thesis, Public administration The Graduated
School of Ewha Womans University, Seoul, 2008.

K. H. Kim, and J. H. Kim, The effects of self-esteem on the relationship
between the elderly depression and life satisfaction. Family and Culture,
vol. 20, no. 4, pp. 95-116, 2008. doi: 10.21478/family.20.4.200812.004.
T. Lampert, and J. Hoebel, Socioeconomic inequalities in health in later
life. Zeitschrift fur Gerontologie und Geriatrie, vol. 52, no. Suppl 1, pp.
91-99, 2018. doi: 10.1007/s00391-018-01487-y.

S. K. Kim, The socioeconomic status and the self-reported health of the
aged. International Journal of Welfare for the Aged, vol. 28, 2005.

50|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 12, No. 5, 2021

Propose Vulnerability Metrics to Measure Network
Secure using Attack Graph

Zaid. J. Al-Araji*, Sharifah Sakinah Syed Ahmad?, Raihana Syahirah Abdullah?
Faculty of Information Communication Technology
Universiti Teknikal Malaysia, Melaka
Melaka, Malaysia

Abstract—With the increase in using computer networking,
the security risk has also increased. To protect the network from
attacks, attack graph has been used to analyze the vulnerabilies
of the network. However, properly securing networks requires
quantifying the level of security offered by these actions, as you
cannot enhance what you cannot measure. Security metrics
provide a qualitative and quantitative representation of a
system’s or network's security level. However, using existing
security metrics can lead to misleading results. This work
proposed three metrics, which is the Number of Vulnerabilities
(NV), Mean Vulnerabilities on Path (MVoP), and the Weakest
Path (WP). The experiment of this work used two networks to
test the metrics. The results show the effect of these metrics on
finding the weaknesses of the network that the attacker may use.

Keywords—Attack graph; security metrics; attack path; path
analysis; attack graph uses

I.  INTRODUCTION

Nowadays, the use of network technology has increased
[1], [2]. Nonetheless, since the network is advantageous for
people to live and work in, it also carries security problems
that must not be overlooked [2]. In many key computer
systems and applications, security has been and will remain a
major concern. A comprehensive cybersecurity attack will
significantly harm the target system as well as the credibility
of the businesses or organizations that use it [3]. An attacker
may use such attacks to get access to private data, degrade
network performance, and eventually take complete control of
the targeted system. To detect or protect the network from
attacks, the researchers have used many methods [4]. One of
these methods in vulnerabilities analysis is an attack graph.

Attack graph has been used for the first time by Philips
and Swiler [5], [6]. Since then, researchers have suggested
many methods to produce an attack graph. For example,
Ammann et al. (2002) proposed the generation method based
on monotonicity [7], while Vaibhav Mehta et al. (2006)
proposed a ranking attack graph relying on graph neural
network (GNN) [8]. Furthermore, Apart from that, Yun Chen
et al. (2017) proposed an attack graph generation algorithm
relying on a supervised Kohonen neural network [9], while
HengLi et al. (2017) introduced a searching forward complete
attack graph generation algorithm depending on hypergraph
partitioning [10]. Also, Bintao Yuan et al. (2020) introduced
the network vulnerability assessment method depending on
the graph database and elaborated its efficacy in solving state
explosion and other methods [11].

An attack graph may be utilized for many reasons, with
positive or negative consequences [13]. Typically, attack
graphs are used by researchers to improve the network's
security. One of these applications is the computation of
network security metrics. Attack graphs may be employed to
generate network security metrics to analyze the target
network's overall security. These metrics may be utilized to
assess the target network's security risk. National Institute of
Standards and Technology (NIST) describes security metrics
as techniques that gather, analyze, and report pertinent
performance-related data to aid decision-making, maximize
performance, and increase transparency [12].

There are many security metrics proposed by researchers,
such as Shortest Path (SP) Metric, Mean of Paths Length
(MoPL) Metric, Number of Paths (NP) Metrics, etc. Some are
combined to get new metric with new features and better
results, like combining NP and MoPL to get Standard
Deviation of Path Lengths (SDPL) Metric proposed by [13].

In[14], the authors divided the attack graph-based security
metrics into two types, which are host and network-based
metrics. Host-based security measures the level of security of
individual hosts in a network. The host-based is divided into
two types, which are with and without probability.
Meanwhile, the network-based uses the structure of a network
to aggregate the network's security property. This type of
metrics is classified into two categories, which is path and
non-path metrics.

However, using these metrics sometimes gives misleading
results, failing to sufficiently account for the number of ways
an attacker violates a security policy. In this case, not only the
number of the ways but the accuracy is also responsible. For
example, the shortest path is not necessary to be the path used
by the attacker. It also does not take into account the attack
effort connected to the attack paths.

In this paper, three metrics are proposed, which are
Number of Vulnerability (NV) Metric, Mean Vulnerabilities
on Path (MVoP) Metric, and Weakest Path (WP) Metric to
reduce the misleading of the security metrics. The NV and
MVoP will view how strong the network is and indicate how
much effort the attacker needs to breach network security. On
the other hand, it will also measure how much effort is
required by the administrator to guard the network from any
attacker. Meanwhile, the WP metric views the network’s
weakest path, which allows the attacker to breach the network
policy with minimum effort.
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The remainder of the paper is laid out as follows. Section 2
presents the attack graph overview, while Section 3 gives the
security metrics related work, Section 4 proposes the security
metrics, Section 5 is the experiment performed and results,
while Section 6 gives the conclusion.

Il. ATTACK GRAPH BACKGROUND

The concept of attack graph has been proposed by Philips
and Swiler [15], As shown in Fig. 1. Since then, many
researchers have generated attack graphs differently using
different methods to improve the attack graph. It is a security
model denoting the chains of vulnerabilities, where exploits in
the network can be in various forms. The attack graph
representation can be organized [16] as a state-oriented,
exploit-oriented, or state-exploit-oriented attack graphs [17].
Attack graph generation helps merge low-level vulnerabilities
to display all attack paths from source to network goals. By
examining the exploited attack paths, security experts should
concentrate on patches or configuration bugs that present
greater risks. The probabilistic attack graph's risk assessments
support such decisions even more [18].

Attack graph generation has three steps which are
reachability, attack model, and core building. The attack graph
reachability explores the conditions of accessibility in the
network, defining whether two given devices could reach one
another. The most common representation of network
reachability data is a reachability matrix, in which the rows
and columns represent the network’s hosts. Moreover, each
entry indicates the reachability condition between the hosts on
the corresponding row and column, respectively [20]. Various
connections between the hosts may be represented by a
reachability matrix, including transport, network, physical,
and application-level connections. Its spatial complexity is on
the order of the square of the network's number of hosts [20].

The second phase is the attack model. Attack graph
modelling deals with the modelling of attack templates,
determining attack graph structure, and modeling networks.
The attack template modelling comprises the representation of
pre- and post-conditions for the vulnerability. It also provides
a process by which information in public vulnerability and
weakness databases can be extracted from these conditions for
particular vulnerabilities [20].

The attack graph structure's determination involves
determining which node and edge types could be contained in
the attack graph. Network modelling aims to define a suitable
representation of network information [6]. The third phase is
the attack graph core building, which denotes the main
algorithm employed to develop the attack graphs. Many paths
will be pruned in this stage during creating the resulting attack
graph in this process [20]. From two different viewpoints, an
attack graph core building mechanism could be taken into
account. One is the method of evaluating the attack paths, and
the other is the method of pruning the attack paths [20].

Generating an attack graph may be utilized for various
reasons comprising negative or positive impacts. According to
[20], attack graph can be used in four prespectives as in Fig. 2.
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Fig. 1. An Attack Graph Sample [19].
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Fig. 2. Attack Graph uses [20].

Attack graphs can be used for recommending near optimal
security defense counter-measures. Optimal counter-measure
recommendation can also find practical usage for determining
proactive defense recommendations. It can also use the attack
graphs generated by accounting for the goal privileges
pointing to critical network resources [21].

Another use for the attack graph is network design
generation can find practical use in locating the intrusion
detection/prevention systems and firewalls optimally in the
target network. It can also be used to determine firewall and
access control rules, if necessary support for resolving
conflicting rules and processing different custom rule formats
is provided [17].

Attack graphs can be used for on-line security situational
assessment (monitoring) and detecting ongoing attack
scenarios by performing highlevel correlation and aggregation
of the intrusion alerts and system logs collected throughout the
target network. The detected attack scenarios can be used to
perform future attack predictions and determine reactive
defense measures [17].

Attack graphs also can be used to derive network security
metrics used for global security assessment of the target
network. These metrics can be used to perform security risk
analysis for the target network. Each node (generally
indicating a network state) and each edge (generally indicating
a vulnerability exploit) on the attack graph can be assigned a
probability of occurrence. A node can also be assigned a
possible damage value, if the corresponding network state for
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the node indicates the compromise of some information source
for a network host. From these probability and damage values,
the cumulative risk values are computed for each network
state on the attack graph [17]. In this paper, we will use the
attack graph to derive the security metrics.

I1l. SECURITY METRICS

Metrics, as defined by the NIST, are instruments that
gather, analyze, and report applicable performance-related
data to aid decision-making and increase performance and
transparency. Comprehensive network security and CSA
management necessitate the use of security metrics [12].

Security metrics have different categories. Based on
Nwokedi C. Idika [22], security metric can be classified into
two main classes, which are primary and secondary as in
Fig. 3. The primary security metric classes are architectural-
based security metrics and performance-based security
metrics. The difference in the two classes stems from the type
of attributes they measure. Architectural-based metrics
measure internal attributes. Performance-based metrics
measures external attributes. The secondary security metric
classes are security metrics, complexity-based security metrics
and time-based security metrics. These metrics can be applied
to internal and external attributes of a network. Most of the
primary class belong to secondary class as well but not all
metrics belong to a primary class but not necessarily a
secondary class.

Attack graph-based security metrics is a type of
architectural metric [22]. It is a value produced from
measuring the internal attributes of a network that affect IT
security or operational security. The values are derived from
generating an attack graph and subsequently deploying an
analysis over the attack graph. This analysis is the
measurement that produces the attack graph-based security
metric [22].

According to Enoch et al. (2017) attack graph security
metrics can be divided to two categories depending on the
network reachability which are Host-based and Network-
based as in Fig. 4 [23].

The host-level metrics are used to quantify the security
level of individual hosts in a network. The host based metrics
are classified to two categories which are security metrics with
probability and security metrics without probability [24]. The
classification had been done because sometimes it is infeasible
to find a probability value for an attack, and some analysis and
optimisation can be done with or without probability
assignments [20].

The network-level metrics are used the structure of a
network to aggregate the security property of the network. The
network-based security can be classified to two categories
which are security metrics path-based and security metrics non
path-based. Path based metrics use the reachability
information of a network to quantify the security level of the
network. While in non path-based metrics, the structure and
attributes of a network are not considered; instead, the security
of a network is quantified regardless of the network structure
[22]. Researchers had proposed many metrics. In this section,
some of the previous works will be explained.
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Fig. 4. Attack Graph Security Metrics Classification [23].

Phillips and Swiler (1998) proposed the Shortest Path (SP)
Metric. The shortest attack path is the one that takes an
attacker from his initial state to his desired goal state using the
shortest distance. The length function used to calculate the
distance is determined by the security engineer who conducts
the attack graph analysis. Nonetheless, this metric does not
signify the number of shortest paths in a network. Also, there
iS no guarantee that the short path is the path used by the
attacker [5]. Because of the metric is depending of the length
of the path, this metric is path-based metric.

Moreover, Ortalo (1999) suggested the Number of Paths
metric (NP). The number of attack paths in a given attack
graph is expressed by this security metric. It measures how
vulnerable a network is to be attacked. A larger Number of
Paths metric suggests a more exposed network. This metric,
however, does not account for attack effort, implying that two
networks with the same number of attack paths are considered
to be of equal security [25]. This metric is path metric because
it counts the network paths.

Furthermore, Idika details the Mean of Path Lengths
metric (MPL), first introduced by Wei Li (2006) as the
Average Path Length metric [26]. It calculates the arithmetic
mean of all path lengths to reflect the typical path length. It
also estimates how much effort an attacker would impose to
break a network security policy. Since an attacker may not
have the same perspective of known vulnerabilities as a
security engineer, this metric is important. Because of this
lack of experience, the attacker may pick a path that is not the
shortest. Alternatively, an attacker may choose the other path
because the attacker believes the security engineer is using the
shortest path analysis. However, this metric cannot be applied
alone because it depends on the NP metric [13]. This metric is
considered as path metric because it calculate the average of
the path length of the network.
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These security metrics can be used to retrieve security-
relevant data, but they can also produce false results. The
Shortest Path and Mean of Path Lengths metrics do not
account for all the possible ways an attacker would break a
security policy. The attack effort related to the attack paths is
not fully accounted for by the Number of Paths metric. To
overcome these problems, this work proposes three metrics,
which is NV, MVoP, and WP explained in the next section.

IV. PROPOSED METRICS

In this section, three attack graph-based security metrics
will be proposed: Number of Vulnerabilities Metric (NV),
Mean of Vulnerabilities on Path Metric (MVoP), and Weakest
Path Metric (WP).

A. Number of Vulnerabilities (NV) Metric

The Number of Vulnerabilities (NV) Metric represents the
number of weakness in each node of the network that an
attacker can use to cross privilege boundaries in the network.
This metric aims to understand the number of disadvantages in
the network and allow the administrator to fix it and compare
the security of two networks with different size and topology.
The formalization of the NV metric is presented in equation 1:

NV = X V(p1,P2 - Pn) 1)

Here, V' represents the vulnerabilities, p represents the
path, and n denotes the number of nodes. Thus, the metrics
will calculate the vulnerabilities for each path starting from p;
to p,. The pseudocode of NV metric calculation is in Fig. 5.
Basically the input in the pseudocode is the attack graph to
select all the nodes and the wvul_list which represent the
vulnerabilities list. The process is so simple is to select a node
from all the nodes in the attack graph and calculate the
number of vulnerabilities in that node and add them to the
counter. This metric is host-based and without probability
metric because this metric calculate the vulnerabilities from
the host.

Input: aftack graph, ol list
NV=)
Oufput: NV
Process:
Foreach node in nodes
Foreach vulnerability in vul list
NV=NV4|
Endfor
Endfor
Endprocess

Fig. 5. NV Metric Calculation.

B. Mean Vulnerabilities on Path (MVoP) Metrics

The Mean Vulnerabilities on Path (MVoP) metric
represents the average number of the path's vulnerabilities.
This metric indicates how much effort an attacker would have
to put in to break a network security policy. It also provides a
view for the defender to expect the attacker's move. The
formalization of the NV metric is presented in equation 2:

Vol. 12, No. 5, 2021

Mvop =2 0]
NP

where NV implies the number of vulnerabilities on the

network, while NP is the number of the network paths. The

formalization of NP is presented in equation 3:

NP = |py, Dz, e, Dkl (3)

where p represents the path and k represents the number of
the path. Fig. 6 shows the NP and MVoP metrics calculation.
To calculate MVVoP metric, we need to calculate NV and NP
metrics. The NV metric has been calculated above (see
Section 4.1). In this section, we will calculate the NP metric.

The calculation of NP metric is depending on the edges
between the nodes, basically each node has many edges with
other nodes, to calculate this edges, we used edges list for
each node, the we start counting the path from the source to
destination using edge list. During the calculation the source
change depending on the edge list until the source equal the
destination which is mean it is a path. After calculating the
numbe of the path, we calculate the MVoP by dividing NV on
NP. This metric is considered as path-based and without
probability metric because it calculate the wvulnerabilies
number from the host and calculate the path number from the
network.

Input: atiack graph, NV
NP=0
MVaP=0.0

Output: MVelP

Function: court_paths (source. destination)
path_count = 0;
path_counter(source. destination. path_count):
return path_count;

endfunction

function: path_counter {int source, int destination, int&: path_count)
if {source == destination)
path_count+
else
for (auto neighbour : m_neighbours[source]
path_covnter (neighbour, destination, path_count);
endfor
endif
endfunction
Process:
NP=Count_paths {source, destination)
MVoP= NV/NP

Endprocess

Fig. 6. MVoP Metric Calculation.

C. Weakest Path (WP) Metric

The Weakest Path (WP) Metric is similar to the shortest
path metric but in another term, which is the network's
strength. The path's strength does not depend on the NV only
but also on the score of vulnerability itself. The vulnerability
score can use the CVSS that NIST had invented. The
formalization of calculating the path score using CVSS is
presented in equation 4:

k=n
V(p) _ Yk=1 CVSS(v(a,b))’ (4)

n

where p represents the path, v represents the vulnerability
between node a and b, k denotes the number of the nodes in
the path, and n refers to the number of the nodes. Basically,
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the equation calculates the average score of each vulnerability
in the path.

After calculating the path vulnerability score, the score
results are compared between all paths in the network to
represent the weakest path. The formalization of the WP
metric is defined in equation 5:

wp = maX(V(m)» V(pz)» b V(pk)) (5)

where p represents the path, k represents the path number,
and V (py,) represents the summation of the path vulnerabilities
score. The calculation of the WP metric in Fig. 7.

The calculation of the weakest path is depending on the
value of each edge in the path. To calculate the edge value, we
need to find the vulnerabilities score of the edge, so the input
will be the attack graph, vulnerabilities list and vulnerability
score (CVSS). Then we calculate the edge score by finding the
maximum vulnerability score in edge.

After calculating the edge value, the path score will be
calculated. Basically, the value of the path will be the average
number of edge value in the path. The path score will be saved
to compare it with other paths score to find the weakest. The
highest path score in the paths will be the weakest path in the
network. This metric is considered as path-based metric
because it calculate the path score.

Input: atack graph, vul_list, CVSS
Edge value [J;

j=0

Ontput: Weakest path

Function edge_score (edge)
Foreach vulnerability in edge
Edge value[edge] = Max (CVSS (2dge))
Endfor
endfunction

function path_score (path)
foreach edge in path
path_score = path_score + edge_value[edge]
=1
endfor
WP(j] = path_score /i
j#=1
endfunction

Process:
Foreach edge in edges
edge_score (edge)
Endfore

Foreach path in paths
path_score (path)
endfor

Weakest_path = max (WP)

Endprocess

Fig. 7. WP Metric Calculation.

V. EXPERIMENT AND RESULTS

In this section, the experiment of the three metrics had
been done. The experiment used two attack graphs generated
with two different networks. In the following, the network's
topology will be explained. Then, the results of applying the
metrics will be discussed.

Vol. 12, No. 5, 2021

A. Network Design

In this experiment, we chose two networks to test the
effect of our proposed metrics. The network A has two
workstations, three servers, a firewall and an external attacker,
as in Fig. 8. The network connectivity in this network
topology depends on firewall rules given as follows:

e There is bidirectional connectivity between the
webserver and other machines in the network.

e The external host is the attacker located on the internet
and has access to the webserver through HTTP
protocol and HTTP port.

e The two workstations and fileserver have access to
each other through NFS protocol and NFS port.

e The two workstations and fileserver have access to the
internet through HTTP protocol and HTTP port.

e The two workstations have access to the database
server.

ﬁ' Attacker '_99

F—=

4
Workstation 1

=]
—_—
SR

l’

P’ =3 "
Workstation 2 . : -I"l
— — 1]
— -”
(= —]
- Firewall
Fileserver

i &

Database Web

Fig. 8. Network a Topology.

Meanwhile, the network B has two workstations: a web
server and database server and an attacker, as in Fig. 9. The
network connectivity in this network topology depends on
firewall rules listed as follows:

e There is bidirectional connectivity between the
webserver and other machines in the network.

e The external host is the attacker located on the internet
and has access to the webserver through HTTP
protocol and HTTP port.

e Workstation 4 has access to the database server.

o All workstations have access to the internet through
HTTP protocol and HTTP port.

e All workstation has a connection with each other.

The experiments evaluated the generating attack graph in
the following environment. The CPU is core i5 2.0 GHz with
8 GB of RAM, the operating system is windows 10, and the
coding was performed using Microsoft Visual Studio C#
2012. Also, the Common WVulnerabilities and Exposures
(CVE) and National Vulnerability Database (NVD) lists were
employed, which were provided by NIST to load the
vulnerabilities to the attack graph.
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Fig. 9. Network B Topology.

B. Results

In this section, the findings of the experiment will be
discussed. Before explaining the results, the paths from the
started node (the attacker) to the targeted node (database
server) in both networks and list of vulnerabilities must be
identified.

The number of the paths in network A is four (4) paths,
while the network B has 14 paths, as illustrated in Table I. The
paths extracted from the networks based on the topology of
the networks.

Here, A represents the word Attacker, W represents the
word webserver, D represents the word database, and the
numbers represent the workstations. The Attacker can reach
the workstations through the webserver only. In this case the
next step for the Attacker is webserver. While the webserver
has bidirectional connection to the workstations, but the
webserver cannot reach directly to the database server which
only can be reached by both workstations in network A and
workstation 4 in network B, in this case the Attacker need to
conquest the workstations before can conquest the database
server by exploit the vulnerabilities in the network.

A vulnerability is identified by CVE as a weakness in the
computational logic (e.g., code) found in software and
hardware components. Usually, the node can have more than
one vulnerability because it depends on the applications that
installed and the hardware is used. This section will explain
some of these vulnerabilities that found in network A and
network B as in Table II.

The first vulnerability that discovered is CVE-2010-0490,
this weakness in Internet Explorer 6, 7 and 8 with the
possibility that remote intruder can execute arbitrary code on
the target machine. While CVE-2014-2510 in the outlook, this
vulnerability remote authenticated users to read arbitrary files
via an external entity declaration in conjunction with an entity
reference. The next vulnerability is CVE-2018-15983 in adobe
flash player, this vulnerability has an insecure library loading
(dIl' hijacking) vulnerability. Successful exploitation could
lead to privilege escalation. The CVE-2010-0483 vulnerability
discovered in VBScript, this vulnerability might allow user-
assisted remote attackers to execute arbitrary code via a long
string in the fourth argument (aka helpfile argument) to the
MsgBox function.

Vol. 12, No. 5, 2021

1) NV and MVoP: Upon implementing the NV metric on
both graphs, the results show that the network A has more
vulnerabilities than the network B, as displayed in Table IV.
Even the network B has more nodes than the network A, but it
has fewer vulnerabilities than the network A. The reason is
that the nodes can have more than one vulnerabilities at the
same time. Depending in this metric network B is more secure
than network A, unlike NP metric which shows than network
A is more secure than network B. The reason of the different
between two metrics which is the NV metric is depending on
the weaknesses of the network not like NP metric which
depend on the paths only.

Also, for the MVoP metric, the network A has more
vulnerabilities in each path than the network B. The reason for
that is the network A has few paths and more vulnerabilities
than the network B, as displayed in Table Ill. The result of
MVoP metric shows that network B is more secure than
network A, unlike MPL metric which shows network A is
more secure. The reason is MVoP depends on the average
number of the weaknesses in the path, while MPL depends on
the average length of the paths.

TABLE I. PATHS OF THE NETWORKS
No Network A paths Network B paths
1 A-W-1-D A-W-4-D
2 A-W-2-D A-W-1-4-D
3 A-w-1-2-D A-W-2-4-D
4 A-W-2-1-D A-W-3-4-D
5 A-W-1-2-4-D
6 A-W-1-3-4-D
7 A-W-2-1-4-D
8 A-W-2-3-4-D
9 A-W-3-1-4-D
10 A-W-3-2-4-D
11 A-W-1-2-3-4-D
12 A-W-1-3-2-4-D
13 A-W-2-1-3-4-D
14 A-W-2-3-1-4-D
15 A-W-3-1-2-4-D
16 A-W-3-2-1-4-D
TABLE Il EXAMPLE VULNERABILITIES
No Vulnerability CVSS Score
1 CVE-2010-0490 9.3
2 CVE-2014-2510 6.8
3 CVE-2018-15983 7.8
4 CVE-2010-0483 7.6
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TABLE IlI. METRICS IMPLEMENTATION RESULTS TABLE V. WP METRIC SCORE FOR BOTH NETWORKS
Metrics Network A Network B Number l’;l:tt\r:vork A \riqveliric Eae;cxvork B WP metric
NV 18 15
1 A-W-1-D 7.6 A-W-4-D 7.9
MVoP 45 1.07
2 A-W-2-D 8.9 A-W-1-4-D 7.95
NP 4 16
3 A-W-1-2-D 8.15 A-W-2-4-D 7.87
MPL 35 5.06
4 A-W-2-1-D 8.12 A-W-3-4-D 7.8
The result of NP metric and MPL metric are not accurate 5 AW-1-2-4-D 78
enough of measuring the strength of the network because they
do not see the detail of the network, while NV and MVoP |8 AW-1-34D | 81
metrics are more accurate because of calculating the 7 A-W-2-1-4D |75
weaknesses of the network. 8 AW-234D | 82
2) WP metric: For the third metric, WP metric, the 9 A-W-3-1-4-D | 7.74
experiment compares the path's strength between th_e same 10 A-W-3-2-4-D 758
network paths. To calculate the path strength, the metric takes
- o . 1 A-W-1-2-3-4-D | 7.65
the highest score vulnerability in the link between two nodes
to determine the path's score. Table IV shows the score | 12 A-W-1-3-2-4-D | 7.86
between all links in both networks. 13 A-W-2-1-3-4-D | 7.73
The results of the edges strength had been calculating | 14 A-W-2-3-1-4-D | 8.08
depends on the highest vulnerability score in the edges. There 15 A-W-3-1-2-4-D | 7.21
are many vulnerabilities had been dropped in the calculation 16 AW-32-1-4D | 735
because the score of these vulnerabilities is smaller than the
vulnerabilities that been calculated because we assumed that TABLEVI  METRICS COMPARISON
the vulnerabilities that have higher score are more danger and '
have a high chance to be exploit by the attacker. Based on Metric Network A Network B
these edges scores, the weakest path had been calculated as in
WP - A-W-2-D A-W-2-3-4-D
Table V.
i spP “AW-1D A-W-4-D
Table VI shows that path number 2 in the network A and - A-W-2-D W4

path number 8 in the network B has the highest number of WP
metric calculation, implying the weakest path in the network.

Comparing with SP metric, the results show that WP
metric are more specific, accurate and effective, as in
Table VI.

TABLE IV.  EDGE VULNERABILITY SCORE

No Network A links Link Network B links Link

score Score score score
1 A-W, W-A 9.8 A-W, W-A 9.2
2 1-2,2-1 7.8 1-2,2-1 5.4
3 W-1, 1-W 6.2 1-3,3-1 8.1
4 W-2, 2-W 8.1 1-4,4-1 7.2
5 1-D, D-1 6.8 2-3,3-2 8.1
6 2-D, D-2 8.8 2-4,4-2 6.4
7 3-4,4-3 7.8
8 W-1, 1-W 7.3
9 W-2, 2-W 7.8
10 W-3, 3-W 6.1
11 W-4, 4-W 6.4
12 D-4,4-D 8.1

The SP metric has two paths in the network A, causing
misleading results, while the WP metric has been more
specific and gets one path only. In the network B, the SP and
WP metrics get different paths because the SP metric counts
the node number between the started and targeted node.
Simultaneously, the WP is more specific and calculates the
vulnerability score in each link, giving the easiest path for the
attacker to reach the target.

VI. CONCLUSION

In this paper, three metrics had been proposed, which is
NV, MVoP, WP metrics. These three metrics depend on
vulnerabilities as a major factor to measure the security of the
network. The experiment had been performed in two attack
graphs generated using two different networks. The results
show that the network A has more vulnerabilities, while the
MVOoP is higher than the network B, even though it has more
nodes and paths. For the last metric, the WP metric, the
network's A result shows that the shortest path is the weakest
path of the network while it was not the shortest path in the
network B.
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VII. FUTURE WORK

Further investigation and research are still required,

especially in the flowing fields:

[1]

[2]

B3]

[4]

[5]

[6]

[71

(8]

[]

[10]

[11]

e The work developed using the metrics and the

experiments will be performed for larger graphs.

e Also, we will attempt to combine the metrics to obtain

better results.
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Abstract—The popularity of digital games is increasing with a
global market value of RM197.6 billion. However, the game
produced locally still has no impact. One reason is that there is
no emphasis on the game design process in the game development
education program. Games designed have a problem in terms of
creativity, and there is still no specific method of training
creative thinking. This study aims to identify and validate game
design’s creativity components and develop a Creativity Training
Model for Game Design (LK2RBPD Model) verified through the
Game Design Document Tool (GDD Tool) prototype. This
research has four main phases: the requirements planning,
design, development, implementation, and testing phases. In the
requirements analysis phase, the component of LK2RBPD Model
was identified. The LK2RBPD Model contains elements from
industry practices of game designing, creative and innovative
thinking skills, creativity dimensions, Sternberg Creativity, and
Cultural Activity theories. The GDD Tool prototype
implementing the model was developed and tested. The
LK2RBPD Model was evaluated using questionnaire survey,
SWOT (Strengths, Weaknesses, Opportunities, and Threats)
analysis, and verification of ideas in the GDD Tool prototype.
Evaluation using a five-point Likert scale shows that GDD Tool
prototype is effective in implementing 19 components. Expert
verification on the results of game design ideas and creativity
building using Cohen Kappa calculations is 0.94, indicating an
excellent agreement. The results show that the LK2RBPD Model
can be effectively used to train creativity in game design. This
research's contributions are LK2RBPD Model, creative game
design ideation process guideline, and GDD Tool prototype
design.

Keywords—Creativity training; game design; creative ideas;
creative thinking

I. INTRODUCTION

Technological change is very significant, especially in
information and communication technology (ICT), which has
led to rapid development in various fields and aspects of life
[1]. Changes in ICT have been particularly noticeable when the
explosion of electronic and digital devices has dominated
today’s technology market. Digital games have also become a
large industry, generating billion dollars worldwide. Despite
the expansion, this industry is facing a number of problems [2].
The popularity of digital games is increasing, with a global
market value of RM197.6 billion. However, the game
produced locally still has no considerable impact. One reason
is that there is no emphasis on the game design process in the
game development education program.

Many digital games on various platforms have been
created, either for entertainment or for other purposes. VVarious
studies have shown the potential and effectiveness of
computer games for education, they are found to be more

efficient, beneficial, and of quality [3] [4] [5]. Regardless of
the purpose of the computer games, the fundamental emphasis
should be on the game design and the design process's creative
aspect.

The game design process plays a crucial role in producing
a good and creative game. According to [6], the process of
game design is divided into two main phases that need to be
emphasized, namely ideation and conceptualization. Ideation
refers to the process of generating creative and innovative
game design ideas, while conceptualization is to outline the
concept in the form of game prototypes that involve
programming, architecture, sound, and interface. According to
[6], creating an interactive and effective computer game is a
huge issue and challenge because various assumptions in the
creating of a computer game can have a significant impact on
users. This is further reinforced by [7] [8] in their studies, that
three important elements are emphasized in the construction of
computer games, namely, a creative resource involving
graphics and sound, files involving creative graphic rules, and
a game engine involving the control of every graphic and
sound. According to [9], the game design process needs to
have certain creativity based on the practice of human game
designers and an advanced analogy with creativity in science,
acceptable to computational achievements in the form of
discovery systems. In addition, [10] [11] [12] also agreed on
the need to generate game ideas that require creative strategies
in game designing. According to a recent study by [13], an
effort to create or adopt tools that increases team
communication is necessary to maintain designers and
programmers’ working in a strong collaborative atmosphere to
produce creative game designs. Thus, it can be concluded that
the computer games design needs to be emphasized in the
game development education.

Creativity is defined as a process that occurs to a human
being and a quality that is natural and learned. According to
[14] [15], creativity is the ability of those who excel in
creative endeavors, reflecting the idea of the human
imagination as an intuitive notion of skill. The author in [5]
considered creation as the process of finding sufficient facts,
problems, ideas, and solutions, with cognition, imagination,
and judgment, i.e. creative problem-solving. The author in
[14] deemed creativity as the creation for particular needs or
purposes by incorporating elements connected to form new
relationships. Issues in a game product involve issues of
creative thinking in game design and development. Creativity
and skills are among the most important aspects for a digital
game developer and designer. Eighty percent of games are
expected to fail in meeting their business objectives due to
poor designs and lack of creativity [16]. Creativity is an
essential constituent in the game design process, which
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requires creative ideas, storytelling, character design, interface
design, environmental design, and animation [17]. Also, game
design demands a continuous process which incorporates
many important aspects, including discipline and creativity
[18] [19].

Game designers still face difficulty determining players'
needs; therefore, the game design process desperately needs a
model to help solve innovation and creativity problems [20]
[18] [21]. This indicates that the gaming industry can use a
model that will help improve the game's quality. According to
[22], a software product's design requires a good planning
process and a systematic methodological guide to software
development. According to [23], innovative and creative
processes are among the essential elements of the game
business model. Furthermore, the most effective activities
toward achieving business success are innovative and creative
processes [24].

Meanwhile, the game design process requires more quality
resources for the gaming industry's creative development.
According to the Official Portal of the Multimedia
Development Corporation (MDEC 2019), despite sufficient
resources to meet demands, existing talent sources indicate
serious problems with quality and skills. Thus, a creative
thinking learning model is needed to address the talent gap
inherent in the country's creative industry and show that
everyone needs to practice creative skills.

Il. RESEARCH METHODOLOGY

This study uses a mixed-method design approach that
combines qualitative and quantitative study design to collect
systematic data [25] [26]. Data collection includes course
document analysis, interviews, questionnaire surveys, SWOT
analysis, and analysis of game design documents. This
research used Rapid Application Development (RAD)
methodology, which includes requirements planning, design,
development, implementation, and testing phases. The data
collected were from the activities of each phase.

A. Requirements Planning Phase

The requirements planning phase involved the collection
of the required information at the beginning of the study. In
this phase, issues and problems together with elements of the
model were identified. The phase activities include
unstructured interviews for game design practices from six
game designers and three game design lecturers, analysis of
game development course documents and program structure,
students” final project evaluation reports, students’
observations on the game design process, and the literature
review. Fig. 1 shows a summary of the activities performed in
this phase.

B. Design Phase

In the design phase, the elements identified are grouped
and mapped into different components of the LK2RBPD
Model. The four phases of design activities are
(i) excluding/removing elements not suitable for use in
creative skills training for game design, (ii) grouping of
similar elements by categorizing them into four components
categories of designer, knowledge, skills, and technology

Vol. 12, No. 5, 2021

support, which are essential to the model based on the four
dimensions of creativity (person, environment, process, and
product) [27][28], (iii) mapping of components by
determining their relationship and visualizing via diagrams,
based on the Input, Process, and Output model [29][30];
(iv) Expert verification to validate the components in the
model using the Inter Rater Reliability (IRR) technique by
four experts from the gaming industry and academia [31][32].
Fig. 2 summaries the activities performed in the design phase.

PHASEZ1: RESULT/ QUTPUT
REQUIREMENTS
ANALYSIS
. Problems, issues
Interviews and needs of the
l study

Document analysis

Elements for
creative skills

l —

Observation

l

Literature review

Elements for game
design

Fig. 1. Requirement Planning Phase.

PHASE 2: DESIGN RESULT/ OUTPUT

Elements exclusion
Creativity Training

| Model for Game
] Design (LK2RBPD
Elements grouping Model)
—
1
Components mapping
1 IRR index

Expert verification

Fig. 2. Design Phase.

C. Development Phase

The development phase involves five activities. The first
activity is prototype development with implementation of the
LK2RBPD Model - the GDD Tool. Second activity is
verification of the LK2RBPD Model component in the GDD
Tool prototype, conducted by five (5) experts (Numbers (N) =
5: Male (M) = 1; Female (F) = 4) comprising of two game
industry experts and three academic specialists / lecturers of
game design and development. Semi-structured interview
method using a checklist and a low fidelity prototype were
used. The third activity is the prototype test, conducted using
Thinking Aloud Testing [33] with five students majoring in
game design. In the test’s procedure, testers would be logged
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in as system users, and they would follow the instructions
given to test the GDD Tool’s features: choosing roles,
generating ideas, brainstorming, and downloading game
design documents. Additionally, respondents would need to
provide feedback on the low prototype design of the GDD
Tool in the checklist provided. The fourth activity is the
questionnaire (instrument) development for content validation
on the implementation of the LK2RBPD Model component. A
5-point Likert’s Scale (1 = strongly disagree, 2 = strongly
disagree, 3 = neutral, 4 = agree, 5 = strongly agree)
questionnaire consisted of 83 questions has three main
sections: part A (student information), part B (question items
according to the LK2RBPD Model component), and part C
(SWOT Analysis). Five experts (N = 5: M= 1; F = 4) from
various fields of expertise validated the questionnaire. Finally,
a pilot study was conducted with 15 students for reliability
testing of the instrument. Fig. 3 summarizes the activities in
the development phase.

D. Implementation and Testing Phase

In this phase, the GDD Tool prototype was evaluated
through 45 students-perception questionnaire  survey.
Descriptive mean score used three-level indicators: 0.00 - 1.67
= low, 1.68 - 3.34 = medium, and 3.35 - 5.00 = high [34] [35].
Finally, creativity and innovation was evaluated based on
observations on ideation process and the game design
documents (GDD) produced through GDD Tool. GDD were
assessed by five experts, who are game designers. The
evaluation was carried out in two sessions. The first session
was conducted without using the GDD Tool, in the form of a
regular discussion. The researcher provided the students with
instructions on the production of game design documents and
gave them some ideas on game design. The second session
required the GDD Tool, so the testing procedure was initiated
with a demonstration that provided the respondents with
instructions on how to use the GDD Tool. Fig. 4 shows a
summary of the activities in this phase.

PHASE 3: DEVELOPMENT RESULT/ OUTPUT

Prototype development

|

GDD Tool interface design

Percentage of Expert

agreement
Verification component in the
prototype
Prototype interface analysis
l report

Prototype testing

|

Instrument development

I

content validation & pilot
study

Prototype requirements
analysis report

Usability problem analysis
report

Reliability value

Fig. 3. Development Phase.
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PHASE 4: Implementation & RESULT/ OUTPUT

Testing

Implement prototype

l

Model evaluation through
prototype (questionnaire &
SWOT)

Descriptive analysis of means

Analysis SWOT questions

—) . .
l Idea session observation
report for game design

Evaluation of creativity and
innovation

l Percentage Expert agreement

Expert approval

Fig. 4. Implementation and Testing Phase.

I1l. RESULTS AND DISCUSSION

Results identified from requirements analysis were 19
elements essential for training creative skills in game design,
consisting of industry practices, creative and innovative
thinking skills, creativity dimensions, Sternberg’s theory of
creativity, and cultural activity theory. These elements were
grouped into four components: (1) the designer component
consists of elements (intelligence, thinking style, motivation
and personality) while (2) the knowledge component consists
of the elements (experience, game genre, environment and
storyline) next (3) the skills component consists of the
elements (linking, synthesizing, imitation, game analysis,
generating ideas, inventing and play centric) and last (4) the
technology support component that consists of elements
(goals, rules, community, and distribution of tasks), forming
the LK2RBPD Model.

The IRR approval rate for expert validation of the model is
94 percent, an acceptable level of trust agreement. IRR values
from 75 percent to 90 percent indicate acceptable levels of
agreement when using a percentage of consent [31] [32] [35].
Fig. 5 shows the LK2RBPD Model with 19 components
(intelligence, thinking style, motivation, personality,
experience, game genre, environment, storyline, correlate,
synthesis, imitation, game analysis, generate idea, invent, play
centric, goals, rules, community and task distribution. Model
construction and validation has been discussed in detail in
[36].

The model evaluation is done via the GDD Tool low
fidelity prototype. Results of the experts’ agreement on the
implementation of the LK2RBPD Model components in the
GDD Tool’s low-fidelity prototype is good (Cohen Kappa
coefficient = 0.84) [37]. However, only 17 components of the
model were identified and agreed upon by all the experts
(Table I). Table Il shows the experts’ feedback on GDD Tool
prototype interface. Experts’ feedback using the provided
checklist was then used to develop the final prototype, based
on the system requirements (Table 111).
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Creativity Training Model for Game Design 15. | Play centric / / / / /
16. | Goal / / / / /
INPUT PROCESS OUTPUT 17. | Rules / / / / /
18. | Community / / / / /
DESIGNER CREATIVITY TRAINING IN GAME T
FACTORS DESIGN PROCESS 19 Distribution of / / / / X
" | tasks
INTELLIGENCE
SKILLS PROCESS TABLE II. EXPERT FEEDBACK ON GDD TOOL PROTOTYPE INTERFACE
GAME
Tgw(,_'g ¢ | CORRELATE ANALYSIS No !Elements of Prototype Suggestion for improvement
interface
SYNTHESIZE GENERATE CFEE:&:EVE . Chang_e the back_ground colou_r to
MOTIVATION IDEAS DESIGN make it a more vibrant, engaging and
effective design.
Ensure appropriate and consistent use
IMITATION INVENT ¢
PERSONALITY L Colour usage of colours and combinations on each
interface.
e Consistent use of colour for each
l I vovarive menu button on the interface.
METHOD e Change text style and size for
communicating purposes,
KNOWLEDGE PLAYCENTRIC comrp_unlcatlng ideas and factg.
e Sensitive font: for computer display.
e Sans serif font types are more
EXPERIENCE || | commonly used because it's more
accurate for inside use of computer
TECHNOLOGY SUPPORT resolution.
GENRE GAME e The choice of style and text size
GOAL RULES should be more appropriate to explain
how the generated application works,
ENVIRONMENT 2. :’iizt/Fonts style and to guide the user to browse the
COMMUNITY application, and to send information
to the designed application.
STORYLINE DISTRIBUTION OF e Consistent use of text size for page
TASKS title, description of words in words or
paragraphs and instructions for
operating the application.
Fig. 5. LK2RBPD Model. e Use of the title of each interface in
accordance with the functions and
TABLEI.  EXPERTS’ AGREEMENT ON THE IMPLEMENTATION THE processes that will be used by the
LK2RBPD MODEL COMPONENTS GDD Tool user.
e Consistent use of English.
Expert | Expert | Expert | Expert
No | Components Expertl 2 3 4 5 e Add menu buttons to the Comment
1 intelli / / / / / Page and Best Ideas interface for the
- | Intefligence purpose of providing the client with a
2. Thinking style | / / / / / flow of games in the diagram (for
— better understanding).
3. | Motivation X X X X X e Add a critic menu button to the
4 Personality / / / / / Client’s Id_ea interface.
- e Add an Edit button to the Game
5. | Experience / / / / / 3 Menus Design Document interface.
6. Game Genre / / / / / e Use a consistent _and appropriate
menu button design to ensure that
7. Environment X X X X X users are aware of the existence of
- buttons and functions.
8 Storyline ! ! ! ! ! e  The menu button position is placed in
9. Correlate / / / / / the centre of the interface.
- e The position of the client name is
10 | Synthesise / / / / / arranged in a more organised manner
11. | Imitation / X / / X on the Client Name interface.
12 | Game analysis | / / / / / o The Rules interface is placed on the first
13. | Generate ideas | / / / / / 4. Sequence of Action interface of the GDD Tool application
so that users can better understand the
14. | Invent / / / / / rules when using the GDD Tool.
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TABLE Ill.  GDD TooL PROTOTYPE REQUIREMENTS TABLE IV.  USABILITY PROBLEMS OF GDD TOOL PROTOTYPE
Prototype . . Code Problen
No Requirements Suggestion and improvement No | Tasks (T) ®) Problems User (U)
e The instructions should be clear for each Task 1:
interface that requires text input from the user. User negds to Users do not know U1, Uz,
1 Inout Suggest options for emoticons or Likes on the 1. | join the idea P1 how to start the U3, U4,
’ p Comment Page interface. braipstorming application. us
The Best Ideas interface reward/likes function to session (T1)
enhance user motivation. Users are not clear UL U2
; Task 2: about their role in the U4Y Y
Functional enhancements to the Role Select User needs to p2 lecti
interface according to the MDA Framework 2. select a role in f_‘? ect_lon prolcess.
5 Process game design framework which is Mechanics the GDD Tool. | P3 bOSt |shnot CI ea; h Us
' designer, Dynamics designer and Aesthetics (T2) a Sth_tl_ e rlo e of the
designer. G ool.
Enhanced chat between clients. Task 3: .
Users need to L_Jsers require more U1, U2
Need to display instructions or information . time beyond the v
s . 3. generate ideas P4 - U3, U4,
about the GDD Tool on the first interface that is in game design allocated 15 minutes Us
represented by the Help/About/Rules button. (T3) to generate ideas.
3 Output Replace the rule sentence with the
: illustration/flow chart/video/animation in the PS5 Users do not
Rules interface. _ _ understand the
Need statement or instructions for user to instructions provided.
download document in doc/pdf format. User shows or U1, U2,
Must h ble d in f Task 4. P6 expresses impatience u4
4 Data source ust have a stable domain for easy access to Users need to o Clicking on the
developed applications. brainstorm and Y| 9
- - h objects that respond
Functions added to the Game Design Document 4 | choose slowly.
interface - only hosts are given the functionality creative game Users show a Ul
5. | Control to edit, update, and submit. d_?j'gn ideas b7 tendency to take
o Extension of time given to client on Comment (T4) actions randomly
Page interface according to eureka concept. (intentionally or 8‘11 Bg
. o o otherwise). !
System requirements analysis is part of the initial study to Button disappears
identify system-specific problems and requirements, including P8 when clicked.
input  requirements,  process  requirements,  output
requirements, data handling, and system control resources. Lise':siee dto
System-specific requirements are specifications of what the create and _ UL U2
system will do when implemented [38]. Table 111 shows an 5 | download No issue U3, U,
analysis of the GDD Tool prototype requirements. Game Design us
- . . Document
Usability Testing allows users to try using a real prototype GDDD (T5)

or an application of a particular task. The goal is to find out
how well the designed application or service can be used, so
that any arising problem can be highlighted or discovered
during testing [33]. For usability testing (pilot test) of the
GDD tool prototype, five tasks were assigned to 5 users, and 8
problems were identified. The list of usability issues is shown
in Table IV.

The agreement on the prototype usability problems, the
Cohen Kappa coefficient is 0.54, which indicates a medium-
scale level usability problem for the GDD Tool. This value
implied that although improvements to the usability problems
or issues should still be made, the GDD Tool prototype can be
used by the user without major complications. Many of the
problems encountered in the test were related to the
respondents’ misunderstanding the purpose of the GDD Tool
application or their inability to identify the next steps in the
application process, similar to the problems found by [39] [40]
[41] in studies done with more experienced users.
Additionally, the reliability value of the Cronbach's alpha was
0.84, indicating that the questionnaire items had reliability
[37], so can be used for final evaluation.

The final results from questionnaire survey show that all
the components of the LK2RBPD Model have high ratings.
Overall, the analysis showed that 19 components of the
LK2RBPD Model have high mean reading scores of 4.11 to
4.30, as shown in Table V.

Results of SWOT analysis of the GDD Tool prototype is
shown in Table VI. Theme analysis was used to sort out
answers based on themes of strengths, weaknesses,
opportunities, and threats.

The results of the SWOT analysis show that the prototype
has strengths and opportunities. However, some threats and
weaknesses in the areas of technology need to be improved,
such as internet accessibility, poor information sharing,
misuse of application features, and competition from social
applications.

Finally, the result of creativity and innovation evaluation
based on the ideation session process is presented in Table VII
while experts’ evaluation of the game design documents using
the GDD Tool prototype is in Table VIII.
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"It's accessible everywhere but it's still a one-on-one
session for developing creative ideas in game design"
"Be able to train yourself to think creatively"

No Construct Min Scores Standard Deviations “ -
Can be used many times
1 Intelligence 421 0.63 “Can easily create GDD”
. “Can add other functions like audio and other”
2 Thinking style 4.30 0.59 “Allows sharing of ideas anywhere”
3 Motivation 4.20 057 “Can be used by everyone”
- Obportunities ""Students get ideas for game design”
4 Personality 4.16 071 PP “Final semester students will gain more and more
5 Experience 411 0.67 !fnowledge in game design when using the GDD Tool
6 Game Genre 4.20 0.64 “Can expand the use of the GDD Tool to other
- students / institutions”
l Environment 4.28 058 “Can introduce this GDD Tool to other colleges that
8 Storyline 4.25 0.63 have gaming programs”
"Can be a training tool for train creative thinking"
9 Correlate 4.28 0.59 "Allows many people to use it well"
10 Synthesise 4.30 0.59 "Too easy to disconnect"
11 Imitation 403 067 Threats “Requwes_a strong |nternetfonnectlon
Theft of ideas can happen
12 Game analysis 4.33 0.58
13 Generate ideas 4.26 0.62 TABLE VII. IDEATION SESSION REPORT
14 Invent 421 0.59 i i i i
CD;B%JS.?;%TS without using the Discussions using the GDD Tool:
15 Play-centric 424 0.55 .
. . . *The discussion session is
16 Goal 4.23 0.61 There is no_flxed time on when conducted at a time that is set
to start the discussion.
17 Rules 4.23 0.57 and controlled by a Host.
18 Community 4.23 0.65 « Discussions take long time and « The discussion is clearly set out
waste of time without any in accordance with the goals and
19 Distribution of tasks 4.32 0.54 brainstorming activity. rules set in the GDD Tool.
« Does not achieve the actual goal * Community members have the
TABLEVI. SWOT ANALYSIS : - g time and platform to generate
of the discussion. ideas
Team Answer . « Ideas are generated based on the
” » « All members of the community . .
Can play more than once anywhere B keywords provided in the GDD
w o . want to talk at the same time.
Able to come up with ideas and create stories Tool.
quickly” R -
“It really helps to come up with ideas” There IS no_platform for « Ideas can be created creatively.
w . - " channelling ideas.
Can improve a lot of ideas
“Lots of creative ideas” « Ideas are written on paper and « Each member’s ideas can be
“Being able to talk online with a group of friends to difficult to keep. shared with other community.
‘t‘)éIIIDdIDtht?)(?Ie;te?asmniedfs IIgr?ow more about the process * Using the GDD Tool can train
Strenaths of creatin arrF\)e desians. aame desian documrzents” « The discussion took a long time creative thinking for game ideas,
Y “Bein abglegto share i%ea:s%n d stimu?ate creative because there was no proper while game designers can
ideas"g monitoring and distribution of develop their imagination and
« . . s _— tasks among the members introduce new game ideas that
GDD Tool can improve creative thinking skills
M : " can be produced.
I can think a lot
“Being able to connect with friends and talk about « Difficult to generate ideas. :
game design ideas” « The situation cannot be d(j\f:gaitﬁ f?}::ﬁ:{;gii? by
“Each user can play their own role” controlled and it is difficult to d nam?cs %nd aesthetiés
“Get lots of creative ideas” obtain conclusion on the game elyements in game desian
“Developing ideas for the better design. 9 gn.
“The interface can be improved to make it more « Ideas can be produced, but not .
. - - « Ideas are improved as they are
interesting made in a complete game enerated based on game
Needs strong internet access” design document, instead just gob'ectives user tar gets ame levels
\Weaknesses "Host role may expand" drawings and notes that cannot an J ame ﬁames 9es. g '
“No rules on the voting site need complete be referenced. g '
instructions « A complete and creative game
“Add community members for more ideas” desian cri)oc ment can be c?eate d
“No images led to the development of game ideas” . 9 u
« Each member’s ideas cannot be as soon as the GDD Tool usage

shared with other community
partners.

session ends.

« Game design documents can use
as a reference for the game
development phase.
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A total of nine (9) game design documents were produced
from the use of the GDD Tool session by 45 respondent focus
groups of students majoring in game design and development.
GDDs analysis produced a total of 72 data (ideas). The
experts’ agreement on the creative game design ideas is 97 per
cent. For comparison, the level of expert agreement is
calculated using Cohen Kappa formula, K: 0.94 (94%), which
signifies excellent agreement [42]. The evaluation results
confirm that the LK2RBPD Model could be used effectively
to develop and train creativity in game design. Table VIII and
Table IX show the experts agreement on game design ideas
derived from the final test of the GDD Tool prototype.

TABLE VIII. EXPERTS’ APPROVAL

Game Expert | Expert | Expert | Expert | Expert
Design (%)
1 2 3 4 5
Document
Creative
Game Design | 72 72 72 72 72 100
Ideas
Agreement 67 70 72 72 69 70
Percent 93 97 100 100 95 97
Agreement
TABLE IX.  CALCULATION OF EXPERTS’ APPROVAL USING THE COHEN
KAPPA FORMULA
Step | Calculation
Formula:
K= fo-fc
Step | N-fc
1 fo- Agreement
fc- 50 Expectation percent agreement
N — Number of game design ideas
Calculation
Expert Expert Expert Expert
1 Expert 2 3 4 Expert 5 Agreement
P Jfo=10 |fo=72 |fo=72 | fo=69
fo=36 fc=36 fc =36 fc=36 | fc=36
N =72 N=72 N=72 N=72 | N=72 K =0.86
= _ +0.94 +
Step ch_& K=fo-fc | K=fo-fc E‘& K=fo-fc | 1.0+1.0
2 “N-fe N-fc N-fc “N-fe N-fc +0.91
K=67- K=72-
36 K=70-36 | K=72-36 | 36 K=69-36 | 5
72-36 72-36 72-36 72-36 72-36 K=471
K=31 | K=34 K =36 K=36 | K=33 5
36 36 36 36 36
K =0.94
K= K=094 | K=1.0 K= K=0.91
0.86 1.0

IV. CONCLUSION AND IMPLICATIONS

This study successfully identified 19 components of the
LK2RBPD Model and implemented them in the GDD Tool
prototype. Evaluation results of the LK2RBPD Model
components in the GDD Tool prototype, and the assessment of
creativity and innovation in the game design confirmed that
the LK2RBPD Model could be used for training the creative
skills of game design to produce game. The results of this
study successfully identified 19 components of the LK2RBPD
Model and implemented them in the GDD Tool prototype.

Vol. 12, No. 5, 2021

Evaluation result of the LK2RBPD Model components in the
GDD Tool prototype, and the assessment of creativity and
innovation in the game design confirmed that the LK2RBPD
Model could be used for training the creative skills of game
design to produce game design documents. Evaluation result
of the LK2RBPD Model components through the use of the
GDD Tool prototype indicated a rating higher than 4.0, which
means that the GDD Tool prototype can be used to train
creative skills in game design. As for the results of experts’
agreement on creativity and innovation in game design,
creative game design documents showed an excellent
agreement of 97 per cent or K: 0.94. This shows that creative
skills can be trained by involving the important and necessary
components of the LK2RBPD model in producing a creative
game design. Apart from that, technological aids/tools also
help train creative skills in game design. The results of this
study have identified three (3) guidelines that need to be in
place to generate a creative idea and can be used as a reference
for game designers in the process of generating creative game
design ideas. This study found that creative thinking can be
trained on each individual in particular, to produce a creative
game design document by following these three guidelines:
(i) ideas are generated through a selection process of some of
the best ideas, ii) the ideas produced need to be targeted such
as the target user, game name, game objectives and game level
and iii) idea generation needs to be more formal that is
according to the rules of form, characteristics and certain ways
that are acceptable and considered appropriate according to
the rules or steps necessary in a game design. The five experts
in the field of game design agreed that creative skills training
is effective in developing creativity and innovation in the
ideation phase of game design. Individuals could be trained
successfully in creative thinking, as well as to develop creative
ideas by implementing the 19 components of the LK2RBPD
Model. The results demonstrate that the objectives of the study
have been achieved and the LK2RBPD Model can help solve
some problems in this research area. However, further
research can be carried out with the use of elements involving
creativity and innovation as well as other appropriate training
and learning theories according the needs to train creative
skills in game design. In addition, the improvement of GDD
tools in various platforms with the use of more interactive
elements such as chat rooms, image uploads, videos,
animations and software functions according to the latest
trends that can be used as a communication platform to game
designers in producing a creative game design.
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Abstract—The increasing number of aging populations
worldwide versus vast developments in mobile technology creates
guestions on how older adults adapt and apply mobile technology
in their daily life. This research focused on spiritual user
experience for older adult users because older adults are claimed
to be more spiritually inclined as they aged. Despite high profile
calls for research in the area of spirituality, the research
pertaining spirituality in HCI is still in infancy state. Recent
literatures discover most studies focus on design for spiritual
user experience and evaluation of spiritual application for adult
users, but fundamental of spirituality and its elements from the
view of user experience is limited. Therefore, this study employs
gualitative method approach within an interpretive paradigm to
propose a model for Spiritual User Experience from the
perspective of Islamic older adult users. The Geneva Emotional
Musical Scale (GEMS) was adopted as a theoretical lens in order
to gain deeper insights on the spirituality elements. A single case
study was conducted with the total of 11 participants to research
on the spirituality user experience elements among older adults.
The triangulation of qualitative data collection through 3E diary,
interviews and observations was conducted. All data were
analyzed verbatimly using thematic analysis. Six themes emerged
from the analysis which are effectiveness, efficiency, learnability,
satisfaction, sublimity and vitality. These themes are further
categorized into 10 attributes; effectiveness (accessibility
features), efficiency (simplicity and portability), learnability,
satisfaction  (attractiveness and  reliability),  sublimity
(transcendence and peacefulness) and vitality (energy and joyful
activation). These are embedded into a model known as Spiritual
User Experience (iSUX) which are evaluated by the Islamic
religious experts, user experience expert and older adult’s
representatives. This model could be a reference for spiritual
model development apps among developers and provide
understanding for researchers in the HCI domain. In conclusion,
the Spiritual User Experience (iSUX) is hope to increase the
understanding of spirituality from the domain of user experience.

Keywords—Techno-spiritual;  user  experience;  human
computer interaction; Geneva emotional musical scale; 3e diary;
older people
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I. INTRODUCTION

Spirituality is the most important part of life for every
people. Spirituality is the feeling of connectedness to the higher
power or consciousness and it also develop individual beliefs,
practices and rituals [1]. Nowadays, people start to use
technology in many ways to support spirituality. There are a lot
of technological applications including the ICT tools such as
email, SMS, computer software, websites and mobile
applications for supporting spirituality practices. The use of
technology in spirituality is also high, for instance, [2] reported
that there are almost 6,000 iPhone and iPad applications exist
in the market to assist human spirituality from various
perspectives. Additionally, [3] highlighted that there is an
increasing number of Islamic websites created daily on the
internet to spread teachings and services related to spirituality.
Apparently, people are searching for spiritual technologies to
support for their spiritual experiences with the help from the
technology.

Spiritual experience is a type of user experience. Spiritual
experience is a rich body of work that addresses user
experiences related to the feeling of transcendent,
connectedness to God and consciousness toward higher power
[4]. The activity of using the spiritual technology can evoke
various kind of affect and emotions. These emotions are
evoked by the interaction while engaging with spiritual
technology. Individuals will respond emotionally to these
activities because of their personal spirituality values. For
example; a user feels happy when reciting Quran using mobile
Quran application; or a user feel satisfied with achievement of
dzikir since personal dzikir informatics can keep track of their
dzikir counter. Since then, HCI has expanded in scope to move
beyond usability and focusing on this subjective spiritual
experience. There is, for example, a little work being done in
HCI on affect and emotion for spirituality [2]. Most of other
HCI studies focusing on the design element that can trigger the
spirituality feelings and emotions but did not mention
specifically the spirituality elements from the perspectives of
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user experience. Moreover, the statistics reveals that
researchers are more interested in focusing on the adults as a
target user whereas the study on older people study is way
behind [5]. Apparently, research for older people in spirituality
domain is important since a theory proves that people will
become more spiritualized as they age [6]. Therefore, this
research aims to answer the following research questions:

1) What are the spirituality elements from the context of
user experience?

2) How can the identified spirituality elements be used as a
guideline in spiritual user experience application development?

Il. RESEARCH BACKGROUND

Numerous models and frameworks have been found in the
literature to explain about UX. Apparently, UX has been used
widely across many research fields such as business, social
science, medical, design and also information technology
[71.[8]- In consequence, it shows that UX is an important
element especially when it comes to product, system or
services delivery towards users. In spite of various UX model
there is one comprehensive UX model proposed by [9] which
specifies three UX core components and the relationship
among it known as Component Model of User Experience
(CUE-Model). In 2008, the model has been justified by [10]
and the enhancement of the model lead towards the new model.
The model addresses instrumental and non-instrumental quality
as well as emotions responses by user towards technology. The
instrumental quality in the model refers to usability which is
the effectiveness of a system [9] and non-instrumental quality
involves the hedonic [11] elements such as visual aesthetics
and haptic quality [9].

Music plays a great role in human everyday lives.
Obviously by listening to music could evoke human positive
and negative emotions such as happy, sad, amaze, motivated
and energetic. Many research has been done to explore on the
links between emotive states evoked by music. A study by [12]
proposes the Geneva Emotional Music Scale or GEMS which
is widely used. The GEMS scale taken from [12] can be
categorized into three major emotion components which are
the vitality, unease and sublimity. The first component which is
vitality is a positive emotions and includes emaotions such as
power and joyful activation. The second component is unease
that is negative emotions which include tension and sadness
elements. And the last emotion component is sublimity which
is a positive component and includes elements such as wonder,
transcendence, tenderness, nostalgia and peacefulness.

I1l. METHODS

A. The Participants

Kompleks Warga Emas Seksyen 24 (Golden Citizen
Complex) located in Shah Alam, Selangor, Malaysia is being
selected as a case study of this research. This complex is a
center which gathered older adult members from within Shah
Alam city to promote beneficial programs or community
activities in addition to reduce gap between young and old
generations. This complex was chosen as the research area
because Shah Alam is the state capital of Selangor in which
Selangor has the highest population density among all states in

Vol. 12, No. 5, 2021

Malaysia [13]. Muslim older adults were chosen in this
research since Malay is the highest race composition in
Malaysia and majority of Malay is Muslims. Total of 11
Muslim older adult participants were selected based on
purposive sampling from among the participants who
volunteered to participate in the Learning Quran Bahasa
Melayu mobile application workshop using Tablet PC
conducted by researchers.

B. Model Development Process

This research comprises of five processes as depicted in
Fig. 1 which are research planning, pilot study, UX evaluation,
UX model development and expert evaluation. Detail
explanation for each processes were discussed further in the
following section.

Fig. 1. Research Design.

1) Research planning: Research planning involves steps
such as initiation of the research and also development of the
research plan. It is important in this study to first understand
the concept of spirituality in the context of user experience.
Systematic literature review involves selected journals and
proceedings from top listed HCI indexed papers listed by
google scholar metric raking is used. Review from previous
prominent scholars provides guidance to obtain definition and
identify the spirituality elements.

2) Pilot study: This pilot study aims to identify data
collection procedure and to test diary and interview
instruments to be used for the older adults.

Three types of diary design as shown in Fig. 2 were tested
with older adult participants which are daily dairy, 3E diary
and structured diary. Two older adults’ participants which is a
male, 62 years old and a female, 60 years old were selected
using snowhball sampling to be interviewed and involved in a
diary study for seven consecutive days. The selected case study
is within Selangor state. From the pilot study reveals that 3E
diary design is the most suitable diary tool to explore
spirituality experience compared to the other two diaries since
3E diary allows older adults to draw facial expressions to
express emotional status furthermore encourage older adults to
explain it in their writing. For instance, in spirituality context,
the older adults may draw crying face to express the feeling of
sadness and repentance when the older adult users feel the
connection with God. Further explanation on pilot study is as
discussed in previous paper [14]. The selected tool will next be
used in the next process which is UX evaluation.
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Fig. 2. Three Types of Diary Design Tested with Participants.

3) UX evaluation: This research implemented single case
study research strategy to obtain spiritual user experience data
from the older adult users. Fig. 3 shows the procedures
involved in user experience evaluation. The following brief
explanation is for the procedures implemented in user
experience evaluation with older adult users.

e Set appointment and asking for participant’s approval.
Relationship  between researchers and complex
manager is good since researchers have joined several
community activities with older adults in the past.
Researchers went to the complex to meet the
management committee two weeks before the
workshop day to book for workshop room and to set
the workshop date. To create rapport, researchers also
participate in the series of Al-Quran recitation classes
at the complex.

e Workshop | & Il. During the workshops, Il participants
were seated according to their preferences. Program
started with speech from the Program Director
explaining about the objectives of the workshop. Next,
a montage and tutorial video on how to use Tablet PC
and Quran Bahasa Melayu application were presented
to all audiences. Older adult participants were then
divided into three small groups by researchers and the
division of group is made according to their gender
either male group or female group. Each group consists
of either 2 or 3 persons. Firstly, the facilitator
demonstrates the method to use the Tablet PC to
participant 1. Next, participant 1 need to teach the
other team members alternately in a small teaching
team. Teaching process is finish when every member
in the group understands all features and functions in
the Quran Bahasa Melayu application. Teaching team
procedures is as shown in Fig. 4. The following Table |
and Table Il presented the demographic profile of
participants in workshop | and workshop I1.

Askmg for @opl f

f Setan Pre- Post
\ appoinment pamcnpants ) interview Dy S(udy mterwew
/ approval Workshop Il \_/

\ / \

Fig. 3. User Experience Evaluation Procedures.

teach teach

ah

Facilitator Participant 1

Participant 1

Participant 2

Fig. 4. User Experience Evaluation Procedures

TABLE I. LIST OF PARTICIPANTS FOR WORKSHOP |

Participant ID Age Gender Employment Background

P1 68 Male Retiree

P2 61 Female Retiree

P3 68 Female House wife

P4 71 Female Retiree

P5 74 Male Retiree

P6 61 Male Working (part time)
TABLE II. LIST OF PARTICIPANTS FOR WORKSHOP |1

Participant ID Age Gender Employment Background

P7 65 Male Working

P8 68 Female Retiree

P9 61 Female Retiree

P10 63 Male Retiree

P11 67 Female House wife

User experience evaluation workshop has been executed
twice. The reason for conducting the workshop twice is due to
the lack of participant’s number in workshop I. Since the
workshop was held on weekend, there were fewer participants
present because they had to attend the wedding feast, visit
children’s house and taking care of daughter in confinement
period. Moreover, the workshop is tentatively done in small
scale number of participants (around 10 to 15 participants
only), so that participants can learn in a conducive pace. The
second series of workshops were also conducted using the
same procedure.

e Pre-interview. After completing the teaching session,
five participants were randomly selected to be
interviewed. Interview sessions were conducted in the
workshops one by one by three facilitators. Each
interview session lasted about 30 to 40 minutes for
each participant and the conversation was audio and
video recorded for reporting purposes. The aim of this
pre-interview is to obtain participant’s background
information, participant experience in using mobile
phones and also their experiences in using any spiritual
mobile applications. This information is essential,
especially to know the level of exposure towards
spiritual mobile applications usage among older adults
in their daily lives.

69|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

o Diary Study. The diary study was conducted based on
the method solicited from [15] which previously
studied about older adults and hospitalization
experience. After pre-interview session has completed,
all participants from the workshop session was asked
for their willingness to participate in the diary study.
Each participant was asked in advanced for their
willingness to participate in the study to prevent them
from being burdened and this is to ensure that the
collected data is reliable. Each of the older adult
participants was provided with Tablet PC set with
charger, a set of 3E diary, a pen, a user manual and a
paper bag. The Tablet PC was equipped with Quran
Bahasa Melayu application installed in it, meanwhile,
the diary set consist of seven pieces of printed 3E diary
template. User manual contains the guidance to the
participants on how to start the Tablet PC until how to
use Quran Bahasa Melayu application. The paper bag
is also provided to keep all the probe kits and bring
home for a week. Each participant’s was asked to
report their spiritual feelings in 3E dairy after each
application’s usage to capture their emotions. To keep
encourage and remind the participant about writing the
diary, researchers will contact the participants through
phone call and short message service (SMS) at about 2
to 3 times a week as suggested by [15], [16]. The diary
was collected back by researchers after a week through
collecting them at participant’ house or in complex.
Each of the diary was interpreted by researchers before
the post-interview session.

e Post-interview. Once the interpretation has completed
in approximately two weeks to a month, a post-
interview question was set up with each of the
participant’s. Post-interview objectives are to clarify
the data gathered from the 3E diary and to explore
participant’s experience after using the application.
This method is also done to avoid misunderstandings
of the interpreted data by researchers. Each interview
lasted in about 1 to 2 hours where the interview was
done at participant’s house or in complex. Further
explanation on the UX evaluation tools used in this
research is as discussed in previous paper [18].

4) UX model development. Once the data from pre-
interview, diary, post-interview and observation were collected
from the participants, thematic analysis is used to analyze all
the data’s. Seven steps adopted from [17] were used to analyze
all data. Data were thoroughly processed step by step starting
from familiarizing with the data, generating initial codes,
searching for themes, reviewing themes, defining and naming
themes and lastly producing the report. Triangulation which
involves multiple sources of data is used to ensure the
credibility of output.

Expert evaluation session with three different roles of
informants which are the Islamic religious experts, the UX
expert and the older adult users were implemented. All three
Islamic religious experts have at least five years of experience
in the field and has minimum Master’s level of Islamic
religious education. For UX expert, a senior researcher who
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currently engaging project pertaining user experience in the
field of elderly and cultural was selected. Meanwhile, all three
older adult users who have been recruited have at least five
years’ experience of using spiritual mobile applications. All
experts were either emailed or face to face interviewed to
review each of the themes and categories in the iISUX Model.
Each of the expert panels were provided a list of operational
definition for each elements in the iSUX model to understand
further on the model. Panels then interviewed to give their
opinion on each of the elements. Finally, all opinions and
comments from expert panel were evaluated thematically and
the iSUX model where then amended.

IV. RESULTS AND DISCUSSION

A. Participants Feedbacks

All 11 participant’s responses through pre-interview, diary
study, post-interview and observation were analyzed using
thematic analysis. The results were grouped into themes and
categories (sub-theme) as following:

1) Effectiveness. Effectiveness theme consist of one
category which is simplicity.

o Simplicity: is being defined as the quality or condition
of system, product or services of being easy to use or
understand. The simplicity element in HCI is widely
known especially in evaluation and cannot be
disregarded especially when designing with older adult
users [7],[8]. Quran application was reported by
participants to have simplicity element in terms of its
function, presentation, content and appearance. Using
Quran mobile application perceives as difficult at first,
however, the perception was changed after usage.

2) Efficiency. Efficiency theme consists of two categories
which are accessibility features and portability.

e Accessibility features: it provides evidence for
reporting that one of the Quran mobile application’s
strength is on the application’s function. Majority of
older adults’ participants reported in interview and 3E
diary on the advantage of using Quran application such
as the recitation audio. The audio recitation function
allows elderly users to keep listening to Quran
recitation despite doing other tasks such as doing house
chores and while in vehicle.

e Portability: Portability can be defined as the ability of
the application to be easily moved from one
environment to another environment. The result shows
that Quran spiritual mobile application is easy to be
used and carry everywhere makes it easier to recite
Quran even in car or airplane as well as in other places
such as in hospital.

3) Learnability. Learnability could be defined as of how
competent older adults’ user may use Quran mobile application
without too much effort. Result shows that some elderly users
rely on Quran mobile application to learn Quran especially on
the correct way to pronounce each of the verses. Furthermore,
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Quran recitation audio is very much helpful for Quran novice
in learning Quran recitation.

4) Satisfaction.

Satisfaction theme consists of two

categories which are reliability and attractiveness.

Reliability: The interviews and 3E diary proves that
elderly users are aware and very cautious about Quran
mobile application. Among aspect emphasized by
participants including the accuracy of Quran
application content especially on the spelling and
punctuation. It shows that the participants are very
cautious upon choosing the correct version of Quran
applications from application store.

Attractiveness: Cognitive and vision impairment
caused elderly to hardly focusing on devices for long
duration. Cognitive ability to focus in longer duration
decreased whereas vision ability like eyes sensitivity
becomes less. All these changes should be taken into
account while delivering an application for older adult
users. For instance, in the interview session, an elderly
participant did address on the importance of using
colourful text for the Quran application to avoid from
feeling boredom.

5) Sublimity. Sublimity theme consists of two categories
which are transcendence and peacefulness.

Transcendence: Majority of participants addressed on
the subjective experience related to Islamic spirituality
that meet the criteria of transcendence. Codes which
are identified as the feeling of transcendence are
centered on a sense of divine. Transcendence in this
study relates to the context of the relationship with God
or transcendent being, individual transcendence as well
as relationship with others including the nature.
Participants shared the inner feeling of connection to
God while engaging Quran Bahasa Melayu application
by addressing the servitude and remorse feelings, being
guided, feel fear of God through diary and interview.

Peacefulness: The definition of peacefulness as
according to [12] is when there happen to be a
separation of threats either in physical or psychology
with the real world. The emotional states of calmness
and feeling relaxed were reported frequently in respond
to engage Quran mobile application among elderly
participants. Reciting Quran using Quran application
offers positive emotional effect as reported by
participants in the diary where it is able to soothe their
mind while releasing stress.

6) Vitality. Vitality theme consists of two categories which
are energy and joyful activation.

Energy: Reciting Quran application is found to be
uplifting while boosting participants’  energy.
Specifically, participants spoke about their eagerness to
use Tablet PC, which eventually motivated participants
to recite Quran often using mobile application. In fact,
one participant indicated in the diary that with reciting
Quran using application is capable to eliminate the
unwilling and laziness feeling to recite Quran.
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Joyful Activation: Several participants who shared
similar positive experiences noted that the Tablet PC
encourages their curiosity to recite Quran up to long
duration. In addition, one participant stressed that it is
very happy to recite using application for it has many
good features for instance, the tajweed marker and the
translation which resulting in a better understanding of
the Quran meaning.

The following Table 111 shows several older adult users
feedbacks from the collected data. All users’ feedbacks were
analyzed thoroughly to produce meaning.

TABLE Ill.  PARTICIPANT’S FEEDBACKS

Participant’s
1D

Feedback

Category
Theme

0
~

It is a good and simple application. Easy to
use and like to use it.

0
[y
[N

I never used a tablet and IT. At first | thought
it is very hard, but it is OK.

Simplicity
Effectiveness

P2

It is fun to use the tablet, we just listen to it
when we switched it ON. It will play and we
just listen to it... if we switched it ON we can
do other work.

P4

After Isyak prayer, ON the tablet and listen to
surah Al-Maidah. I often use a tablet while |
am in a vehicle, while appreciating its
translations.

Accessibility features

Efficiency

P4

For myself, I like to use the table when | am
outside of the house - for example in a car
while travelling. Also while relaxing. Can be
use while cooking also.

Portability

P9

With tablet, if we do not know, we just turn
ON the sound and follow; with the book,

right or wrong, nobody can correct it. Those
who do not know how to read can also learn

Learnability

P11

Yes, sometimes | think that the Quran need to
be checked. For example, when it has been
printed, there might be a missed mark.

Reliability

P11

Satisfaction

The letters have colours...because we are old
and it catches our interest. If black and white,
its look normal...older people can be that long.

Attractiveness

P2

If | switched it ON, it feels sad because we are
listening to people reading, feel enjoyable...
feel “high”. Feels like we are interacting with
Allah. Like we are talking to Allah. The
message is absorbed into the soul.

P5

A deep feeling. More focused, more
concentrate. By using the tablet, it feels more
close to Allah... Feel the fear to Allah,
horrified.

Transcendence

Sublimity

P4

After listening to the Quran — the heart and
soul feel calm. No negative thoughts. Only
good thinking.

Peacefulness
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PG Does not get bored using the tablet even ?

though already read many verses. :cj >
=
Enjoy reading until | realize it has been quite c >

P2 - - =8

some time and feel tired. ==

22

- . . — Q

P9 Fun to use, just switch it ON. <

Findings from the research presents ten spiritual user
experience categories identified for older adults as shown in
Fig. 5.

o Simplicity

o Accessibility Features
o Portability

o Attractiveness

o Reliability

o Transcendence

e Peacefulness

e Energy

o Joyful Activation

Fig. 5. List of Identified Categories and Themes.

The lists of the categories are simplicity, portability,
accessibility features, learnability, reliability, attractiveness,
transcendence, peacefulness, energy and joyful activation.
These ten categories were grouped into six spiritual user
experiences themes for older adults namely; efficiency,
effectiveness, learnability, satisfaction, sublimity and vitality.

B. Spiritual User Experience (iSUX) Model

iSUX Model can be categorized into three central user
experience (UX) components as highlighted by [9] which are
the instrumental qualities, non-instrumental qualities and the
emotional reactions. The first component, which is the
instrumental qualities focused on user experience towards the
ease of use and functionality of the application. This
component is related to the usability aspects of using spiritual
applications. The second component, which is non-
instrumental qualities, focus on the look and feel of the
application in which this component is related to the subjective
user experience of the applications. Non-instrumental qualities
concerns are on the affect and emotional aspects, where it talks
around the evocation of emotions while using the spiritual
applications. Finally, the third component, which is the
emotional user reactions is actually the emotional responses
from users while using the spiritual applications. Based on the
research findings, it can be concluded that spirituality elements
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exist in both instrumental qualities and non-instrumental
qualities components as depicted in Fig. 5. The older adults use
spiritual mobile application with the purpose to fulfill their
spirituality needs. From the non-instrumental qualities aspect,
the activity of using the spiritual mobile applications
observably can evoke the spiritual emotions. One can
experience joy when the application is unexpectedly easy to
use or when the older adult’s successfully operating the
application. Older adults will respond emotionally especially
when they have personal spirituality values such as crying
when they listen to the verses translation pertaining the day of
judgment, heaven and hell. While from the instrumental
qualities aspect, it shows that the accessibility features of
spiritual application helps the older adults a lot in using the
technology. The portability of spiritual mobile application
makes older adults easy to recite Quran everywhere even at the
public places or while in the vehicles.

The perception of both qualities influences the third
component of UX which is the emotional user reactions. For
example, the audio recitation and text resizing function in
spiritual mobile application may affect perceived effectiveness
and lead to motivation to use the application in future. In
addition, a similarity of mobile Quran design with the original
Al-Quran may impact on transcendental and cause emotional
responses such as fear to God, calm and sense of conviction. In
conclusion, the ability of designing and developing spirituality
applications that could evokes positive experiences can be
increased by formulating spiritual value profiles in the early
stage. Therefore, the iISUX Model is proposed to discover
spiritual elements to help pave the way for a study of
spirituality in the domain of user experience in future.

V. CONCLUSION

This research is hoped to provide significance
understanding to the body of knowledge by amplifying the
relatively limited research studies done on spiritual mobile
applications towards the researchers in the field of HCI. In this
research, the model for spiritual user experience was presented.
This research identifies key elements of spirituality for user
experience with based on the data gathered from the older
adults. The model namely iISUX was then developed based on
the data findings supported with expert evaluation as well as
theoretical views from the field of musical and theological.
Even though spirituality elements fall under both qualities in
iSUX model, however, the non-instrumental quality is more
prominent where it discusses more about the derivation of
emotions to the Creator. Emotional responses can result
through physical outwardities such as crying, happy, calm and
scared. Further investigation on subjective spiritual user
experience is very interesting to explore more. This iSUX
model is useful to practitioners and researchers as it provides
spiritual user experience elements that may be considered in
developing spirituality application for older adult users.
Designing the needs of older adult users is perceived designing
for all.

Indeed, this research was conducted in an emerging and
important domain, within the area that is still in infant state and
need attention from numerous HCI scholars to embark research
on spirituality. In conclusion, it is hoped that this research
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could provide significance contribution to the body of
knowledge and can act as a sound basis for further research in
spiritual user experience. Finally, it is also researcher’s hope
that this study could inspire new ideas that in turn create a
spark of more research in spirituality domain in future.
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Abstract—Histogram shifting-based Reversible Data Hiding
(RDH) is a well-explored information security domain for secure
message transmission. In this paper, we propose a novel RDH
scheme that considers the block-wise histograms of the image.
Most of the existing histogram shifting techniques will have
additional overhead information to recover the overflow and/or
the underflow pixels. In the new scheme, the meta-data that is
required for a block is embedded within the same block in such a
way that the receiver can perform image recovery and data
extraction. As per the proposed data hiding process, all the
blocks need not be used for data hiding, so we have used marker
information to distinguish between the blocks which are used to
hide data and the blocks which are not used for data hiding.
Since the marker information needs to be embedded within the
image, we have compressed the marker information using run-
length encoding. The run-length encoded sequence is represented
by an Elias gamma encoding procedure. The compression on the
marker information ensures a better Embedding Rate (ER) for
the proposed scheme. The proposed RDH scheme will be useful
for secure message transmission also where we are also
concerned about the restoration of the cover image. The
proposed scheme's experimental analysis is conducted on the
USC-SIPI image dataset maintained by the University of
Southern California, and the results show that the proposed
scheme performs better than the existing schemes.

Keywords—Histogram shifting; run-length encoding; secure
message transmission; overflow; Elias gamma

I.  INTRODUCTION

Data hiding is a well-explored information security area in
which a hidden message can be safely transmitted by
embedding it in a digital media mask [1, 2]. Digital images are
often used as a cover medium for data hiding purposes. The
conventional data hiding scheme makes permanent changes to
the cover image pixel values during data hiding process and at
the receiver side, only the hidden message will be extracted
and not concerned about the cover image. The image obtained
after data hiding is termed as stego image. The sender embeds
the secret message into the cover image and communicates the
stego image and a key for extraction to the sender. If the
receiver can extract the hidden message and recover the
original image completely then the scheme is called Reversible
Data Hiding (RDH) [3]. For the past two decades, RDH
schemes are widely studied and a number of algorithms are
proposed in this domain. The overview of a RDH scheme is
graphically shown in Fig. 1.
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Fig. 1. Overview of RDH.

Il. LITERATURE REVIEW

Most of the existing RDH schemes are centered around the
idea of compressing a bit plane of image to create extra space
for the secret message [3-5]. Difference expansion techniques
[6-8] and histogram shifting based approach is discussed in [9-
13]. There are a number of algorithms that use entirely
different approaches for data hiding are also available in the
literature [14-16].

In medical image transmission, patient records can be
securely sent along with medical images using RDH methods
which enable us to recover both the image and message
without any loss of data. The reversible watermarking schemes
are widely used for authenticating medical images in which a
watermark will be embedded in the medical image instead of a
secret message. The cloud service providers commonly use
RDH schemes to hide some additional metadata on the images
uploaded by the clients.
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In this research, we explored a histogram shifting based
RDH scheme and introduced a block-wise histogram shifting
based RDH scheme with a better embedding rate by
compressing the marker information using run-length
encoding. The marker information is additional information
that helps to distinguish the blocks which are used for data
hiding and the blocks which are not used for data hiding.

For a better understanding of the proposed scheme, the
basic histogram shifting based RDH scheme is detailed in
Section I11. The proposed scheme is detailed in Section IV. The
experimental study and result analysis is detailed in Section V.
A few other alternatives that we tried along with the proposed
scheme are briefed in Section VI. The conclusion and a few
insights to future work are given in Section VII.

I1l. PRELIMINARIES

In this section, we briefly discuss the basic histogram
shifting based RDH scheme [9] since we extended the same in
this manuscript. An overview of the block-wise histogram
shifting based RDH scheme introduced in [13] is also
discussed in this section for better understanding of the
proposed scheme.

Algorithm I: Basic histogram shifting based RDH algorithm

Input : Cover image | and the secret message D
Output
Step 1
Step 2

Stego image S
Find the histogram H of the cover image |

Identify the peak pixel value P from the histogram
H

Step 3 Increment all the pixels which are greater than P by
one to get the new image S. No need to do any
changes on the pixels having intensity value P or

less than P.

Step 4 Read the pixels in S in a predefined order (either
row-wise linear order or in a pseudo-random order
based on a data hiding key) and if we find a pixel at
location (X, Y) with the pixel value P in which we
can hide one bit Q from the secret message D. Add
the Q value with the pixel at location (X, Y) to
perform data hiding. Note that the new pixel value
will be (P+1) if we hide the secret bit 1 and the
pixel will be unchanged if we embed secret bit 1.
Do this process to embed all the bits from secret
message to get the final stego image S.

Step 5 Return the stego image S

The data extraction and image recovery process in
histogram shifting based RDH process is given in Algorithm I1.

The major challenges with the basic histogram shifting
based RDH scheme are listed below:

e Embedding Rate (ER) (the number of bits that can be
embedded per pixel) is very low. For more information
please refer to section 1V. a.

e Overflow is quite common when the original cover
image contains some pixel value 255.
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Algorithm 1I: Data extraction and image recovery process

Input . Stego image S, the pixel value P used for data hiding
Output
Step 1

Recovered image | and the extracted message D

Read one pixel K from S in a predefined order. Do the
following to extract the hidden message D and recover
the original image I:

Case 1: K<P
Just keep K as it is in the recovered image I.
Case 2: K==P

Extract a bit 0 and append it with the secret
message D and no need to do any change for the pixel
value keep as it is in the recovered image I.

Case 3: K==P+1

Extract a bit 1 and append it with the secret
message D and to get the recovered pixel value,
decrement the pixel value by one and keep it in
recovered image I.

Case 4:K>P+1

Decrement the pixel value by one and keep
it in | to recover the original pixel value and do not
extract any secret message bit.

Return the recovered image | and extracted secret
message D

Step 2

A scheme is introduced in [17] to handle the overflow in
the histogram shifting based on RDH. A block-wise histogram
shifting based scheme is introduced by us [13] in which the
overflow handling technique is used. In addition to that, block-
wise histogram shifting based approach is used to improve the
ER. The main idea is that instead of generating the histogram
of the whole image, we divided the image into fixed size
blocks and applied the histogram shifting algorithm on each
block. The embedding rate in the histogram shifting algorithm
is proportional to the peak value of a pixel, and by dividing the
image into blocks, the overall embedding rate is increased
significantly without affecting the visual quality of the stego
image. We also eliminated the need of sending a key separately
to the receiver by embedding the key, which is the peak pixel
value, within the first a few pixels of each block using the least
significant bit substitution.

A major hurdle in histogram shifting is the problem of
overflow bits. When we are shifting the pixels by one position,
the end pixel value can’t be shifted ahead. The solution we
provided is to make a marker list of all the end pixel values
before and after shifting and store this information within each
block by embedding it along with the message. On the retrieval
of the message, this marker information can be utilized to
distinguish the overflow bits and deal with them separately. To
store this marker information within a block along with a
portion of the secret message, each block’s peak value must be
greater than the number of overflow bits plus the binary size of
the key. This condition disqualifies a few blocks to be used for
data embedding. The marker information is embedded in the
first block of the image and thus the entire first block is omitted
in the rest of the algorithm.
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The scheme discussed in [13] divides the original image
into blocks of size BxB and we need to find the histogram of
each block. If the peak in the histogram of the selected block is
capable to provide a sufficient embedding rate to hide the peak
pixel value, overflow information, and at least one secret
message bit then it will be treated as a block suited for data
hiding. All the blocks will be verified at the beginning itself to
generate marker information in which O corresponded to a
block indicates that the block is not usable for data hiding and
1 indicates that the block can be used for data hiding.

Let us assume that the original image is of the size RxC
pixels then the original image will have N non-overlapping
blocks of size BxB where N is defined as follows:

S .

All remaining (N-1) blocks have been used for data hiding
in the current scheme except for the first block, and the size of
marker information M will be N-1. The marker bits are
embedded in the first block of the cover image by replacing the
N-1 least significant bits (LSB) from the first N-1 pixels in the
first block of the cover image. It may be noted that at the
receiver side, we must recover the original image as it is. For
this purpose, the LSBs of the first N-1 pixels are embedded in
the image itself while hiding the secret message. If there is a
possibility to reduce the number of bits in the marker
information then it will help to improve the actual embedding
rate. It should be noted that the actual embedding rate is
defined based on the number of secret message bits that we can
embed in the image without considering all the other overhead
such as embedding marker information, the embedding of
overflow information, etc.

The proposed scheme explored the possibility of reducing
the number of bits required for marker information. During the
existing scheme's experimental study, it is observed that in
most of the images most of the blocks are used for data hiding.
In such cases, the marker information will be a sequence of bits
in which very rarely a bit 0 will be present. Note that if the J™
bit is 0 in the marker information, it indicates that the J™ block
is not used to hide data.

In this manuscript, we propose an RDH scheme that
compresses the marker information using run-length encoding.
The run-length encoded sequence is encoded using a variable
length encoding scheme called Elias gamma. The run-length
encoding sequence is popularly used to compress the data
when it contains redundant information. We observed that the
marker information is always having a high amount of
redundancy (1’s are coming consequently as most of the blocks
are used for data hiding) which motivated us to use run-length
encoding to compress the marker information. The run-length
sequence should be converted into a sequence of bits and we
have used Elias gamma encoding process in the proposed
scheme. The Elias gamma is a well-known variable length
encoding scheme. For better understanding, the run-length
encoding process is briefly described here with an example.
Let us assume C is a bit sequence as follows:
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C: 1000000000000000111111100000000000000000
The corresponding run-length sequence L will be
L:1,1,15,7,17

In run-length sequence we will keep the starting bit of the C
as itis. In the above example the first bit is 1, so we kept it as it
is in the run-length sequence. The second value 1 indicates that
1 is repeating 1 time in C. The third value 15 indicates that 0 is
repeating 15 times in C. The next value 7 indicates that 1
repeats 7 times in C and so on.

The run-length encoded sequence L can be converted into
sequence of bits E by using Elias gamma encoding scheme.
The Elias gamma encoding scheme is given Algorithm I1l. The
input will be run-length sequence and the output will be E.

Algorithm 111: Elias gamma encoding on run-length sequence

Input : Run-length sequence L which consists of N values

Output Elias gamma encoded sequence E

Step 1 Take the starting bit value (first value from L) and
keepitin E

Step 2 Do X=1

Step 3 While X<N

Step 4 D=Ly //X" value from L

Step 5 Convert D into binary, say B

Step 6 Find the number of bits K in B

Step 7 Append (K-1) 0’s to E then append B to E.

Step 8 X=X+1

Step 9 EndWhile

Step 10 Return the Elias gamma encoded sequence E

If we apply the run-length encoding procedure on the run-
length sequence that we have obtained in the previous step, the
corresponding binary sequence E will be the following:

E: 11000111100111000010001

The total number of compressed data bits is 23 and we
achieved a compression ratio of 30/23=1.30.

We have used run-length encoding with Elias gamma to
compress the marker information. Run-length encoding is a
lossless compression scheme that will help us to decompress
the information without any loss.

In the next section, the proposed algorithms are given
where we have used all the basic concepts we have discussed
here.

IV. PROPOSED SCHEME

This segment addresses the proposed scheme. The
sequence of operations using the run-length encoding scheme
in the proposed block-wise histogram-shifting based RDH is
defined:
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Algorithm 1V: Proposed histogram shifting based RDH using run-
length encoding

Input
Output
Step 1

Step 2

Step 3

Step 4

Step 5
Step 6

Step 7

Step 8

Step 9

The cover image | and the secret message D
The stego image S

Divide the cover image into blocks (non-overlapping)
of size BxB pixels.

Access one block at a time and check whether or not
the block is suitable for hiding data. To check this for
the K™ block, compute the histogram of the block and
find the peak intensity Pk value and its
corresponding count Cy.

If Ck>F+8

M =1 /K" marker bit
Else

Mg=0

Where K=1, 2,...N-1 and F is the number of 255’s or
254’s in the K™ block which indicates the overflow
information required. 8 bits are needed to keep the
LSB’s of the first 8 pixels which will used to store the
peak intensity value.

Apply the run-length encoding process on the marker
information M to get the run-length run-length
sequence L

Apply Elias gamma encoding procedure on L to get
compressed binary sequence E

Find the length of E, say Z

Access the first block and extract Z LSB's from the
first Z pixels, say T is the list of Z LSB's.

Replace the LSB’s of first Z pixels by the bits in E
and keep the modified block as the first block of the
stego image S.

The secret message D should be appended at the end
of T

Access the K" block G for data hiding purpose in
the predefined order. Find the peak pixel value from
the block Gk by considering the histogram of the
image block and store the 8-bit peak pixel binary
value at the LSB position of the first 8 pixels of the
block, if and only if the block is suitable for hiding
the data. The LSBs of the first 8 pixels W, along with
the overflow information, should be embedded in the
same block itself. The overflow handling bits O are
computed by traversing the whole block one by one
and the 0 bit will be used to mark the pixels originally
with 254 and 1’s will be used to mark the pixels with
overflow (originally 255).

The same process that is described in Algorithm 1 is
used for data hiding but the only difference is that we
will be applying the same thing on a block (except
the first 8 pixels) and the bits that are going to hide
consists of LSB information of the first 8 pixels, the
overflow information and some bits from actual
secret message. The altered GK blocks will be
positioned at the corresponding position in .
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Step 10 Step 9 should be repeated for all the blocks in the
image | to get final stego image S
Step 11 Return the stego image S.

The sender just needs to send the stego image S to the
receiver for data retrieval and image recovery during the data
hiding. The marker information about the order followed
during data hiding is embedded in stego image. In our
experimental study, we have followed row-wise linear order
during data hiding phase. The image recovery and data
extraction is possible from the stego image S. The process is
described in Algorithm V.

Algorithm V: Image recovery and data extraction from the proposed
scheme

Input :  The stego image S

Output :  The extracted message D and the recovered image I.

Step 1 . Divide the stego image S into blocks (non-
overlapping) of size BxB pixels.

Step 2 . Find the number of non-overlapping blocks N in the
image S.

Step 3 . Keep on extracting the LSB’s of the pixels from the

first block and apply the Elias gamma decoding and
run-length decoding procedure on the fly. Continue
this process until we are getting a bit sequence M
having size (N-1). This will be the actual marker
information which is used identify the blocks used for
data hiding. Let us assume that we have accessed V
number of pixels to get a bit sequence M of N-1 bits.

Step4d :  Access the K" block Gk from stego image S and
process it if M is 1. Otherwise just ignore it.

Step 5 : If the G is used during data hiding then extract the
first 8 bits from the first 8 pixels and convert into
corresponding binary Py. Apply data extraction and
image recovery process (almost same as Algorithm I1)
from the block Gk (excluding first 8 pixels). The first
8 bits from the extracted message should be used to
recover the first 8 pixels by replacing the LSBs. Next
W number of bits O will be used to retrieve the pixels
having value 255. The size of the W will be nothing
but number of 255’s in the current block Gg. The bit
0 in O says that the 255’s should be decremented by
one and the bit 1 in O says that the 255 should keep as
it in the recovered image. The remaining bits
extracted from this will be keep on appending with a
bit sequence D’. Repeat this process for all the blocks
in the image and store the values in I.

Step 6 . Extract the first V number of pixels from D’ and
replace it in the LSB’s of first V pixels to recover the
first block and keep the block as the first block of I.

Step 7 : Remove the V number of bits from D’ to get D which
will be the actual extracted message.

Step 8 : Return extracted message D and recovered image I.

V. EXPERIMENTAL STUDY AND RESULT ANALYSIS

The experimental research and analysis of outcomes is
performed on every image from the USC-SIPI image dataset
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[18] managed by the Southern California University. Since the
dataset consists of both color images and grayscale images of
various sizes, to attain uniformity we have converted all
images into 8-bit grayscale images of size 512x512 pixels. Our
algorithm can be implemented on color images as well without
any preprocessing. In all the images we have embedded the
maximum possible number of bits as secret message. A
pseudo-random bit sequence is generated as the secret
message. The USC-SIPI image dataset has four different
categories of images: aerials, textures, sequences and
miscellaneous (misc.). The optimum block size is empirically
decided as 16x16 pixels and all the experimental study of the
proposed scheme is performed by taking this block size. We
have conducted an experimental with various block sizes such
as 128x128, 64x64, 32x32, 16x16 and 8x8 and picked the
block size which provides the maximum ER. We have
analyzed the following efficiency parameters during the study:

1) Embedding rate

2) Peak signal to noise ratio (PSNR)

3) Structural similarity index (SSIM)

4) Natural image quality evaluator (NIQE)

5) Blind image spatial quality evaluator (BRIQUE)

A. Analysis of Embedding Rate
Embedding rate (ER) is defined as follows:

K
" RxC )

where K is the maximum number of bits in the message
that can be embedded in a RxC size image. The embedding
rate is usually denoted by bits per pixel (bpp). The embedding
rate of the scheme proposed is purely dependent on the
distribution of pixels in the image. In the proposed scheme we
are utilizing some of the actual embedding possibilities to hide
the pixel recovery information. So we basically considered the
effective embedding rate by deducting all the overhead
information. Table | provides the average embedding rate
obtained from all four types of images from the proposed
scheme.

ER

If the image consists of too much smooth regions with less
possibility of overflow then it will be capable to provide a high
embedding rate. From Table I, it can be observed that the
average ER from all four categories of images is better than the
existing schemes. Some additional overhead bits are reduced in
the proposed scheme through the use of run-length encoding
process. The embedding rate from the four well-known images
such as airplane, boat, baboon and peppers is given in Table II.
It also shows the embedding rate from the existing schemes
[9], [13].Table Il shows that for all the four well-known
images, the embedding rate of the proposed scheme is better
than the embedding rate of the existing schemes mentioned in
[9] and [13].

B. Analysis of PSNR and SSIM

Two image quality measurement tests are the PSNR and
SSIM values, which help to analyze the image's quality
deterioration based on a reference image. The low quality
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images maybe an indication of some hidden images and the
attackers may try to do steganalysis on such images to extract
the hidden messages. So the researchers are very much
concerned about the stego image quality while proposing new
RDH scheme. If the original image is exactly same as the stego
image, then PSNR will be o« and SSIM will be 1. But this will
not happen since we are supposed to do some alteration in the
pixels to hide the secret message and such changes will lead to
reduction in PSNR and SSIM measure. If the PSNR and SSIM
measure are high it indicates that there is low quality
degradation on the stego image due to data hiding process.
Table Il presents a comparison between the PSNR for well-
known images from the existing schemes and the proposed
scheme.

The average SSIM value for all four categories of images
from the existing schemes and the proposed scheme is given in
Table IV.

Table V contains the SSIM values from the existing
schemes and the proposed scheme for well-known images.

TABLE I. COMPARISON OF AVERAGE ER FROM ALL CATEGORY OF
IMAGES

Image category Scheme in [9] | Scheme in [13] Proposed scheme
Misc. 0.0388 0.1081 0.1089

Textures 0.0230 0.0521 0.0529

Sequences 0.0266 0.0765 0.0774

Aerials 0.0252 0.0588 0.0597

TABLE II. COMPARISON OF ER (BPP) FOR WELL-KNOWN IMAGES

Image category Scheme in [9] | Scheme in [13] Proposed scheme
Baboon 0.0105 0.0201 0.0210

Peppers 0.0105 0.0438 0.0447

Boat 0.0221 0.0442 0.0451

Airplane 0.0317 0.0903 0.0912

TABLE Ill.  COMPARISON OF PSNR (IN DB)

Image name Scheme in [9] Scheme in [13] | Proposed scheme
Baboon 50.4139 50.9370 50.9405

Peppers 50.0807 51.0778 51.0815

Boat 51.9712 50.9220 50.9259

Airplane 53.9372 52.2065 52.2121

TABLE IV.  COMPARISON OF AVERAGE SSIM FROM PROPOSED SCHEME

AND EXISTING SCHEMES

Image category Scheme in [9] | Scheme in [13] Proposed scheme

Misc. 0.9993 0.9987 0.9987

Textures 0.9996 0.9994 0.9994

Sequences 0.9997 0.9989 0.9989

Aerials 0.9996 0.999 0.999
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TABLE V. COMPARISON OF SSIM FROM PROPOSED SCHEME AND
EXISTING SCHEMES FOR WELL-KNOWN IMAGES
Image category Scheme in [9] | Scheme in [13] Proposed scheme
Baboon 0.9998 0.9996 0.9996
Peppers 0.9998 0.9989 0.9989
Boat 0.9996 0.9991 0.9991
Airplane 0.9996 0.9987 0.9987

The results shown in Table IIl, Table IV and Table V
indicate that from all the well-known images we are getting a
very high PSNR and SSIM measure. In general, the data hiding
schemes that can generate stego image with a PSNR of 50 dB
or more is treated as a good scheme. The SSIM values are very
close to 1 also. Two sample cover image and the corresponding
stego image obtained after data hiding process is given in
Fig. 2.

(c)OrlglnaI baboon image (d) Stego baoon irﬁge

Fig. 2. Sample Results.

C. Analysis of NIQE and BRISQUE

The NIQE and BRISQUE are two well-known no-reference
image quality measures [19, 20]. In addition to the reference
based image quality assessment techniques such as PSNR and
SSIM, we have analyzed the quality of the stego images using
no-reference image quality assessment approaches such as
NIQE and BRISQUE. .In Fig. 3 and Fig. 4, the NIQE and
BRISQUE measures of well-known images obtained from the
proposed scheme and the existing schemes are given.

In Fig. 3, NIQE-1 indicates the NIQE measure from the
original image and NIQE-2 is the NIQE measure from the
stego image. A high NIQE measure means that the image
quality is good.

The data shown in Fig. 3 and Fig. 4 indicates that the stego
image quality is not much deviated from the quality of the
original image.
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Fig. 3. NIQE Measure from Original Image and Stego Image.

The BRISQUE image quality measures of original image
and stego image are given in Fig. 4. It may be noted that the
low BRISQUE measure indicates high image quality. In Fig. 4,
BRISQUE-1 is the BRISQUE measure from the original image
and BRISQUE-2 is the stego image's BRISQUE measure.

BRISQUE
=]
[=]

15 mEBRISQUE-1
EERISQUE-2

aboon Peppers Boat Airplane

Image name

Fig. 4. BRISQUE Measure from Original Image and Stego Image.

VI. ALTERNATE APPROACHES FOR IMPROVEMENT

In addition to the Algorithms discussed in Section II, we
have attempted a few other alternatives to improve the
proposed scheme. The histogram of each block can also be left-
shifted instead of the default right shift operation based on the
following considerations:

1) The number of pixel values less than the peak pixel
value is less than the number of pixels greater than the peak
value. This demands us to change fewer pixel values and thus
the stego image quality will be improved.

2) The number of underflow marker bits (0’s and 1’s) is
less than the number of overflow marker bits (255’s and
254’s). This reduces the marker bits that need to be embedded
along with the message and thus the embedding rate will
increase.

In all the methods we have proposed so far, we have
omitted the entire first block of the image for storing marker
information. Since we have compressed the number of marker
information that needs to be stored in the first block, we no
more need nearly more than half of the first block for storing
the marker bits. Hence we can also utilize the first block for
data hiding which will marginally improve the embedding rate.
We have implemented the above-mentioned techniques also
but didn’t incorporate them with the proposed algorithm as
there were only marginal and mixed improvements in results.
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VIIl. CONCLUSION

A block-wise histogram shifting based RDH scheme with a
high embedding rate is proposed in this manuscript. In the
proposed scheme, marker information is generated by checking
the suitability of a block for data hiding and this information is
compressed by using run-length encoding with Elias gamma
encoding procedure. In order to facilitate the data extraction
and image recovery process, the Elias gamma encoded marker
information is embedded in the first block of the cover image.
A better embedding rate without losing the visual quality of the
stego image is attained in the experimental analysis of the
proposed scheme. The visual quality of the stego images is
measured using a metric of reference image quality, such as the
peak signal to noise ratio and the structural similarity index.
Most of the stego images gave a PSNR value greater than 50
dB and SSIM values close to 1. In addition, the visual accuracy
of the stego image is measured using non-reference image
quality tests such as natural image quality evaluator and blind
image spatial quality evaluator, and the results show that the
quality of the stego image does not differ significantly from the
quality of the original image. The future works can be focused
to apply histogram shifting on the histogram of regions
generated through segmentation rather than on the non-
overlapping blocks.
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Abstract—Natural Language Processing (NLP) has
demonstrated effectiveness in many application domains. NLP
can assist software engineering by automating various activities.
This paper examines the interaction between software
requirements engineering (RE) and NLP. We reviewed the
current literature to evaluate how NLP supports RE and to
examine research developments. This literature review indicates
that NLP is being employed in all the phases of the RE domain.
This paper focuses on the phases of elicitation and the analysis of
requirements. RE communication issues are primarily associated
with the elicitation and analysis phases of the requirements.
These issues include ambiguity, inconsistency, and
incompleteness. Many of these problems stem from a lack of
participation by the stakeholders in both phases. Thus, we
address the application of NLP during the process of
requirements elicitation and analysis. We discuss the limitations
of NLP in these two phases. Potential future directions for the
domain are examined. This paper asserts that human
involvement with knowledge about the domain and the specific
project is still needed in the RE process despite progress in the
development of NLP systems.

Keywords—Automated text understanding; natural language
processing; requirements engineering; requirements elicitation

I.  INTRODUCTION

Natural Language Processing (NLP) has a significant
functional value in many application fields. NLP is especially
useful in the requirements engineering (RE) domain. RE is a
vital part of software engineering and considered as the first
phase in the software development life cycle. It consists of
several  activities, including elicitation,  analysis,
documentation, validation, and management of requirements
[1]. RE is a complicated process that is both time-consuming
and error-prone, especially for large projects [2]. The RE
process defines all of the requirements that a new system
needs to complete to be successful. In addition, RE process
collects the necessary and appropriate domain knowledge that
comprises the requirements of the stakeholders (customers,
end-users, domain experts). The requirements elicitation and
requirements analysis tasks are performed incrementally and
iteratively to accomplish this goal. These tasks use both
informal natural language (NL) and formal modeling
language. Using NL helps communicate with the stakeholders.
It is the universal format language understood by end-users
and stakeholders from all involved disciplines [3]. However,
NL can be ambiguous and result in misunderstandings
concerning the definition of requirements.

NLP can improve the communication between requirement
engineers and domain experts (i.e., the users) by creating
suitable RE specification documents [3]. NLP can also
improve computer understanding of natural language text
written by humans [4].

This paper presents a survey of how NLP supports current
RE approaches. Specifically, the following research questions
are addressed:

Q1: What is the current state of the practice for elicitation
and analysis phases in RE using NLP as the platform?

Q2: What are the activities for the requirements elicitation
and analysis in RE using NLP as the platform?

Q3: Are NLP systems
elicitation and analysis for RE?

improving the requirements

Q4: What are the current limitations of using NLP in
requirements elicitation and analysis?

A literature review was conducted to address these
research questions. This literature review summarized the
research reporting use of NLP to support RE activities. The
literature review was divided into data preparation, data
collection, and data analysis stages. First, the literature search
criteria were developed based on the research questions.
Second, literature searches were conducted over a predefined
collection of databases, including Springer Link, Scopus,
IEEEXplore, Google Scholar, Science Direct, and ACM
Digital Library. The literature search results were evaluated by
title and abstract for all four study questions. This literature
review was not an exhaustive review. Instead, this literature
review provides a snapshot of the state-of-the-art practices
based on the Kitchenham guidelines [5] for conducting
systematic literature reviews.

This paper provides an overview of the current state of
practices and challenges associated with the elicitation and
analysis phases of RE employing NLP techniques. This study
focused on three important aspects:

e Providing an overview of the challenges facing the
requirements elicitation and the requirements analysis
(i.e., ambiguity, inconsistency, incompleteness, and
requirements classification).
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e Providing an overview of the state-of-the-art
approaches to NLP support of current RE operations.
Precisely, this study focused on how the available NLP
tools and techniques support requirements elicitation
and requirements analysis.

e Providing an overview of the limitations of NLP use in
requirements elicitation and requirements analysis.

This paper is organized as follows. Sections Il and Il
provide background discussion about NLP and RE. Section 1V
provides an overview of RE activities where NLP was used to
support the requirements elicitation and analysis processes.
Section V discusses current requirements elicitation and
analysis practices in NLP. Section VI discusses the current
limitations of using NLP in requirements elicitation and
analysis. Section VII provides general discussions. Finally,
Section VIII concludes the paper.

Il. REQUIREMENTS ENGINEERING

The elicitation, analysis, and management of requirements
on the basis of semantics during the system development
process are difficult due to a large number of requirements for
large system engineering projects. Experts normally face
numerous constraints during the processes of elicitation and
analysis. These constraints include time restraints, insufficient
human cognitive capacity to understand the full scope of the
processes, and the volume of data to be processed [6]. These
considerations make it difficult to manage and maintain the
quality of the software requirements specification (SRS)
document.

Requirements elicitation involves understanding the
objectives and motivation for proposed system software. This
phase usually begins with fundamentally informal knowledge
and involves unfamiliar people with the processes for
developing a software system. Thus, data interpretation is
influenced by misunderstandings between the analysts and the
consumers [7]. In RE, it is essential to have an excellent
semantic understanding of the situation before beginning the
process of requirements elicitation [8]. Traditionally,
requirements were communicated to the elicitation team using
NL text to prevent misunderstandings related to variations in
terminology. However, ambiguity is a problem related to NL
[9]. The elicitation team may misinterpret or misunderstand
the stated requirements specified using NL due to the method
used to communicate these requirements. Additionally,
problems can occur that are associated with the elicitation of
functional requirements (FRs) and the numerous sub-
categories of the non-functional requirements (NFRs) [10].
These problems stem from differences in computer jargon and
terminology to describe the requirements between the
stakeholders and the requirements engineers [11]. The lack of
consistency in the requirements documentation process makes
the requirements classification process difficult and prone to
error [12]. Cordes and Carver (1989) [13] stated that
requirements are not created by a single human individual but
are the result of common needs from multiple communities.
These requirements can introduce uncertainty and
inconsistencies. They further state that different participants in
the requirements elicitation process have different
interpretations of the meaning of the requirements. The
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participants have different opinions about the design of the
new system based on their interpretation of the requirements.
The resulting requirements will be ambiguous, contradictory,
and incomplete if the participants in an elicitation process do
not have a common semantic understanding of the
requirements.

Requirements analysis involves understanding and
assessing the documented requirements. This phase is
concerned with checking the set of elicited requirements for
qualifying conflict, omission, duplication, ambiguity, and
inconsistency criteria. Common requirements analysis
practices involve using checklists for analysis, prioritization,
and sorting of requirements, using interaction matrixes to
define differences and overlaps, and developing a risk
evaluation of the requirements [14].

Requirements elicitation and requirements analysis are
usually interlinked processes. Requirements are identified
during elicitation, and then analyses are performed. If issues
are identified, they are addressed and solved using the source
of the requirements [14]. Once a requirement has been
elicited, modeled, and analyzed, the SRS document should be
clearly and unambiguously documented [15]. The SRS is part
of a contract and must simply, accurately, and unambiguously
define the requirements of the user and the system. An SRS
that is inconsistent, unmanaged, vague, incorrect, or unclear
inevitably leads to cost overruns and missed deadlines [16],
[17] and [18]. A noteworthy research issue in RE is ambiguity
which is described as “a statement having more than one
meaning.” Ambiguities may be lexical, syntactic, semantic,
pragmatic, vague, generic, or linguistic [19].

The use of NLP in RE is critical because requirement
specifications are developed in collaboration between the
software analysts and the end users. End users, consumers,
and customers will not sign a contract if the requirements are
written in the formal language. [20].

Several projects have demonstrated that the RE process
can be automated or semi-automated by using NLP [21], [22],
and [23]. Furthermore, NLP can support requirements
elicitation and requirements analysis by automatically
eliminating the ambiguity barrier.

I1l. NATURAL LANGUAGE PROCESSING

NLP is technically one of the sub-fields of artificial
intelligence. NLP implements computational and linguistics
techniques to assist computer understanding. Additionally,
NLP can create human language in the form of texts and
speech/voice [24]. The processing of NL is difficult and
involves different techniques from those used in artificial
languages [25]. NLP approaches are usually based on machine
learning (ML). For NLP, the ML process is composed of two
tasks: natural language understanding (which is the task of
understanding the text) and natural language generation
(NLG) (which is the task of generating text with a syntax that
is widely used by humans) [26] and [27]. Another study [28]
identified three types of NLP technologies: NLP techniques,
NLP tools, and NLP resources. An NLP technique is a
functional method, approach, process, or procedure for
conducting a specific NLP task. NLP techniques include part-
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of-speech (PoS) tagging, parsing, and tokenization. An NLP
tool is a software system or software library that continues to
support one or more NLP techniques. Examples of NLP tools
include Stanford CoreNLP7, NLTKS8, and OpenNLP9. An
NLP resource is a linguistic data resource that assists NLP
techniques or tools. An NLP resource can be a language
lexicon (i.e., dictionary) or a corpus (i.e., a collection of texts).

A lexical analysis can be included in a requirements
document to specify pre-built dictionaries, databases, and
rules. The goal of lexical analysis is to analyze the meaning of
specific words. Five key techniques can be used in a lexical
analysis: sentence splitting, PoS tagging, tokenization,
morphological analysis, and parsing. Sentence splitting
involves separating the text into different sentences. During
this process, the NL text is evaluated to determine sentence
boundaries.

Tokenization involves dividing a sentence into meaningful
components, called tokens. Depending on the form of the text,
which is partially determined by the sentence splitting, the
tokens are assigned to a category, including punctuation
marks, numbers, symbols, and words. The PoS tagging
method involves tagging each token with its grammatical
group, depending on its meaning and context. Each token is
designated with a tag, including noun, verb, adjective, or
determinant [29].

The morphological analysis is the initial stage in syntactic
analysis. The goal of syntactic analysis is to define the origin
of a compound word. Compound words are quickly stemmed
and lemmatized. Stemming is the process that reduces a
compound word into its ground form or origin. Lemmatization
is the process that searches for the ground form of a word
[29].

Parsing is a process that analyzes a sentence by taking
each word and determining its structure based on its
constituent sections. Two components are required to parse a
piece of text: a parser and a grammar. Ambiguous sentences
may require several different types of analyses in the grammar
of NLs [30]. There are two main parsing approaches:
dependency parsing and phrase structure parsing. Dependency
parsing focuses on the connections between the words in a
sentence. Phrase structure parsing involves construction of a
parse tree using probabilistic context-free grammar.

The output of a lexical analysis serves as the input for a
syntactic analysis. This method performs a sentence analysis
of the words to determine the grammatical structure of the
sentence. It requires both grammar and a parser. This level of
processing results in a representation of the sentence that
shows the structural relationship of the dependence between
words [4].

Semantic processing defines the potential meaning of a
sentence by focusing on associations between word-level
meanings in a sentence [4]. Semantic processing builds a
description of the objects and actions identified in a sentence
and include the details given by the adjectives, adverbs, and
prepositions [31].

The goal of categorization is to automatically assign new
documents to categories that are already defined [32]. In RE,
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the NLP method is used to collect requirements from a text;
analyze the consistency, linkages, similarities, and ambiguities
in the text; and automatically group the text. It also classifies
requirements for specific purposes that may be useful during
software development. Work associated with the classified
requirements may be split between different software
development teams, with each team assigned a different class
of requirements [33].

IV. NLP FOR REQUIREMENTS ELICITATION AND ANALYSIS

Traditionally, requirements elicitation and requirements
analysis are manually processed, expensive, time-consuming,
and resource-demanding [17]. Researchers have applied NLP
techniques and tools to support a range of linguistic analysis
tasks performed at various phases to produce complete
requirements documents without ambiguity and inconsistency
[34]. The requirements can be illustrated for the stakeholders
in a semi-automated or automated way [35], [36], and [37].
Requirements may appear in different forms, including lists of
single words, phrases, paragraphs, short texts, and special
characters.

Generally, requirement engineering problems are primarily
caused by heavy dependence on humans use of NL [38]. NL is
syntactically ambiguous and semantically inconsistent. A
systematic analysis of literature from 1995 to 2016 indicates
that assembly of ambiguous requirements remains one of the
most critical problems in software engineering [39]. In
response, researchers have attempted to use NLP systems to
solve the ambiguity challenges of NL. NLP systems have also
been used to support the communication process between
system users and stakeholders during the development stages
of a system [15]. Communication techniques may focus on
pre-selected tools (e.g., Stanford Parser), preferred methods
(e.g., rule-based and ontological-based), or degree of
automation. The work of [40] provides a detailed discussion
about the current approaches to ambiguity in the field of
requirements. This paper evaluates empirical work on NLP
tools and techniques for dealing with different types of
requirement ambiguity [40]. These studies indicate that a
significant number of current software implementations solely
rely on ambiguity recognition. However, compensation is the
responsibility of the stakeholders.

An interesting research area is using NLP for eliciting and
analyzing domain requirements based on developed domain
ontologies. Ontologies provide a standardized means of
organizing information among stakeholders in RE. Thus,
ontologies may significantly enhance the quality of the elicited
requirements [41]. For example, [42] used a domain ontology
and meta-model requirements to generate and elicit
requirements. Similarly, [43] describes three core features of
domain ontologies ideal for elicitation requirements: explicit
relational expression, competent relationship recognition, and
explicit temporal and spatial expressions. For the creation of
certain domain ontologies, A rule-based approach is
recommended for the creation of certain domain ontologies
from NL technical documents [44]. The research [45] used
NLP to derive formal representations of the requirements
based on object-oriented designs using intermediate models.
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NLP is recognized as general assistance in analyzing
requirements for ambiguity defection [46]. NLP techniques
were used to retrieve information and synthesize models. For
example, [47] produced unified modeling language (UML)
templates (e.g., use-case, analysis class, collaboration, and
design class diagrams) from the requirements of natural
language using a collection of syntactic reconstruction rules.
In addition, [48] proposed a tool-supported approach to
promote the process of requirements analysis and the retrieval
of class diagrams from textual requirements that support NLP
and domain ontology techniques.

Emerging software paradigms, including social networks,
mobile computing, and cloud computing, has expressed a
growing interest in using NLP techniques. Additionally, NLP
techniques are being explored for extensive data analysis to
enable data-driven RE [49] and crowd-based RE [50].
Requirements articulated in user stories have been presented
as an interesting application of NLP to support agile
methodology [51].

V. CURRENT STATE OF PRACTICE OF NLP INRE

Applying NLP to RE is an area of research and
development that implements NLP tools, techniques, and
resources to a range of requirements documentation to
facilitate various linguistic analysis activities performed at
different RE phases. These tasks include detecting language
problems, defining core domain terms, and creating
traceability links between requirements [28].

Currently, most NLP tools are used for solving problems
in the elicitation phase. NLP tools are also used to extract NL
text by the process model, based on parsers and tagging [52].
For example, [53] used 2PoS tagging for preprocessing during
the development of conceptual models. This paper proposed
an automated solution called Visual Narrator based on NLP.
Visual Narrator derives a conceptual model based on user
story requirements. In this process, the PoS tagging is used to
define the linguistic pattern of the sentence. If the PoS tagging
is determined to be a requirement, it is collected from the text
corpus and gathered for the next steps in the methodology.
The automated approach enables identifying dependencies,
redundancies, and inconsistencies between requirements based
on a comprehensive and understandable view created from
long textual requirements.

The latest trend in requirements elicitation uses NLP is to
mine accessible databases (e.g., social media, requirement
documents, or Apple Store feedback). The mining process is
carried out with the help of ML techniques, NLP, and text
mining [54]. Recently, a growing body of research has
assessed the use of NLP techniques to extract requirements
based on different types of user feedback for the requirements
elicitation process [55]. For example, [56] created a tool for
detecting ambiguous words in translated SRS.

Currently, an approach has been used to automate
requirements elicitation and classification criteria which
utilizes an intelligent conversational chatbot. For example,
[57] used ML and artificial intelligence to develop a chatbot
that interacts with stakeholders using NL and creates formal
system requirements based on conversation. This chatbot then
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classifies the elicited requirements into functional and non-
functional system requirements. Additionally, chatbots are
widely used in web applications to provide help or
information requested by users. For example, CORDULA is a
framework that uses chatbot technology to establish contact
with end-users for requirements elicitation and understand
users' needs. CORDULA guides the users to their desired
outcome with minimal effort required by the end-user [58].

Domain ontology has been widely used to improve the
elicitation and analysis of functional and NFRs. For example,
[59] used NLP to extract NFRs for natural language
documents. Furthermore, [60] used an ontology-based
approach to support the collection of knowledge to identify
possible solutions for eliciting NFRs. Additionally, NLP has
been used in similarity analyses to identify functional and
NFRs from user app reviews [61] and [62]. The study of [63]
proposed an ontology-based approach to support software
requirements traceability, which makes it possible for a
development team to effectively manage the evolution of the
requirements for a software product.

New requirements analysis tools based on NLP are
emerging. These tools should significantly reduce the cost of
fixing requirement errors by faster identification, thus freeing
domain experts from tedious, time-consuming tasks. For
example, QUARS (Quality Analyzer for Requirements
Specifications) is a tool that analyzes NL requirements in a
comprehensive and automated manner using NLP techniques.
QUARS emphasizes detecting potential linguistic weaknesses
(i.e., ambiguity) that can create issues with interpretation at
the next stage of software development [64]. This tool
partially assists with the analysis of accuracy and
completeness by grouping requirements based on specific
concerns. However, user interaction is recognized as a crucial
factor adversely affecting the performance and approval of the
entire processing. The study of [65] proposed an NLP
technique that uses a classification method to automatically
handle redundancy and inconsistency problems in a
requirement document.

An annual workshop called the NLP4RE (Natural
Language Processing for Requirements Engineering) was
established to explore interests in NLP applications related to
RE issues [66]. The goal of NLP4RE is to help requirements
analysts perform multiple linguistic analysis activities for RE
phases. This workshop has produced numerous publications
and gained broad interest from diverse cultures. About 42.7%
of NLP4RE studies focused on the analysis phase. These
analysis phase studies used detection as the core linguistic
analysis activity and requirements specifications as the
processed document type [28].

In the industrial sector, many companies have begun
developing NLP tools for RE. For example, Qualicen
developed Requirements Scout, a tool that analyses
requirement specifications, detects requirement ambiguity,
and requirement “smells.” The ThingsThinking system offers
several tools under the brand name, Semantha®. This system
includes a tool that classifies requirements and identifies the
associated risks. It also has a tool that performs document
comparison on a semantic level, which can be used for

84|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

analysis of requirements documents created by multiple
stakeholders. QRA Corp developed QVscribe, a tool that
checks the quality and consistency of requirements
documents. OSSENO Software developed ReqSuite, which is
a tool to support the writing and review of specifications. IBM
recently developed the IBM Engineering Requirements
Quality Assistant, which is an application that leverages the
advanced NLP capabilities of IBM Watson for automated
requirements analysis and management.

VI. CURRENT LIMITATIONS OF NLP IN REQUIREMENTS
ELICITATION AND REQUIREMENTS ANALYSIS

An automated means of enabling software engineers and
project managers to develop and refine their NL requirements
is needed in RE. NLP can reduce the human effort in making
NL requirements clear, consistent, unambiguous, and easy to
understand by all stakeholders before moving into modeling
and design phases. There are still numerous limitations on the
capabilities and rationales for using NLP techniques, despite
research developments on NLP for RE. Various challenges for
NLP use within requirements elicitation and analysis still
exist, including the followings:

e Coreference resolution: Coreference resolution is the
task of extracting several expressions in a sentence or
text that refer to the same entity/actor in a requirements
document. It is especially employed at the
semantic/pragmatic level when two nouns are treated
the same [67]. Coreference resolution is a key
challenge of NLP, not only in English but also for all
other languages [68].

e Emotion Detection (ED): While the use of NLP system
in requirements elicitation and feedback techniques are
well defined, there are no current state-of-the-art
techniques that combine emotionally driven features
and the capture of user feedback on these features [69].
Emotion recognition may also be used to evaluate
social media data or to spot fake news [70]. A major
challenge in ED is that the cultural affiliations of an
individual may significantly impact their expressed
feelings in a situation [69]. However, progress is being
made as several methods have been developed to solve
this problem. These methods include the use of a
knowledge-enriched transformer [71], focusing on
latent representation [72], and building new datasets
that focus on emotions [73] and [74].

e Unimodal LNP: Current NLP systems are primarily
unimodal. Thus, they are limited to process and
analysis of linguistic inputs [75]. However, humans are
multimodal. They use diverse combinations of visual,
auditory, tactile, and other inputs. Humans do not
handle each sensory model in isolation but rather
simultaneously. This process incorporates each sensory
model to enhance the quality of awareness and
understanding [76]. Therefore, from a computational
point of view, NLP needs to have these same abilities
to achieve human-level ground and understanding in a
variety of Al tasks. NLP must be assisted by
multimodal control interfaces, identification and
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understanding of human behavior, and collaborative
decision-making between the system and individuals or
groups to understand the requirements of the customer
and other stakeholders [77]. Visual question answering
is a method that addresses the challenging unimodal
aspect of NLP systems [78]. Many other methods are
used to integrate multimodality into NLP structures,
including declarative learning-based programming
[79], multimodal datasets [80], procedural reasoning
networks [81], and unified attention networks [82].

¢ Ability to recognize requirement sentences that contain
contextual information rather than merely describing
the process steps [28]. The inherent ambiguity of NL
can lead to differing interpretations of the same
sentence [83].

e Domain ontologies approach: [43] found that
requirement analysts were more likely to misidentify
concepts and relationships when using a domain
ontologies approach. Thus, domain ontologies need to
be investigated to develop a deeper understanding of
the requirements and their respective relationships
[84].

e NLP accuracy in extracting the correct requirements
must be improved. NLP must be enhanced by other
methods (e.g., ML) to eliminate errors. Accuracy must
be substantially improved if NLP to be seriously
considered for use with RE [85].

e The algorithms for detecting ambiguity need
improvement and fine-tuning while simultaneously
avoiding over-fitting. These improvements are needed
to evaluate whether the use of domain ontologies can
lead to a deeper understanding of the requirements and
their relationships [86].

e PoS detection is generally considered a challenge that
has been resolved. However, there are still issues with
incorrect POS tags [87].

Attempting to resolve all ambiguities in a requirements
specification is a time-consuming process that cannot be fully
automated. Human interaction is needed to overcome dynamic
ambiguities that are dependent on domain knowledge.
Controlled language is helpful in identifying or avoiding
ambiguities in SRS. However, the input must be written in the
constraint language, and lexical and syntactic ambiguities
must be addressed. Furthermore, methods that use knowledge-
based, ML, and ontology techniques may produce precise
outcomes by detecting semantic ambiguities in the
requirements specifications [88], [89], [90].

VII.DISCUSSION

Our research focused on a specific field and evaluated a
range of trends explained and summarized in this section. The
objective of this research was to provide a state-of-the-art
summary of NLP performed in various RE activities. This
research is intended to be an overview for domain experts and
serve as an entry point for researchers in this area. We present
results based on the conducted literature review. As previously
discussed, the literature review was not entirely systematic.
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Thus, our findings may be revised and/or expanded by future

studies within this domain.

Table | and Section IV provide answers to RQ1 (“What is
the current state of the practice for elicitation and analysis
phases in RE using NLP as the platform?”) and RQ2 (“What
are the activities for the requirements elicitation and analysis
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in RE using NLP as the platform?”). Twenty-five articles (i.e.,

the “Contributions” column in Table I) were closely analyzed
to assess the state-of-the-art of NLP the use NLP in RE

activities. We assume that most studies are preliminary
proposals because there are more academic research papers
than actual software projects for industrial applications. As
listed in Table I, the “NLP Tasks” and “RE Support.

TABLE I. CONTRIBUTIONS AND RE ACTIVITIES SUPPORTED BY NLP
Publication RE Tools +Techniques + User
N Contribution Objective/Purpose NLP Tasks Activities q . .
Year Resources interaction
Support
1 Shah (+) 2015 Com_par_e NLP approaches to resolve Detection EI|C|tat_|on + | )
ambiguity Analysis
- Reducing the effort of building a domain Extracting
2 Omoronyia et 20 ; LS . A POS tags .
al., () 10 ontology for requirements ellc_ltatlon by semantic Elicitation Sentence parser Medium
" analyzing NL text from technical standard graphs
Using NLP and domain ontology to extract
Ibrahim et al., UML class diagram from informal NLP by . . PoS tags, Open NLP .
8 *) 2010 using the RACE tool to produce class Extracting Analysis parser Medium
diagram from requirements
The authors discussed how software
Maalej et al., development organizations can employ user e Elicitation + | }
4 *) 2015 feedback to identify, prioritize, and manage Classification Prioritization
requirements
The findings of a mapping analysis are
discussed in a collection of empirical work Ambiguit
5 Bano (+) 2015 from the last two decades that discuss the Detec?iony - - -
concept of complexity in RE using NLP
methods and techniques
Robeer et al., Extracting conceptual modules from user . .
6 ) 2016 stories requirements using NLP Modeling Analysis spaCy tagger Low
Bordignon et Using NLP PoS tagging and Parsing in the e Elicitation + .
! al. (-) 2018 first three BPM phases to extract ambiguity Classification Analysis PoS Tagging Low
Proposing an automated approach called PoS tadaing in
Lucassen et Visual Narrator that is based on extraction Classification | Elicitation 99Ing -
8 2017 . . order to further optimize | Low
al., (-) of conceptual models from user story + Clustering +Analysis
. the results
requirements
Proposes crowd-based RE that integrates
Groen et al elicitation and analysis techniques using a
9 *) " 2015 crowd sourcing concept where individual Clustering - Elicitation
tasks are aggregated to provide a final list
of identified requirements
Proposes two approaches to identify vague
10 | Cruzetal. (-) 2017 words and phrases in the requirements Classification | Elicitation - Low
document in a multilingual language
Friesen et al Developed a chatpot to help end-users
11 *) ' 2018 revise current extraction and classification Detection Elicitation POS Tagging High
requirements
Proposes a method to capture verbal I
. . : S Elicitation
Hollis et, al., discussion and translate it into a .
12 " 2017 - . ; and Text mining
*) text transcript, a real time audio-to-text e
. Specification
conversion software
13 Murtazina aild 2019 Proposes a method to convert knowledge Classification | Traceability | - Medium
Avdeenko (*) domain into ontology language
Zhong, et, al., Proposes a Knowledge Transformer (KET) Detection + Sentiment
14 2019 S - e b - -
(+) to detect emotions in a conversation Classification | analysis
Ernst and J.
15 | Mylopoulos (- | 2010 Eliciting FR and NFR requirements Classification | Elicitation - -
)
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Investigates the lack of consistency in RE
" and the feasibility of using Human Error Detection + - )
16 | Hu,et, al, (*) | 2016 Taxonomy to support the SRS inspection Classification Analysis Low
process
Gnesi et al Using NLP techniques with an emphasis on Classification
17 " B 2019 detection of potential linguistic weaknesses - Analysis Syntax Parser High
*) P Clustering
(ambiguity)
A survey of state of the art NLP techniques
Acheampong, that combines both emotionally-driven . . ) )
18 at, al., (+) 2020 features and the capture of user feedback on Sentiment Analysis
these features
Abdul- Using Twitter information to create a large
19 | Mageed, et, 2017 dataset of fine-grained emotions for deep Classification | Analysis - -
al., (-) learning purposes
Kordiamshidi Integrated multimodality into NLP
20 ot all ) ' | 2017 structures, including declarative learning- Classification | Analysis - Low
B based programming
Describes an application of NLP in the
21 Van der Aa et, 2018 BPM context and illustrates how NLP has ) ) ) )
al., () the ability to maximize the advantages of
BPM activities at multiple stages
Proposes a visual model to detect ambiguity
Dalpiaz, et, in requirements that maybe triggered by the e . Semantic Similarity
22 al., (-) 2018 use of different words to refer to the same Classification | Analysis Algorithms Low
concept
is Word- and Sentence
Splitting, Morphologic
23 Femmer, et, 2018 NLP toll to detect qual_lty flndmg_s and Classification | Analysis analysis, L(_emmatlzatlon Low
al., (-) checks on SRS smells in the requirements (and sometimes
stemming), PoS tagging,
and syntactic parsing
24 Zhao, et, al., (- 2020 Presents a comprehensive overview of the ) Elicitation ) )
) applications of NLP in RE Analysis
. Proposes an approach using NLP to detect e .
25 Mezghani, et, 2018 technical business terms associated with the CIassnflce}tlon Analysis PoS tagging + Noun
al., (-) - + Clustering chunking
requirements documents

Legends: (+) improves state of the art; (*) no information related to state of the art; (-) comparable with state of the art

Activities” columns address RQ2 and describe the various
RE tasks that can be assisted by NLP techniques. These RE
tasks include traceability, ambiguity detection, and
requirements classification. The available techniques and tools
developed to support each RE task are presented (e.g., PoS,
tagging, and tokenization). The “Contributions” column in
Table | also includes a partial response to RQ 3 (“Are NLP
systems improving the requirements elicitation and analysis
for RE?”). The answer to RQ3 appears to be preliminary; as
indicated by the lack of comparison with state of the art in
Table |. Table | also include information related to the
quantity the NLP data and user expectations, emotions, and
experiences. This rich data set may be used by software
developers to assess better their product users' needs,
experiences, and sentiments. Mining NLP, especially user
opinions, can yield valuable information for product upgrades
by software development organizations. However, it is often
difficult to extract user requirements from massive amounts of
data. Opinions are often shared without regard to grammar or
style. This issue has recently caused problems with corpus
processing. As a result, we assume that the collected data are
unstructured. Software developers focus on user feedback for
requirements elicitation and analysis. However, the
trustworthiness of comments, tweets, or feedback remains a
major problem for the software development community. In

section VI, we discussed a variety of limitations in this
domain. Other challenges or limitations that the RE
community faces by using NLP as the source for eliciting user
requirements include user privacy and personalization [55].
These findings address RQ4 (“What are the current limitations
of using NLP in requirements elicitation and analysis?”).

Table | lists the NLP methods used in the articles reviewed
in this paper. Most researchers use NLP techniques for the
identification of ambiguity in RE. Furthermore, due to its wide
role in RE, the analysis process was the phase with the most
attention in the research. We observed that NLP was primarily
used in the preprocessing phase to convert data into a format
that was consumable by all stakeholders. Most of the papers in
our survey claim that the vast amount of imprecise data
generated by NL users may provide tremendous benefits to
software development organizations if processed with an NLP
system. Most of the articles also indicate that NLP use with
RE is still in its early stage; however, this research topic is
rapidly expanding. Although NLP can compensate for many
of the requirements’ ambiguity, inconsistency, and
incompleteness, there are still circumstances where interaction
with end-users is required for clarification [58]. This finding is
supported by entries in the “User Interaction” column in Table
I. Most of the papers about the use of NLP in requirements
elicitation and analysis indicate that parsing requirement texts
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and classifying the information stored in them are difficult for
humans. Thus, these activities should be automated as much
as possible.

Furthermore, we discovered that most of the analyzed
studies obtained their requirement datasets from external
sources (e.g., Twitter, or an app store) rather than from
existing documents for requirement elicitation. We found that
the current state of the art in this area indicates that the first
two phases prioritize researchers and practitioners. Table |
shows most of the NLP techniques employed parsers and
taggers to explain the tools used in text processing. This
finding is supported by the results from [53]. In that study,
NLP techniques are applied to sentence segmentation,
tokenization, PoS tagging, shallow parsing, dependency
parsing, word stemming, lemmatization, and role labeling.

Within the RE field, NLP is primarily used to analyze
requirements and schedule them for further processing. This is
primarily focused on developing models from elicited
requirements and improving the consistency of the SRS. Both
SRS and NLP share three common tasks: PoS tagging, rule-
based analysis, and syntactic parsing. Two areas that lag
behind the other RE (sub-)phases in the scope are
requirements documentation (e.g., drafting of the SRS) and
requirement prioritization. We assume that the writing
requirements are supported by the NLP, including
implementation of a specific template, spell checking, and
explicitly resolving any possible ambiguities. These writing
requirements may be beneficial to requirements engineers.
However, since these tools necessitate live contact with
requirement engineers, this research is not regularly performed
than less advanced tools (e.g., solely for ambiguity checking).

Classification, model extraction, and detection seem to
have more advancement than other areas of research, based on
the number of publications and reported NLP tasks. This
assumption is also valid for ambiguity detection.

VIIl. CONCLUSION

This paper reviewed the current status of using NLP and
its limitations in requirements elicitation and analysis
processes. With the need for faster speed, lower cost, and
higher quality in software engineering, there is an increasing
need for automated support for all processing requirements of
elicitation and analysis in the RE artifacts. While the pressure
from industrial customers is obvious, extensive work is still
needed to create automated NLP-based processes in RE. NLP
tools and techniques have been proposed to automatically or
semi-automatically detect syntactic, semantic, and pragmatic
ambiguities in the requirements. Many solutions have been
proposed from academia and industry to evolve the use of
NLP in RE. Despite progress in NLP, there are still limitations
to the NLP system. There is extreme pressure from the
industry to improve the accuracy of NLP used to extract
system requirements. Therefore, NLP must be enhanced for
the elimination of residual errors. The accuracy must be
substantially increased if it is to be seriously considered for
use in RE. Based on the results from this paper’s review and
due to its limitations, NLP systems cannot be considered as a
solution that can fix all RE issues. Nevertheless, NLP can be
used to assist RE analysts. Findings from this study indicate

Vol. 12, No. 5, 2021

that NLP can be used in real-world applications. Future
research may produce more specialized NLP tools that can
help consolidate the domain model and serve as translators
between different RE documents and structured models.

These findings provide an understanding of the state of the
art in this field of study and are useful for developing an
analytical framework for complete systematic literature
reviews. From the standpoint of RE, it may be important to
investigate how NLP task combinations can be streamlined to
fully perform additional tasks. The same is true for NLP in
requirements management where requirements are managed
within a software system, from elicitation to implementation
to reuse. The NLP tasks described in this paper is not a
comprehensive list. A possible extension of this research may
examine NLP activities that have not yet been used in the field
and how they may be used in the future applications.
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Abstract—Digital news platforms and online newspapers have
multiplied at an unprecedented speed, making it difficult for
users to read and follow all news articles on important, relevant
topics. Numerous automatic text summarization systems have
thus been developed to address the increasing needs of users
around the world for summaries that reduce reading and
processing time. Various automatic summarization systems have
been developed and/or adapted in Arabic. The evaluation of
automatic summarization performance is as important as the
summarization process itself. Despite the importance of assessing
summarization systems to identify potential limitations and
improve their performance, very little has been done in this
respect on systems in Arabic. Therefore, this study evaluated
three text summarizers AlSummarizer, LAKHASLY, and
RESOOMER using a corpus built of 40 news articles. Only
articles written in Modern Standard Arabic (MSA) were selected
as this is the formal and working language of Arab newspapers
and news networks. Three expert examiners generated manual
summaries and examined the linguistic consistency and relevance
of the automatic summaries to the original news articles by
comparing the automatic summaries to the manual (human)
summaries. The scores for the three automatic summarizers were
very similar and indicated that their performance was not
satisfactory. In particular, the automatic summaries had serious
problems with sentence relevance, which has negative
implications for the reliability of such systems. The poor
performance of Arabic summarizers can mainly be attributed to
the unique morphological and syntactic characteristics of Arabic,
which differ in many ways from English and other Western
languages (the original language/s of automatic summarizers),
and are critical in building sentence relevance and coherence in
Arabic. Thus, summarization systems should be trained to
identify discourse markers within the texts and use these in the
generation of automatic summaries. This will have a positive
impact on the quality and reliability of text summarization
systems. Arabic summarization systems need to incorporate
semantic approaches to improve performance and construct
more coherent and meaningful summaries. This study was
limited to news articles in MSA. However, the findings of the
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study and their implications can be extended to other genres,
including academic articles.

Keywords—AlSummarizer; Arabic; automatic summarization;
discourse markers; extraction; LAKHASLY; news articles;
RESOOMER; sentence relevance

I.  INTRODUCTION

The recent unprecedented growth of digital news platforms
and online newspapers has resulted in considerable changes in
terms of news production and audience reception. Compared
to traditional newspapers, digital news networks and online
newspapers are extremely fast and easily accessible. Different
reports indicate that online newspapers replaced traditional
newspapers causing them to lose much of their audience [1].
That is why, almost all daily and weekly newspapers in the
West and in the Arab world run their own websites and
publish electronic editions [2-4]. Furthermore, news websites
have now proliferated in an unprecedented manner, and
without any of the traditional restrictions. There is no need for
licenses, offices or even employees and correspondents.
Anyone can create a news website in the same way used to
create a personal website. This has the effect of producing fast
and prolific news in an unprecedented manner.

The extensive number and popularity of online newspapers
have changed the way people consume newspapers and
magazines in many ways. According to Watson [5], by 2020,
more than two-thirds of people in the United Kingdom were
reading or downloading online news, newspapers, or
magazines. In comparison to 2007, the number of online
readers had tripled. As of February 2019, the Guardian and
Mail Online were the second and third most popular websites
in the UK, respectively, as shown in Fig. 1.
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Fig. 1. Share of Individuals Reading or Downloading Online News,
Newspapers or Magazines in Great Britain from 2007 to 2020 (Statista.com).

In the same study, Thurman [6] asserts that over recent
years online newspapers and news websites have been gaining
massive popularity and increasing in an unprecedented
manner. In the face of these developments, it is impossible for
a normal audience to follow all that is written on important
and relevant topics. It is a challenging task for individuals to
read this huge content in a limited time span, as the news
changes daily if not hourly.

In response, numerous automatic summarization systems
have been developed over recent years to generate meaningful
summaries that can reduce reading and processing times.
Researchers have developed summarization tools and methods
that automatically summarize the content of news articles in
effective ways. It is even argued that summarization has
become an integral part of everyday life [7]. This can be seen
in the rapid developments of numerous applications and
websites including Summarize Bot, Resoomer, SMMRY,
Inshorts, and Text Summarization API (Rapid API) that
provide summarization services to news articles to millions of
users around the world.

Despite the availability of text summarizers in different
languages including Chinese, English, French, and Spanish
that provide good summarization services for millions of
global users, automatic summarization in Arabic is still very
limited. This can be attributed to the unique linguistic system
of Arabic where multilingual text summarizers cannot be used
with Arabic texts. It is also true that the morphological and
syntactic properties of Arabic still pose serious challenges for
different Natural Language Processing (NLP) applications,
including information retrieval, localization, machine
translation, and automatic text summarization [8, 9].

Another reason for this limitation is the lack of evaluation
studies of automatic Arabic text summarization. Evaluation is
an integral part in the automatic summarization process [10-
16]. According to Al Qassem, et al. [17], the evaluation
process is one of the main challenges that have adverse
impacts on the availability and reliability of automatic Arabic
text summarization systems. This can be attributed to the lack

Vol. 12, No. 5, 2021

of gold standard summaries for Arabic. They add that
automatic evaluation of Arabic summarization is more
complicated due to the lack of Arabic benchmark corpora,
lexica, and machine-readable dictionaries.

To address this limitation, an evaluation of three text
summarizers AlSummarizer, LAKHASLY, and RESOOMER
is carried out hereunder. A corpus of 40 news articles was
built. The articles were randomly selected from the most
popular and digital news networks and online newspapers in
the Arab world. It was, however, considered that the selected
news articles cover different themes and subjects including
politics, business, sports, and entertainment. Only articles
written in Modern Standard Arabic were selected. The
rationale being that MSA is still the formal and working
language of the Arab newspapers and news networks.

The remainder of this article is organized as follows.
Section 2 is a brief survey of automatic summarization
literature in general and automatic Arabic text summarization
systems in particular. Section 3 defines the research methods
and procedures. In this part, the selected summarizers and
articles are defined. Procedures of carrying out the study are
also defined and established. Section 4 reports the results. It
evaluates the performance of the selected summarizers
regarding the news articles. Section 5 concludes the study.

1. PREVIOUS WORK

Previously, text summarizations were carried out using
non-computational methods, using philological methods
where experts and professionals produced their summaries
based on their own evaluation of the most important concepts
in the texts under investigation. With the development of
digital technologies, computational approaches have been
integrated into text summarization for generating automatic
summaries of different text genres. It can be obviously seen
that the recent years have witnessed an increasing rate in the
development of automatic text summarizers. These have been
essentially developed to address the increasing needs of users
all over the world. Gambhir and Gupta [18] assert that it has
now become impossible for traditional or non-computational
classification methods to deal with the large amounts of data
available today. They indicate that conventional or non-
computational summarization methods are no longer effective
or reliable to deal with the prolific size of digital texts and
archives available on the internet. According to Cheng and
Lapata [19], the need to access and digest large amounts of
textual data has provided strong impetus to develop automatic
summarization systems, aiming to create shorter versions of
one or more documents, whilst preserving their information
content. Much effort in automatic summarization has been
devoted to sentence extraction, where a summary is created by
identifying and subsequently concatenating the most salient
text units in a document.

Soni, et al. [20] agree that due to massive rate of rising
data at a on the Internet, automatic text summarization tools
have a powerful effect on today's world. The entire material is
very difficult for a person to describe and ingest. It is a very
difficult task to manually convert or summarize, hence,
automation is required. Using artificial intelligence methods,
automatic text summarization can be accomplished.
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Nenkova and McKeown [21] add that objectivity and
consistency have always been main considerations in
automatic summarizations. The argument is that automatic
summarization is imperative for addressing the inconsistencies
and lack of objectivity that were associated with conventional
or non-computational methods of text summarization.

The first attempt of computer-based text summarization is
attributed to Hans Peter Luhn in 1958 [22-25]. In his article
‘The Automatic Creation of Literature Abstracts’, Luhn [26]
proposed an algorithm to facilitate quick and accurate
identification of the topic of published papers in a way that
saves prospective readers time and effort in finding useful
information in a given article or report. The underlying
principle of Luhn’s approach was that the salient points of an
author’s argument can be identified through the statistical
analysis of the most frequent words and phrases occurring in
texts. The hypothesis was that authors generally use important
words more frequently throughout a paper and this can be
conveniently used as a predictor for selecting the sentences
with more repetition of the keywords and extracting them to
generate an automatic summary [27-29].

Despite the development of different approaches to
automatic text summarization, extractive methods remain the
most popular summarization methods. In such methods,
automatic summarizers are trained to identify the most
important phrases and sentences, usually using statistical
methods, and generate automatic summaries based on the
extraction process of these sentences and phrases. Extractive-
based summarization approaches are based on identifying and
selecting only the most important phrases and sentences in
texts under consideration. To generate an automatic summary,
automatic summarizers then incorporate all the important
phrases and sentences. In this case, therefore, every line and
word of the summary actually belongs to the original
summarized text [30].

In Arabic, over recent years, a very limited number of
automatic text summarization systems have been developed,
compared to other languages including English, Spanish, and
Chinese [16, 17, 31]. Al-Saleh and Menai [10] comment that
despite the long history of text summarization, studies of the
Arabic language in this area have only recently emerged, and
they have been negatively influenced by the lack of Arabic
gold standard summaries.

The literature indicates that automatic text summarization
systems have been largely based on extractive methods. These
extractive summarization systems are mainly based on
numerical and statistical measures [32-36]. The main
hypothesis in these approaches is the ability of training the
machine to identify the most important sentences and phrases
for building the summaries. This is usually carried out through
using different statistical measures including Principal
Components Analysis (PCA) and Term-Frequency Adverse
Document-Frequency (TD-IDF). To simplify, these weighting
methods are used as indicators for retaining only the important
information within texts and discarding information of
secondary or minor importance. Successful implementation of
these mechanisms is thus a critical factor for the success of
summarization systems [37].
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Weighting methods are usually combined with other
methods that support the identification of the most important
sentences, clauses, and phrases in the texts. One popular
method is the position or location of sentences. The premise is
that the location of a sentence in a document is related to the
amount of information it contains. Other techniques involve
grouping and summarizing related texts in a process known as
multi-document summarization.

The argument is that the majority of automatic Arabic
summarization systems are based on statistical methods. One
limitation with these techniques is that automatic summaries
are based only on those sentences with the highest scores
based on statistical measures and techniques. In response,
symbolic approaches have been adopted [38-41]. Unlike the
numerical and statistical approaches, symbolic-based
extractive summarization systems are based solely on
linguistic information and indicators for identifying the most
important sentences and expressions within texts. The premise
of such approaches is that summaries should be built on a
rhetorical structure that considers the rhetorical relations
within  texts. Work on symbolic-based extractive
summarization systems is still very limited.

Over recent years, work on/with automatic Arabic
summarization systems has reflected on the development of
online summarizers that provide summarization services for
users in an easy and accessible way. These summarizers are
based on the developments in automatic Arabic
summarization research and industry. One major problem,
however, is the lack of evaluation studies that can determine
the readability and reliability of these summarizers. This study
addresses this gap in the literature through an evaluation of
three  Arabic  summarizers, namely  AlSummarizer,
LAKHASLY, and RESOOMER.

I1l. METHODS AND RESULTS

This study is based on a corpus of 40 newspaper articles.
The articles were selected from nine newspapers issued
published in different Arab countries, as shown in Table 1.

The selected articles and opinions represent different
topics including politics, business, and sports as shown in
Table 2.

TABLE I. THE SELECTED NEWSPAPERS

Selected newspapers

Newspaper Title Country Number of articles
Al-Ahram Egypt 8
Al-Bayan Emirates 4
Al-ltihad Emirates 3

Alrai Jordan 3
Al-Watan Kuwait 4
Annahar Lebanon 4
Assabah Morocco 4
Al-Jazeera Saudi Arabia 5

Asharg Al-Awsat Saudi Arabia 5
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TABLE II. TOPICS OF THE SELECTED ARTICLES el oyl ) g 48N 48 g Ak A
ot el 0 2 el ETF Al-Ahram
Articles fopics =l 5 Gl e i3 cltialy | g ETF Al-Ahram
Category Number of articles ) (a8 G5 10 S
] it e e N Asharq Al-
Politics 8 Lol Santon G e 31 |27 ETF Awsatq
Business 8 Lt i | 28 ETF poharg Al
Sports 8 OB ¢ e Leidl |29 ETF Al-Jazeera
Entertainment/Culture/ Family (ETF 8 glnds paun s I (N 48 ) ) Conall J a3
y (ETF) W, | 30 ETF Al-Jazeera
Science/Technolo 8 -
< ol gl dn )l RS a2 HBs | gy ETF Al-Watan
. . Mo
For convenience, the selected articles were coded 01-40, as —
shown in Table 3. The full information pertaining to the JEN S e i el | B2 ETF Assabah
selected articles, including transliteration and English 26 2 e s e payelde | g s&T Al-ltihad
translations of the headlines of the selected articles is given in ==
i "l ey IS Ban 8 e ey " s
Appendix No. 1. e peyecill S&T Al-Bayan
TABLE Ill.  NEWSPAPER ARTICLES AND CODES Gl el Kol ) “"t:j;j 35 s&T Annahar
Newspaper articles and codes Gl oSlivFast Laughs “‘*‘“‘J‘:“j‘ 36 S&T Annahar
Title Code Category Newspaper -
Mo st I8N Lo Wt ) gl Mails il | 37 S&T Annahar
Gloallagdy . Jlandl poad | 01 Business Assabah - ——
o) TR ERIVET 3ol el el e S350 |38 S&T Al-Jazeera
G sina o dabudl delia 1 Saa o .
PEEN 02 Business Al-Ahram A Jeli5 8 s in JA Ay, JSa | 30 s&T ﬁatgtq Al-
Aawioad) £l 568 Ll A8 jon e | 03 Busi Al-Ah s e i 4
Al el ) e Sed usiness ram 18 G (e iﬂi‘;\ 0 s&T Al-Ahram
Yol alal i) sl sl (20 )y 8 | 04 Business Al-Watan —
" e o 0, e B 2 | i e The selected articles were summarized using three Arabic
Sl ol s 1€ 20 1 usiness ral summarizers: AlSummarizer, LAKHASLY, and
salels ey o Y1 (gabaY) il RESOOMER. These are currently the most popular Arabic
4y s adlaal s alall g Uail) 2 ggie 3 kil | 06 Business Alrai summarizers. All three summarizers are based on extractive
Aelud) summarization methods. AlSummarizer is multilingual
el oSl s 33U e Jani ol i | 07 Business Al-ltihad software that provides summarization solutions in different
Do 100 e A 3585335 | o A B languages including Arabic, Dutch, English, Farsi, and
2020 5 Slasnd 5 Jlas i Turkish. LAKHASLY is an Online Summarization tool. It
Sl s oS il | 09 Politics Assabah provides automatic summaries for Arabic and English texts. It
e G i ) iy | o A is widely used all over the world for users interested in Arabic
i 550 e | 2ie sl olitics -Anram summaries. Finally, RESOOMER is online summarizers
Sl i e i SV s | oolitics ALANTa which provide summarization services in different languages
s Lail) A8l iy e S5 A2 ) 5l including Arabic, English, French, German, Italian, Polish,
el el sl ) Il IS U )“j N Politics AlLAhram and Spanish. |
S T, e | oo o For evaluating the performance of the selected
‘ ] olitics ~azeera summarizers, manual (human) evaluation methods were used.
et oall dpdasy el el il (=l ) | politics Asharg Al- Three examiners were selected to generate manual summaries
eele ) Awsat . . L :
— = — and to examine the linguistic consistency and relevance of the
e e 2| 18 Politics Al-Watan automatic summaries to the original news articles.
o A g eVl B 003 S G Sl T Politics Alrai
Dl e S IV. ANALYSIS AND DISCUSSIONS
iy guail) JUasY) dume 3l "lS | 17 Sports Assabah To evaluate the performance of the three selected Arabic
s m i o | 18 oot Asharg Al- summarizers, the automatic summaries were compared to the
a 2 ale = -
i — ports Awsat manual (human) summaries produced by the experts who
sl s 5l (LA 16 o e (3BY) | 19 Sports Al-Jazeera participated in the study. Results are shown in Table 4, Table
Ao e g S 855581 |20 Sports Al-Watan 5, and Table 6.
St I s Aenl ol B it .wi 21 Sports Annahar Comparisons to the ma_nual summarieg ir]dicate that the
. .. scores of the three summarizers are very similar. The scores
el e Sports Al-Bayan also indicate that the performance of the three summarizers is
L€ Anils s oo =. j)wshr 23 Sports Al-Bayan not satisfactory. This has negative impacts on the reliability of
i ) H H
e these summarizers. Another problem with the three
o) e ) Sy Baselly L sl ) | 24 Sports Al-ltihad summarizers is the lack of sentence relevance and coherence.
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This can be seen in the following example taken from
LAKHASLY. There is a problem with the sentence relevance.
Sentences are not well connected to one another, which has
adverse impacts on the readability and understanding what the
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original text about, as shown in Box 1.

TABLE VI.  SENTENCE OVERLAP IN THE AUTOMATIC SUMMARIES
GENERATED BY RESOOMER

Document Percentage of | Document Percentage of
Code Overlap Code Overlap

01 36 | 21 41
02 31| 22 53
03 33|23 33
04 37 | 24 37
05 43 | 25 36
06 45 | 26 38
07 37 | 27 49
08 36 | 28 51
09 44 | 29 47
10 47 | 30 39
11 37 | 31 42
12 36 | 32 41
13 33 | 33 35
14 37 | 34 42
15 36 | 35 44
16 48 | 36 49
17 37 | 37 37
18 40 | 38 38
19 41 | 39 33
20 35 | 40 43

TABLE VII. BOXNO. 1. AN AUTOMATIC SUMMARY GENERATED BY
LAKHASLY
Original Text

Jsn Cnabuaal) e Canaanil 5 Aa) I il 8 5 (ol g 3080 GIEI (e (el ASLaal) oy e
J s 5 _jiall Cilaainall (pal 232 Bl 5153 L b 5aSlall) s Camnl) el am calall

alal ASLeall A Jual 5l 3y hadlae 5 Cagia 8 5asiall aeY) (sl adlal) ASLedl) o saie
gl (e G e a3 s gl A jall ASLedll () i (G Saiall Gl B s (el
Lpalpad) G Jala Al SH a5 (a5 gl ine snss 54 Fia 5 ) gy Aipal] LB
) elaia¥! dual il ciliaie 3 a5 b AW it 5 laagill 5 sliady) Clallaias aadiug
e dlas e Cpalusall aa g bl Aplaail) ) puall 3 5055 3 S 5 < plaill Cay il
Bpaal caieall 5 pall 4y Sinall anl) el aa Sleliill ) pall JIA Jual 1 ST 3508
4l 5 BNy oyl 5 o gmal] Cpny Calaill s Epawil g ) gl pealuill 5 aalil) o e 53
Gl Ll S Y (U a1l sl ¢ iy i) e a5 Al ST e i A sl S
Calaiall ladl) dadlSe JOA (e lld g dlald g A g2 80 ) 2 a5 Aad] ) e la ¢y ilE ol oy
5 ASLeall o ) oLl il Al s ard 5 Jal) (e 12 3 ol 2 5 Bal KU s
gLl G lsall allad) 5y 5allae o e Gl Sy sl G g guin sl 1g Uals Lalaial
A e ) S e sl Lgie e ylail) a5 Jlaie U il jalia s i g oClBLED 5 aY)
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Summary
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TABLE IV.  SENTENCE OVERLAP IN THE AUTOMATIC SUMMARIES
GENERATED BY ALSUMMARIZER
Code | Ovelap- | DocumentCode | GRS ©
01 33|21 47
02 37 | 22 34
03 36 | 23 36
04 42 | 24 49
05 33 | 25 35
06 38 | 26 48
07 49 | 27 36
08 51 | 28 45
09 47 | 29 52
10 39 | 30 48
11 42 | 31 36
12 41 | 32 31
13 35| 33 33
14 42 | 34 37
15 44 | 35 43
16 49 | 36 45
17 37 | 37 37
18 38 | 38 36
19 33| 39 44
20 43 | 40 47
TABLE V. SENTENCE OVERLAP IN THE AUTOMATIC SUMMARIES
GENERATED BY LAKHASLY
Document Code gevrgﬁg;age of Document Code gevrgﬁg;age of
01 37 | 21 47
02 36 | 22 37
03 33 | 23 33
04 37 | 24 48
05 36 | 25 37
06 48 | 26 33
07 37 | 27 43
08 40 | 28 45
09 41 | 29 39
10 35|30 35
11 41 | 31 46
12 51 | 32 38
13 47 | 33 35
14 39 | 34 44
15 44 | 35 42
16 41 | 36 47
17 53 | 37 38
18 33 | 38 42
19 37 | 39 40
20 36 | 40 52

Omar [42] explains that if sentences and clauses in the
automatic summaries are not connected, the overall
argumentative structure of the text is not supported and the
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thematic significance of the original texts is lost. He adds that
in many cases automatic summaries generated in this fashion
are misleading for readers and users. Alami, et al. [43] agree
that one main reason for the low performance of text
summarizers in Arabic is that sentences in the extracted or
generated summaries are not relevant; therefore, the main
point of the original texts is not clear. The lack of sentence
relevance thus has negative impacts on the user’s ability to
grasp the meaning of original texts. In such a case, automatic
summaries do not provide the users with concise and relevant
information that helps them determine and assess the
importance of texts without having to read all of the texts.

The lack of sentence relevance and coherence in automatic
summarization in Arabic can be attributed to the multilingual
nature of automatic text summarizers. Many of the
summarizers are usually offered in different languages without
considering language- specificity. It is almost agreed upon,
that the unique linguistic properties of Arabic are always
associated with the low performance in different natural
language processing (NLP) applications including automatic
summarization [10, 17, 44-46]. To put it into context, the
morpho-syntactic system of Arabic is different in many ways
from English and other Western languages (the original
language/s of automatic summarizers). The morphological and
syntactic properties of Arabic are indispensable in building
sentence relevance and coherence in Arabic. According to Al
Qassem, et al. [17], the main challenge in Arabic text
summarization is in the complexity of the Arabic language
itself: 1) the meaning of a text is highly dependent on the
context; 2) there are more inherent variations within Arabic
than any other language; 3) the diacritics are usually absent in
the texts of news articles and any online content.

To improve the sentence relevance in the automatic
summarization of news articles in Arabic, this study proposes
that summarization systems should be trained to identify the
discourse markers within the texts and furthermore to use
these discourse markers in the generation of automatic
summaries. The hypothesis is that discourse markers can be
gainfully used to create cohesive texts with sentences that are
linked together and relevant to one another. In other words,
discourse markers can be used to build cohesive and coherent
texts through interrelated sentences which will have positive
impacts on the quality and reliability of text summarization
systems. Arabic summarization systems need to integrate
semantic-based methods for improving the quality of
summarization performance and generating more coherent and
meaningful summaries.

V. CONCLUSION

Digital news platforms and online newspapers have
multiplied today at an unprecedented speed, making it difficult
for users to read and follow all news articles on important
relevant topics. Numerous automatic text summarization
systems have thus been developed to address the increasing
needs of users around the world to access summaries that
reduce reading and processing time. In Arabic, different
automatic summarization systems have been developed and/or
adapted in order to address the increasing need for automatic
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Arabic summaries. Evaluation of automatic summarization
performance is as important as automatic summarization itself.

Despite the importance of the evaluation and assessment of
automatic summarization systems for identifying the
limitations and for improving the summarization performance,
very little has been done on the evaluation systems of
automatic text summarization in Arabic. Therefore, an
evaluation of three text summarizers AlSummarizer,
LAKHASLY, and RESOOMER was carried out. A corpus of
forty news articles was built. Only articles written in Modern
Standard Arabic (MSA) were selected. The rationale being
that MSA is still the formal and working language of Arab
newspapers and news networks. For evaluating the
performance of the selected summarizers, manual (human)
evaluation methods were used. Three examiners were selected
to generate manual summaries and to examine the linguistic
consistency and relevance of the automatic summaries to the
original news articles. To evaluate the performance of the
three selected Arabic summarizers, the automatic summaries
were compared to the manual (human) summaries produced
by the experts who participated in the study. Results indicated
that the scores of the three summarizers were very similar.
The scores also indicate that the performance of the three
summarizers is not satisfactory. Furthermore, the automatic
summaries have a serious problem with sentence relevance
that has adverse impacts on the reliability of such systems.

It can be concluded that the poor performance of Arabic
summarizers can be mainly attributed to the unique
morphological and syntactic characteristics of Arabic. The
morphological-syntactic system of Arabic is different in many
ways from English and other Western languages (the original
language/s of automatic summarizers). The morphological and
syntactic properties of Arabic are indispensable in building
sentence relevance and coherence in Arabic. Thus, this study
proposes that summarization systems should be trained to
identify the discourse markers within the texts and
furthermore to use these discourse markers in the generation
of automatic summaries. This will have positive impacts on
the quality and reliability of text summarization systems.
Arabic summarization systems need to incorporate semantic
approaches for improving the quality of summarization
performance and building more coherent and meaningful
summaries.

This study was limited to the news articles in MSA.
However, the findings of the study and their implications can
be extended to other genres including academic articles.
Further research, however, is recommended to address the
performance of automatic Arabic text summarization in social
media language and colloquial dialects in Arabic.
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Online Parameter Estimation of DC-DC Converter
through OPC Communication Channel

Mohammad A Obeidat!
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Abstract—System identification is a very powerful tool for
determining the system model and parameters from sets of
observable input and output data. Once the system parameters
are obtained, the system dynamic behavior, including all the
system characteristics (time constant, overshoot, settling time,
etc.) can be accessed and evaluated. Despite the difficulty and
communication channel lag, online parameter estimation
outperforms offline system identification due to the ability to
remotely monitor and control the system as well as improve the
system’s controller, making it more accurate and reliable. With
the extreme development in technology, the importance of
combining wireless networks with closed automatic control
systems has emerged. This connection facilitates communication
processes between the different units in the control for remotely
controlled of the output. However, there are some errors
affecting such system resulted from communication channel, A/D
and D/A conversion process, identification process, or the
existence of adaptive weight Gaussian noise. In this paper, the
errors were investigated using real system, and then a suitable
controller was tuned and optimized in order to reduce and
eliminate various errors. The results show excellent dynamic
behavior of the system under transmitting and receiving process.

Keywords—Online parameters estimation; Open Platform
Communication; OPC; communication channel; ARMAX model
(autoregressive-moving average with exogenous terms); DC-DC
Converter; chopper circuit

I.  INTRODUCTION

Since online system identification has a number of benefits,
such as estimating parameters in real time while the system is
operating as well as gaining the ability to monitor and operate
the system remotely, it also has a number of challenges. These
challenges include (1) analog system discretization with the
proper sampling time depending on the system dynamics (2)
use a communication channel to send and receive data (3)
using the regression method to find the new approximate
parameters based on the nature of the measured data (4)
deploying the identification process algorithm to determine the
new estimated parameters (5) fine-tune an appropriate
controller to reduce or remove all identification process errors,
this paper focuses on the online parameters estimation for a
DC-DC chopper circuit by applying the measured input and
output data to the identification algorithm via OPC (Open
Platform Communication) after being modeled in the form of
ARMAX  model(autoregressive-moving  average  with
exogenous terms).
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II. DC-DC CHoPPER CIRCUIT MODELS
The buck-boost type of the DC-DC Converter will be
modeled in both continues and discrete domains.

Fig. 1 shows Buck/Boost converter circuit diagram.

Diode
K |
MOSFET I J
a

a
a
ﬂ_ R1 RZ% o
Vs Vi
I I 3
T

E Ve

| ]

Fig. 1. Buck-Boost Converter Circuit.

Equation 1 describes the relation between input and output
voltages which depends on the duty cycle d.

Vo * Vs

“1-d

Mode 1: the switch is short circuit, and the diode is open
circuit.

Mode 2: the switch is open circuit, and the diode is short
circuit. Assume that the switch and the diode are ideal devices
without delay [1, 2]. The state space representation matrices for
mode 1 and 2 are:

e Mode 1
).C= A1x+Bluand y=C1x+D1

_Ra 0
L 1/L
Ar=| * B.=
! 0 _l*( 1 ) ! [0]
c Ro+Rp
R
C.=1[0 1——Robe] D, =0
e Mode 2
X = A,x+ Byuand y = C,x + Du
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_(Ra Ro*Rp _ Rp 1
A, = (L L*(R0+Rb)) L*(Rp+Rp) + L B,= 0
2= 1 Ro 1 1 2= [0]
2 Gos) et o)
C Ro+Rp C Ro+Rp
_r (Ro*Rp) __Rp _
C2 - [_ Ro+Rp R0+Rb] D2 - 0

Mode 1 for Buck/Boost converter is valid for dT; and
mode 2 is valid for (1 — d)Ts, where T is the sampling period.
After combining both modes equations using averaging
technique and divide them by sampling period Ts, the system
block diagram for the Buck/Boost circuit is shown in Fig. 2
[3,4].

In order to study the effect of disturbance on the system
output, then MISO (Multi-input single output) system can be
presented as two transfer functions, first one describes the
relation between first input which is the disturbance and the
output voltage, and the other transfer function describes the
relation between the second input which is the reference
voltage, and the output voltage [5-14]. Fig. 3 shows the MISO
block diagram.

Laplace Transform is a useful tool for solving differential
equations and analyzing analog systems. It enables us to
examine stability through the use of simple pole-zero plots and
to describe frequency response of systems through
factorization. The Z Transform is a similar tool that can be
used with digital signals. It saves us a lot of time manipulating
difference equations. It will assist you in understanding the
behavior and stability of a digital system.

Disturbance
—| Gain s Gy
Gprgs)
Ref Voltage + l— + + Output Voltage
20| e [0~ G pO——
Fig. 2. Buck/Boost Circuit Block Diagram.
Disturbance
——— ] Gusgs)
Output Voltage
ér
Reference Voltage A
p| Creres)

Fig. 3. MISO Block Diagram.
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The unilateral Z-Transform of a digital sequence xn is
given by.

0

Z(x,) =X(2) = Z X,z ™"

n=0
The discrete state space model is:
x(k +1) = Gx(k) + Hu(k)
y(k) = Cx(k) + Du(k)

Table | shows the transformation from continuous to
discrete.

TABLE I. TRANSFORMATION FROM CONTINUOUS TO DISCRETE
Continuous discrete
Ax(t) Gx(k)
Bu(t) Hu(k)
C C
D D

The pulse transfer function will be obtained as following:
Y(2)
——=C(zl—-G)™H+D
16 (z ) +
The structure of the Auto Regression Exogenous ARX
model can be written as follows:

A(@)y(t) = B(@u(t —nk) + e(t)
Where A(q) and B(q) are defined by:

Al =1+ a7  + 4 apq™

B(q) = by +byq™" + -+ bupq "

where, u(t) and y(t) are respectively, the input and the
output of the system, "t" is time unit, and g-1 represent the
delay operator, [qu(k) =u(k — 1)].

I11. HARDWARE AND SOFTWARE CONFIGURATION
THROUGH OPC COMMUNICATION CHANNELS

This section illustrates experiment and hardware as well as
the software configuration, the components of the real
experiment are: Tow computers with network interface card
(NIC), Ethernet cable cat5 with Rj45 connecters in both side
And an Ethernet switch. Tow computers have been used here
to make the identification process more realistic, the data are
being transferred from one to the other and then received again.

OPC is a compatibility framework for transferring data
securely and reliably in the industrial automation and other
industries. It is platform that irrelevant and ensures a smooth
flow of data between devices from various manufacturers, and
OPC,; it is based on the client server model as shown in Fig. 4.
[15-18].

The OPC software used in this paper is KEPSERVER, this
platform's design enables users to connect, manage, monitor,
and control various automation devices and software
applications via a single user interface [19].
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Fig. 4. OPC Client and Server.

192.168.1.1
Cat5 Cable Cat5 Cable
oooo -"I
oooo-
Switch
.
& kepware A
192.168.1.51 152.168.1.50
C = ) = )
Computer 2 Computerl

Fig. 5. Software and Hardware Topology.

Each one of the computers must be given a specific IP
address through the Ethernet switch, one of the computers will
be the OPC server “KRPSERVER” [20] and the other
computer will be the OPC client “MATLAB” Fig. 5 shows the
hardware and software topology [21].

As you can see from Fig. 5, both computers must be in
same subnet mask OPC Client - computer 1 is configured
with “192.168.1.50” IP address and OPC Server — computer 2
is configured with “192.168.1.51" IP address.

IVV. RESULTS AND DISCUSSION

The effect of each identification factor, including sampling
time Ts, regression model type, number of parameters in A(q)
and B(q), OPC communication channel effect, and the effect of
adding noise to the input disturbance signal, will be
investigated. The values of the DC-DC Buck/Boost converter
circuit parameters are shown in the Table II.

The continuous transfer functions of the block diagram
shown in Fig. 2 become:

G, (s) between disturbance and Output voltage.

0.74527 (s + 7.5¢04)(s — 1616)
(s> + 227.2s + 2.085e05)

G(s) between @i and 9

‘oo —6.995 (s + 5.757¢04)
2(s) = (s? + 227.2s + 2.085e05)

The feedback controller Geg(s):

Gi(s) =

S+ 1789
Grs(8) = 577757004
The feedforward controller Gge(s):
—0.33
Gpr(s) = 5

Vol. 12, No. 5, 2021

TABLEIl.  BUCK-BOOST CIRCUIT PARAMETERS
The parameter The value
Vin 40V
L 2.85%10° H
c 193*10° F
R1 0.09 ohm
R> 0.09 ohm
Ro 27.9 ohm
d 2/3
Fs 60 HZ

All transfer functions will be converted to discrete form
depending on the sampling time Ts. Each value of Ts gives a
specific pulse transfer function, assuming Ts = 0.001second
such that:

G1(z) between d as input and § as the output in Z domain:
0.74527(z + 11.52)(z — 7.534)

(z"2 + 1.613z + 0.7968)
G, (z) between i as input and ¥ as the output in Z domain:

—0.1898(z + 0.8653)
(z"2 + 1.613z + 0.7968)

The feedback controller pulse transfer function Ggg(2):

Z —0.9689

Gre(®) = 59410~ 26

The feedforward controller pulse transfer function Gee(2):
—0.00033
Cz-1

Fig. 6 shows the online identification process with all its
steps, the blue dashed line is the OPC communication channel,
while the black line indicates the MATLB system signal.

G,(2) =

G,(2) =

Gpr(2) =

G Commuricaton Sgnal

MATLAB System Sgnal

Cont OF r\] —_—

= 5N

Fig. 6. Identification Process System Block Diagram.
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A
Discrete OP
80.5
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The voltage in volt
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Fig. 7. Estemated Transfer Functions.

—
=3
~

After the parameter’s estimation of G;s(s) and Gge sy New 198 - " - - .,
. . . 15 25 .35
estimated transfer functions are obtained GE;5(7) and GEgef(z) The time In seconds
as shown_ in _Flg. 7. _Where, GE4is(z) describe the relation Fig. 8. Continuous and Discrete Outputs related to 0.1 Second Sampling
between first input (disturbance) and output, and GEgcf(z), Time.
describe the relation between second input (disturbance) and . .
output. Fig. 9 shows the Estimated OP(Output).
A. Sampling Time Ts 605 Estimated OP
In this section, sampling time will be investigated, and the 804l
effect of changing Ts on the identification process will be
determined, the parameters value for the DC-DC Converter 8031
will be as in the Table Il. The identification parameters are _zp
shown in Table I1I. S g0l
e 1
TABLE IlI. CONSTANT IDENTIFICATION FACTOR RELATED TO VARYING % By
E 79.9
£
The parameter The value 7981
Regression type ARMAX 9.7
; A(q)=3 7961
Regression parameter
oreeene B@ =3
Scan Rate = same as Ts ot o Tr?ez;me in Secgr?ds o .
OPC Communication remotely via ethernet . . . .
cable Fig. 9. Estimated Output related to 0.1 Second Sampling Time.
Noise No noise TABLE IV.  ESTIMATED PARAMETERS RELATED TO 0.1 SECOND SAMPLING
TIME
But sampling time Ts will be varying, the examples below
will explain this methodology. Estimated parameters in both transfer functions
a) Example 1 g-operator GEgis(q) GERef(q)
In this example the sampling time will assumed to be 0.1 A(q) B(q) A(q) B(q)
second, Fig. 8 shows the continues OP (output) and Discrete q° 1 0 1 0
OP (output). q? -9.64E-08 | -2.37E-05 3.6E-04 1.001
cE The es(tjlrggted param(;ters _forT l:t))IOtrl]V transfer function q-? 20E-016 | 2.2E-016 2 6E-05 3.6E-4
is(zy an are shown in Table IV.
dis(Z) Ref(2) g3 22E-016 | 2.2E-016 2.2E-16 -2.6E-05
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b) Example 2 c) Example 3
In this example the sampling time will assumed to be 0.01 In this example the sampling time will assumed to be .001
second, Fig. 10 shows the continues OP and Discrete OP. second Fig. 12 shows the continues OP and Discrete OP:
- . Continuous OP 805 Continuous OP
S803 So0a
: : .
© 80.1 @801 |
2 N —— T e | | VAT =
3799 5799 1
> >
g 79.7 é 1.7 \
795 795 . s . s
0.15 0.2 0.25 0.3 035 0.4 0.15 0.2 0.25 03 0.35 04
The time in seconds The time in seconds
Bg i Discrete OP . i - . . Discrate OP _
280-3 €003 IH il
g setf 11 A\ A / fﬁ' A
2 - 1 f A ors————— | 1/ N
3799 £ / ‘J '..‘J Ve l H ¥ L
z > 1 | ¥
FeT 207l i
79.5 3 3 g > -
0.15 0.2 025 0.3 0.35 0.4 79.5 . . _'
The time in seconds 0.15 0.2 025 0.3 035 04

The lime in seconds

Fig. 10. Continuous and Discrete Outputs related to 0.01 second Sampling . . . .
Time. Fig. 12. Continuous and Discrete Outputs related to 0.001 Second Sampling

Time.

Fig. 11 shows the Estimated OP. Fig.13 shows the Estimated OP.

Estimated OP

80.5 T T Estimated OP

80.5 T T T T
80.4
80.4
80.3
80.3
80.2
§ 80.2
£ 801 é
o = 80.1
g & ‘©
3 g 80
@ 79.9 é
IS o 79.9
79.8 =
79.8
79.7
797
79.6
79.6
79.5
0.15 0.2 0.25 0.3 0.35 0.4
. . 79.5
The time in seconds 0.15 0.2 0.25 0.3 0.35 0.4
Fig. 11. Estimated Output related to 0.01 Second Sampling Time. The time in seconds

Fig. 13. Estimated Output related to 0.001 second sampling Time.
The estimated parameters for both transfer function ) )
GEg4is(z) and GEg,s(z) are shown in Table V. The estimated parameters _for both transfer function
GEgis(zy and GEgey (7 are shown in Table VI.
TABLE V. ESTIMATED PARAMETERS RELATED TO 0.01 SECOND
SAMPLING TIME TABLE VI.  ESTIMATED PARAMETERS RELATED TO 0.001 SECOND

SAMPLING TIME

Estimated parameters in both transfer functions.
Estimated parameters in both transfer functions.
g-operator GEuisq) GERer (g g-operator GEgis(q) GEges(q)

A(q) B(q) A(q) B(q) A(q) B(q) A(q) B(q)
q° ! 0 L 0 q° 1 0 1 0
qt 0.3443 0.048189 0.3356 0.8474 - 2657 0.0244 2617 -0.0029
q? 0.1861 -0.04588 0.2025 0.2453 = 2505 0.04952 2434 001425
a 01129 0002297 | 01114 0334 q-3 -0.8339 -0.02513 | 0.7972 0.00864
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e Discussion

The conclusion is that as the sampling time increases, the
identification error decreases and the identification process
becomes more accurate, because as the sample time increases,
more data from the system is analyzed and the identification
loop has more data to estimate the parameter. In the case of Ts
=0.001, we have 401 sets of values, which is sufficient to
accurately estimate the parameter, whereas when Ts =0.01, we
only have 41 sets of values, which is insufficient to estimate
the parameters. On the other hand, choosing Ts to be very low
will take a long time to complete the identification process, In
the worst-case scenario, Ts=0.1 second leads to poor
identification because the system completes its dynamic
behavior and reaches steady state in 0.15 second, because when
Ts=0.1 second, only two values are generated to describe the
complete system's behavior, which is insufficient. Assuming
Ts =0.001, we have two advantages.

1) 1. provides a sufficient set of data to enable accurate
identification.
2) It takes an acceptable amount of time, not too long but
also not too fast.

Conclusion is that assuming Ts =.001 is better for this
system, considering the response time and dynamic behavior
for our system (DC Converter circuit), Table VIl compares the
sampling time with the system characteristic (overshoot,
response time... etc.), delay time, and the identification error in
general, also the ability to tune a controller to overcome the
identification error.

Table VIII shows that as much as the sampling time
increase high delay is added, extremely high identification

error and the system characteristic and be measured or obtained.

B. Number of Parameters

The effect of changing the number of parameters will be
investigated in this section, and thus the effect of changing the
number of parameters on the identification process will be
determined; the parameters value for the DC-DC Converter
will be as shown in Table 1.

TABLE VII. SAMPLING TIME EFFECT TO THE IDENTIFICATION PROCESS

Vol. 12, No. 5, 2021

TABLE VIII. CONSTANT IDENTIFICATION FACTOR RELATED TO VARYING
PARAMETERS NUMBER

The parameter The value
Regression type ARMAX
Ts =0.001

Sampling Time

Scan Rate = same as Ts

OPC Communication remotely via ethernet
cable
Noise No noise

The identification parameters are shown in Table VIII.

But the parameters number will be varying, the examples
below will explain this methodology.

a) Example 4

In this example the parameters number will assumed to be
two in both A(q) and B(q), referring to Fig. 12 the continues
OP and Discrete OP are shown.

Fig. 14 shows the Estimated OP.

Estimated OP
79.7 T T

~ ~ =~
= = ©
g w [=2]

The voltage in volt
= =
=3 =3
M W

0.15 0.2 0.25 0.3 0.35 0.4
The time in seconds

Fig. 14. Estimated OP related to Two Parameters.

The estimated parameters for both transfer function
GEgis(z) and GEgep (7 are shown in Table IX.

TS(Second) System o Identification Cor_1tro||er I?elay
characteristics | error tuning time
Very
Hight
01 Canr_10t be E_xtremely No more than
obtained high controller 02
second
Controller .
Can be can be ;I(?uhr: d
0.01 obtained with Hight tuned but 0.02
high error error will sécond
still high
Controller
Can be can be Low
obtained tuned, and around
0.001 highly Low the error 0.002
accurate will be second
reduced

TABLE IX.  ESTIMATED PARAMETERS RELATED TO TWO PARAMETERS
Estimated parameters in both transfer functions.
g-operator GEaiscq) GErer@

A(q) B(q) Aq) B(q)
q° 1 0 1 0
q? -1.732 -0.02445 -1.786 -0.0029
q2 0.9079 0.02445 0.8227 0.03975

b) Example 5

In this example the parameters number will assumed to be
three in both A(q) and B(q), referring to Fig. 12 the continues
OP and Discrete OP are shown.

Fig. 15 shows the Estimated OP.
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Estimated OP
80.5 T ;
80.4
80.3
80.2
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c 801
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]
-
o 79.9
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Fig. 15. Estimated OP related to Three Parameters.

Table X shows the estimated parameters in both transfer
functions.

Vol. 12, No. 5, 2021

TABLE XI.  NUMBER OF PARAMETERS EFFECT TO THE IDENTIFICATION
PROCESS
Number of | System Identification | Controller Degree of
parameters | characteristics | error tuning complexity
Can be
2 obtained with | high No Low
hi controller complexity
igh error
Controller
Can be can be
. . tuned, and Low
3 obtained with Low -
| the error complexity
ow error )
will be
reduced

TABLE X.  ESTIMATED PARAMETERS RELATED TO THREE PARAMETERS
Estimated parameters in both transfer functions.
g-operator GEais(q) GERe(q)
A(9) B(q) A(Q) B(q)
q° 1 0 1 0
q?! -2.657 -0.0244 -2.617 -0.0029
q? 2.505 0.04952 2.434 0.01425
q3 -0.8339 -0.02513 -0.7972 0.00864
e Discussion

A conclusion is reached, which is that as the number of
parameters increases, the identification error decreases and the
identification process becomes more accurate, because as the
number of parameters increases, more of the system's
properties and characteristics can be measured. When the
number of parameters is assumed to be two, thigh error is
introduced into the system, and these two parameters cannot
describe the system dynamic. However, when the number of
parameters is three, the induced error is very low and can be
ignored, resulting in good identification with all the original
system properties being obtained well. On the other hand, as
the number of parameters increases, more complexity is added
to the system, making tuning a controller to reduce
identification errors more difficult, in this case, selecting three
parameters is sufficient, and the induced error is very low.
Conclusion is that assuming number of parameters to be three
is the better choice as it leads to good identification and low
complexity.

Table XI compares the number of parameters with the
system characteristic (overshoot, response time ... etc.),
Degree of complexity, the identification error in general and
the ability to tune a controller to reduce or eliminate the
identification errors.

Table XI shows that as the number of parameters increases,
good identification is obtained, but the system becomes very
complex, so choosing three parameters results in an acceptable
error and a low degree of complexity. Making a system with a
low degree of complexity is preferable to making a system
with a high degree of complexity as long as the error remains
within acceptable limits.

C. Regression Model Type

In this section, the effect of changing the regression model
will be investigated, and the effect of changing the model type
either ARMAX or ARX to the identification process will be
determined, the parameters value for the DC-DC Converter
will be as in the Table |1, the identification parameters is shown
in Table XII.

TABLE XIl. CONSTANT IDENTIFICATION FACTOR RELATED TO VARYING
PARAMETERS NUMBER
The parameter The value
_ A(0)=3
Regression parameter B(q) =3
Ts=0.001

Sampling Time

Scan Rate = same as Ts

OPC Communication remotely via ethernet
cable
Noise No noise

But the regression model type will be varying, the
examples below will explain this methodology.

a) Example 6

This example will compare the effect of both regression
models ARMAX and ARX and the other factors as shown in
Table XIV will be constant, Fig. 12 shows the continues OP
and Discrete OP:

Fig. 16 shows the Estimated OP for ARMAX & ARX.
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Estimated OP

80.5

80.4

80.3

80.2

80.1

The voltage in volt
Z

015 0.2 0.25 03 0.35 0.4
The time in seconds

Fig. 16. Estimated OP for Both ARX and ARMAX.

After applying the identification algorithm for ARMAX
and ARX, both models give the same parameters in both
transfer functions  GEgiszy and GEges(zy as shown in
Table XIII.

TABLE XIIl. ESTIMATED PARAMETERS IN BOTH ARX AND ARMAX

Vol. 12, No. 5, 2021

TABLE XIV. CONSTANT IDENTIFICATION FACTOR RELATED TO LOCAL AND
REMOTE MODES

The parameter The value
_ A(@)=3
Regression parameter B(q) =3
Sampling Time Ts=0001
Regression Model ARMAX
Noise No noise

Estimated parameters in both transfer functions
g-operator GEais(q) GERef(g)

A(q) B(q) A(q) B(q9)
q° 0 1 0
q! -2.657 -0.0244 -2.617 -0.0029
q? 2.505 0.04952 2.434 0.01425
q 3 -0.8339 -0.02513 -0.7972 0.00864

e Discussion

After comparing the results of ARX and ARMAX, the
results were similar; both models give the same estimated OP
as well as the same value of the estimated parameters as shown
in Table XIII.

Results above show that either ARX or ARMAX can work
properly with low identification error, so choosing either of
them has no effect on the identification process; however, from
ARMAX concept it would work more efficiently if the system
became more complex with a large variation in the input or
output signals because it combines the advantages of both MA
(moving average) and AR (autoregressive).

D. OPC Communication Channel
In this section, the effect of the OPC communication

channel will be investigated, the identification process will be
working in two modes:

1) Local mode, where no communication channel is used
and all the data analyzing will be locally in the same computer
and in the same environment which is MATLAB 2020.

2) Remote mode, where the data is transferred and
received from one computer to the other in the private network
through the OPC communication channel via ethernet cable
cat5.

The parameters value for the DC-DC Converter will be as
in the Table Il, the identification parameters are shown in
Table XIV.

The identification error will be studied in both remote and
local mode; also the communication channel effect will be
obtained.

a) Example 7

The local mode identification process will be studied,
Fig. 12 shows the continues OP and Discrete OP, Fig. 17
shows the comparison between the Discrete OP and Estimated
OP in local mode.

Local Mode

80.4

estimated OP
Discele OP

o
o
w

@
=
i

80.1

The voltage in volt
@
=]

0.156 0.2 0.25 0.3 0.35 0.4
The time in seconds

Fig. 17. Estimated OP in Local Mode.

As shown in Fig. 17, the estimated OP is very close to the
discrete OP with a very low amount of error and an efficient
identification, which is caused by processing the data very
quickly with no delays because the local mode does not require
sending or receiving data from one computer to another, and no
hardwires (Ethernet cable cat5) are used.

The estimated parameters for both transfer function
GEgis(zy and GEg,y () are shown in Table XV.

TABLE XV. ESTIMATED PARAMETERS RELATED TO LOCAL MODE

Estimated parameters in both transfer functions
g-operator GEgis(q) GEge(q)
A(Q B(Q) A(Q) B(@)

q° 1 0 1 0

q* -2.65837542 -0.0244 -2.6151791 -0.0029257
q? 2.508143613 | 0.0495739 | 2.43228732 | 0.01426002
q2 -0.8365384 -0.025169 -0.7969769 0.008797002

b) Example2

The remote identification process will be studied, Fig. 12
shows the continues OP and Discrete OP, Fig. 18 shows the
comparison between the Discrete OP and Estimated OP in
remote mode.
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Fig. 18. Estimated OP in Remote Mode.

As shown in Fig. 18, the estimated OP is very close to the
discrete  OP with very amounterror and an efficient
identification. Using an OPC communication channel has no
effect on the identification process because of the low error,
and the communication channel was very fast and accurate due
to the Ethernet cat5 high speed rate, high accuracy of the OPC
communication channel and high-speed processing units.

The OPC communication channel error is caused by the
delay time, as the OPC communication channel transmits the
data as a query, it collects the data and convert it to a query
then it sends it as packets over the Ethernet Cat5 cable, Due to
high processing units and using cable with very high transition
speed rate the communication channel does not add high error
but rather a very small amount of error caused by the delay
time.

Comparing the Discrete output with the received output is
the key to determining the communication channel delay error.
Fig. 19 shows MATLAB block for this comparison.

Fig. 19 shows MATLAB blocks for the comparing between
received OP and Discrete OP, Fig. 20 shows the comparing
results.

Fig. 20 shows the communication error, it clears from this
figure that there is an error caused by the OPC communication
channel.

Because the communication channel error is a delay time
error, the best way to test the communication channel's
performance is to add the same amount of delay to the discrete
OP and then compare these signals again, as shown in Fig. 21.

v
OPC Read (Cache):
Channe..ice1.0P  Qp  Transmited OP
Th

‘ Communication channel error

Discrete OF

Fig. 19. Discrete and Received Outputs Comparison.
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-0.05
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Fig. 20. Communication Error.

OPC Read (Cache):
Channe..ice1.OP  Qp

Transmitted
oP

Data Recived

ﬂ/

2 millisecond delay

Communication channe
error correction

Discrete OP
with delay time

Discrete OP with no delay

Fig. 21. Example of a Figure Caption.

Fig. 21 shows the MATLAB block ordering to compare the
delayed Discrete OP signal with the received OP, Fig. 22
below shows the comparison result.

Fig. 22 shows that the communication channel error has
been eliminated by adding 2 millisecond delay time to the
discrete OP, as a result of this comparison, the OPC
communication channel error is just 2 millisecond delay with
neglectable noise, the noise as shown in the figure above are
two pulses with very low amplitude the value of the noise
amplitude is a power of -4 (x10~*) which makes it neglectable
and does not affect the identification process, the hardwire
cable is the main cause for this noise.

w104 communication channel error correction

0t

The voltage in volt

A5t

-20
0 005 01 015 02 025 03 035 04 045 05

The time in seconds

Fig. 22. Delay Time Error Cancellation.
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TABLE XVI. ESTIMATED PARAMETERS RELATED TO REMOTE MODE

Estimated parameters in both transfer functions
g-operator GEais(q) GERer(q)
A(9) B(q) A(q) B(q)
q° 1 0 1 0
q?! -2.6572643 -0.024396 -2.616792 -0.0029133
q? 2.50481665 0.0495228 2.4338879 0.01424647
q3 -0.833855 -0.025127 -0.7971178 0.0086445

The estimated parameters for both transfer function
GEgis(z) and GEpef(z) are shown in Table XVI.

e Discussion

The remote mode, which uses an OPC communication
channel via a hardwire Ethernet cable cat5, results in a good
identification process with very low error, as long as the
transmitted signal has a short delay time, as a result of using a
high-speed rate cable with a high computer processing unit
performance, the communication channel error will be very
small, and in some cases can be ignored.

Because the remote mode provides low communication
channel error, the advantage of using it instead of the local
mode is high, due to the remote-control ability that does not
exist in the local mode. The conclusion is that using remote
mode is better than using the local mode because of the low
error presence as well as the ability to remotely control and
observe the system via the network.

E. Noisy Input Disturbance Signal

The effect of changing the noise amplitude and frequency
at the input disturbance signal will be investigated in this
section, the output signal will be noise free, as will the
reference input signal, and thus the effect of changing the noise
configuration to the identification process will be determined,
The DC-DC Converter parameters will be as shown in Table II.

The identification parameters are shown in Table XVII.

TABLE XVII. CONSTANT IDENTIFICATION FACTOR RELATED NOISY INPUT

SIGNAL
The parameter The value
_ A(@)=3
Regression parameter B(q) =3
Sampling Time Ts=0.001
Scan Rate = same as Ts
OPC Communication remotely via ethernet
cable
Regression model type ARMAX

Fig. 23 shows the MATLAB blocks for the noisy input
signal.
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v »-,) 4 Inputs
CPC Read (Cache) 3
Charne_ice 1IN Qfy
T Parametrs fg
DATA Recive Recived IN

Output
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OPC Raad [Cacha):
Channe...ice1 0P Oy

Recived OP

Fig. 23. MATLAB Ordering Blocks for Noisy Input Signal.

As illustrated in Fig. 23 the input signal with adding noise
is applied to the identification algorithm, on the other hand the
output signal and the reference input signal still noise free
signals.

But the noise configuration will be varying, the examples
below will explain this methodology.

a) Example 8

In this example noise will assumed to be 0.01 Power
spectral density with 100 Hz, the following Fig. 24 shows the
Received communicated noise input signal with 0.01 PSD and
100 HZ frequency compared with the (hot communicated
signal) MATLAB input signal, the input signal here is the
disturbance signal to the converter circuit and the other input
which is the reference signal will be noise free.

Fig. 25 shows the Estimated OP and the Discrete OP.

It is clear from Fig. 25 that the estimated OP deviates
greatly from the discrete OP, so that as the noise PSD and
frequency increase, the identification process -efficiency
decreases, and high error is added to the system. From Fig. 25,
the system characteristics (settling time, overshoot, oscillations
number.... etc.) can be measured but with high error.

The estimated parameters for both transfer function
GEgis(zy and GEg,f () are shown in Table XVIII.

20 MATLAB Input signal

The veoltage in volt
=)

] 0.05 0.1 0.15 02 0.25 03 0.35 0.4 045 05
The time in seconds
Input recived signal with noise

15 — \J'—L"“'ILLF'FHJL_-
10 | 1 ‘—h_'—'—l L‘r—\_\_J
o~

M-

Ne |
0 0.05 0.1 0.15 02 025 03 0.35 0.4 0.45 0.s
The time in seconds

g. 24. Noisy Input related to 0.01 PSD and 100 HZ Frequncy.
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T
estimated OP

Discete OP

The voltage in volt

0.15 0.2 0.25 0.3 0.35 0.4
The time in seconds

Fig. 25. Estimated and Discrete OP related to 0.01 PSD and 100 HZ
Frequncy.

TABLE XVIII.ESTIMATED PARAMETERS RELATED TO 0.01 PSD AND 100HZ

FREQUENCY
Estimated parameters in both transfer functions
g-operator GEais(g) GEger(q)

A(g) B(q) A(g) B(q)
q° 1 0 1 0
q?! -1.80 -0.014765 -2.6169 -0.0029
q? 1.0196 0.0173581 2.4341 0.0142
q 3 -0.0501 -0.00252 -0.7972 0.0086

b) Example 9
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80.3 Discete OP
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Fig. 27. Estimated and Discrete OP related to 0.03 PSD and 200 HZ
Frequncy.

It is clear from Fig. 27 that the estimated OP deviates
greatly from the discrete OP, so that as the noise PSD and
frequency increase, the identification process efficiency
decreases, and high error is added to the system. From Fig. 36,
the system characteristics (settling time, overshoot, oscillations
number, etc.) can be measured but with even higher error from
previous example.

The estimated parameters for both transfer function
GEgis(zy and GEg,y () are shown in Table XIX.

TABLE XIX. ESTIMATED PARAMETERS RELATED T0 0.03 PSD AND 200HZ

In this example noise will assumed to be 0.03 Power
spectral density with 200 Hz, the flowing Fig. 26 shows the
Received communicated noise input signal with 0.03 PSD and
200 HZ frequency compared with the (not communicated
signal) MATLAB input signal, the input signal here is the
disturbance signal to the converter circuit and the other input
which is the reference signal will be noise free.

MATLAB Input signal

[}
=

o

The voltage in volt
o o

=]
=3

0.05 0.1 015 0.2 0.25 0.3 0.35 0.4 0.45 0.5
The time in seconds
Input recived signal with noise

e
=

%)
=3

=

The voltage in volt
=

=
=}

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 045 0.5
The time in seconds

Fig. 26. Noisy Input related to 0.03 PSD and 200 HZ Frequncy.

Fig. 27 shows the Estimated OP and the Discrete OP.

FREQUENCY
Estimated parameters in both transfer functions
g-operator GEqis(q) GEger(q)
A(q) B(®) A(q) B(q)
q° 1 0 1 0
q?t -1.7041 -0.0023 -2.6169 -0.0029
q? 0.8616 0.0024 2.4341 0.0142
-3 0.02905 -8.1281e05 -0.7972 0.0086
e Discussion

From the previous examples, it is clear that as the noise
amplitude and frequency increase, so does the identification
error, the identification error caused by noise can be seen as
compression in the Y-axis; as the noise amplitude and
frequency increase, the response will compress more; however,
the system dynamic remains unchanged, so this error can be
reduced or eliminated by tuning a proper controller that makes
the identification process efficient.

Also, as shown in the Table XIX it clears that the
parameters in both A(q)&B(q) change only in GEy;(q) but the
GERef(q) remains the same in all example, the reasons of that is
coming from adding the noise to the disturbance signal only
making only the transfer GEy; ) changes as this transfer
function describe the relation between the disturbance and the
output, so that it is logical to change every time the disturbance
noisy signal changes.
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On the other hand, GEg) Which describe the relation
between the reference input signal and the output voltage does
not change as the input reference signal still the same in all
examples with no noise added.

Future work can be conducted in many directions and
applications. The use of OPC communication channel would
have interesting future directions in many applications such as
power [22-25], health [26-31], communication [32-37], Al
applications [38-43], and optimization [44,45].

V. CONCLUSION

The identification process is highly dependent on the error
associated with each factor. To determine whether the
identification process is efficient or not, the effects or error
associated with each factor are investigated to determine
whether the identification process can truly provide a good
estimate or not. As a result, before proceeding to the online
detection, these factors must be optimized to produce the least
amount of error possible, ensuring that the best parameters
have been estimated.
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Abstract—Global image enhancement techniques are used to
enhance contrast in images but these techniques are found to be
under-enhanced or over-enhanced in differently illuminated
regions of the image. Local color correction methods work on
local pixel regions to optimize the color contrast enhancement
but they also have been found to show a lag while covering pixel
regions which are overexposed, compared to those which are
underexposed causing local artifacts. In this work, we overcome
the shortcomings of both the local color correction and global
color correction. This method uses local color correction in the
Hue Saturation Luminance (HSL) domain, and fuzzy
intensification operators are used to control the color fidelity of
the local color corrected images. Thus, is able to sort out the
problem of overexposed and underexposed regions and provide
optimized contrast enhancement in colored images. Several
experiments have been performed to analyze the performance of
the proposed method and feasibility as compared to existing
techniques. Performance parameters such as Mean Square Error
(MSE), Peak Signal to Noise Ratio (PSNR), Structural Similarity
Index Measurement (SSIM) and Naturalness Image Quality
Evaluator (NIQE) is evaluated and the comparison with some
existing techniques of contrast enhancement of color images is
performed. The obtained result have good contrast and approve
the better performance of the proposed method in support of the
quantitative measure of perceptual appearance of the processed
images and low computational time.

Keywords—Contrast enhancement; local color correction;
fuzzy operators; optimization

I.  INTRODUCTION

Image enhancement is one of the most important steps in
any image processing algorithm whether it is pattern
detection, image classification or biometric recognition. Most
of the computer vision based algorithms consist of image
quality enhancement steps at some stages. The image quality
is also strongly affected by the image acquisition device's
quality. A higher-resolution camera is needed for better image
quality, which can significantly increase the system's cost.
Several methods of image enhancement exist which can
improve the characteristics of the images to acceptable level
even if they have been acquired with low quality cameras.
Considering the factors like domain, environment, quality of
images etc. different mathematical arbitrations can be applied
on the images to improve their characteristics. Image
correction may include various steps such as saturation,
sharpness, denotation, tonal shift, tonal equilibrium and
contrast correction. Even from the perspective of humans, the
perceptibility of images is dependent on the contrast of the
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images. Contrast generally refers to the difference between
different pixel levels based on their intensity. Compared to the
other objects and the context, the difference between visual
properties makes the parts of images distinctive. The
sensitivity to human contrast depends on the spatial frequency;
thus, when determining the contrast the spatial content of the
picture should be considered. Local contrast is defined in
accordance with the local luminance and background lights as
a function of every point in the image as well as in every
frequency band [1]. The variation in color and brightness of
the element and other items within the same field of view is
calculated to provide the visual perception of the real world.

The techniques of contrast enhancement can usually be
divided into two categories: direct and indirect. Direct
methods define a function based on the contrast whereas
indirect methods don’t define a specific contrast function. The
direct and indirect methods are categorized further as spatial
methods in which pixel level operations are performed and
frequency domain methods operating in transformation of
images [1]. Color image enhancement poses more challenges
as compared to a grayscale image enhancement because of the
presence of three color intensity levels viz. red, green and blue
as compared to a single intensity level in case of grayscale
images. Thus techniques like histogram equalization (HE)
which gives a fast image enhancement with a grayscale image
cannot be directly used for color image enhancement.
Histogram Equalization, however, is not widely used in
consumer electronics because it can lead to irregularities such
as changes in excessive brightness, vibration and saturation of
light [2]. One of the popular techniques from the family of
general histogram modification techniques are gamma
correction techniques accomplished by using a particular
adaptive parameter “y”, defined as below [3]:

T(I) = II'T]a)((I/II'I’lélX)Y
o))

where “l;o” is the maximum intensity of the input.

The gamma curves illustrated in Fig. 1 show that “y >17
has exactly the opposite effect as those generated with “y < 1”.
Global correction methods like gamma correction suffer from
this problem of uneven distribution of pixel color intensity.

Many algorithms concentrate on improving the image
quality, but usually lead to an unnatural appearance such as
confusion and objects with light sources. Many others
therefore seek to reduce over-improvement at the cost of
accuracy [4]. Since traditional histogram algorithms can result
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in over-enhancement, several algorithms have been suggested,
including limitation of brightness and contrast. Maintaining
efficiency in applications requires the preservation of light.
The preservation of luminosity in areas of diminished
intensity, such as dark regions, is disadvantageous to detailed
enhancement in uniform illumination images [4]. An
improvement over the traditional HE is the brightness
preserving dynamic histogram equalization (BPDHE)
algorithm, which maintains mean brightness of the image by
taking the same mean brightness of the output image as that of
the input image [5].

In local enhancement techniques, transformation of image
pixels is dependent on neighboring pixel information. A small
window is moved over every pixel of the image and only
those blocks of images are enhanced, whose pixel falls under
the window. Local information is preserved and brightness is
improved for future use. Therefore contrast ratio can be
smoothly improved in all parts of the image. Global
knowledge about luminosity is missing and local objects can
be created. Compared to the global enhancement methods,
code complexities of these methods are high. Hybrid strategies
provide global and local strategies for development. Here,
adjacent pixels and global image information are taken into
account during the transformation [6].

The need to improve the image visual quality that is
produced under intense lighting conditions resulted in the
development of an overexposure and underexposure fusion of
blurred enhanced images. This can be done with the Gaussian
membership function by means of a smooth image creation
process. For further optimization, Discrete Wavelet Transform
(DWT) based fusion of these fuzzy enhanced images is
possible. The improved Fuzzy algorithm reduces noise,
preserves information and improves image contrast [7].
Nonlinear and knowledge-based fuzzy techniques are feasible,
creating a new technique for the enhancement of contrast.

In a dehazing based enhancement model suggested by
Dong et. al [8], a photometric negative of the input image
resembling hazy image has been obtained. The enhancement
is then achieved by dehazing the hazy image effects, but this
approach had issues with blocking artefacts, and the images
produced seemed artificial or sketchy.

Muodified

gray level (s)

Input gray level (j) ——— &
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Fig. 1. Gamma Variation.

Retinex based methods have been developed which model
human vision of color and luminance. Adaptive Multi Scale
Retinex (AMSR) achieves better illumination and tone fluency
by adding weights on the single scale retinex of the input
image [9] over the various retinex methods such as Single
Scale Retinex and, multi scale retinex.

Differential grey level histogram for Color images
(DHECI) [10], generates two differential grey level
histograms one for the intensity and the other for saturation
level. The enhanced image is obtained as a weighted sum of
these two levels controlled by a human color perception
parameter.

Retinex based methods do not consider the noise factor
while increasing the luminosity of the images. The joint
denoising and enhancement(JED) technique [11], is an
integrated approach providing both enhancement and
denoising by combining both the luminance map estimation
and the reflectance map in sequential steps, thus able to
remove noise and obtain better enhancement.

In this work, a novel framework for an optimized image
enhancement has been presented, which is modeled to include
both the properties of local enhancement as well as global
enhancement. Local color correction provides the local
contrast enhancement and then fuzzy intensification operators
are used to provide global color enhancement. The upcoming
sections consist of literature review of previous work done in
the field of color image enhancement in Section 2, description
of proposed methodology and algorithms is presented in
Section 3, results and discussion is presented in Section 4 and
conclusion is presented in Section 5.

Il. LITERATURE REVIEW

Chun-Tsai et al. [12] suggested to use the fuzzy logic
concept and illumination analysis to correct color images of
face. The images are divided by a fuzzy logic classification
scheme into back lit, normal lit and front lit images. Lighting
has been evaluated for the distributions of image illumination,
over the input image. There are a growing array of peaks and
valleys. The properties of this piecewise linear transformation
are these peaks and valleys. The results showed that in
comparison with other available methods, the method is
efficient and effective.

The automated self-contained method for determining
contrast gain function for automatic contrast improvement was
suggested by lyad F. Jafar et al. [13]. Contrast gain functions
abbreviated by FACE(fuzzy adaptive contrast enhancement)
adapted and modified smoothly in conjunction with the
neighbourhood characteristics of the pixels, resulting into low,
medium, and high activity gain. The Gain Function is defined
by local image statistics, Fuzzy C-means (FCM) clustering
and a Fuzzy Inference System (FIS) based on rule-based
processing on a wide spectrum of pictures. In comparison with
other methods, the process produced significantly improved
contrast images and less artifacts.

A novel fusion-based technique was introduced by Amina
Saleem et al. [14], to improve both grayscale and color
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images. The results show that the proposed algorithm is
effective in strengthening local and global contrasts, reducing
saturation and over-improvement while retaining the original
imagery. The fusion-based enhancement method is ideal for
non-real - time image processing applications that require
high-quality images.

Mohan Liu et al [15] introduced a new conceptual contrast
metric which follows the traditional background and
foreground energy model and the energy used to calculate the
technological luminance contrast instead of the maximum,
minimum, and average luminance intensities. The authors also
demonstrate that the chrominance information can also be
used to assess the contrast quality of images. The technical
measure of the luminance contrast is mapped onto a
perceptual-based measure using a human attention model.
This method yields massive enhancements relative to the
state-of-the art, but at the expense of increased complexity.

A new improvement approach to both images and videos
was introduced by Shih-Chia Huang et al [16]. In addition to
probability and statistical inferences, the histogram analysis
gives the special knowledge of a single image. The weighting
distribution in the second step is used to smooth the
fluctuating tendency and thereby avoid the creation of objects
which are unfavorable. The picture contrast automatically
improved by a smoothing curve in the third step. For multiple
frames in a video set, writers used temporal information to
reduce the computation time. The entropy model was used to
decide if the transformation curve would be modified or not
depending on the variation in the information material.

V. Magudeeswaran et al. [17] proposed the Fuzzy logical
histogram equalization method which provided, the enhanced
image contrast with the inaccuracy of gray-level values by the
use of numerically produced fuzzy data. It is an efficient way
to improve performance in comparison with classic flat
histograms. The color quality, brightness and image contrast
can also be enhanced automated. The approach suggested,
efficiently removes the washed-out and adverse objects caused
by many current approaches.

Jeyong Shin et al. [18] proposed a new histogram-based
approach of enhancing contrast, to maintain the position of the
initial histogram and to improve global contrast. The question
of optimization is introduced where the histogram
incorporates possible local conditions in order to increase the
contrast to the location. The method makes a smooth change
in comparison to different histogram profile images by
creating clearer comparing images of local histograms.

Chin Yeow Wong et al. [19] used optimized chosen
hyperbolic tangent profiles to eliminate unnecessary artifacts.
A series of experiments were conducted to improve color
image quality using qualitative evaluations and quantifiable
measures such as entropy, gradients, colorfulness and
saturation. The pipeline approach has been stressed as
increasing image quality, enhancing contrast and sharpening
color images, without losing color and saturation. The method
is easy to use and sufficient for systematic color image
preprocessing.

Vol. 12, No. 5, 2021

Zohair Al Ameen [20] developed a system using tuned
blurred intensification operators to rapidly filter bad
photographs taken in a dusty weather. The processing of
images was effective in producing appropriate colors and fine
details, as has been showed by tests on different images.

A new method to enhance image contrast based on local
histogram equalization was implemented by M. Shakeri et al
[21]. Originally, the image was divided into several sub-
images with a clustering of the brightness values, where
clusters are calculated using an automatic method based on
histogram analysis of the two images. Every cluster of the
image brilliance levels represented a spectrum in the
histogram which was added to each histogram segment with
the transfer feature introduced; the improved image obtained
across the segments.

Zohair Al-Ameen [22] introduced a new, flexible
stretching technique based on the concept of linear contrast to
increase the color image contrast with few calculations. The
method is tested with a variety of real low-contrast color
images compared to four technical improvement techniques
and three prominent 1QA (Image quality Analysis) measures,
measure the quality of the results collected. Technique
received satisfactory results by obtaining results, as it
produced natural contrasting pictures without visible features
and by rating the highest precision, it outperformed
comparative techniques.

The perceptively controlled enhancement of contrast and
color in photographs using JND transform and color
continuity was proposed by Long Yu et al. [23]. The JND
(Just Noticeable Difference) transformation was done to
obtain a JND map representing HVS response. Perceptual
GEMSs have been paired with JND transform to enhance
contrast, color reproduction and images. Experimental results
showed that the method effectively improves color and dark-
tone low-contrast images.

The new technique of fugitive contrast enhancement,
which A. A. Salih et al. [24] suggested, is designed to improve
individual regions that use the Gaussian membership function
(GMF) as their main tool in their fluxation processes. Their
method has successfully improved low-contrast and uniform
picture lighting with the highest performing and quantitative
picture analysis.

Magudeeswaran Veluchamy et al. [25] used improved
adaptive gamma correction and histogram equalization based
image enhancement on benchmark test images with subjective
and objective measures. The method represents natural colors
more accurately and outperformed the other existing
enhancement methods in terms of entropy, colorfulness and
histogram utilization efficiency and having least annoying
artefacts.

Syed Zaheeruddin et al. [26] proposed an improvement in
contrast in uniform illumination images by the means of
homographic decomposition. The proposed method results in
better luminosity, contrast and detail, compared to other
common methods.

To reduce over enhancement and detail preservation,
Subramani, B., et al. [27] proposed quadrant dynamic clipped
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HE method with gamma correction. Author partitioned the
histogram of the input image into four sections using its mean
value and applied histogram clipping and gamma correction to
control the color enhancement rate. All clipped sub histogram
is equalized independently and then combined together which
produces an enhanced image. Experimental results shows that
proposed method performed well in terms of preserving
entropy, colorfulness, saturation, and obtaining uniform
degree enhancement.

In order to improve the lightness and contrast in colored
images G., Hazim et al. [28] introduced the Fuzzy Logic
Based-on Sigmoid Membership Function (FLBSMF). The
lightness component was covered by the algorithm only using
the YIQ color space without changing colors. The results of
the experiment showed a better color image and good average
entropy value, mean square saturation error, and lightness
order error.

Magudeeswaran Veluchamy et. al. [29] presented a Fuzzy
Dissimilarity Adaptive Histogram Equalization with Gamma
Correction (FDAHE-GC) algorithm in which a Fuzzy
Dissimilarity Histogram (FDH) is obtained from the
neighbourhood characteristics forming intensity mapping
function. Different methods for evaluating the performance of
the presented method include entropy, Colorfulness, Hue
Deviation Index, Saturating, Contrast Enhancement Factor,
and Gradient which show improved color enhancement.

Another intensity based enhancement was presented by
Krishnamurthy Mayathevar et al. [30], using fuzzy histogram
constructed using intensity of neighbourhood regions and
further improved by gamma correction in dark regions. Fading

Vol. 12, No. 5, 2021

effect is mitigated by limiting maximum saturation range as
well.

We find that contrast stretching loses some of the detail
information of the images during enhancement, Histogram
Equalization and its variations gives better results but it cannot
preserve the brightness of the original image. Homomorphic
filtering techniques have better response but suffers from
bleaching effects and multiplicative noise. Retinex is the
advance technique for the color image but it still suffers from
Gray level violation problem, washed out appearances and
unnatural color rendition.

Proposed model is simple, effective and solve the key
shortcomings of current models. The main concept behind the
proposed method is local color correction in the Hue
Saturation  Luminance (HSL) domain and fuzzy
intensification. The RGB colorspace is first converted to the
Hue, Saturation and Luminance colorspace. Local color
correction is applied to the luminance component to optimize
the color enhancement based on neighboring pixel. Fuzzy
intensification operators are used to control the color fidelity
of the local color corrected images and thus is able to sort out
the problem of overexposed and underexposed regions and
provide optimized contrast enhancement in colored images.
Several experiments have been performed to analyze the
performance of the proposed method and feasibility as
compared to existing techniques.

I1l. PROPOSED METHOD

The proposed framework has been shown in the block
diagram in Fig. 2.

Input
Image
RGB to HSL Extract Hue & HESL to Fuzzy
Cotrver=ion — Safturation — RGE = Infensification
Values Conversion _
Extract Convolution of Lu:n:al- Color Enhanced
Luminance |—» Luminance & - : | C—
Value Gaussian Mask Comection £
Fig. 2. Block Diagram of Proposed Framework.
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Algorithm 1: Color Space Conversion
Step 1: RGB image values is converted to the range 0-1.

Step 2: Obtain the maximum and minimum values from the
R,G,B values.

Step 3: Calculate the Luminance (L) value by adding the max
and min values and divide by 2.

Step 4: Calculate Saturation(S)

If L<0.5,

S = (Imax~min )/ (Y max 1 min)

If L>0.5

S = (Tmax~Tmin)/ (2.0~ max=Imin) (2

where | o & Iyin are respectively maximum and minimum
image pixel value.

Step 5: The Hue(H) formula is depending on what RGB color
channel is the max value.

If Red is max, then

H = (G-B)/(I max-I min)

If Green is max, then

H =2.0 + (B-R)/(Imax-1min)

If Blue is max, then

H = 4.0 + (R-G)/(I max~ min) (3)

Where R,G,B represents the respective color intensity value in
the RGB space.

The Hue values are converted to degree values.

The next step is to apply Local Color Correction on the
Luminance component. A mask of luminance metric is
computed from the original luminance and a Gaussian kernel,
which guarantees that image contrast, will not be excessively
reduced along the edges is calculated. The resulting mask
indicates the corresponding regions of the image which will
become dark or light than the original image. The algorithm
for color correction is as shown below.

Algorithm 2: Local Color Correction
Step 1: Extract Luminance Component, L L—HSL

Step 2: Apply Fast Fourier Transform(FFT) on Luminance
component, Lgg«— L

Step 3: Calculate Gaussian Mask on L, G« L
Gaussian Mask can be defined as:
G = e—2m%a? (el +€5) 4)

where “£” is the frequency of the k™ sample given by, &=k/N,
for k= -N/2,.. N/2-1, where N is the total number of samples
and ¢ is the standard deviation.
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Step 4: Apply Discrete Fourier Transform (DFT) on Gaussian
Mask (calculated using equation 5) of Luminance, G pgr <
Go

M’(x,y) = (GLx I)(x,y) ®)
Step 5: Perform Convolution of L4 &G prr, Leony

Step 6: Apply Inverse Fast Fourier Transform (IFFT) on
luminance convolution value L., and calculate output color
corrected luminance, as per equation 6:

Lout(X,y)= (Lconv(xxy))Z(ZMl(x'y)_l) (6)

Equation (6) represents the Output Luminance L, where x
and y indicate the coordinates.

The color corrected luminance is combined with the
original hue and saturation to obtain the color corrected image
matrix. The fuzzy intensification operators are then applied on
this image to obtain an optimized enhancement.

In order to measure fuzzy intensification operators, two
variables are necessary. Firstly, tau(t) is a parameter that
describes the operators threshold limits. The second parameter
is a membership function, which is necessary since the default
range between zero and one is fixed by pixels of a given
channel. Using “t” allows the operators to filter image pixels.

[Ir—min(Ir)]

fIT = max(Ir)—min(Ir) (7)
_ [1g—-min(ig)]

19 = faxt@ -mintg) ®
_ [1b—min(Ib)]

fI - max(/b)—min(Ib) (9)

where, flr, flg& flb represent membership function value
for each channel respectively.

Klg =2 = (fIr(x,¥))? if fIr(x,y) < TR

1-2 * (fIr(x,v))? otherwise (10)
Kle =2 = (flg(x,¥))* if flg(x,y) <G
1-2 * (flg(x,y))? otherwise (11)
Klg =2 = (fIb(x,y))? if fIb(x,y) < B
1-2 * (f1b(x,y))? otherwise (12)

where, {1R, 1G, tB} are scalars. “kIR, kIG, kIB” are the
processed channels by intensification operators. To obtain
pixels of the output following functions are utilized.

ug = (kir)™R+¢ (13)
ug = (klg)™@+¢ (14)
ug = (kIb)™8+¢ (15)

where “£” is the intensification tuning parameter which
controls the trueness of colors in the image. The complete
RGB image is obrtained by combining outputs.
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IVV. RESULTS AND DISCUSSION

The proposed framework has been tested on CEED dataset
for contrast enhancement. The archive consists of 30 images,
which consists of collected images and other popular images
used by the other experts[31]. All images in the database are
truecolor RGB images with pixel size 512x512 height and
width respectively. The images contain various scenes of
different illuminations, taken both inside and outside as well
several benchmark images like peppers, barbara. Thus this
dataset covers an exhaustive range of different image types
and the proposed frameworks evaluation is carried on this
dataset to cover different image types. For comparison,
various existing methods have been selected viz. Histogram
Equalization [4], BPDHE [5] DHECI [10], Dong [8], AMSR
[9], and JED [11] algorithms. The visual appearnce of the
enhanced images gives a qualitative approximation of the
proposed framework. For an objective analysis of any image
processing technique, quantitative parameters have been used
in majority of research works. Some of the common
performance measures which give a quantitaive approximation
of any image processing methods are Mean Square
Error(MSE), Peak Signal Noise Ratio(PSNR), Structural
Similarity Index Measurement(SSIM) and Natural Image
Quality Evaluation(NIQE).

MSE can be defined as difference between the original
image and the output image. This difference must be very low
for a better performance.

MSE =X, (U (x, ) — I'(x,y))? (16)

Where 1(x,y) and I’(x,y) represent input and output image
pixels respectively.

Original Image

Proposed Method
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PSNR can be defined as the ratio between peak signal
power and noise power. The PSNR gives a measure of the
quality of reconstruction in the final image with respect to the
original image.

2552
PSNR=10log;, [MSE] a7

Another parameter to measure perceived quality is SSIM,
which considers image degradation as perceived change in
“structural information” in contrast to MSE and PSNR which
estimate the absolute errors only ehich is an important
perceptual phenomena which include both contrast and
luminance masking terms.

SSIM= (2uxhy+c1)((20xy+c2) (18)
(Mx2+Hy2+c1)+ (0x2+0y2+c2)

where "u," is mean of x,” w," is average of y, 0,2 are
respective variance &o,,2 ,0,,is covariance. “c1” & “c2”, two
variables to stabilize the division with weak denominator.

NIQE is an image quality assessment method which uses
measurable deviations from statistical regularities observed in
natural images.

The experiment were carried out in MATLAB R2018a on
original images dataset obtained form CEED 2016 databse of
of images. Fig. 3 shows the result images which have obtained
by implementing the various existing methods and proposed
method for ‘imgl’ image of CEED dataset.

Table 1 shows the experimental results of comparision of
different techniques on the basis of MSE, PSNR, SSIM and
NIQE parameter and the related graphs in Fig. 4(a), 4(b), 4(c)
and 4(c), respectively.

Fig. 3. Results for Imgl of CEED Dataset (a) Original Image (b) Proposed Method (c) AMSR (d)BPDHE (e) DHECI (f) Dong (g) HE (h) JED.
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TABLE I. COMPARISON OF DIFFERENT TECHNIQUES WITH PROPOSED METHOD
Method MSE PSNR SSIM NIQE
Proposed 0.0034 19.8736 0.8349 4.8460
AMSR 0.0165 13.0662 0.3880 4.3994
BPDHE 14.7533 21.2600 0.8938 5.4617
DHECI 73.1251 16.3550 0.9094 5.1752
Dong 83.4262 13.4936 0.8479 5.1147
HE 17.4953 17.3790 05273 5.8644
JED 84.9617 6.3707 0.3880 6.0888
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Fig. 4. Graphical Representation of Comparative Values of (a) MSE (b) PSNR (c) SSIM (d) NIQE.

The proposed method has been compared with the existing
techniques in terms of various quality metrics as shown in
Table 1. The Mean Square Error values for the proposed
technique is lowest indicating higher correlation with the
original image. PSNR values for the imgl is also better as
compared to all other methods except the BPDHE [5], which
gives better PSNR value than the proposed method. SSIM
values obtained for the proposed method is better than AMSR
[9], HE [4] and JED [11], while lower than BPDHE [5],
DHECI [10], Dong [8] and JED [11]. NIQE values obtained
are better than all other methods except the AMSR [9].
Though, if we analyze the visual perceptibility as a qualitative
measure, we can see that the methods having better
quantitative values i.e. PSNR, SSIM or NIQE doesn’t have a
good visual perceptibility as compared to the proposed
method. Thus, it can be said that there is a tradeoff between

the performance measures and qualitative visual perceptibility
as well, as is evident from this research. Thus, based on this, it
can be said that the proposed technique achieves better
performance in terms of both qualitative measures and
quantitative metrics. Fig. 5 to Fig. 7 shows some more results
for different images.

Table Il shows the computational cost by proposed and
existing methods, in terms of execution time. The execution
time of the proposed method is slightly more as compared to
AMSE, Dong and BPDHE but it is many times lower than
DHECI and ZED methods. Although HE takes much less time
to execute but its many drawbacks force to ignore the method.
The proposed algorithm thus gives an acceptable performance
in contrast optimization and performs well in terms of
execution time as well.
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Original Image

Proposed Method AMSR BPDHE
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Fig. 5. Results for Img2 of CEED Dataset (a) Original Image (b) Proposed Method (c) AMSR (d)BPDHE (e) DHECI (f) Dong (g) HE (h) JED.

Original Image

Proposed Method AMSR BPDHE
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() () 1)
Fig. 6. Results for Img3 of CEED Dataset (a) Original Image (b) Proposed Method (c) AMSR (d) BPDHE (e) DHECI (f) Dong (g) HE (h) JED.
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Fig. 7. Results for Img10 of CEED Dataset (a) Original Image (b) Proposed Method (c) AMSR (d)BPDHE (e) DHECI (f) Dong (g) HE (h) JED.

@

TABLE II. COMPARISON OF EXECUTION TIME

Proposed AMSR BPDHE DHECI Dong HE JED
1.2950 0.5717 0.4933 15.2758 0.5279 0.01295 10.2032
1.3472 0.6810 0.5736 15.1493 0.5869 0.01961 10.0039
1.1541 0.6063 0.4195 15.1940 0.4540 0.0317 9.9660
3.1674 37.8317 1.1424 16.1688 0.8648 0.5012 24.2718
1.4195 0.7262 0.4696 14.1218 0.5392 0.0347 9.9046
1.2339 0.6893 0.5416 14.5583 0.4748 0.0113 11.4457

V. CONCLUSION

In this research, a technique is proposed which takes into
account both the local minima and global maxima problems.
To overcome the problems and to present an optimal
enancment approach, the RGB colorspace is first converted to
the Hue, Saturation and Luminance colorspace. Local color
correction is applied to the HSL colorspace to optimize the
contrast of image based on neighboring pixel. Fuzzy
intensification methods is used to control the color fidelity of

the local color corrected pixels and thus the overexposed
and underexposed regions have been optimally illuminated
and obtained images are having good contrast. The methods
were implemented and tested on CEED database images,
along with the existing techniques. Proposed method provides
satisfactory results as it produced natural contrast images with
no artifacts and outperformed the other existing contrast
enhancement methods in terms of MSE, PSNR, SSIM and
NIQE image evaluation parameters.
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Abstract—The number of children from multicultural
families is increasing rapidly along with quickly increasing
multicultural families. However, there are not enough surveys
and basic researches for understanding the characteristics of
multicultural children and issues such as social discrimination.
This study discovered the machine learning model with the best
performance for predicting the social discrimination experience
of children from multicultural families by comparing the
prediction performance (accuracy) of individual prediction
models and stacking ensemble models. This study analyzed
19,431 adolescents (between 19 and 24 years old: 9,835 males and
9,596 females) among the children of marriage immigrants. This
study used random forest (RF), rotation forest, artificial neural
network (ANN), and support vector machine (SVM) for the base
model. Logistic regression algorithm was applied for the meta
model. Each machine learning model was built through 5-fold
cross-validation. Root-mean-square-error (RMSE), index of
agreement (IA), and variance of errors (Ev) were used to
evaluate the prediction performance of the developed models.
The results of this study indicated that the prediction
performance of the rotation forest-logistic regression model had
the best performance. The future studies need to explore stacking
ensemble models with the best performance through combining a
base model and a meta model by using various machine learning
algorithms such as clustering and boosting.

Keywords—Stacking ensemble; meta model; root-mean-square-
error; index of agreement; rotation forest

I.  INTRODUCTION

The number of foreigners residing in South Korea exceeded
2 million as of 2019. This accounts for 3.69% of the South
Korean population, which is not a high percentage. However, it
is recognized as a noticeable phenomenon in Korean society
because the number of immigrants has increased rapidly over
the past decade and immigrants are easily distinguishable due
to differences in appearance and language [1]. In particular, as
this issue has become linked to the marriage to men living in
rural areas or men with low-income in urban areas since 2002,
the number of multicultural families has reached 900,000 as of
2016 [2]. The number of immigrants will increase more as the
population of South Korea will decrease due to the aging and
low birth rate [3]. It has drawn more attention because the
population composition will be diversified further due to this

[3].

The multicultural family means a family made by uniting
people with different nationalities or races through
international marriage and other methods. South Korea
prepared the “Measures to Support the Social Integration for
Female Marriage Immigrant Families, Multi-racial People, and
Immigrants” in 2006 to help multicultural families settle in
South Korea stably. As the Multicultural Families Support Act
was enacted in 2008, she strengthened the support for
multicultural families at the policy level. As a result, social
security and legal status were guaranteed for marriage
immigrants.

As the number of foreigners residing in South Korea
rapidly increases, the number of children from multicultural
families (e.g., international marriage families and foreign
workers’ families) is also increasing. Furthermore, as they
attend schools, the possibility of conflict due to cultural
differences has increased according to the increased personal
and cultural contacts.

Nevertheless, in South Korea, social policies for
multicultural families have mainly focused on employment or
welfare for marriage immigrants and foreign workers [4,5].
Moreover, previous studies on multicultural families [4,6] have
been conducted to examine only limited individual aspects
such as socioeconomic characteristics, welfare level, human
rights discrimination, employment status, and policy analysis.
However, there are still not enough studies on the overall social
discrimination experiences of children from multicultural
families. Children from multicultural families (international
marriage families) can be divided into children born in South
Korea and those who have entered South Korea after being
born in other countries. Since it has been reported that children
could not adapt to South Korea well due to the unique
characteristics of multicultural families and various changes
that they experience during adolescence [7], it is necessary to
expand the social foundation that can help them adapt to South
Korea well for social integration.

In summary, the number of children from multicultural
families is increasing rapidly along with quickly increasing
multicultural families. However, there are not enough surveys
and basic researches for understanding the characteristics of
multicultural children and issues such as social discrimination.
Therefore, it is needed to identify the characteristics of
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multicultural children and seek new policies that reflect them
to prepare policies that encompass various problems including
the social adaptation of multicultural children in preparation for
a rapidly changing multicultural society.

Previous studies [8,9,10,11,12] on the adolescents from
multicultural families in South Korea reported the difficulties
in peer relations, social support, family support, and language
as factors related to discrimination experiences. Most of them
used regression analysis for a prediction algorithm. Regression
analysis is efficient for detecting individual risk factors, but it
is limited in identifying multiple risk factors [13,14]. As a way
to overcome this limitation, recent social science studies
[15,16] have used predictive modeling based on big data-based
machine learning. However, since these prediction studies are
based on individual prediction algorithms, the bias existing in
each algorithm may be reflected in the prediction results.

This study identified the predictors of social discrimination
experiences of children from multicultural families in South
Korea by using individual prediction models based on machine
learning and reduced the potential bias risk of the models by
combining them into a stacking ensemble learning model.
Moreover, this study discovered the machine learning model
with the best performance for predicting the social
discrimination experience of children from multicultural
families by comparing the prediction performance (accuracy)
of individual prediction models and stacking ensemble models.

Il. METHODS AND MATERIALS

A. Data Source

The data source of this study was the “Study on the
National Survey of Multicultural Families [17]” in 2012, which
was jointly surveyed by the Ministry of Health, Welfare and
Family Affairs, the Ministry of Justice, and the Ministry of
Gender Equality and evaluated multicultural families residing
in South Korea. The Study on the National Survey of
Multicultural Families was conducted to develop policies
customized for multicultural families by identifying their living
conditions and welfare needs. The survey items consisted of
the general characteristics, employment, economic level,
marriage, health, and health care of multicultural families. The
survey targets for the national survey of multicultural families
were 154,333 families, all marriage immigrants. In addition to
marriage immigrants, this survey also evaluated the spouses
and children of marriage immigrants separately. The target
subjects were sampled based on the status of alien residents
living in 16 cities and provinces and the basic status of
multicultural families collected by the Ministry of Public
Administration and Security. Since this survey collected data
from all target samples, a sample design was not needed and
the survey was conducted from July 20 to October 31, 2012.
The multicultural families used for this study were (1) families
composed of marriage immigrants and South Korean who
obtained South Korean nationality by birth, acknowledgment,
or naturalization and (2) families composed of foreigners who
obtained South Korean nationality by acknowledgment or
naturalization and South Koreans who obtained South Korean
nationality by birth, acknowledgment, or naturalization in
accordance with the Multicultural Families Support Act. This
study analyzed 19,431 adolescents (between 19 and 24 years

Vol. 12, No. 5, 2021

old: 9,835 males and 9,596 females) among the children of
marriage immigrants.

B. Measurements and Definitions of Variables

The target variable (label) was defined as social
discrimination experience (yes or no). Features were gender,
age, residence (countryside or city), highest level of education
(elementary school graduation and below, middle school
graduation, high school graduation, or college graduation or
higher), Korean reading level (good, average, or poor), Korean
speaking level (good, average, or poor), Korean writing level
(good, average, or poor), Korean listening level (good, average,
or poor), learning support experience (yes or no), economic
activity (yes or no), the experience of using a support center for
multi-cultural families (yes or no), learning Korean (yes or no),
Korean society adaptation training (yes or no), career
counseling (yes or no), and social welfare center use (yes or
no).

C. Single Machine Learning Algorithm (base model): Support
Vector Machine (SVM)

SVM is a machine learning algorithm that finds an optimal
decision boundary, which is a linear separation that optimally
separates a hyperplane by transforming training data into a
high dimension through nonlinear mapping [18]. For example,
when A=[a,d] and B=[b,c] are non-linearly separable in 2D, it
becomes linearly separable when they are mapped in 3D.
Therefore, if an appropriate nonlinear mapping is applied to a
sufficiently large dimension, data with two classes can always
be separated in a hyperplane. The concept of SVM is presented
in Fig. 1.

D. Random Forest

Random forest is an algorithm that randomly learns a
number of decision trees. It uses a number of bootstrap
samples. After generating a decision tree for each sample, the
output value is predicted using the decision tree most
frequently used among the generated decision tree when new
data is input [20]. The concept of random forest is presented in
Fig. 2.

Positive class

Negative class

L2

Fig. 1. Concept of SVM [19].

126 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Bootstrap

Training set
N samples, M features

‘ Sample 1 ‘ | Sample 2 ]
| |
¢ : Training
- -
[ Predictor 1 | [ Predictor2 |
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Prediction: The average
ageregation of all predictors

Fig. 2. Structure of Random Forest Algorithm [21].

E. Rotation Forest

Rotation forest is one of the random forest algorithms that
performs learning while rotating the data axis by applying
principal component analysis (PCA) to the training data.
Rotation forest generates classifier ensembles based on feature
extraction after excluding random features from the previous
feature set used for learning. Principal component analysis
(PCA) is performed on randomly divided subsets and training
is conducted by rotating the data dimension [22]. Through this
process, robust characteristics can be obtained for the input
data showing complex distribution [23]. The performance
procedure of the rotation forest is presented in Fig. 3.

F. ANN (Artificial Neural Network)

ANN is an algorithm created based on the neural network
structure of the human brain. It is composed of an input layer
that inputs the target data, a hidden layer (or hidden layers) that
is an intermediate step, and an output layer that shows the
result. Every layer consists of a number of nodes, and only
information that exceeds the threshold is passed to the next
layer through the activation function. It is possible to predict
the result in the output layer after deriving only the necessary
information through this. The concept of ANN is presented in
Fig. 4.

G. Stacking Ensemble (Meta Model)

This study predicted social discrimination experiences by
using stacking ensemble techniques. Stacking ensemble
techniques are superior in generalization and robustness to
single machine learning models and have been used for
classification and prediction in various fields [26,27,28,29]. It
is @ method of creating a new model by combining different
models as if stacking them [30]. It improves the performance
of the final model by taking advantage of each model and
supplementing its weaknesses while going through the two
stages (base and meta) [30].

This study used random forest (RF), rotation forest, ANN,
and SVM for the base model. Logistic regression algorithm
was applied for the meta model. The regression algorithm is
the simplest method to increase the reliability of the base
model while maximizing the generality and stability of the

Vol. 12, No. 5, 2021

model. Feng et al., (2020) [31] reported that it would overfit
the training data less probably. Due to this reason, the
regression algorithm has been used as a meta model of the
stacking ensemble algorithm in many recent publications
[31,32], and this study also used it as a meta model for the
same reason. The structure of the finally constructed stacking
ensemble model is presented in Fig. 5.

Training Phase
Given
» X:the objects in the training data set (an V x n matrix)
« Y:the labels of the training set (an NV x 1 matrix)
« L:the number of classifiers in the ensemble
« K the number of subsets
o {wry., w,}: the set of class labels

Fori=1...L
» Prepare the rotation matrix R{:
- Split F (the feature set) into K subsets: F; ; (for j =1...K)
- Forj=1...K
+ Let X;; be the data set X for the features in F. ;
= Eliminate from X, ; a random subset of classes
+ Select a bootstrap sample from X ; of size 75% of the number of objects in X ;. Denote
the new set by X7 ;
+ Apply PCA on X{ ; to obtain the coefficients in a matrix C, ;
~ Arrange the C; ;, for j = 1... K in a rotation matrix R; as in equation (1)
— Construct R} by rearranging the the columns of R; so as to match the order of features in
F.
« Build classifier D; using (X R?,Y) as the training set

Classification Phase
« Fora given x, let d; j(xR{) be the probability assigned by the classifier D; to the hypothesis that
x comes from class w;. Calculate the confidence for each class, «w;, by the average combination
method:

1 L
wslx) = 7 3 dig(xR), G=1,.. e
=

» Assign x to the class with the largest confidence.

Fig. 3. Procedure of Rotation Forest [24].

Bias O\ @)

Independent Variable 1 —— Ok 0.

Independent Variable 2 —— (x

Independent Variable 3 — () {) - Dependent Variable

Independent Variable 4 — O

Independent Variable n . O/—O

Input Hidden Output

Fig. 4.  Algorithmic Structure of a Typical ANN [25].
Input variable
Base
models;’
- SVM Random
forest |
ANN Rotation
forest
Meta o
model Logistic

regression

Final
estimation

Fig. 5. The Structure of the Stacking Ensemble.
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H. Validation of the Models Korean writing level <0.001

Each machine learning model was built through 5-fold Good 2,033 (13.8) 12,731 (86.2)
cross-validation. This method validates the validity of learning  ["A(erage 506 (18.7) 2,196 (81.3)
by randomly dividing the entire sample into equal-sized five 5 296 (352 470 (743
groups, validating it by using one of the groups as a validation oor (25.2) 470 (74.8)
dataset and the other groups as training datasets, and repeating Korean listening level <0.001
this procedure five times. Root-mean-square-error (RMSE), Good 2,220 (14.4) 13,165 (85.6)
index of agreement (IA_), _and variance of errors (Ev) were used Average 677 (24.1) 2,127 (75.9)
to evaluate the prediction performance of the developed
models. A lower RMSE indicates the higher accuracy of a | o 137 (11.0) 1,105 (89.0)
prediction model. When 1A is closer to 1 and Ev is lower, a Economic activity 0.659
model is more stable. No 1,790 (15.7) 9,598 (84.3)

. RESULTS Yes 1,245 (15.5) 6,798 (84.5)
Table | shows the general characteristics of adolescents | Korean society
. I . adaptation training

from multicultural families in South Korea according to the
presence of social discrimination experience. Among the all | N° 2888 (152) 16,104 (84.8)
subjects (19,431 adolescents), 15.6% (3,035 adolescents) Yes 146 (33.3) 292 (66.7)
experienced social discrimination. The result of chi-square test Experience of career

: . . : <0.001
revealed that residence, gender, highest level of education, the counseling
experience of using a support center for multi-cultural families, No 2,611 (14.3) 15,602 (85.7)

Korean speaking level, Korean listening level, Korean reading [y 424 (34.8) 794 (65.2)
level, Korean writing level, career counseling, learning Korean, -

. . L NP Learning support <0.001
and Korean society adaptation training were significantly experience :
(p<(_).QS) d!fferent_betvv_een_ qdolo_escents frpm multicultural ™ 25526 (14.0) 15,336 (85.9)
families with social discrimination experience and those
without social discrimination experience. Yes 509 (32.4) 1,060 (67.6)

Experience of using a
TABLE I. GENERAL CHARACTERISTICS OF ADOLESCENTS FROM support center for <0.001
MULTICULTURAL FAMILIES IN SOUTH KOREA, N (%) multi-cultural
families
Social discrimination experience Do not even know
Variables p that such center exists | 1692 (18:8) 7,332 (81.3)
Yes (n=3,035) No (n=16,396) Know the center but
Residence <0.001 never used it before 1125 (12.1) 8,198 (87.9)
City 2,659 (16.2) 13,802 (83.8) Not only know the
center but also have 218 (20.1) 867 (79.9)
Countryside 375 (12.6) 2,594 (87.4) used it before
Highest level of . .
edLchation The prediction performance (i.e., RMSE, IA, and Ev) of the
Elementary school eight machine learning models for predicting social
graduation and below | 28 (129) 176 (87.1) discrimination experience is presented in Fig. 6, 7, and 8,
Middle school 294 (15.9 5 084 (84.1 respectively. The analysis results of this study indicated that
graduation (15.9) 084 (84.1) the prediction performance of the rotation Forst-logit
High school 2164 (15.